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Abstract

Despite the accelerating pace of scientific discovery, the current clinical research enterprise does not sufficiently address pressing clinical questions. Given the constraints on clinical trials, for a majority of clinical questions, the only relevant data available to aid in decision making are based on observation and experience. Our purpose here is 3-fold. First, we describe the classic context of medical research guided by Poppers' scientific epistemology of “falsificationism.” Second, we discuss challenges and shortcomings of randomized controlled trials and present the potential of observational studies based on big data. Third, we cover several obstacles related to the use of observational (retrospective) data in clinical studies. We conclude that randomized controlled trials are not at risk for extinction, but innovations in statistics, machine learning, and big data analytics may generate a completely new ecosystem for exploration and validation.
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Introduction

Despite the accelerating pace of scientific discovery, the current clinical research enterprise does not fully address daily clinical questions such as “what is the most adequate course of action for a particular patient, under these conditions, in this phase of the illness?” [1]. From a clinician’s perspective, the most abundant information available for decision making is based on observation and experience [2]. With the accumulation of large amounts of health-related data, the methods for therapeutic effect quantification have been rapidly evolving and are driven by recent innovations in statistics, machine learning, and big data analytics [3]. Recent technology allows the use of (near) real-time clinical decision support tools, enabling the quantification and prioritization of unanswered clinical questions in the absence of published evidence [4].

Despite the abundance of data available, fitting data to a model to explain observations might be plausible and appear to be in agreement with clinical experiences, but the derivation of natural laws or theories cannot be justified. From an epistemological point of view (Karl Popper), science should strive to describe simple and logical theoretical systems that are testable before enabling any predictions [5]. Classically, deductive science begins with a hypothesis or theory and proceeds to derive possible conclusions and statements. With the introduction of precision medicine as an emerging approach for disease treatment and prevention, the question arises whether simple and logical theoretical systems are the only choice for predictive
Various methods have been presented to predict future outcomes or to forecast trends using observational data [7]. Observational data research might seem attractive because of lower cost and time consumption, but it is mostly considered inferior to prospective research. In the big data and Internet of things era, “observational” data are abundant and could be considered a historical footprint, valuable for training and testing models from which performance can be quantitatively assessed using new data input [8].

The aim of this viewpoint paper is to highlight some innovations in statistics, machine learning, and big data analytics, and to confront them with the current gold standard test used in clinical trials: the randomized controlled trial (RCT). Therefore, we discuss this in three sections—challenges and shortcomings of RCTs, potential of observational studies with big data, and challenges and difficulties of observational (retrospective) data for clinical studies.

The Challenges and Shortcomings of RCTs

RCTs were introduced in medicine more than half a century ago [9]. The trial is initiated by a null hypothesis that there is no decisive evidence that the intervention or drug being tested is superior to existing treatments. In prospective RCTs, the investigators conceive and design the trial, recruit participants, and collect baseline data, before the participants have developed any of the outcomes of interest. Individuals are selected from a population to estimate characteristics of the entire population. The intervention is randomly assigned after participants have been assessed for eligibility and recruitment, but prior to the intervention under study. When properly designed, RCTs can isolate confounding factors and allow researchers to identify causal effects between input and observed phenomena. This makes RCTs the gold standard for evidence-based medicine (EBM) [10]. The Framingham Heart Study is a historical example of a large, productive prospective cohort study [11].

In contrast, it is widely acknowledged that evidence from RCTs frequently rests on narrow patient inclusion criteria, hindering generalization to real clinical situations [12]. As such, RCTs do not ensure the translation of their results into tangible benefits to the general population [13]. Additionally, it is often unclear which assumptions are part of the hypothesis. Frequently, researchers end up with central tendencies from a group of individuals, a measure that is often not representative of an individual patient.

Limitations of RCTs or suboptimally designed RCTs are at times overlooked or ignored [14]. When RCTs lack methodological rigor, the results must be interpreted cautiously [15,16]. Furthermore, the cost and duration of RCTs may be prohibitive, delaying the acceptance of new treatment modalities [17]. The outcome of interest in RCTs should also be common; otherwise, the number of outcomes observed becomes too small for statistical meaningfulness (indistinguishable from the cases that may have arisen by chance).

Additionally, certain interventions might not be suitable to be explored by RCTs because of ethical considerations. Likewise, when an intervention becomes widespread, clinicians are unwilling to experiment with alternatives. For instance, the impact of timing of cardiopulmonary resuscitation on cerebral and myocardial functional recovery cannot be investigated with controlled trials. However, such studies can be designed using techniques such as propensity score analysis and stratification based on big data [18,19].

With the aging of the population, an increasing percentage of patients have multiple comorbidities, which are routinely excluded from RCTs. In contrast, big data from electronic medical records provide information from real-world settings [19]. Research based on these data might be more applicable to patients encountered in daily practice. Even with a well-designed and successfully conducted RCT, many clinical questions are unanswered, because results from RCTs might not be suited to each individual patient. This problem is the main focus of personalized and precision medicine [6]. An obvious example is that over the past few decades, perioperative management has improved in safety, resulting in lower incidences of major perioperative complications (<1% to 3%), such as perioperative stroke or death. Nonetheless, even events with a 1% incidence rate would affect 2 million people each year worldwide. These devastating complications are hardly studied in RCTs, as their low incidences would require inclusion of significant numbers of patients [20]. Big data analytics might facilitate research for these rare end points, thereby potentially opening opportunities for improving clinical practice [21].

In the last two decades, EBM attempted to address the limitations of RCTs. EBM is commonly defined as “the conscientious, explicit, and judicious use of current best evidence in making decisions about the care of individual patients” [22]. The purpose of EBM is to provide a stronger scientific foundation for clinical work, so as to achieve consistency, efficiency, effectiveness, quality, and safety in medical care. The theoretical ideal of EBM, where every clinical question would be based on meta-analysis and systematic reviews of multiple RCTs, faces multiple limitations. An early example of EBM can be found in the British Thoracic Society’s 1990 asthma guidelines, developed through consensus and based on a combination of randomized trials and observational studies [23].

Two decades of enthusiasm could not prevent some from arguing that the EBM movement is in crisis, for many reasons [2]: (1) the evidence-based “quality mark” has been misappropriated by vested interests, (2) the volume of evidence, especially clinical guidelines, has become unmanageable, (3) statistically significant benefits may be marginal in clinical practice, (4) inflexible rules and technology-driven prompts may produce care that is management driven rather than patient centered, and (5) evidence-based guidelines often map poorly to complex multimorbidity.

It is remarkable that recent advances in analytics are not mentioned in any “strength of evidence” rankings [24]. This closely resembles the plea from Angus Deaton, the 2015 Nobel
prize winner in economic sciences, for more modesty in what randomized trials can offer, culminating against a one-size-fits-all mentality [25].

Potential of Observational Studies With Big Data

The burden of chronic diseases is rapidly increasing worldwide, triggering a paradigm shift from delayed interventional to predictive, preventive, and personalized medicine [26,27]. Success stories of the big data paradigm and data mining led to broader recognition of the potential impact and benefits (both human and economic) in health care. In 2012, the worldwide amount of digital health care data was estimated to be around 500 petabytes, expected to reach 25,000 petabytes in 2020, of which approximately 80% is unstructured [28].

The explosion in data has opened a multitude of opportunities for improving health care in general by the design of data-driven models for different tasks: (1) in public health: prediction of admission rates, epidemics, hospital capacities, etc, (2) early risk prediction for mortality, hospital readmission, treatment efficacy, etc, (3) for chronic disease control: drug dosage optimization, therapeutic adherence, etc, (4) in diagnostics: decision support systems in medical imaging, etc.

Predictive modelling in a clinical context, where data are collected, a statistical model is formulated, predictions are made, and the model is validated (or revised) as additional data become available, could become the key for tailoring medical treatment to individual characteristics of each patient (precision medicine initiative [6]).

A recent report on the potential of learning health care systems suggested that the RCT is not dead, but rather that other methodologies will be required if we are to bridge the evidence gap in modern medicine [29]. Observational studies can deliver useful results quickly, at lower cost, and do not put patients at risk through experimental exposure. The development of electronic health records and rigorous outcomes measurement offers the potential to accelerate the use of observational research. This may require a paradigm shift in education and research.

Retrospective data are historically assessed by descriptive statistical analysis, resulting in clinical intelligence (Figure 1). Predictive analytics differs from clinical intelligence and business intelligence-style intelligence in its use of models—models that capture and represent hidden patterns and interactions in the data.

Clinical decisions, once exclusively guided by experience (wisdom generated from qualitative retrospective analysis) and retrospective clinical intelligence (wisdom from quantitative retrospective analysis), can now be upgraded by knowledge of predictive and prescriptive analytics, predicting future events on the individual patient level (Figure 1).

Big data is defined as high-volume, high-velocity, high-variety, and high-veracity information assets, requiring new forms of processing to enhance decision making, insight discovery, and process optimization [30]. Cutting-edge big data technologies allow for integration and scalable analytics of heterogeneous medical data. Additionally, recent computational and mathematical advances have enabled effective usage of machine learning and data mining methods for uncovering hidden relationships between different parameters and clinical outcomes [13]. This evolution is considered one of the main factors in the development of predictive, preventive, and personalized medicine. Big data might increase the relatively low ratio of screened to enrolled patients of RCTs, optimizing the generalization of results from research in routine clinical practice (external validity).

Data availability in clinical medicine can be seen as both wide (from large populations) and deep (a large amount of data per patient). Wide data allow for analytics of various trends in public health care (eg, the number of admissions per disease or hospital) and can be used in quality indicators for hospitals (eg, readmission rates), newly introduced drugs, or health campaigns. In other words, wide secondary data provide the essential raw material for key operations in health care. Plans and priorities of governmental health departments and clinical decision making based on historical disease characteristics both depend on secondary data. For example, virtually every basic-science grant application for severe sepsis research contextualizes the proposed work with national-scale epidemiology derived from administrative records [27,31]. Policy concerns about health care overuse in the intensive care unit, such as excessive end-of-life spending and unexplained geographic variation in intensive care unit use, depend on secondary data analyses [32,33]. Much of our understanding of racial or ethnic and insurance-based disparities, as well as the value of critical care, derives from secondary data analyses [34].

Directly related to the exploration of wide data, initiatives were promoted for collecting, integrating, and making publicly available these data for analyses. One of the largest open databases of this kind is the State Inpatient Databases, a US Agency for Healthcare Research and Quality Healthcare Cost and Utilization Project [35]. The State Inpatient Databases (2001–2010) include about 330 million inpatient discharges from 46 US states. These data track all hospital admissions at the individual level, and track diagnostic and procedural data based on International Classification of Diseases, Ninth Revision, Clinical Modification coding. Additionally, demographics and administrative data of each admission are tracked (eg, sex, age, month of admission, length of stay, and total charges in US currency). Opening up these data initiated many research efforts in health care predictive analytics as published on websites from the US National Information Center on Health Services Research and Health Care Technology and others.

However, wide data are not the best information source to generate clinically relevant research at the patient level (eg, mortality risk, evaluation of effectiveness of procedures), because these data are in most cases generated for administrative and reimbursement purposes, and are not sufficiently detailed to describe complex medical states and outcomes for a unique patient.
Deep data, on the other hand, provide a higher level of temporal details from each patient, on multiple scales (eg, genomics, proteomics, drugs, laboratory tests, comorbidities, symptoms). When analyzed properly, such data have the potential to provide valuable clinical insights and could change practice in fundamental ways, improving outcomes for patients [6]. A good example is the reevaluation of the use of pulmonary artery catheters, once a ubiquitous feature of the treatment of nearly every medical intensive care unit patient, but this use was reinvestigated with a clever reanalysis of a clinical trial [36].

The importance of opening deep data for analytics is recognized widely. One of the most popular and most detailed data sources available is the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC) clinical database, which contains data on 58,976 intensive care unit admissions (medical, surgical, coronary care, and neonatal), for over 48,000 distinct patients admitted to Beth Israel Deaconess Medical Center (Boston, MA, USA) from 2001 to 2012 [37]. The MIMIC-III database contains highly detailed and heterogeneous data (laboratory tests, vital signs, symptoms, medical imaging, notes, waveforms, etc). The data in the MIMIC-III database are available to other researchers and there are no privacy concerns, promoting reproducibility of research. Opening this database yielded many promising research efforts [38,39].

Figure 1. From clinical intelligence to prescriptive analytics. BI business intelligence; ICU: intensive care unit.

Challenges and Difficulties of Observational (Retrospective) Data for Clinical Studies

Observational studies look at medical events from some time point in the past and examine exposure to a suspected risk or treatment in relation to an outcome established at the start of the study. There are several challenges opposing the quick and easy development of predictive models with good performance, in particular for complex clinical problems.

This results in a large gap between potential and actual data usage [27,31]. Retrospective databases pose a series of methodological challenges, some of which are unique to this data source [40].

Correlation Does Not Imply Causation

One of the major obstacles to full applicability of predictive analytics in real-life clinical practice (and distrust of observational studies) is the credibility of the evolved patterns (models). Although modelling enables quantification of correlation on large data sources, correlation in most cases does not imply causation (even with significant correlations identified). Two major fallacies have been described in this respect: *cum hoc ergo propter hoc*, Latin for “with this, therefore because of this,” and *post hoc ergo propter hoc*, Latin for “after this, therefore because of this.” The main cause of misleading conclusions based on identified correlations is incorrect sample or feature selection, which leads to neglect of actual confounders. Namely, retrospective studies are often conducted on large data samples, but these samples are not described with all potential confounders [41,42]. On the other hand, stratification of a population, leading to homogeneous and well-described groups (eg, the same age group, sex, history of...
diseases, current health status, and vital signs), also leads to insufficient data quantities because of the complexity of medical phenomena and the large number of potential confounders. So, when a population is carefully selected, in most cases, the lack of data emerges as a problem that prevents the development of accurate and stable predictive models. In these situations, an additional problem arises in identification of real causal relationships: “the curse of dimensionality” or Hughes phenomenon [43]. The curse of dimensionality states that, with a fixed number of training samples, the predictive power reduces as the dimensionality increases, meaning that patterns identified in high-dimensional spaces may occur due to chance. Consequently, an enormous amount of data is needed to ensure that a population is well described by a given sample.

To conclude, in theory it is possible to select an adequate sample and feature space that describes well the medical phenomena that are observed, and eventually could lead to causal relationships and insights. However, finding such samples in retrospective data is very challenging, and this problem has to be addressed adequately when reporting and interpreting predictive results from retrospective studies.

Fusion of Data Science and Domain Expertise

Even if retrospective studies are well defined (in relation to samples and features) and if the medical community is confident with models and results, successful predictive analytics and application of cutting-edge machine learning algorithms often demands substantial programming skills in different languages (eg, Python or R). This migrates modelling from the domain expert to the data scientist, often missing the necessary domain expertise, and vice versa. Additionally, data analyses are highly creative processes and there are no detailed recommendations for conducting such research. High-level steps for conducting this research is described by the cross-industry standard process for data mining, which is breaking down the life cycle of an analytics project into six phases: business understanding, data understanding, data preparation, modelling, evaluation, and deployment [44]. However, specifications of each problem prevent the development of a standardized analytics process on an operational level. This ultimately leads to the slow development, adoption, and exploitation of highly accurate predictive models, in particular in medical practice, where errors have significant consequences (both human and financial) [45]. Obviously, a close and continuous collaboration between domain experts and data scientists would solve this problem, but this is not always feasible. Many efforts have attempted to overcome this problem in recent research. One of the directions is formalization of domain knowledge through medical ontologies (eg, Disease Ontology [46], SNOMED [47], and for orofacial pain [48]) and integration with data-driven models [49,50]. This approach aims to allow for data-knowledge fusion and to reduce the need for additional specialization of domain experts in data science and vice versa. Another approach is development of visual analytics tools that enable a faster learning curve and powerful analytics that can be conducted by domain experts [45,51].

Data Heterogeneity and Quality

In particular, deep medical data that could potentially provide meaningful clinical conclusions or new hypotheses is highly heterogeneous: laboratory tests, disease history, comorbidities (multiple diagnoses), medication prescriptions, protein interaction networks, genomic sequences, medical imaging, notes, waveforms, and so on. In addition to different data formats, the data are time stamped, temporal, context dependent, and defined over different levels of granularity. This raises the challenging problem of extracting information and meaningful patterns from all available data sources, even with cutting-edge big data technologies that allow for efficient storage and manipulation of such data and predictive methods that allow for temporal modelling of interdependent data [52]. Various ways have been proposed to address these problems, such as integrating the results of models that are built separately on homogeneous data sources, and mapping between problem (data) spaces and learning models on common data representations [53]. However, each step of these strategies loses information and propagates uncertainty, and thus the potential of big and heterogeneous data is only partially exploited. Additionally, it is essential to interpret the findings in the context of a defined patient population (generalizability). If multiple data sources were used to construct a database, it is important to emphasize whether the necessary linkages between data sources and various care sites have been carried out appropriately, taking into account differences in coding and reporting across sources and timestamping (data linkage). Retrospective data face a renewed interest with the growth of big datasets, as questions arise related to the quality of the data and the source validity. With frequently unknown quality or completeness of the recorded data, “garbage in, garbage out” (or GIGO) is commonly used to describe failures in human decision making due to faulty, incomplete [38], or imprecise data.

Validation and Reproducibility

Even though many studies have reported cutting-edge performance in predictive modelling on biomedical data, evolved models often show unstable or unconvincing performance when applied outside of the initial experimental setting.

Some of the reasons for this are that validation measures used in experiments are misleading; that specific algorithm implementations and data are not always available; and that experimental settings are not sufficiently described and, thus, the results reported in scientific papers cannot be reproduced in other settings.

Selection of adequate validation measures is highly dependent on the nature of the data for building models. Since most of these datasets have an imbalance between the size of the positive and negative classes, classification accuracy is a meaningless performance measurement. For this reason, other evaluation criteria are used, such as the area under the receiver operating characteristic curve and the area under the precision recall curve. All of these are based on the basic notions of the numbers of true positives, false positives, true negatives, and false negatives [54,55].
Further, in order to realistically estimate model performance in the future (on unseen cases), experimental setups will need perfection and to be protected against overfitting (the situation where a model has good performance on training data but shows poor generalization performance when tested on unseen cases). As discussed before, finding the predictive model best suited to the data at hand is often based on trial and error, and assumes comparisons of multiple models with multiple parameter settings. The number of trials and the complexity of the models positively correlate with the probability of model overfitting. This is why parameter optimization and multiple model testing should also be monitored using an alternative partition of the data (validation dataset). A common technique to validate a model is either cross-validation or bootstrap validation [56]. Cross-validation is often used to select the optimal level of complexity (maximal predictive power without overfitting).

Other methods focus on estimating heterogeneity in causal effects in experimental and observational studies, and on conducting hypothesis tests of the magnitude of the differences in treatment effects across subsets of the population. These approaches are often tailored to situations with multiple attributes of a unit relative to the number of units observed, and where the functional form of the relationship between treatment effects and the attributes of units is unknown [19]. Finally, the error rate of the model is estimated with the remaining data partition [57]. As such, the testing data represents a realistic assessment of the model's correctness when applied to new datasets. Additionally, it is utterly important to take special care when selecting data for validation and final model performance evaluation (because models could adapt and generalize well only on a subset of the data, and thus all types of data that are expected in the future have to be present in the final evaluation of the model).

When modelling is done properly, accurate predictive models have the ability to adjust and improve over time. The artificial intelligence resulting from this evolution might have the potential to measure and optimize therapeutic effect and adherence [58].

Interpretability

In the process of building a useful representation of a system or phenomenon, interpretability (comprehensibility or ability to understand) is often recalled. This is of particular importance in the medical domain because, even with the best diagnostic assessment and highly accurate predictive models, decisions have to be made with caution and with involvement of medical experts. If models are interpretable, medical experts can put information provided by predictive models in their specific context (reducing the danger of potential confounder influence) and get better insights into the reasons for phenomena identified by predictive models. This should eventually lead to making informed decisions and taking a step toward prescriptive analytics. However, there is a clear trade-off between model complexity and model interpretability. Additionally, interpretability is in the eye of the beholder: it is hard to make some objective comparisons between predictive models. Model interpretability is also related to the number of features and the information provided by the features. The number of features is intuitively evident as an interpretability measure. The higher the dimensionality, the more complex it becomes for human beings to analyze the relative impact of features and patterns that are potentially important in making decisions. Therefore, using a reduced set of features might lead to more interpretable models (eg, through backward feature elimination, or forward feature construction). The basic principle of all predictive methods for decreasing the number of features is to extract factors from features, by mapping (transforming) the feature space to a low-dimensional space, while keeping as much of the original variance of the features as possible.

On the other hand, the contextual information provided by the features is important regardless of dimensionality. If a model is based on a limited number of features but the human interpreter considers the model to be a black box, then the model is not interpretable. Interpretability requires more thought on how the results of predictive models help in explaining an underlying phenomenon [59]. Because of this, state-of-the-art predictive algorithms, which often provide highly accurate models (eg, neural networks or support vector machines), are often not considered useful for real-life medical applications. This poses an additional challenge to making highly accurate predictive models based on less-complex and more-interpretable algorithms such as logistic regression, naive Bayes, or decision trees. Unfortunately, interpretability and accuracy are usually concurrent, and this increases the importance of feature selection and construction in predictive modelling processes.

There Is No Free Lunch

Many predictive algorithms have been developed, but there is no evidence that any algorithm outperforms all others in every situation. Strong support for this claim is given by “no free lunch” theories [60], where researchers demonstrate that no predictive algorithm outperforms others on every dataset, but one can always find an algorithm that is optimal for a dataset. In particular, in health care predictive analytics, the consequences of no free lunch theories are posing a very challenging problem of finding the algorithm best suited to the data at hand. This is directly related to the complexity of medical phenomena, contextual dependency, data heterogeneity, high dimensionality, class imbalance, and so on. For many of these specific problems, a variety of efficient predictive methods have been developed. For example, lasso logistic regression efficiently reduces dimensionality of the initial dataset [61], while preserving or even increasing the predictive performance on unseen data. Support vector machines [62] efficiently avoid overfitting and allow incorporation of domain knowledge by kernel engineering. Neural networks and deep learning methods have the ability to fit high-dimensional data and to model spatiotemporal relations in data [63]. Further, ensemble methods [64] are used to improve the performance of individual algorithms. They have shown many advantages in dealing with a small sample size, high dimensionality, and complex data structures by exploiting the diversity among the models produced. These models can be aggregated from the same model built on different subsamples of data, from different models built on the same sample, or a combination of the previous two techniques. Some popular algorithms from this class are bagging
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However, all mentioned models have their own cons and there are no theoretical guarantees for a model’s success in a particular application. The problem of finding the best model for a particular dataset is influenced by data preprocessing (feature selection, feature construction, etc). The objective of variable (feature) selection is 3-fold: improving the prediction performance of the predictors, providing faster and more cost-effective predictors, and providing a better understanding of the underlying process that generated the data [68]. This requires feature construction, feature ranking, multivariate feature selection, efficient search methods, and feature validity assessment methods.

Privacy Concerns

Another problem often considered an obstacle for successful application of predictive analytics in health care is the lack of data. Data can be lacking for several reasons: rare diseases, long and expensive procedures for data collection, and confidentiality of personally sensitive information. Privacy concerns often restrict the potential of sharing the data between institutions and thus building more accurate and reliable models.

However, there are many techniques that could help in overcoming this problem and enable data sharing without fear of identifying patients without their permission. The process of privacy protection starts with traditional anonymization techniques, which map personal and hospital identity into an encrypted form. Additionally, time and duration of hospital visits are usually presented in a relative form (number of days from initial admission), while exact dates are removed. Even though these techniques can substantially reduce the risk of patient identification, the state-of-the-art predictive techniques theoretically can still identify the person based on procedures, diagnoses, and other data that cannot be encrypted if they are a basis for collaborative building and evaluation of predictive models. Thus, privacy of big data is of particular concern. These problems are often successfully solved by secure multiparty computation [69,70], where the sites cooperate to build the global prediction model without sharing the data themselves, and by randomization, where data are additionally masked by adding some controlled noise [71,72].

Conclusion

By no means is the value of RCTs as a method for scientific experimentation questioned. We are convinced that it is far more reasonable to estimate the therapeutic effects from nonrandomized studies, based on the best available surrogate technology, than to ignore the potential richness of the available data [13]. Nonrandomized data could at least provide indicators of potential causality, ultimately triggering the initiation of randomized experiments.

A changing ecosystem of analytical methods has opened up and become available for exploration and validation. Observational studies could complement RCTs in generating hypotheses, establishing questions for future RCTs, and defining clinical conditions [73]. Drawing conclusions based on biased data or dubious analyses by threats of both external and internal validity should be monitored constantly in big data analysis to guarantee that a study measures what it set out to and that the results can be generalized from the study to the reader’s patients.

As such, the data science community has a huge responsibility to eliminate the fear of using predictive modelling in health care by explaining the concepts of predictive modelling in a setting where humans are the preferred decision makers. Finally, data scientists need to create familiarity with data visualization as a channel for information sharing. Data-driven research incorporates artificial intelligence and machine learning into statistics and supports the recognition of patterns within massive datasets. Validation and interpretation of results is an essential step preceding data visualization.
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Abstract

Telemedicine plays an important role in the delivery of medical care, and will become increasingly prominent going forward. Current medical students are among the first generation of “digital natives” who are well versed in the incorporation of technology into social interaction. These students are well positioned to apply advances in communications to patient care. Even so, providers require training to effectively leverage these opportunities. Therefore, we recommend introducing telemedicine training into medical school curricula and propose a model for incorporation.
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Telemedicine Overview

Telemedicine refers to the remote delivery of medical care. Doctors have communicated over distance with one another and with patients ever since the advent of the earliest communications tools. However, recent technological advances and a changing health care landscape have transformed telemedicine from a novelty into a booming industry. Although estimates vary, analysts project the telemedicine market to be US $20-$30 billion by 2020, with more than 100 million e-visits happening annually [1]. Nearly half of all hospitals in the United States have active telemedicine programs and are employing increasingly sophisticated tools [2]. Traditional models focus on telephone, email, and videoconferencing to care for minor conditions. These modalities remain relevant, but the field has rapidly added capabilities and indications [3]. Telemedicine includes diagnostics, treatment, monitoring, consultation, and education among other domains.

Telemedicine has become a fundamental piece of American health care delivery because it helps address issues of both health care costs and access. Moving forward, digital health capabilities will only continue to grow. In order to most effectively leverage these tools, we must ensure providers use them effectively and appropriately. Today’s medical trainees are well versed in technology, but the practice of telemedicine is not necessarily intuitive. Therefore, we advocate the introduction of telemedicine training into medical schools.

Ensuring High-Quality Care

Few among us would claim the ability to conduct an engaging conversation as a guarantee of prowess in eliciting a comprehensive patient history. Similarly, we should refrain from assuming that digital native physicians will deliver high-quality telemedical care without formal and systematic training. Current research suggests that telemedicine has a great deal of promise, but successful studies are typically carried out in academic medical centers by a limited number of well-trained doctors [4]. Other studies have shown that telemedicine can lead to mixed-quality care. For instance, Mehrotra et al [5] found that e-visits had roughly the same treatment outcomes as in-person visits for sinusitis and urinary tract infections, but e-visits had higher rates of antibiotic prescription. Schoenfeld
et al [6] found considerable variation in the quality of care provided by commercial telemedicine companies. As more patients are seen remotely and indications for telemedicine become more complex, we need to train physicians to offer digital care on par with in-person consultation.

Medical education must recognize the intrinsic differences between the practice of traditional medicine and that of telemedicine. For instance, it is difficult to remotely carry out a physical exam, which fundamentally changes the diagnostic process. Technological limitations may cause marked variation in data quality between clinic and remote visits. A patient’s self-reported blood pressure from home may differ from that measured by a nurse in clinic. Providers need to be able to judge those differences. Telemedicine has its limitations in other dimensions as well. Pain management is difficult to gauge from afar. Complex diagnoses and the initial phases of patient education may be better done in person. The nature of the doctor-patient relationship is different. The list goes on.

Given these limitations, practitioners must be able to determine when telemedicine is appropriate and how to optimally process information when they see patients remotely. They must also understand how to navigate the many medicolegal issues that remain in telemedicine, including the role of Health Insurance Portability and Accountability Act regulations, restrictions due to licensing laws, and issues regarding malpractice. Telemedicine is a rapidly evolving field with many stakeholders and murky regulation; providers must learn how to interact with such a system.

The Role of Telemedical Training

Formal training is the best way to teach providers how to approach the challenges and opportunities inherent in telemedicine. We propose that this training should begin in medical school.

Today’s medical trainees are the first generation of digital natives—individuals who grew up surrounded by digital technology and are therefore comfortable processing information in an electronic world. This fact is not enough to guarantee high-quality telemedical care. Formal training can extend and amplify the impact that telemedicine brings to health care. Consider the analogy of a young athlete: the first time a tennis racket is in her hand, it is an extension of her right arm, her forehand develops easily, and she demonstrates the footwork and court instincts of a player twice her age. She’s a natural. However, the distance between her innate ability and a professional career, let alone a legacy of greatness akin to that of Serena Williams, is vast. Dedicated training and repeated practice will determine whether she competes at the game’s highest level. Current medical students’ inherent comfort with technology should be nurtured through structured training. Without this, providers will be ill prepared to take advantage of new innovations in telemedicine.

With this in mind, we propose incorporating telemedical training into the standardized medical school curriculum. We have an opportunity to translate students’ familiarity with technology into superior medical care. Creating a formal training program will allow students to directly compare and contrast telemedicine with traditional medicine, recognize when to use it, and learn best practices. Placing the training program in medical schools would ensure that all new doctors have that ability. To ensure high-quality telemedical care, we must train students to practice telemedicine with the same level of skill they demonstrate delivering traditional care.

A Model for Incorporation

Although creating any new medical education program can seem daunting, we believe telemedicine education can be readily incorporated. Nascent efforts that expose medical trainees to telemedicine have already proven to be successful. For instance, dermatology residents and medical students on a dermatology rotation at the Denver Department of Veterans Affairs Medical Center participated in teledermatology consultations with faculty oversight [7]. Trainees reported that it was a valuable educational tool, both in terms of developing medical knowledge as well as improving their ability to provide patient care. Pilot programs at other institutions have also begun to evaluate the role of telemedicine in medical education [8-9].

To date, telemedicine training has been limited to small research settings, such as those described previously. We believe it should become a more prominent part of the medical school curriculum moving forward. Two of the authors (ASP and TDA) are students at the Stanford University School of Medicine. As such, we will use Stanford’s curriculum as a theoretical model for how telemedicine education can be built into medical training.

The first two years at Stanford are the “preclinical” years, during which students take classes in the basic sciences, as well as a clinical skills class known as “Practice of Medicine” (POM). POM takes place during two 4-hour sessions each week (8 hours/week total) throughout the first two years. Students attend lectures on the process of clinical reasoning, learn how to do a history and physical exam with standardized patients (ie, actors who are pretending to be patients), work through patient cases in groups, and spend several afternoons in Stanford Hospital honing those skills with real patients. The third and fourth years of medical school are the “clinical” years, during which students rotate through various different specialties and participate in patient care.

Telemedicine training may be incorporated into both phases of medical school. During the preclinical years, one POM session every 2 months could be modified such that students must interact with patients electronically rather than in person. The clinical reasoning lectures that take place before these sessions should highlight the salient differences between electronic and traditional encounters, such as how to conduct an encounter without the physical exam, overviews of available health technologies, etc. Further research should be conducted on how to conduct a safe and effective virtual exam [10], which can then be translated into best practices.

The process of setting up a telemedicine experience during rotations is even more intuitive. Many specialties are amenable to telemedicine, including radiology, dermatology, and primary
care, among others. Students rotating in these specialties should be required to complete 10 to 20 hours on “digital call,” during which they would participate in electronic encounters with faculty supervision, learn about remote monitoring tools, and develop the background necessary to be an effective provider in the future. Schools may also consider the idea of a “digital health rotation,” in which students would spend 2 to 4 weeks learning how new tools can be applied in practice across fields. Granted, not all medical schools currently have the technological infrastructure in place to offer a digital call experience, but we expect those capabilities to develop as telemedicine continues to grow.

Although these suggestions are based on Stanford’s curriculum, nearly every medical school in the country has a clinical skills class during the preclinical years, and clinical rotations during the final two years of medical school. Therefore, we expect the model to be generalizable to most medical schools in the United States. Further research should be conducted on specific skills and techniques that go into a safe and effective virtual encounter.

American health care is in the midst of a transformation, and telemedicine will be a cornerstone of the result. Proper training will allow us to maximize its potential.
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Abstract

Background: Full program implementation is crucial for effectiveness but is often overlooked or insufficiently considered during development of behavioral change interventions. For school-based health promotion programs, teachers are key players in program implementation, but teacher support in this phase is mostly limited to technical support and information. To ensure optimal implementation of the Dutch school-based sexual health program Long Live Love, a Web-based coaching website was developed to support teachers in completeness and fidelity of program implementation.

Objective: The aim of this paper is to provide insight into the process of systematic development of a Web-based coaching intervention to support teachers in their implementation of a school-based sexual health program.

Methods: The intervention mapping (IM) protocol was applied for the development of a theory- and evidence-based intervention. The IM process begins with (1) a needs assessment, followed by (2) the formulation of change objectives, (3) the selection of theory-based intervention methods and practical applications that take the parameters for effectiveness into consideration, (4) integration of practical applications into an organized program, (5) planning for adoption, implementation, and sustainability of the program, and finally, (6) generating an evaluation plan to measure program effectiveness.

Results: Teacher’s implementation behavior was characterized by inconsistently selecting parts of the program and not delivering (all) lessons as intended by program developers. Teachers, however, did not perceive this behavior as problematic, revealing the discrepancy between teacher’s actual and perceived need for support in delivering Long Live Love lessons with completeness and fidelity. Teachers did, however, acknowledge different difficulties they encountered which could potentially negatively influence the quality of implementation. With the IM protocol, this Web-based coaching intervention was developed based on a concept of unobtrusive coaching, by and for teachers, to bring about change in teachers' implementation behavior.

Conclusions: This paper provides an example of a Web-based intervention to bring about behavioral change in a target group of intermediaries who lack intrinsic motivation for coaching and who’s perceptions differ from their actual problematic behavior. The IM protocol is a useful tool for guiding the scientific development of interventions and making them compatible with the needs and preferences of the target group.

KEYWORDS
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Introduction

Schools provide the ideal setting to reach youngsters with health promotion programs. Although decisions to use programs in schools are typically made at the administrative level, teachers are the primary agents of school-based prevention efforts. Their support, motivation, and commitment are crucial to implementation success [1]. In the Netherlands, teachers are theones who decide to use a school-based program in their classroom (adoption), deliver the program to students (implementation), and continue to do so in the long run (continuation) [2]. Many evidence-based programs consider the implementers of the programs, such as teachers, as “core” to the success of the program [3].

Implementation of school-based health promotion programs is, however, not optimal [4,5,6]. These programs are not implemented with sufficient strength and fidelity to produce measurable outcomes [7]. A monitoring of school-based interventions in the Netherlands showed that only “5%-10%” of teachers who have bought a program, implement it fully in accordance with the ideas of the program designer, resulting in reduced program effectiveness [8]. The behavior of program implementers is often an aspect that is overlooked or insufficiently considered in program development. There is a need for greater attention for quality of implementation [9].

Implementation is a process consisting of several phases, namely adoption, implementation, and continuation [10]. Teachers need support in every phase of the implementation process to enable them to effectively carry out the program in their lessons [11,12]. Most interventions were aimed at supporting teachers in the awareness and adoption of the program but little is known or created to support teachers in the implementation phase [4,13,9,14]. Support in this phase is crucial, however, for optimal program effectiveness [13].

Especially when it comes to providing school-based sex education, delivering such lessons is not a simple or obvious task; teachers, who are key to the success of such programs, not only require knowledge and a positive attitude but also certain skills and competencies to deliver a range of sensitive topics in these lessons and to deal with the difficulties encountered during implementation of the program. To prepare teachers for program use, specialized and effective training is necessary [15]. Although training often equips teachers with skills for correct implementation, it is not enough [16]. It remains important to provide teachers with more personal assistance and ongoing support and consultation during program delivery to ensure the quality of implementation [6,17,18,14]. This support needs to be of sufficient duration to achieve depth in teachers’ skills and behavioral change throughout program delivery [19]. Paulussen et al [2] highlighted the importance of providing support before and during the implementation of a curriculum by way of training and technical and didactic assistance to ensure enduring success.

The “Long Live Love” Program

In the Netherlands, Long Live Love (LLL) is the most widely used, effective school-based sexual education program, partly due to a successful dissemination strategy [20]. An earlier study on the implementation of LLL revealed that trainings from an external party, the Municipal Health Services (MHS), resulted in improved implementation of LLL by teachers [21]. Due to economic cutbacks, the supportive role of the Dutch MHS has recently been limited to predominantly stimulating dissemination and adoption of LLL and preparing teachers for initial implementation. They lack the capacity to provide intensive and long-term support [6]. In addition, MHS professionals lack the didactic expertise and skills to be appropriate role models for teachers in teaching skills for adequate implementation [22]. Teachers therefore need another form of support during implementation to compensate for the limitations of the MHS and to complement the existing dissemination strategy of LLL.

To contribute to the limited documentation of implementation interventions, this paper presents the systematic development of a Web-based coaching intervention, Lesgevenindeliefde.nl (teaching love). The website is part of a broader dissemination strategy and supports teachers in implementation of the school-based sexual education program, LLL. The Web-based coaching intervention aims at an optimal implementation, with completeness and fidelity, of LLL by teachers. As of date, no other Web-based coaching website to support teachers in delivering school-based sexual education is known in the Netherlands [23,24]. This paper will provide insight into teacher implementation of a school-based sex education program, LLL, and describe the complete cycle of development of this coaching website, from problem to solution. The website is developed applying intervention mapping (IM), a protocol to systematically develop interventions using theory and empirical evidence [25]. IM has proven to be an effective protocol in the development of various Web-based health promotion interventions [26,27,28].

Methods

Developing Effective Behavior Change Interventions

Intervention Mapping (IM) is a protocol for the development of theory- and evidence-based interventions. It maps the path from identification of a problem to the development of a solution. Although IM is presented as a series of 6 steps (see Figure 1), it is an iterative and cumulative process in which, respectively, the developer moves back and forth between the steps and in which each step is based on the outcomes of the previous ones [25]. The 6 steps are (1) conduct a needs assessment, (2) create matrices of change objectives, (3) select theory-based methods and practical applications, (4) organize methods and applications into an intervention program, (5) plan for adoption, implementation, and sustainability of the program, and (6) generate an evaluation plan [25].
Intervention Mapping Steps

The first step, the needs assessment, begins with establishing a participatory planning group, represented by potential program participants and implementers. This step consists of a full analysis and description of the problem through an epidemiologic, behavioral, and social analysis of the at-risk-group. By means of qualitative and/or quantitative research, behaviors and environmental factors related to the health problem are identified.

In step 2, a transition is made from the problem to the solution, namely specifying what should change to prevent or to minimize a problem. Step 2 begins with the formulation of the behavioral and environmental outcomes to be achieved by the intervention followed by a breakdown of these outcomes into specific sub-behaviors called performance objectives, stating what the target group needs to do to achieve these desired outcomes. Next, determinants are selected that are linked to these objectives. Finally, these determinants and performance objectives are connected in a matrix to create change objectives, which state the specific goals to be achieved as a result of the intervention.

In step 3, theoretical methods are selected that change the specified determinants and achieve the change objectives. A method is a general technique for influencing change in determinants. These methods are translated into practical applications while taking the parameters for use into consideration. These parameters provide conditions under which effectiveness of the application is ensured. The applications should fit within the context of the intervention and the target group.

In step 4, creative and effective program components and materials are developed based on the previous steps. The challenge is to cover all selected theoretical methods, practical applications, and change objectives. The end product of this step is a coherent program that remains true to the planning that has been accomplished in step 1, 2, and 3.

Effective programs, however, will have limited impact if they are never, incorrectly or incompletely used. An appropriate adoption, implementation, and maintenance plan is essential to achieve the desired outcomes. The main goal of step 5 is to ensure that the intervention will be used and maintained over time for as long as is needed. To realize this goal, the developer must complete the same tasks as in step 1, 2, 3, and 4, resulting in an effective intervention plan for optimal adoption, implementation, and continuation of the intervention.

In the final step of the iterative and cumulative IM process, the effect and implementation of the intervention are evaluated. An evaluation gives insight into the extent to which the earlier formulated goals are achieved after application of the intervention. The evaluation is divided in outcomes of quality of life, health, and behavior. A process evaluation is necessary to understand these outcomes and gives insight in the “black box” underlying the effect. The “black box” provides insight into what happens between application of the intervention and the outcomes. This paper presents outcomes of steps 1-5. The effect and process evaluation will be presented in a separate paper.
**Results**

**IM Step 1: Needs Assessment**

At the start of the project, a participatory planning group was set up, consisting of a panel of health promotion professionals (N=10), teachers (N=4), and MHS professionals (N=2). The goal for the selected group was to think along in the intervention development process and be consulted throughout the project. The needs assessment was conducted by means of (1) analyzing existing programs and reviewing the literature and (2) qualitative research.

**Analyzing Existing Programs and Literature Study**

The search for existing programs in the Netherlands did not reveal the existence of systematically developed and evidence-based Web-based interventions for coaching teachers in providing sexual reproductive health (SRH) lessons. The search did result in a few materials to support teachers in teaching SRH. This support was, however, minimal and not aimed at coaching to bring about behavioral change. In the field of sexual health promotion, for example, there is a website for teachers, but this is limited to providing materials and practical information on how to provide such lessons without further coaching [29]. This is insufficient for behavioral change, which is necessary for completeness and fidelity of program delivery [25,30,12].

The literature study revealed that limited examples are available on the development, execution, and evaluation of implementation enhancing interventions in general. In fields other than SRH, studies were also mainly focused on the provision of technical support [31,32,33,34,35,36,37,38]. These studies, however, were not aimed at coaching to bring about behavioral change. Although related to themes other than SRH, these studies reconfirm the limited existence of evidence-based coaching interventions and emphasize the importance of systematically developing an intervention to accomplish sustainable behavioral change. Supporting teachers during implementation will enable them to deliver the lessons as complete as possible (completeness) and according to previously formulated program goals (fidelity) for optimal effectiveness [11,12].
Qualitative Research

Qualitative data were collected by conducting semistructured interviews with teachers to provide more insight into their implementation behavior and to get insight in their (perceived) need and preferences for coaching. A sample of 15 teachers from 12 different schools was selected from the database of schools who had bought the previous LLL program. The selection was made based on regional representation and gender. Teachers were asked to participate in the research by email. Furthermore, during the interview process, the snowball effect resulted in the involvement of 3 additional teacher respondents. The main reason for nonresponse was a lack of time. In the end, N=11 teachers signed up to participate for the interviews.

A topic list guided the interviews with 11 teachers (5 male, 6 female) from 9 different schools and regions, with diverse levels of experience in teaching SRH. The average duration of the interviews was approximately 40 minutes. See Textbox 1 for the topic list. This topic list was derived from a conceptual model based on the Theory of Planned Behavior [39], the Social Cognitive Theory [40], and the Diffusion of Innovations Theory [10]. These theories are often used to explain implementation behavior of teachers [21,2].

Textbox 1. Topic list needs assessment: Lesgevenindeliefde.nl

- What do you do with the theme of SRH?
- How do you teach your SRH lessons?
- Do you have any idea how other colleagues are dealing with the theme of SRH?
- Do you have any idea how less experienced colleagues are teaching SRH?
- Which difficulties do you experience in teaching SRH?
- How do you deal with those difficulties?
- How can you address those difficulties?
- What do you need to be able to teach SRH optimally?
- What do you need to be able to effectively teach Long Live Love (LLL)?
- How do you prepare your SRH–lessons or for teaching the Long Live Love program?
- Do you use any kind of support or a program during the application of the LLL program or the SRH lessons?
- What do you do in the evaluation of the SRH-lessons or the Long Live Love program?
- Which support would you like to receive in teaching SRH?
- Which support would other, and maybe less experienced, colleagues like to receive in teaching SRH?
- How should this support or coaching look like?
- How can this be implemented in an internet based coaching program?

The interviews revealed that teacher implementation of SRH programs, including LLL, is not optimal; various components of the program are selected and delivered, rather than completing the entire program and implementing it as intended by the program developers. Teachers describe their implementation behavior as making a selection of program components, adjusting the program with their own additions, not delivering the program in its entirety, limited use of the teacher manual, and a lack of planning, preparation, and evaluation. This suboptimal implementation behavior may lead to reduced program effectiveness [4,5].

T: “When we teach Long Live Love, we sometimes make our own additions and modifications. The program lacks practical assignments. It’s mainly about reading and answering questions.”

I: “What is required to provide SRH programs optimally?”

T: “More practical materials. Actually, teaching SRH is mainly reading and answering questions. We do improvise with other materials because the SRH program alone does not contain sufficient practical assignments.”

Teachers do not acknowledge their behavior as problematic; they do not see the importance of delivering the lessons with completeness and fidelity for achieving program effectiveness and therefore expressed minimal need for coaching. Although the perceived need for support in implementation was low, teachers did recognize several difficulties that may be encountered, especially, according to them, by less experienced colleagues, during the provision of SRH lessons.

T: “Some colleagues, not myself of course, experience difficulties in talking about sexuality. How do you begin? How are you going to talk about it or cope with it? Coaching could be given for those kinds of problems.”

An inability to adequately deal with these difficulties can negatively interfere with optimal implementation of SRH programs. According to the respondents, teachers providing SRH lessons may encounter the following difficulties: (1) barriers to creating a safe and trusted atmosphere in the
classroom; (2) feelings of shame or a closed attitude toward sexuality; (3) dealing with personal questions asked to them or to other students; (4) coping with individual student problems related to SRH; (5) dealing with homonegative reactions and behavior of students in the classroom; (6) anticipating on negative events on social media and Internet among students in relation to SRH; and (7) providing SRH lessons in a culturally, gender-wise, and sexually diverse classroom.

I: “What skills, knowledge, or other factors do you need to educate the students about SRH?”

T: “You have to perceive the world as students do. You shouldn’t be surprised by comments in the classroom. You shouldn’t assume that they are not sexually active. But you also need skills to create a safe and secure atmosphere for the students. They also have to be able to talk freely about their experiences. That you can use these experiences to give information and to integrate this in the lessons. It is also really important that there is respect for each other and for each other’s boundaries. That you are able to establish your boundaries. That you can be different. That’s also an important focus of our lessons.”

When teachers were asked what was necessary for effective implementation of SRH programs, teachers mentioned a desire for materials they could use in the classroom with their students. They were not focused on their own quality of implementation but instead they were on the lookout for practical tools to use during lessons.

T: “Teachers don’t often place their problems on a forum after a lesson. They will use it to find ideas for their lessons. Then they search tediously. But they won’t share the experiences they had during a lesson on a forum.”

I: “How can we optimally coach a teacher so that he is capable of teaching Long Live Love or SRH?”

T: “For teachers, it is necessary to be well informed about the topic. To have adequate, sufficient, and reliable information available. That they have the feeling: “I can answer questions.” That’s important in my opinion.”

I: “What more do teachers need?”

T: “Materials and good information. Ehm… Something to visualize. The classical cucumber with a condom.”

When the teachers were directly asked about their need for coaching, the respondents answered to be satisfied with their own teaching method and expressed minimal need to be coached. They felt they could prepare sufficiently by reviewing the program materials and the teacher manual individually, or were incidentally assisted by other teachers in preparations for program implementation.

T: “Well, in my case, I don’t know if I would use it (an e-coaching website) extensively. Because I have been teaching this (SRH) for a long time, I know a lot and everything can be talked about. If I don’t know something, I go to a colleague. So, I don’t know if I would make use of it. I would take a look. Purely out of curiosity. Maybe I am too arrogant but I really can’t think of anything I would need help for.”

Critical reflection of one’s own behavior and working on professional development are necessary for creating awareness and establishing sustainable behavioral change [41]. Teachers do not seem to see the connection between completeness, fidelity, and program effectiveness, do not see their suboptimal implementation behavior as problematic, or are not aware of potentially challenging situations and therefore do not see a need for behavioral change and coaching. Teachers need to be aware of the importance of completeness and fidelity in relation to program effectiveness, have insight in their (suboptimal) implementation behavior, and be aware of potentially challenging situations, to ultimately improve completeness and fidelity of program delivery. Critical self-reflection leads to awareness of own behavior and is the first step of coaching teachers toward behavioral change and professional development. Without a genuine recognition of need and desire, it is almost impossible to change behavior [41].

I: “Do you think teachers would make use of such a coaching website?”

T: “If you point out the things that can go wrong, they have to prepare to deal with them. If you can trigger that, you’ve already come a long way. Teachers will start to reflect; ‘how does that affect me?’”

If a coaching intervention was to be developed, it is important, according to the teachers, to develop an intervention that is easy to use and accessible and does not cost a lot of time and effort because teachers claimed that they only have limited time and resources to prepare or to evaluate the lessons.

I: “How should such an e-coaching website look like?”

T: “There shouldn’t be any complicated access codes. A lot of people drop out if they see that. It should be easily accessible. It shouldn’t cost me an hour and a half to browse. I don’t have time for that. Ideally you can select various components on a website while browsing; difficult situations that you may encounter. If a recognizable situation is described by a fellow teacher, I might think, this can happen to me as well.”

The possibility of developing virtual coaching, in which teachers are guided throughout the implementation process by a virtual buddy, was discouraged by most of the respondents. Instead of a virtual buddy, teachers expressed the preference to communicate with colleagues within different schools to exchange ideas and teaching methods or to solve problems they encounter during the provision of SRH lessons.

I: “Do you evaluate or discuss your lessons?”

T: “No, it is a very lonely profession… It is progressive thinking to learn from other teachers.”

In conclusion, the needs assessment revealed an interesting finding: there is a discrepancy between teachers perceived and actual need for support in providing SRH lessons effectively. Teachers do not perceive their implementation behavior as
problematic, but their actual implementation behavior does not fulfill the required completeness and fidelity for program effectiveness. To ensure fidelity and completeness of program implementation, it remains important to first create awareness, by means of self-reflection, of (1) the importance of completeness and fidelity in program implementation, (2) teachers’ current implementation behavior, and (3) the difficult situations they could potentially encounter. To achieve behavioral change, and contribute to professional development, teachers should subsequently be supported in dealing with the common difficulties mentioned and be provided with the knowledge and skills they need to implement SRH programs effectively. A careful choice for unobtrusive coaching techniques was made to ultimately bridge the gap between the perceived need and actual need of teachers for coaching. The technique of unobtrusive coaching is required to create awareness and accomplish behavioral change, despite the teacher’s resistance to coaching and ultimately optimize the role of the teacher in providing high-quality SRH lessons.

IM Step 2: Matrices of Change Objectives

Based on the needs assessment and literature review, a program goal was formulated and subdivided into 4 desired behavioral outcomes for teachers. The program goal was that teachers in all secondary schools in the Netherlands implement LLL completely and according to its formulated goals (fidelity). The behaviors associated with this program goal were that teachers (1) reflect critically on and become aware of their implementation behavior regarding SRH, (2) implement LLL completely, (3) implement LLL according to guidelines in the teacher manual, and (4) deal adequately with difficulties that may be encountered during provision of SRH. These behaviors formed the outcomes of the intervention and were subsequently broken down into performance objectives. Performance objectives specified what teachers needed to do to perform those desired behaviors. The formulated behavioral outcomes and related performance objectives are presented in Table 1.

Performance objectives were then linked with their associated personal and external determinants. Determinants were specified based on the results of the needs assessment, a literature review and a review of theories. Social influence was not selected as a determinant because the interviews revealed that teachers individually determined their own method of teaching. However, skills, self-efficacy, attitude, and knowledge were found to be important determinants for teachers’ implementation behavior [6]. These determinants were evaluated on importance (how strongly is the determinant related to teacher’s performance objectives) and changeability (how easily can the determinant be influenced by a theory-based method), which formed the basis for the final selection of determinants that the intervention would target. A matrix was then created by combining the performance objectives and associated determinants to create change objectives; specific and measurable goals specifying what will change among teachers as a result of the intervention. For example, “teachers express confidence (determinant: self-efficacy) in creating a safe and secure atmosphere in the classroom when delivering LLL (performance objective)”. See Table 2 for a selection of change objectives.

IM Step 3: Theory-Based Methods and Practical Applications

In this step, we selected theory-based methods to change the specified determinants and ultimately achieve the change objectives. These methods were derived from theories, predominantly the Social Cognitive Theory, Elaboration Likelihood Model, and the Trans Theoretical Model and from evidence in the empirical literature stating that the methods might have the desired effect to change the determinant [25]. The parameters, the conditions under which the methods were expected to be effective, were considered when translating them into practical applications, which fit within the context of the intervention and target group. Table 3 shows examples of selected theoretical methods, practical applications, and their relation to the selected determinants. For example, behavioral journalism is a potentially effective method for increasing self-efficacy but will only work under the condition that authentic interviews are used with actual community members, which represent the desired message [42]. This method was translated into the application of role model stories where teachers share their experiences and suggestions in dealing with difficult situations.
Table 1. Behavioral outcomes and performance objectives of teacher implementation.

<table>
<thead>
<tr>
<th>Behavioral outcomes of teachers</th>
<th>Performance objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.O.1. Teachers reflect and improve on their implementation behavior regarding SRH</td>
<td>P.O.1. Teachers reflect critically on their implementation behavior regarding SRH</td>
</tr>
<tr>
<td>B.O.2. Teachers deliver LLL to students completely (completeness=80% of program)</td>
<td>P.O.2. Teachers self-monitor and improve the weaknesses in their implementation behavior regarding SRH</td>
</tr>
<tr>
<td>B.O.3. Teachers deliver LLL to students according to the guidelines in the teacher manual (fidelity)</td>
<td>P.O.2.1. Teachers cover all 6 lessons of LLL</td>
</tr>
<tr>
<td>B.O.4. Teachers deal adequately with the most common difficulties that arise during implementation of SRH</td>
<td>P.O.2.2. Teachers use all program materials of LLL in each lesson (DVD, magazine, teacher manual, worksheets)</td>
</tr>
<tr>
<td></td>
<td>P.O.2.3. Teacher covers the most important components of each lesson, as indicated in the teacher manual</td>
</tr>
<tr>
<td></td>
<td>P.O.3.1. Teachers read the teacher manual as preparation for each lesson</td>
</tr>
<tr>
<td></td>
<td>P.O.3.2. Teachers deliver each LLL lesson to students according to the teacher manual</td>
</tr>
<tr>
<td></td>
<td>P.O.4.1. Teachers create a safe and trusted atmosphere in the classroom during all LLL lessons whereby students feel comfortable in the classroom and asking questions</td>
</tr>
<tr>
<td></td>
<td>P.O.4.2. Teachers teach all themes in LLL without shame or taboos interfering with the quality of the lesson</td>
</tr>
<tr>
<td></td>
<td>P.O.4.3. Teachers handle personal questions of students addressed to themselves depending on their personal need to answer these questions</td>
</tr>
<tr>
<td></td>
<td>P.O.4.3.1 Teachers intervene whenever students ask them or fellow students questions that are too personal</td>
</tr>
<tr>
<td></td>
<td>P.O.4.4. Teachers integrate the theme of homosexuality as self-evident during all lessons of LLL</td>
</tr>
<tr>
<td></td>
<td>P.O.4.4.1 Teachers intervene on homonegative behavior of students</td>
</tr>
<tr>
<td></td>
<td>P.O.4.5. Teachers handle cultural, gender, and sexual experience diversity in the classroom using an approach that address and involves all students</td>
</tr>
<tr>
<td></td>
<td>P.O.4.6. Teachers identify individual problems of students with and refer them to the appropriate help</td>
</tr>
<tr>
<td></td>
<td>P.O.4.7. Teachers address actual themes within social media and Internet in relation to SRH during the provision of LLL</td>
</tr>
<tr>
<td></td>
<td>P.O.4.8. Teachers facilitate discussions in the classroom about relationships and sexuality according to the formulated goals and suggestions in the teacher manual</td>
</tr>
</tbody>
</table>
Table 2. Sample of change objectives

<table>
<thead>
<tr>
<th>Homosexuality</th>
<th>Knowledge</th>
<th>Attitude</th>
<th>Self-efficacy</th>
<th>Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The teacher integrates the theme of homosexuality as self-evident during all lessons of Long Live Love</td>
<td>K 1.1 The teacher describes how homosexuality is integrated in the lessons of Long Live Love.</td>
<td>A 1.1 The teacher expresses the importance of a positive attitude of a teacher toward homosexuality during the application of the lessons of Long Live Love.</td>
<td>SE 1.1 The teacher expresses confidence in ability to replace “he” and “she” by “he” and “he” or “she” and “she.”</td>
<td>S 1.1 The teacher demonstrates how he/she continually integrates the theme of homosexuality in the lessons.</td>
</tr>
<tr>
<td></td>
<td>K 1.2 The teacher lists the moments in the Long Live Love lessons where the theme of homosexuality can be discussed as a self-evident part of the lesson.</td>
<td>A 1.2 The teacher expresses the advantages of integrating homosexuality as self-evident during the application of Long Live Love.</td>
<td>SE 1.2 The teacher expresses confidence in the ability to continually integrate homosexuality and certainly not avoid the theme in the lessons of Long Live Love in case of negative reactions from students.</td>
<td>S 1.2 The teacher demonstrates skill to not avoid the theme of homosexuality despite possible adverse or negative reactions from students.</td>
</tr>
<tr>
<td></td>
<td>K 1.3 The teacher describes how he/she plans to integrate homosexuality in the lessons of Long Live Love.</td>
<td>A 1.3 The teacher expresses the importance of mentioning “he” and “he” or “she” instead of “he” and “she” during the lessons of Long Live Love.</td>
<td>SE 1.3 The teacher expresses confidence in the ability to protect students with feelings of homosexuality against a feeling of discomfort or social pressure.</td>
<td>S 1.3 The teacher demonstrates skills to stimulate the discussions about homosexuality in which respect and acceptance are important key aspects in this in depth discussion.</td>
</tr>
<tr>
<td></td>
<td>K 1.4 The teacher explains that when “he” and “she” is mentioned this can also be replaced by “he” and “he” or “she” and “she.”</td>
<td>A 1.4 The teacher expresses the importance of discussing and integrating the theme of homosexuality, especially when the students react negatively.</td>
<td>SE 1.4 The teacher expresses confidence in the ability to continually integrate homosexuality is not limited to borders, cultures, or countries during the lessons.</td>
<td>S 1.4 The teacher demonstrates how he/she protects students with homosexual feelings from a feeling of discomfort.</td>
</tr>
<tr>
<td></td>
<td>K 1.5 The teacher explains the reasons why he or she will strive toward a self-evident integration of homosexuality as theme in the lessons of Long Live Love.</td>
<td>A 1.5 The teacher expresses the importance of effectively coping with feelings of pressure or discomfort of students with feelings of homosexuality during the lessons of Long Live Love.</td>
<td>SE 1.5 The teacher expresses confidence in the ability to continuously alert of possible individual confrontations between students about homosexuality.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A 1.6 The teacher expresses the importance of informing students that homosexuality is not limited to a culture, to borders, or to periods.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Teachers intervene on homonegative behavior of students</td>
<td>K 2.1 The teacher lists the signs he/she should be aware of which could indicate homonegative ideas or behavior among students.</td>
<td>A 2.1 The teacher expresses a disapproving attitude toward homonegative behavior during the application of Long Live Love.</td>
<td>SE 2.1 The teacher expresses confidence in the ability to continually alert of signs or behavior of students in the classroom, which can be homonegative.</td>
<td>S 2.1 The teacher demonstrates skills to constantly be alert of homonegative signs or behavior of students during the lessons.</td>
</tr>
<tr>
<td></td>
<td>K 2.2 The teacher describes which methods can be used effectively in the classroom when students have homonegative ideas or show homonegative behaviors.</td>
<td>A 2.2 The teacher describes the importance of being constantly alert of homonegative signs or behavior of the students.</td>
<td>SE 2.2 The teacher expresses confidence in ability to take measures when students act homonegatively in the classroom.</td>
<td>S 2.2 The teacher demonstrates skills to adequately deal with homonegative signs or behavior of students in the classroom.</td>
</tr>
<tr>
<td></td>
<td>K 2.3 The teacher describes how homonegative reactions of students can be used as a subject for discussion.</td>
<td>A 2.3 The teacher expresses the importance of taking timely measures when students act homonegatively in the classroom.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Methods and applications.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Methods</th>
<th>Parameters</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge</strong></td>
<td>Elaboration</td>
<td>High motivation and cognitive ability, personally relevant messages, surprising, repeated, self-pacing, not distracting, easily understandable, include direct instructions</td>
<td>Informative texts, tips, and FAQ</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td><strong>Application:</strong> The informative text was derived from professional teacher channels as well as from teachers themselves and health promotion, didactic, and pedagogic professional information.</td>
<td></td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td><strong>Context:</strong> Texts and tips were included within each sub homepage for each difficulty.</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td><strong>Parameters:</strong> The texts were revised by an editor, composed based on teachers’ experiences and relevant literature for the area of expertise.</td>
<td></td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td>Specific, follows behavior in time, individual</td>
<td>Email option and options to post reactions on role-model stories and films</td>
<td>Population: To be able to answer specific individual questions and provide individual feedback this function was integrated in the website.</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td><strong>Application:</strong> To be able to answer specific individual questions and provide individual feedback this function was integrated in the website.</td>
<td></td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td><strong>Context:</strong> In case of a direct coaching question from the visiting teacher, he/she was able to ask questions through a mail-function or post comments below a story or film.</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td><strong>Parameters:</strong> The mail form was only accessible for the individual teacher. The question or answer was not published for others. Continuation in contact could be initiated by the teacher.</td>
<td></td>
</tr>
<tr>
<td><strong>Discussion</strong></td>
<td>Listening to learner to ensure correct schemas are activated</td>
<td>Options to post comments on role-model stories and films</td>
<td>Population: Visiting teachers were stimulated by an open question to post comments. The open question structured the discussion.</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td><strong>Application:</strong> Visiting teachers were stimulated by an open question to post comments. The open question structured the discussion.</td>
<td></td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td><strong>Context:</strong> The aim of the comments below the role-model stories and the film was to stimulate a discussion between visiting teachers about the topic discussed in the story or film. It also served as a platform for discussing tips on how to deal with that specific difficulty.</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td><strong>Parameters:</strong> The placed reactions were visible for all visiting teachers. A Youtube-like structure was used for optimal usability.</td>
<td></td>
</tr>
<tr>
<td><strong>Skills/self-efficacy</strong></td>
<td>Behavioral journalism</td>
<td>Credible message, model gives reasons for adopting new behavior and states perceived reinforcing outcomes received</td>
<td>Rotating photo’s, role-model stories and films</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td><strong>Application:</strong> Interviews with teachers were used in several aspects of the website to realize a platform by and for teachers.</td>
<td></td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td><strong>Context:</strong> Photo’s and interviews were used to compose role-model stories, films, and photos. These stories and films were based on a structure in which first the problem is presented as well as the experience and the relevance of this problem followed by the search for the most effective solution with a description of failures and success factors.</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td><strong>Parameters:</strong> The interviewed teachers were selected to present a diverse selection in teaching experience, in geographic location and personal characteristics and were coping models, instead of mastery models, to increase the identifi- cation.</td>
<td></td>
</tr>
<tr>
<td><strong>Modeling</strong></td>
<td>Attention, remembrance, self-efficacy and skills, reinforcement of the model, identification with model, coping instead of mastery model, demonstrate relevant skills</td>
<td>Rotating photos, role-model stories, and films</td>
<td>Population: To create a platform for and by teachers, teachers were interviewed which formed the content for role-model stories and films. Photos of teachers were taken to increase reliability and credibility as well as to lure teachers to the website.</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td><strong>Application:</strong> To create a platform for and by teachers, teachers were interviewed which formed the content for role-model stories and films. Photos of teachers were taken to increase reliability and credibility as well as to lure teachers to the website.</td>
<td></td>
</tr>
<tr>
<td><strong>Context</strong></td>
<td></td>
<td><strong>Context:</strong> The interviews were used to fill in the main content of the website.</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td><strong>Parameters:</strong> Interviewed teachers were selected on personal characteristics, on geographic location, and on experience to create a database of diverse teachers that the target group could identify with. The interviewed teachers were all coping models.</td>
<td></td>
</tr>
<tr>
<td>Determinants</td>
<td>Methods</td>
<td>Parameters</td>
<td>Applications</td>
</tr>
<tr>
<td>--------------</td>
<td>---------</td>
<td>------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Attitude</td>
<td>Self-reevaluation</td>
<td>Feedback and confrontation; however, raising awareness must be followed by increase in problem solving ability and self-efficacy</td>
<td>Self-reflection tool</td>
</tr>
</tbody>
</table>

| Scenario-based information | Plausible scenario with cause and outcome, imagery | Role-model stories and films | Population: Teachers were interviewed to collect data and to form the content for the scenarios. Teachers were coping models who were also experiencing the same problems as the target group but also found a solution. Context: In the films and stories, interviewed teachers were especially asked to describe scenarios to make the learning process applicable in daily practice and for the individual situation of a teacher. Parameters: The scenarios were described according to a structure in which the (personal) relevance and description of the problem was made following a search for the most effective solution. |

Modeling (see above)

**IM Step 4: Program Development**

In this step, the intervention program is designed and materials are developed. The intervention, called Lesgevenindeliefde.nl (teaching love), was designed as a coaching website for teachers.

Although teachers expressed a minimal need for coaching during the interviews in the needs assessment, the program developers nonetheless saw the need to develop Lesgevenindeliefde.nl for the following reasons: (1) quality of implementation by teachers is suboptimal, despite their conviction about their own teaching method. To change this conviction and improve teacher implementation behavior, self-reflection and professional development are necessary. Teachers do not usually reflect on their own implementation behavior. Self-reflection, however, could lead to a critical evaluation and subsequently to improvement of their implementation behavior, which ultimately contributes to an increased effectiveness of an intervention. Coaching can only start when teachers develop an awareness of the need and a desire to improve their performance or change the way they have been performing at work [41]. Confronting teachers with potential difficulties they could encounter might help them to reflect on their behavior. (2) Teachers could use support in adequately dealing with the difficult situations encountered when delivering SRH lessons, as mentioned in the needs assessment. This could lead to improved program implementation. (3) The development of a website is an efficient, low-threshold way of reaching a mass of teachers. It partly replaces and supports the implementation promoting tasks of the MHS, which now lacks the capacity and didactic expertise for training teachers. The choice of the Internet as a channel of the intervention was predetermaned by the program financiers.

To ensure that the intervention was appealing and trustworthy to teachers, the coaching website was based on the concept “by and for teachers,” with role model stories, photos, and videos as the main products of this concept. This concept was chosen because teachers stated that if they did seek support during the delivery of SRH lessons, they preferred to consult fellow teachers or considered other teachers as reliable sources of information and for seeking advice. A large study in the Netherlands found that teachers in secondary schools either consult colleagues in their school for information or use the Internet to find information, to prepare their lessons, send emails to students, or give homework assignments [23]. Studies in the United Kingdom pointed clearly to the value of teachers learning with and from each other when it comes to professional development [43,44].

Certain characteristics of the website such as its accessibility, usability, flexibility, and tailorability to needs of teachers potentially limited barriers to visiting the website. Teachers could flexibly access all the information on the website that was personally relevant rather than being forced through a fixed coaching program. This catered to their lack of time and diverse needs for support. Accessibility to the website was simplified by placing the link on the LLL e-learning website under the “teacher” button. Teachers were encouraged to come back to
the website by constantly placing new updates there and by integrating teacher materials in the website.

The Web-based intervention was developed with the underlying idea of an unobtrusive coaching technique whereby teachers’ actual needs were addressed and their perceived need of coaching was changed. With this technique, we attempted to trigger teachers to become aware of their need for coaching, without awakening resistance, by exposing them to difficulties experienced by other teachers they identified with. To meet teachers’ need for student materials, teaching materials were provided via the website. This student material can function as the first trigger for teachers to visit the website but was strategically placed at the bottom of the navigation system to ensure that teachers were first exposed to the most common difficulties encountered during implementation. It is a necessity that teachers effectively cope with difficulties to prevent these from becoming a barrier to optimal delivery of the program. Subsequently, elimination of these barriers is followed by practical support in delivering the lessons to ultimately accomplish completeness and fidelity of the delivery of LLL.

Furthermore, teachers were lured into the deeper structure of the website by presenting clickable rotating quotes with photos of teachers they could identify with. This is in line with the concept “by and for” teachers derived for the method of peer coaching. Peer coaching suggests that the professional development of teachers can be improved through experimentation, observation, reflection, the exchange of professional ideas, and shared problem-solving [45]. The information on the website was given by teachers instead of experts as they are coping models, not mastery models, which is important for the acceptance of the message [25].

The homepage of the coaching website includes a left-menu structure and rotating photos of teachers with SRH teaching–related quotes. These photos of teachers with short rotating quotes, placed in the center of the homepage, were meant to increase teachers’ awareness of the most common difficulties and to trigger their perceived need to be coached. These quotes also served as cues for teachers to browse further through the website and as an entrance to the related role model stories. Furthermore, on the homepage, general information about the website could be found as well as the possibility to ask for support via email, up-to-date information about SRH, a search function, and frequently asked questions (see Figure 2). Additional subpages could be reached by clicking on any of the features presented on the homepage.

To access the website, teachers had to sign up with a self-created user name and password. The sign-up was included to protect the privacy of teachers and to provide a protected Internet environment where teachers could safely exchange their ideas. The website also needed to be secured to prevent students from accessing it. For the program developers, these account details provided demographic information about the users and the use of the website.

Access to the main content of the website was predominantly navigated through the left-menu structure. This structure contains three categories: (1) a self-reflection tool to trigger teachers to reflect critically on their implementation behavior, (2) the 8 main difficulties that teachers may face when implementing SRH lessons, each with their own underlying sub-homepage, and (3) student materials and practical instructions teachers need to implement LLL completely and with fidelity. See Figure 2 for an impression of the homepage.

The left-menu structure was chosen for usability purposes, mainly because it presented the website content and structure clearly. This made the website accessible and easy to use. Current practices strongly recommend placing the main navigation menu on the left-hand side of the page [46]. The choice of this navigation system addressed teacher’s limitations of time and skills in the Internet use and the general preference of website visitors to be able to have a clear navigation on the homepage [47].

The first part of the left menu structure consisted of a self-reflection tool. This was developed to enable teachers to reflect critically on their own implementation behavior and to create awareness of their need for coaching concerning the most common difficulties in providing SRH. The self-reflection tool was developed in the form of an interactive questionnaire whereby each statement related to teaching SRH was rated on a Likert scale of 1 (totally disagree) to 7 (totally agree). For example on the difficulty of teaching SRH without shame, the following statement had to be rated from 1 to 7: “I can deal with feelings of shame in such a way that they do not limit my lesson” (see Figure 3). With the results of the reflection tool, teachers were referred to personally relevant pages on the website to enable them to improve these specific behaviors.

The central component of the left menu structure focused on the 8 main difficulties encountered during implementation by presenting them via 8 separate buttons, each with its own sub-homepage. The difficulties were (1) creating a safe and secure atmosphere for the provision of SRH lessons, (2) teaching SRH without shame influencing the quality of the lessons, (3) protecting boundaries in sharing personal information and questions between teachers and students and among students themselves, (4) identifying personal problems of students, (5) integrating social media in SRH lessons, and (6) integrating homosexuality as self-evident during the lessons of LLL and dealing with negative reactions to homosexuality and anticipating on (7) differences in culture, and (8) different levels of sexual experience in the classroom.

By clicking on one of these menu items, the visitor entered a sub-homepage with background information on the specific difficulty, videos, role model stories with rotating quotes, and suggestions to adequately deal with that specific difficulty. The rotating quotes served the same function as the quotes on the homepage, namely to make them aware of the personal relevance of the difficulty, awaken their need to adequately deal with that difficulty and trigger them to access further content. Each role model story and video had the possibility of posting a comment, similar to existing commentary structures, such as YouTube (See Figure 4).

The content of the website was mainly obtained by interviewing teachers for role model stories and videos. It was important that the video’s and role-model stories were realistic; teachers had to be able to identify with them, the content had to be
recognizable, and a clear solution on how to cope with the difficulty had to be provided. Each video and role model story was based on the structure of first introducing the teacher to the difficulty and then providing a solution. First knowledge, then awareness, attitude, and then skills were addressed in these videos and role model stories. The role model first introduced and acknowledged the difficulty (knowledge and awareness), then expressed the importance of dealing adequately with the difficulty (attitude) and finally described how (s)he effectively coped with the difficulty in such a way that it did not influence the implementation of LLL (see example of role model stories in Figure 5). The role model stories and videos were supplemented by general suggestions including didactic and pedagogic information and background information concerning the difficulty. This information was collected from websites and articles as well as from own research.

The last part of the left-menu structure was specifically aimed at effective practical delivery of the LLL program. Optimal delivery was achieved by informing teachers how to best provide LLL lessons and how to handle discussions in the classroom by means of role model stories and videos. Teachers could also download teaching materials such as the teacher manual, work, and information sheets for students and general information about the LLL curriculum. These materials were strategically included in the website to lure teachers to the website and meet the need they expressed in the needs assessment for such teaching tools.

Figure 2. Homepage of Lesgevenindeliefde.nl.
Figure 3. The self-reflection tool.

Figure 4. Subhomepage: Dealing with homosexuality.
IM Step 5: Implementation

The coaching website (Lesgevenindeliefde.nl) had to be used by teachers to have an impact on program effectiveness and ultimately on student outcomes. In this step, an implementation plan was made to ensure that teachers were aware of the existence of the website and made use of it. Despite being designed to support teachers in their implementation of LLL, the website itself also needed to be effectively implemented.

The implementers of the coaching website are the program developers, STI AIDS Netherlands, who maintained, monitored, and updated the website and made it available and easily accessible on the Internet. Teachers were the end users of the website. The implementers developed dissemination tools, according to the IM protocol, to ensure that teachers were exposed to the website and to increase awareness and use of the website. An information brochure including information about LLL and the website was created. In addition, a trailer of the website was developed, explaining the aim of the website and showing the content and use of it (see Multimedia Appendix 1). This trailer and further information about the website were also integrated into the training provided to teachers by the MHS. In this training, teachers were informed by the MHS about LLL as well as the existence, advantages, and use of the coaching website, thereby stimulating teachers to use it when implementing LLL.

To further ensure teachers’ awareness of the website and ability to make use of it in an efficient manner, a link to the website was integrated into the teacher manual. In the manual, references were made to the website in each lesson where relevant or wherever a specific difficulty was expected to arise in that lesson. The aim and functionalities of the website were also described in the teacher manual.

IM Step 6: Evaluation

In this step of IM, an evaluation plan and the corresponding evaluation measures were identified and developed. An effect and process evaluation for the pilot implementation of the coaching website, Lesgevenindeliefde.nl, was performed. This occurred simultaneously with the pilot implementation of the school-based LLL intervention for students [20]. Formulated outcomes of steps 2 and 5 of IM, namely the change objectives and the implementation goals, were used in creating the evaluation plan. The aim is to find out how and to what extent teachers made use of the website, how they appreciated it, what effects it had on their implementation of LLL (completeness and fidelity), and what factors affected teachers use of the website. This was investigated using a randomized controlled trial design. Qualitative and quantitative data were collected. Results of this study will be described elsewhere.
Discussion

Principal Findings

In this paper, the Intervention Mapping (IM) protocol was applied for the development of a theory- and evidence-based Web-based coaching intervention, Lesgevenindeliefde.nl (teaching love), aimed at supporting teachers in their implementation of the sexual education program, Long Live Love (LLL). The IM protocol is perceived as a useful tool for guiding the development of this intervention and making it one which is compatible with the needs and preferences of teachers. With the IM protocol, careful decisions were made using a cumulative and iterative process, resulting in this Web-based implementation support intervention by and for teachers. Although IM was useful in designing this intervention, it is also a time-intensive method, which was exacerbated by limited available resources in the project. Predetermined requirements of the program financers, such as budget and time, and available capacity and time of the MHS restricted the options for the type of intervention such as a digital versus a personal form of coaching. The method of IM used to develop the e-coaching intervention can be applied in other school settings or extrapolated to other areas of health promotion [25].

The first step in the IM process revealed an interesting and challenging discrepancy between teachers’ actual implementation behavior and their perception of their behavior. Several studies revealed that there is an implementation problem among teachers but teachers themselves do not perceive this suboptimal implementation behavior as a problem [4,5,16,49]. In the case of LLL, teachers did not deliver lessons completely and according to the goals of program designers but teachers did not perceive this behavior as problematic or as a necessity to effectively provide the lessons. This behavior, however, could possibly result in decreased program effectiveness. Teachers did, however, acknowledge some difficulties encountered when providing sexual education, who according to more experienced teachers, were predominantly faced by less experienced colleagues. These difficulties could affect the fidelity and completeness if they are not adequately dealt with.

Teachers remain a difficult target group for bringing about behavioral change and made it challenging to develop a coaching intervention. Although the intervention was necessary, teachers expressed resistance and reluctance and experienced a limited intrinsic motivation to be coached, thereby rendering directive coaching as a non-effective method for behavioral change of this target group. Directive coaching has been found to be an effective method to expose teachers to the intervention content but eagerness is a necessity before entering and being involved in this directive coaching process [47]. Lack of intrinsic motivation namely forms a barrier to coaching [50]. Without a need and desire to be coached, it is almost impossible to change behavior. Coaching can only start when teachers develop an awareness of the need and desire to improve their performance or change the way they have been doing things at work [41]. This resulted in selecting the technique of unobtrusive coaching to create awareness without creating resistance; a nondirective way to bring about behavioral change. To achieve behavioral change, self-reflection is an essential first step to create intrinsic motivation to be coached and to ultimately develop professionalism in SRH. In addition, a concept of peer coaching was integrated, by and for teachers, to lower the resistance and to ultimately achieve behavioral change. Peer coaching suggests that the professional development of teachers can be improved through experimentation, observation, reflection, the exchange of professional ideas, and shared problem solving [45].

To lure teachers to the website, student materials were made available on the Web. The lack of intrinsic motivation to visit the website triggered program developers to invest in additional implementation activities because a website alone would be insufficient to involve teachers who are not intrinsically motivated. Integrating the website in the teacher manual, incorporating information about the website in teacher training, and developing a trailer to create awareness and enthusiasm among teachers for the website are examples of implementation activities.

The increased use of digital technologies in the education system, such as Lesgevenindeliefde.nl, brings exciting opportunities for innovative ways of teaching and learning. New, Web-based technologies do not only provide an anonymous communication space but also offer students and teachers easier, affordable, convenient, and faster access to information, teaching and learning resources, peers, experts, and a wider community. Web-based technology is also a low-threshold and efficient way of reaching many teachers and providing support in, for example, the implementation of school-based programs. Exploring the educational potential of these digital technologies and supporting schools in making optimum use of them remains important [51].

Conclusions

With the development of the e-coaching website, a unique contribution was made in the field of bringing about behavioral change among intermediaries, especially due to the elements of self-reflection and unobtrusive peer coaching. The use of Web-based coaching to improve implementation behavior of teachers could be generalized to different cultural contexts because it addresses the common challenges faced in the area of sexual health education in schools worldwide [52]. Our process of intervention development may be applied to get from problem to solution regarding diverse implementation problems in development of interventions for challenging target groups. In addition, other health promoting professionals may benefit from our example of the ongoing process of balancing input of the target group with the wishes of the intervention developers to ultimately develop an effective intervention.

Lesgevenindeliefde.nl will be tried out in practice by means of a pilot implementation. During this pilot-implementation, the website will be evaluated on process and effect. Based on the experiences of teachers and outcomes of the studies, further enhancements of the website could be made. The introduction of an innovation, such as Lesgevenindeliefde.nl, could present certain challenges in the implementation phase. The process of accepting the innovation takes time, as described in Rogers’ diffusion curve [53]. The innovation will most likely be adopted by innovators first, followed by the early majority and eventually
the laggards. Pijpers et al [54] claim that Web-based innovations first need to be accepted to be used broadly and effectively. The systematic approach and customized concept of Lesgevenindeliefde.nl can serve as a distinct example of how to bring about behavioral change in a target group of intermediaries who lack intrinsic motivation for and have resistance to coaching. This approach can be applied to other SRH programs in the school setting and to target intermediaries in health promotion.
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Parent-Focused Childhood and Adolescent Overweight and Obesity eHealth Interventions: A Systematic Review and Meta-Analysis
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Abstract

Background: Effective broad-reach interventions to reduce childhood obesity are needed, but there is currently little consensus on the most effective approach. Parental involvement in interventions appears to be important. The use of eHealth modalities in interventions also seems to be promising. To our knowledge, there have been no previous reviews that have specifically investigated the effectiveness of parent-focused eHealth obesity interventions, a gap that this systematic review and meta-analysis intends to address.

Objective: The objective of this study was to review the evidence for body mass index (BMI)/BMI z-score improvements in eHealth overweight and obesity randomized controlled trials for children and adolescents, where parents or carers were an agent of change.

Methods: A systematic review and meta-analysis was conducted, which conforms to the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) statement. Seven databases were searched for the period January 1995 to April 2015. Primary outcome measures were BMI and/or BMI z-score at baseline and post-intervention. Secondary outcomes included diet, physical activity, and screen time. Interventions were included if they targeted parents of children and adolescents aged 0-18 years of age and used an eHealth medium such as the Internet, interactive voice response (IVR), email, social media, telemedicine, or e-learning.

Results: Eight studies were included, involving 1487 parent and child or adolescent dyads. A total of 3 studies were obesity prevention trials, and 5 were obesity treatment trials. None of the studies found a statistically significant difference in BMI or BMI z-score between the intervention and control groups at post-intervention, and a meta-analysis demonstrated no significant difference in the effects of parent-focused eHealth obesity interventions compared with a control on BMI/BMI z-score (Standardized Mean Difference $-0.15$, $95\%$ CI $-0.45$ to $0.16$, $Z=0.94$, $P=0.35$). Four of seven studies that reported on dietary outcomes demonstrated significant improvements in at least 1 dietary measurement, and 1 of 6 studies that reported on physical activity outcomes demonstrated significant improvements compared with the control. The quality of the interventions was generally not high; therefore, these results should be interpreted with caution.

Conclusion: It is recommended that larger, longer duration, high-quality parent-focused eHealth studies are conducted, which transform successful components from face-to-face interventions into an eHealth format and target younger age groups in particular.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews: CRD42015019837; http://www.crd.york.ac.uk/PROSPERO/display_record.asp?id=CRD42015019837 (Archived by WebCite at http://www.webcitation.org/6ivBHvBhq)
The escalating global challenge of childhood obesity has been well documented, with prevalence rates climbing to approximately 23% in developed countries and 13% in developing countries [1]. Childhood is a period of time where unhealthy behaviors such as consumption of energy-dense foods and beverages, physical inactivity, and sedentary behavior are established [2]. During this time, parental influence and role modeling play a key part in the development of such behaviors [3-5]. Parental involvement in childhood obesity interventions appears to be important, given that children are highly influenced by the family unit [6,7]. Recent systematic reviews and meta-analyses have investigated the effectiveness of parent-focused childhood obesity prevention and treatment interventions, with the weight of the evidence supporting the use of parent-focused interventions. A 2012 meta-analysis of weight-related behavior change interventions for 2- to 19-year-olds where parents were involved resulted in greater body mass index (BMI) reductions than interventions that had optional or no parent involvement [4]. These are similar findings to 2 meta-analyses of children aged 5-12 years [8,9], whereas another meta-analysis of 2- to 18-year-olds found that interventions that targeted parents had a smaller (yet still significant) effect than those that targeted children directly [10].

The lack of studies in preschool-aged children has been highlighted [11]. Of the aforementioned 2 meta-analyses that sought to include studies, which involved children from 2 years of age, one included no studies in the preschool age group and the other included only 2 studies in this age group [4,10]. A meta-analysis of parent-focused obesity prevention and treatment interventions specifically in the early childhood (0-6 years) age group demonstrated a small, yet significant combined effect in the short term, but in the long term, the combined results were not significant [2]. When the studies were looked at individually, 5 were successful in the long term, which were all commenced at preschool age. The baseline BMI of the children appeared to be a factor, as 2 of the 3 studies that were successful at both short- and long-term follow-up included only children who were overweight or obese [2].

Effective broad-reach interventions that target childhood are required; however, currently, there is little consensus on the most effective intervention approach [11]. As mentioned, interventions that target parents are effective [2,4,8]. In addition, the use of eHealth interventions also hold promise in this area, with the use of such technology in the child and adolescent age group having increased in recent years [12]. Two previous reviews have investigated the impact of technology-based overweight and obesity interventions in childhood and adolescence with some studies reporting changes in adiposity, dietary, and/or physical activity outcomes [12,13]. However, neither of these previous reviews have specifically investigated the effect of parent involvement.

This current systematic review and meta-analysis builds on previous reviews, but differs in that it is, to our knowledge, the first to measure the efficacy of eHealth interventions in improving BMI or BMI z-score in children and adolescents where parents are an agent of change. This review is of importance in determining effective broad-reach approaches to prevent and treat childhood obesity, which in the long term could potentially alter the path of childhood obesity and reduce the progression into adult life. The review adopts a broader definition of eHealth than 1 of the previous reviews and includes interventions using the Internet, IVR (computerized voice prompts over the telephone, which participants respond to via the telephone keypad), social media (Facebook, Twitter, and so forth), mobile health (such as mobile phone apps), telemedicine (using video conferencing), email, and e-learning. The objective of this current systematic review and meta-analysis was to determine whether eHealth childhood and adolescent overweight and obesity interventions, where parents or carers are the agents of change, improved BMI and/or BMI z-scores.

Methods

The protocol for this systematic review and meta-analysis was registered in advance with the PROSPERO international prospective register of systematic reviews (registration number CRD42015019837) and conforms to the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) statement [14].

Eligibility Criteria

Type of Studies

Randomized controlled trials investigating the effect of eHealth interventions on weight of children and adolescents, where parents or carers were an agent of change, were considered for this systematic review and meta-analysis. Studies were excluded if participants had special needs or had a condition where physical activity was restricted or if they required a special diet. Studies not published in English were also excluded.

Type of Participants

eHealth studies targeting obesity prevention or treatment for children and adolescents aged 0-18 years, where parents or carers were agents of change, were considered. The parent or carer being an agent of change was defined as the parent or carer having an active role in the intervention and being responsible for implementing change.

Types of Interventions

Interventions investigating the effect of eHealth on BMI were considered for inclusion. No restrictions were placed on the

overweight; obesity; child; adolescent; internet; web; online; computer; IVR; telemedicine; healthy lifestyle; dietary intake; physical activity
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Primary outcome measures were BMI and/or BMI z-score at baseline and post-intervention. Secondary outcomes included body fat, waist-to-hip ratio, and improvements to dietary intake, physical activity, sedentary behavior, screen time, biomedical indicators (such as blood pressure and cholesterol), knowledge, and self-efficacy.

Study Selection

After the database searches, 1 author (MH) removed duplicates and screened the titles of the articles, and relevant articles were shortlisted. A second author (RJ) then checked the decisions made. The abstracts of the remaining articles were then screened (by MH), and a second shortlist was derived and checked by a second author (RJ). The full text of the remaining articles was retrieved and read by author one to create a final shortlist. The shortlisted articles were then viewed by the second author (RJ). Any differences were discussed, and a decision was made by consensus. Where a decision could not be reached, a third author (AO) reviewed the papers to make a final decision.

Risk of Bias in Individual Studies

Two reviewers (AO and MH) independently assessed risk of bias using a checklist adapted from the Consolidated Standards of Reporting Trials statement (see Table 1) [15]. In line with the recommendations of the PRISMA statement, each of the items on the checklist was evaluated separately rather than an overall score being assigned. Each item was given a + or − according to whether the item was described adequately in the article (+) or not adequately described or not present (−). Any differences were discussed, and a decision was made by consensus.

Table 1. Risk of bias checklist.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Key baseline characteristics are presented separately for treatment groups (age, gender, and body mass index—BMI), baseline outcomes were statistically tested, and results of tests were provided</td>
</tr>
<tr>
<td>B</td>
<td>Randomization procedure clearly and explicitly described and adequately carried out (generation of allocation sequence, allocation of concealment, and implementation)</td>
</tr>
<tr>
<td>C</td>
<td>Valid measurement of BMI (at minimum, standardized method used to measure height and weight and to calculate BMI are described)</td>
</tr>
<tr>
<td>D</td>
<td>Dropout described and ≤20% for &lt;6-month follow-up or ≤30% for ≥6-month follow-up</td>
</tr>
<tr>
<td>E</td>
<td>Blinded outcome assessment (positive when those responsible for assessing BMI were blinded to the group allocation of individual participants)</td>
</tr>
<tr>
<td>F</td>
<td>Intention-to-treat analysis for BMI outcome(s) (participants analyzed in group they were originally allocated to and participants were not excluded from analyses because of noncompliance to treatment or because of missing data)</td>
</tr>
<tr>
<td>G</td>
<td>Covariates accounted for in analyses (eg, baseline score, group or cluster, and other covariates when appropriate for age or gender)</td>
</tr>
<tr>
<td>H</td>
<td>Summary results for each group and adjusted scores presented (adjusted difference between groups and CI)</td>
</tr>
<tr>
<td>I</td>
<td>Power calculation reported, and the study was adequately powered to detect hypothesized relationships</td>
</tr>
</tbody>
</table>

Synthesis of Results

Extracted data were first described in a narrative manner. Studies that reported BMI or BMI z-score results as change scores or baseline and final values; standard deviation (SD), standard error (SE), or CIs; and the number of participants were included in a meta-analysis. Mean change was calculated where required, and SDs were calculated from SE or CI where SD was not reported [16]. Where the final SD value was missing, this value was imputed from baseline SD [16]. Missing SD change values were calculated using an imputed correlation coefficient [16].

Where a study had 2 eHealth intervention arms, the number of participants in the control group was divided by 2 to ensure that participants were not counted more than once in the analysis. Heterogeneity was assessed via I2 index test. The meta-analysis was conducted with reported or calculated change scores for the data collection point closest to the end of the intervention. One study was reported across 2 articles [17,18], and the time points in both these articles were used (baseline to 6 months and 6 months to 2 years—which was calculated from the available data). To enable either BMI or BMI z-score to be included in the same meta-analysis, standardized mean difference (SMD) was used. Where a study reported both BMI and BMI z-score, BMI was used. One study involved a day camp before the implementation of the eHealth intervention, and therefore, the post-camp BMI measures were used as baseline measures for the purpose of the meta-analysis to isolate

http://www.jmir.org/2016/7/e203/
this component [19]. A random effects model was applied to the analysis given the heterogeneity across the studies [16]. Analysis was conducted using Review Manager (RevMan: computer program) version 5.3; Copenhagen: The Nordic Cochrane Centre, The Cochrane Collaboration, 2014.

Results

Study Selection

From the 3817 papers that were initially identified, 8 papers describing 7 separate studies met the inclusion criteria (Figure 1).

![Study selection flow diagram]

Figure 1. Study selection flow diagram.

Description of Studies

Table 2 outlines the characteristics of the studies meeting the inclusion criteria; 7 studies were conducted in the past 10 years, and only 1 study was conducted outside the United States (in France) [22]. There were a total 1487 dyads participating in the included 8 studies (range 35-1013 dyads). A range of cultural or ethnic groups participated in studies, including African American (with 3 studies including only African American participants [17-19]), Latino [20], Chinese American (1 study included only Chinese-American participants [21]), and French [22]. In total, 5 studies were overweight or obesity treatment interventions [17,18,20,23,24] and 3 studies overweight prevention interventions [19,21,22]. The gender proportions of the child or adolescent participants were 47.21% male and 52.79% female. Two of the studies included only girls [17,18]. Parent gender was reported in only 1 study [24], where 96% were female. In total, 3 studies involved children (range 7-10 years) [19,22,23], 3 studies involved adolescents (range 11-15 years) [17,18,21], and 2 studies included both children and adolescents (range 5-12 years) [20,24]. The length of the interventions ranged from 8 weeks to 2 years, with 4 studies being ≤12 weeks [19-21,24], 3 studies being ≤8 months [17,22,23] and 1 study being 2 years in duration [18]. Only 1 study collected follow-up data to assess maintenance of changes in the months after the completion of the intervention [21]. Retention rates were reported in 7 studies, and the average retention rate was 80% ± 6.3 (ranging from 70% to 93%) [17,18,20-24].
Description of Interventions

Two of the studies had 3 study arms [20,22], and the remaining 6 studies had 2 study arms. Five studies used an Internet intervention [17-19,21,22], 2 used IVR [20,24], and 1 used telemedicine [23]. Of the Internet interventions, 1 used Internet only [21], and others used the Internet in combination with face-to-face counseling [17,18], telephone counseling, and nutrition lessons [22] or a camp [19].

The focus of behavior change differed between studies, with one focusing on diet, physical activity, and screen time [20]; 6 focusing on diet and physical activity [17-19,21-23] and 1 focusing on diet and screen time [24].

A theoretical framework underpinned 4 of the studies, 2 were underpinned by Social Cognitive Theory [19,24], 1 reported using a combination of trans-theoretical model and social cognitive theory [21], and 1 reported using social-ecological theory [20]. Studies varied in the level of detail that they provided regarding how the theory was used in the design of the intervention.

The level of parental involvement varied among studies. In 1 study, only the parents participated in the intervention (children were involved only at the data collection stages) [20]. In the remaining 7 studies, the parent and the child or adolescent both had active involvement in the intervention, either the child or adolescent participated in the eHealth activities with the parent together or there were separate components designed specifically for the parent and the child or adolescent [17-19,21-24].

Studies used differing measures of adiposity, with most using multiple measures. Six studies used BMI [17-19,21,22,24], 4 studies used BMI z-score [20,22-24], 4 studies used BMI percentile [17,18,23,24], 3 used body fat (measured by DEXA [17-19], and 1 study used waist-to-hip ratio [21]. Other measures included dietary intake (measured by food frequency questionnaire [17,18,20,24], 24-hour recall [17-19,23], or food records [21,22]) physical activity (measured by questionnaire [17-20,22] or accelerometer [19,21,23]), and screen time (measured by questionnaire [20,24]).

Three of the studies reported on the effect of higher usage of the interventions. One IVR study reported that participants who completed more calls significantly decreased their BMI z-score compared with the control group [20], whereas another IVR study reported that participants who were high IVR users demonstrated a significant reduction in BMI and BMI z-score compared with low IVR users [24]. One of the Internet studies [17] reported that change in percentage body fat was negatively correlated with use of an email facility to counselors, performance on quizzes, and use of an Internet weight monitoring function.

Risk of Bias Within Studies

Table 3 summarizes the results of the risk of bias assessment for all included studies. Of the 8 studies, 6 reported key baseline characteristics separately for each study arm, and the results of statistical tests were provided. Seven studies reported an acceptable dropout rate (≤20% for <6-month follow-up or ≤30% for ≥6-month follow-up), and the remaining study did not report dropout rates. Six studies used intention-to-treat analysis for BMI outcomes, 7 studies accounted for covariates in the analysis; power calculations were reported and adequate in 5 articles. Only two studies described an adequate randomization procedure and/or reported summary results for each group with adjusted scores, and none of the studies described a valid, standardized method of BMI measurement.
<table>
<thead>
<tr>
<th>Author, Year, Country</th>
<th>Participants</th>
<th>Intervention description</th>
<th>Parental involvement</th>
<th>Behaviors targeted</th>
<th>Variables measured</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baranowski et al 2003, USA [19]</td>
<td>n=35, 8 years of age, girls</td>
<td>4-week camp with specially designed activities, followed by 8-week behavior change Internet intervention. Control girls attended camp with usual activities and a monthly Internet program with general health information and homework.</td>
<td>No parent involvement in camp. Intervention, and control parents had access to a website, which covered similar topics to girls’ website.</td>
<td>Diet (dietary fat intake, dietary fiber, water and satiety, SSB\textsuperscript{b}), moderate to vigorous PA\textsuperscript{b}</td>
<td>Demographics, body mass index (BMI), WC\textsuperscript{c}, physical maturation, body fat (DEXA), diet (2×24-hour recall), PA (accelerometer and qne), preferences for PA, and SSB.</td>
<td>For the Internet component, no significant changes to BMI were observed. No other variables were measured at the end of the camp, so the effect of the Internet intervention on variables other than BMI could be determined.</td>
</tr>
<tr>
<td>Chen et al 2011, USA [21]</td>
<td>n=54, 12-15 years of age Chinese American</td>
<td>Behavior change Internet program with goal setting tailored to stage of change. 8×weekly sessions for children. Control participants accessed a general health information Internet site.</td>
<td>Parents received 3 Internet sessions over 8 weeks to increase knowledge and skills.</td>
<td>Diet (food pyramid, meal planning, portion size), PA</td>
<td>Parent height and weight, child BMI, waist-to-hip ratio, blood pressure, PA (accelerometer), diet (3-day food diary), PA and nutrition knowledge (qne), dietary and PA self-efficacy.</td>
<td>Significantly more participants in the intervention reduced their waist-to-hip ratio than the control group (effect size=−0.01, (P=.02)). There were also significant increases in PA (effect size=12.46, (P=.01)) and increased PA knowledge (effect size=0.16, (P=.008)), and nutrition knowledge (effect size=0.18, (P=.001)).</td>
</tr>
<tr>
<td>Davis et al 2013, USA [23]</td>
<td>n=58, 5-11 years of age, rural setting</td>
<td>8×weekly telemedicine delivered psychoeducational sessions covering goal setting, diet and PA, plus 6×monthly sessions. Control participants visited their primary care physician to discuss set topics.</td>
<td>Parents met in a group separately, but at the same time as the children and covered similar content.</td>
<td>Nutrition (stoplight diet, portion sizes, food labels, vitamins and minerals, nutrient density), energy balance, PA, screen time, and SB\textsuperscript{c}.</td>
<td>Demographics, BMI z-score, diet (24-hour recall), PA (accelerometer), child behavior checklist, behavioral pediatrics feeding assessment scale.</td>
<td>No statistical difference in BMI z-score between groups. There was also no significant difference between groups for kilocalories or PA.</td>
</tr>
<tr>
<td>Estabrooks et al 2009, USA [20]</td>
<td>n=220, 8-12 years of age</td>
<td>Group A: 2×2-hour weekly group sessions on nutrition, PA, problem-solving, and action planning delivered by dietitian. Group B: attended group sessions plus 10 interactive voice response (IVR) follow-up sessions, involving goal-setting at end of call. Both the groups received a workbook with homework on nutrition and PA topics. Control group received workbook only.</td>
<td>Parent was main agent of change (children participated in data collection only)</td>
<td>Weight, nutrition, PA, and parenting skills.</td>
<td>BMI z-score, PA and SB (questionnaire—qne), F&amp;V and SSB\textsuperscript{d} consumption (qne), eating disorder symptoms (qne).</td>
<td>No significant difference in BMI z-score between groups. Significant increase in moderate-intensity physical activity in IVR group but no difference between groups. Participants completing 6-10 IVR recalls significantly reduced BMI z-score compared with other groups [F(3,148)=−2.89, (P&lt;.01)].</td>
</tr>
<tr>
<td>Author, Year, Country</td>
<td>Participants</td>
<td>Intervention description</td>
<td>Parental involvement</td>
<td>Behaviors targeted</td>
<td>Variables measured</td>
<td>Key findings</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td>--------------------------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Paineau et al 2008, France [22]</td>
<td>n=1013, 7-9 years of age</td>
<td>All intervention families accessed a website containing information, interactive components, and other functionality. They received 30-minute dietary counseling telephone calls from a dietitian monthly for 8 months after Web-based completion of questionnaires. Children received 3 nutrition lessons at school. Children and parents received monthly newsletters. Group A: advised to reduce fat and increase complex cholesterol (CHO), Group B: advised to reduce fat and sugars and increase complex CHO. Control group received only general nutrition information at the same intervals.</td>
<td>Families accessed website and received mobile phone calls. Parents received monthly newsletter.</td>
<td>Nutrition (portions, frequency of eating, meal modification, and healthier alternatives)</td>
<td>Demographics, BMI, BMI z-score, body fat, WC, chest circumference, knee circumference, dietary intake (total energy, fats, sugars, complex CHO, protein) (Web-based qne and dietary records), PA (que)</td>
<td>No significant difference between groups in regard to BMI or other anthropometric measures. Group A: Significantly increased complex CHO intake (mean change +10.1 (6.0-14.2) 95% CI, P&lt;.05). Group B: Significantly reduced sugar intake (mean change −10.0 (13.4 to −6.6) 95% CI, P&lt;.01). Both groups A and B reduced total energy (mean change A −60 (−104 to −15) 95% CI, P&lt;.05, B −96 (−146 to −45) 95% CI, P&lt;.01) and fat intake (mean change A −8.2 (−10.6 to −5.8) 95% CI, P&lt;.01, B −8.3 (−10.8 to −5.7), 95% CI, P&lt;.01) compared with control group. No difference in PA between groups.</td>
</tr>
<tr>
<td>Williamson et al 2005, USA [17]</td>
<td>n=57, 11-15 years of age, African-American girls</td>
<td>Behavioral website providing nutrition information and behavior modification for 6 months. Counseling provided via email. Control group had access to general noninteractive health website. 4 face-to-face sessions over 12 weeks, focused on goal setting, behavioral contracting, monitoring of progress, and problem-solving. Control group sessions were conducted by a dietitian and included general nutrition information.</td>
<td>Parent and adolescent participated in the face-to-face and Internet components together</td>
<td>Nutrition (low energy diet, F&amp;V, PA, food monitoring)</td>
<td>Demographics, BMI, BMI percentile, body fat (DEXA), eating disorders, pubertal status, dietary intake (24-hour recall and FFQ), weight loss behavior scale, child dietary self-efficacy scale, PA social support, children’s eating attitudes test, satisfaction with life scale, child depression inventory, Rosenberg self-esteem scale, Kansas family life satisfaction scale, symptom checklist-90</td>
<td>Participants in the intervention group lost significantly more body fat (−1.12±0.47 standard error—SE) than the control group 0.43±0.47 SE, P&lt;.05. There was a significant difference in BMI change between groups (intervention −0.19 ± 0.24 SE, &lt;.05, control +0.65 ± 0.23 SE, P&lt;.05). Participants in the intervention group significantly reduced fat intake compared with control group (FFQ) (−145.67 ± 37.67 SE, P&lt;.05)</td>
</tr>
<tr>
<td>Williamson et al 2006, USA [18]</td>
<td>n=57, 11-15 years of age, African-American girls</td>
<td>Behavioral website providing nutrition information and behavior modification over 2 years. Counseling provided via email. Control group had access to general noninteractive health website. 4 face-to-face sessions over 12 weeks, focused on goal setting, behavioral contracting, monitoring of progress, and problem-solving. Control group sessions were conducted by a dietitian and included general nutrition information.</td>
<td>Parent and adolescent participated in the face-to-face and Internet components together</td>
<td>Nutrition (low energy diet, F&amp;V, PA, food monitoring)</td>
<td>Demographics, BMI, BMI percentile, body fat (DEXA), eating disorders, pubertal status, weight loss behavior scale, website use, computer opinion survey</td>
<td>At 2 years, there was no significant difference in BMI, weight, or body fat. Higher BMI percentile at baseline was associated with greater reduction in BMI percentile. Higher weight loss behavior scale score at baseline was associated with greater improvement. In regard to reported consumption of fattening foods, there was a significant difference between groups (F (1,48) =2.08, P&lt;.05).</td>
</tr>
</tbody>
</table>
Key findings

Variables measured

Behaviors targeted

Parental involvement

Intervention description

Participants

Author, Year, Country

There was no significant difference between groups for BMI, BMI z-score, dietary intake or screen time.

There was a significant difference in weight (−4.0 change, P=.001), BMI (−1.2 change, P=.01), and BMI z-score (−0.1 change, P=.04) between high users and low users.

BMI, dietary intake (energy, fat, fruits, vegetables) (qne), TV viewing time (qne)

Nutrition (energy, spotlight diet, healthy alternatives, cooking and shopping, eating out), and screen time

Received IVR calls independent-ly to children.

Parents and children individually received 12x weekly interactive voice response (IVR) telephone counseling calls, which provided education, monitoring, and counseling on managing weight and reducing screen time. Information sent via electronic health record to the child’s pediatrician and used at visit 1 month after the intervention. Control participants attended the same pediatrician visit.

n=50, 9-12 years of age

Parents and children individually received 12x weekly interactive voice response (IVR) telephone counseling calls, which provided education, monitoring, and counseling on managing weight and reducing screen time. Information sent via electronic health record to the child’s pediatrician and used at visit 1 month after the intervention. Control participants attended the same pediatrician visit.

Wright et al 2013, USA [24]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline characteristics by group</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Randomization described and conducted</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Valid measurement of BMI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dropout ≤20% for &lt;6 months and ≤30% for ≥6 months</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Blinded outcome assessment</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intention to treat for BMI outcomes</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Covariates accounted for in analysis</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Summary results + adjusted difference between groups + CI</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Power calculation reported and power adequate</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

+ Adequately described and present.
- absent.

Results of Individual Studies

Adiposity Outcomes

None of the included studies reported a significant difference between groups for BMI, BMI z-score, BMI percentile, or percentage body fat from baseline to the end of the eHealth intervention. One study reported a significant difference in percentage body fat between groups at 6 months (−1.12 ± 0.47 SE, P<.05) [17]; this change was not maintained at the end of the 2-year intervention [18]. One study reported a significant difference between groups for waist-to-hip ratio from baseline to the end of the intervention (effect size = −0.01, P=.02) but reported no significant difference for BMI between groups [21].

Dietary Outcomes

Four of the seven studies that assessed dietary intake (which were all Internet interventions) demonstrated a significant difference between groups in regard to improvement in at least 1 dietary outcome, such as fruit and vegetable intake [21], nutrition knowledge [21], total energy intake [22], fat intake [17,22] and “eating less fattening foods” [18].
**Physical Activity Outcomes**

Of the 6 studies that assessed physical activity (which was an Internet intervention), 1 study demonstrated a significant difference between groups in objectively measured physical activity and physical activity knowledge [21].

**Screen Time Outcomes**

Neither of the 2 studies that assessed screen time demonstrated a significant difference between groups for screen time [22,24].

**Synthesis of Results**

A meta-analysis was conducted on pooled data from 8 papers with a total of 9 study arms, which compared eHealth intervention groups with control groups. The meta-analysis results are displayed in Figure 2. The studies were found to be significantly heterogeneous (I²=84%, 95% CI: 71%-91%, P<.001). There was no significant difference in the effects of the eHealth interventions compared with the control groups on BMI/BMI z-score (SMD = -0.15, 95% CI: -0.45 to 0.16, Z=0.93, P=0.35). A sensitivity analysis was conducted by removing an outlying study [19], with heterogeneity decreasing slightly (I²=83%, 95% CI: 67%-91%, P<.001) and although the standardized mean difference moved toward favoring the intervention (-0.25, 95% CI -0.55 to 0.05), significance was not reached (Z=1.63, P=0.10).

A sub-group analysis was conducted based on whether the study aim was obesity treatment or obesity prevention (refer to Figure 2). There was a larger effect for the obesity treatment studies (-0.39, 95% CI -0.97 to 0.20) compared with the obesity prevention studies (0.05, 95% CI -0.19 to 0.30), although this was not statistically significant. The obesity treatment studies appeared to have a higher level of heterogeneity (85%) than the obesity prevention studies (63%); however, given the small number of studies included, this should be interpreted with caution.

**Discussion**

This meta-analysis and systematic review is, to our knowledge, the first to measure the effects of parent-focused eHealth childhood obesity interventions on BMI / BMI z-score. Overall, it was determined by meta-analysis that the included interventions did not result in significant improvements to BMI or BMI z-score compared with a control group. However, 4 of the 8 studies reported a significant improvement in at least 1 dietary or physical activity outcome measure.

The short duration of most of the studies may have meant there was insufficient time to detect changes in BMI or BMI z-score. The longest intervention demonstrated a significant improvement in body fat at the 6-month point [17], but this was not sustained at the end of the intervention at 2 years [18]. Maintenance of weight loss in the long term is indeed important but is a widespread challenge that has been well documented in both adult and child or adolescent age groups [11,25]. Previous parent-focused childhood or adolescent obesity systematic reviews and meta-analyses (which have not focused on eHealth) have highlighted the low proportion of studies, which have a follow-up period of >12 months [2-4,10,26], and 1 meta-analysis stated that there was a potential publication bias, meaning that it was suspected that some long-term follow-up studies with null results were not published [2]. Likewise, the lack of long-term follow-up studies has also been identified in childhood or adolescent obesity eHealth systematic reviews (which have not concentrated solely on parent-focused interventions), and it has been recommended that future interventions incorporate long-term follow-up in their design [12,13].

Maintaining engagement in eHealth interventions can be challenging [27]. The dropout rates in the current meta-analysis ranged from 12% to 29%. Previous childhood obesity eHealth systematic reviews have reported dropout rates up to 58% [12,13]. For participants that complete an eHealth intervention, the level of engagement as measured by usage rates can vary. Two of the studies in this review reported that higher usage rates resulted in more favorable BMI or BMI z-score outcomes [20,24], and 1 study found that body fat was negatively correlated with usage rates [21].

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baranowski 2003</td>
<td>2.68 ± 3.247</td>
<td>16.73 ± 7.658</td>
<td>16.8 ± 3.85</td>
<td>0.08 [-0.27, 1.91]</td>
</tr>
<tr>
<td>Chen 2011</td>
<td>-0.03 ± 1.316</td>
<td>27 ± 0.84</td>
<td>27 ± 1.30</td>
<td>0.01 [-0.63, 0.64]</td>
</tr>
<tr>
<td>Palermo A vs Control 2008</td>
<td>0.05 ± 0.667</td>
<td>207 ± 0.13</td>
<td>207 ± 0.93</td>
<td>-0.03 [-0.26, 0.59]</td>
</tr>
<tr>
<td>Palermo B vs Control 2008</td>
<td>0.1 ± 1.145</td>
<td>298 ± 0.38</td>
<td>298 ± 1.28</td>
<td>-0.03 [-0.32, 0.25]</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>641</td>
<td>471.1%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2. Effect of eHealth interventions on BMI or BMI z-score.**

http://www.jmir.org/2016/7/e203/
correlated to use of an email facility to counselors, quiz results, and weight self-monitoring [17]. Conversely, lower usage rates may therefore have impacted the effectiveness of the interventions in this review. The extent of such an effect is difficult to determine as the remaining studies did not report on the differential outcomes of high users compared with low users. It is also difficult to ascertain if those who use an intervention more do so because they are more motivated, and therefore, results of comparisons between high and low users may not necessarily be indicative of the effect of the intervention itself [20]. None of the previous eHealth or parent-focused childhood obesity systematic reviews have specifically addressed the effect of usage rates on outcomes; however, it has been demonstrated in a previous systematic review on general eHealth interventions that adhere to weight-related eHealth interventions are associated with positive outcomes [28].

Most of the studies in this current review used an eHealth modality combined with face-to-face, telephone, group sessions, workbooks, or camp activities [17-20,22-24]. Only one of the interventions used eHealth as the sole mode, and interestingly, this was the only intervention to demonstrate a significant difference between groups in an anthropometric measure at the end of the intervention, with participants in the intervention group achieving a significant reduction in waist-to-hip ratio compared with the control group [21]. In regard to the studies that used other modes in addition to the eHealth mode, in most cases, it was not possible to isolate the effects of the eHealth mode, and therefore, we were not able to determine the exact effect of the eHealth component. A previous parent-focused childhood obesity systematic review found that interventions where parents received only 1 delivery mode produced better outcomes than interventions with more than 1 mode of delivery. The authors speculated that the parents may have found the intervention to be too complex when more than 1 mode was used [2], and it is possible that this may have been the case for other studies included in this current review. Previous eHealth childhood or adolescent obesity systematic reviews have discussed isolating the effects of the eHealth intervention either only briefly or not at all. Nguyen found that of the 24 studies reviewed, only 6 used eHealth as the sole mode, and 4 of these 6 studies resulted in significant improvements in BMI, BMI z-score, or obesity-related behaviors [12].

The level of parent and child or adolescent involvement in the interventions varied, but 7 of the 8 interventions involved the children or adolescents to some degree [17-19,21,24]. Only 1 of the studies delivered the intervention solely to the parent [20]. Interestingly, this was the study that was found to have the largest effect size. However, due to the small number of studies included, it is difficult to draw any conclusions from this, particularly given that the result was not statistically significant. This is similar to findings from previous parent-focused childhood or adolescent obesity systematic reviews, most of which have found that parent-focused interventions have demonstrated better outcomes than interventions where there was either no parent involvement or it was optional [4,8,9].

Three of the studies in the current review were aimed at obesity prevention and did not have being overweight or obese as an inclusion criteria. Baseline BMI or BMI z-score was therefore lower in these studies than in studies where obesity treatment was the focus, and this may have been a factor in reporting nonsignificant findings for BMI outcomes. Understandably, a subgroup analysis indicated a larger effect for obesity treatment studies compared with obesity prevention studies, which confirms with a previous parent-focused childhood obesity review, which found that interventions largely aimed at obesity prevention did not significantly reduce BMI but rather prevented increases in BMI [4]. However, both these types of studies (obesity prevention and treatment) are important.

The eHealth modality used may have been a factor in the success of an intervention; however, due to the small number of studies using particular eHealth modalities (only 1 used telemedicine and 2 used interactive voice response), a subgroup analysis was not conducted. The systematic review found that 4 of the 5 Internet interventions produced positive outcomes in waist-to-hip ratio, nutrition, or physical activity measures. Internet interventions are the widest studied of eHealth modalities and have demonstrated positive effects in other recent reviews on eHealth obesity interventions [12,29].

The effectiveness of the specific content of eHealth interventions on study outcomes has not been specifically addressed in previous eHealth childhood obesity systematic reviews. In adult populations, Internet interventions with additional components such as self-monitoring, feedback, reminders, email counseling, Web-based discussion groups, Web-based lessons, text messages, social networking, or mobile phone apps have been found to be more successful in producing weight loss outcomes. Such components were used to a small extent in the studies included in this review, including monitoring [18,21,22], email counseling [18], feedback [18], and reminders [19]. The incorporation of more of these components in future eHealth childhood obesity interventions may assist in improving outcomes.

There were no interventions targeting the early childhood age group (0-5 years) in this review, and in general childhood obesity research, there has been a lack of interventions in this age group [11]. Overall, parent-focused childhood obesity interventions have been found to be effective in this age group in the short term, particularly where only 1 mode of intervention is used [2]. It has been proposed that early childhood is the ideal life stage to intervene in the course of childhood obesity as it is a time where new healthy lifestyle practices can be introduced, rather than attempting to change well-established unhealthy practices in older age groups [5]. At this stage of life, parents are usually the main influence on the nutrition and physical activity practices of their children, and therefore, the effect of parental influence is likely to be more profound than in older age groups when outside influences become more prominent [5]. Engaging parents of young children via an eHealth modality may be an appealing format for parent-focused interventions, given that parents in developed countries with children within this age group appear to be tech savvy (as suggested by a high proportion of Internet or SMART phone use) [30-33].

There were only a small number of studies found over the 20-year period included in this meta-analysis, demonstrating
that this field of study has not been well investigated, despite the dramatic advances and acceptability in technology. eHealth in childhood or adolescent obesity is only a relatively new area; a 2010 systematic review found only 21 studies, and only 11 of these were randomized controlled trials (RCTs) [12]. In this current parent-focused review, there was only 1 study found that was over 10 years old.

The quality of the interventions was generally not high, with the areas of randomization, blinded outcome assessment, valid measurement of BMI, and adjusted difference between groups either not being described or adequately carried out in a number of studies. The results should therefore be interpreted with caution due to potential bias. This is a similar finding to a previous eHealth childhood obesity review [12].

Strengths and Limitations

The strengths of this meta-analysis and systematic review include adherence to a registered study protocol and rigorous use of the PRISMA statement. A detailed search strategy was used over several databases with a wide date range, and strict inclusion criteria were applied during the study selection process. To our knowledge, this review is the first to quantitatively measure the effects of parent-focused eHealth childhood or adolescent obesity interventions on BMI or BMI z-score. Limitations of this review include the restriction to articles published only in English, the small number of RCTs found, varying study quality, heterogeneity of the studies, inadequate power to detect an outcome in some studies due to a small number of participants, inability to isolate the effects of the eHealth component of the intervention in most studies, varying aims between studies (with some studies focusing on obesity prevention and others on obesity treatment), and all but 1 study being conducted in the United States.

In regard to the meta-analysis, as previously stated in the results, there was an outlying study that favored the control group [19]. It should be noted that this study reported a significant difference in BMI measures at baseline (with the control group having a much larger mean BMI than the intervention group), which may have influenced the results. The planned subgroup analyses comparing the type of eHealth modality used and participant age were not conducted due to the small number of studies and the wide range of ages within the individual studies making it difficult to analyze different age groups. Finally, as there were less than 10 studies in the meta-analysis, a funnel plot analysis was not conducted due to the low power of this test when there are a small number of included studies [16].

Conclusions

This systematic review and meta-analysis found that there was no significant reduction in BMI or BMI z-score resulting from parent-focused eHealth childhood or adolescent obesity interventions compared with control. Only 1 study found a significant change in weight or adiposity measures (waist-to-hip ratio), and half of the studies demonstrated significant improvements obesity-related behaviors such as diet or physical activity compared with a control group. Only 1 study used eHealth as the sole modality, making it difficult to determine the true effect of eHealth on obesity. This review highlighted key weaknesses in the current literature: most studies were generally not of high quality, many had a short duration and lack of long-term follow-up, and many included only a small number of participants; and therefore, they may have been inadequately powered. There was an absence of studies that included children aged younger than 5 years, an age group where parental influence is probably more profound than older childhood and adolescence. It is therefore recommended that larger, high-quality studies of longer duration and longer follow-up are conducted, which transform successful components from face-to-face interventions into an eHealth format, particularly those that target younger age groups.

Conflicts of Interest

None declared

Multimedia Appendix 1

Search strategy.

References


24. Hammersley et al. JOURNAL OF MEDICAL INTERNET RESEARCH

http://www.jmir.org/2016/7/e203/ J Med Internet Res 2016 | vol. 18 | iss. 7 | e203 | p.50 (page number not for citation purposes)


**Abbreviations**

- **BMI**: body mass index
- **BMI z-score**: body mass index z-score
- **CHO**: carbohydrate
- **CI**: confidence interval
- **FFQ**: food frequency questionnaire
- **F&V**: fruit and vegetable
- **IVR**: interactive voice response
- **PA**: physical activity
- **Qne**: questionnaire
- **RCTs**: randomized controlled trials
- **SSB**: sugar-sweetened beverages
- **SD**: standard deviation
- **SE**: standard error
- **SMD**: Standardized mean difference
- **WC**: waist circumference

---

Edited by G Eysenbach; submitted 21.04.16; peer-reviewed by L Korkalo, M Amini; comments to author 01.06.16; revised version received 14.06.16; accepted 17.06.16; published 21.07.16.

Please cite as:

Hammersley ML, Jones RA, Okely AD
Parent-Focused Childhood and Adolescent Overweight and Obesity eHealth Interventions: A Systematic Review and Meta-Analysis
J Med Internet Res 2016;18(7):e203
URL: http://www.jmir.org/2016/7/e203/
doi:10.2196/jmir.5893
PMID:27443862

©Megan L Hammersley, Rachel A Jones, Anthony D Okely. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 21.07.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Web-Based Interventions for Chronic Back Pain: A Systematic Review

Shashank Garg, BSc, MSc, MD; Divya Garg, MD; Tanvir C Turin, MBBS, MS, PhD; M Faruq U Chowdhury, MBBS, MPH, MSc, FCGP

Corresponding Author:
Shashank Garg, BSc, MSc, MD
Department of Family Medicine
University of Calgary
Room G012, Health Sciences Center, 3330 Hospital Drive Northwest, Calgary, AB, T2N 4N1
Canada
Phone: 1 403 210 7199
Fax: 1 403 210 9180
Email: sgarg@ucalgary.ca

Abstract

Background: Chronic low back pain is one of the most common presenting complaints to a physician’s office. Treatment is often challenging and recovery depends on various factors, often resulting in significant investments of time and resources.

Objective: The aim of this review is to determine which Web-based interventions aimed at chronic low back pain are of benefit to patients.

Methods: Randomized controlled trials (RCTs) studying Web-based interventions directed at adults with chronic low back pain were included. Retrospective studies, narrative reviews, nonrandomized trials, and observational studies were excluded. Electronic databases and bibliographies were searched.

Results: In total, nine unique RCTs were identified (total participants=1796). The number of patients randomized in each trial ranged from 51 to 580. Four trials studied online cognitive behavioral therapy (CBT) and five trials studied other Web-based interventions with interactive features. Empowerment/control was improved in six studies. Use of CBT was associated with reduced catastrophization among patients. Mixed results were reported with regards to reduction in pain levels and disability, although some studies showed promise in reducing disability in the short term. One study that measured health care utilization reported reduced utilization with the use of moderated email discussion.

Conclusions: Limited data are available regarding effective Web-based interventions to improve outcomes for patients with chronic low back pain. Nine RCTs with small sample sizes were identified in this review. Online CBT appears to show some promise in terms of reducing catastrophization and improving patient attitudes. Further research in this area with larger-scale studies focusing on appropriate outcomes appears to be a priority.

(J Med Internet Res 2016;18(7):e139) doi:10.2196/jmir.4932
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Introduction

Low back pain is one of the most common presenting complaints in physicians’ offices in North America [1]. Annual incidence of this condition in adults has been estimated to be between 10% and 15% worldwide [1]. The 3-month prevalence of low back and/or neck pain has been reported to be as high as 31% in the United States [2]. In addition to affecting the patient’s physical and psychological well-being, there are many other ways this condition impacts the population’s health and society in general. Back pain is a common cause of disability, absence from work and loss of productivity [3]. Back pain has significant economic repercussions including loss of productivity, morbidity, and costs to the health care system [4]. For example, Americans spend at least US $50 billion per year on low back pain [5]. Further, multiple studies have shown that absence from work affects patient’s well-being negatively and an increased...
length of absence makes it less likely that the individual will return to work [6,7].

Although the prognosis for low back pain remains good if the pain resolves in the acute phase (less than 3 months), individuals unable to do so may face a slow recovery at significant cost to self and the health care system [1]. Researchers have demonstrated that the treatment of back pain is complex [8]. This is because etiology may be multifaceted. Patient factors include age, presence of chronic disease, comorbidities, obesity, and sedentary lifestyle. Environmental factors can include work duties that require tasks such as heavy lifting, ergonomics, and others. Research on the effectiveness of rehabilitation interventions shows mixed results. A recent systematic review [9] reports insufficient data to draw conclusions about the effectiveness of specific interventions including back schools, massage, and patient education.

Due to the complex nature of chronic low back pain, effective treatment may include use of a multidisciplinary team (MDT). A MDT may be composed of a number of professionals, including a kinesiologist, physiotherapist, psychologist, occupational therapist, and pharmacist. A recent review reports that intensive multidisciplinary rehabilitation improves function in chronic back pain [8]. However, intensive daily rehabilitation for periods of up to 6 weeks [8] would require a significant commitment on behalf of the patient and at significant financial cost. Many patients have several barriers to access health professionals including lack of time, financial coverage, and lack of understanding of their role. Chronic pain is also known to have negative effects on the patient’s propensity for “self-management” of their chronic condition. There is a need for treatment approaches that are easily accessible, cost-effective, and reduce the effort required on the part of patients.

Recently, there has been some interest in using the Internet as a channel to offer interventions to treat chronic low back pain. This has several advantages. Some of the barriers that apply to face-to-face meetings with medical professionals may be ameliorated through the Internet. For example, patients can use online resources at their own convenience and may be able to reduce their health care-related costs. It is possible that Web-based interventions may lead to patient empowerment by supporting ownership over their health thereby encouraging patients to be more proactive about the treatment, maintenance, and follow-up of their condition.

The purpose of this review is to summarize randomized controlled trials (RCTs) that assess the effectiveness of Web-based interventions to support patients with chronic low back pain.

**Methods**

**Data Sources and Searches**


Publication types and study designs of interest including systematic reviews, meta-analyses, practice guidelines, RCTs, and controlled clinical trials. Bibliographies of eligible articles were also searched for relevant studies. Selected journals were also searched individually for any relevant publications.

**Study Selection**

Articles were eligible for inclusion in this review if they were RCTs studying Web-based interventions directed at adults with chronic low back pain. Retrospective studies, narrative reviews, nonrandomized trials, and observational studies were excluded. However, references listed in these publications were reviewed to look for any studies that may match inclusion criteria for this review. Trials including children or trials including patients with acute pain were also excluded. RCTs studying interventions aimed at prophylaxis or other types of chronic pain were excluded. Studies published in languages other than English were excluded.

After the literature search identified potentially relevant articles, the articles were screened based on titles and abstract. Articles were excluded if they were not RCTs, the patient population was unsuitable for this review, the intervention was not Internet-based, or for other reasons (Figure 1). After this stage, the full text for the remaining articles was reviewed and nine were included for the purposes of this review.
Data Extraction
Citations identified by the literature search strategy were screened for eligibility by two of the authors (SG, DG) and discrepancies were resolved using the opinion of the other authors. Information regarding the patient characteristics, intervention, duration, study characteristics, study design, and outcome measures was extracted from each eligible trial by one author (SG) and then reviewed independently by the other authors. Information required to assess the characteristics of studies was reviewed, including method of randomization, whether statistical analyses were performed by intention-to-treat, and allocation concealment [10-18].

Results
Literature Search Results
The search revealed nine RCTs published between 2002 and 2014. Table 1 describes the characteristics of each study; six of the studies performed intention-to-treat analysis, three of the studies did not describe randomization, and allocation concealment was documented in only four of the published studies.

Trial design and details regarding the interventions used in the studies are presented in Table 2. Studies randomized 51 to 580 participants [10-18]. Study durations lasted from 6 weeks to 1 year. Three of the studies were waitlist controlled.

Patient characteristics including demographics are listed in Table 3. The majority of participants in the studies using online CBT were females. The mean age of participants in the studies ranged between 42 and 52 years.

A variety of diverse outcome measures were used; outcome measures used by each study are available in Table 4. Studies using CBT reported catastrophization as an outcome measure. Most studies reported patient empowerment and pain levels as outcome measures. Disability was reported by only five studies. Only one study assessed impact of intervention on health care utilization.
<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Randomization</th>
<th>Intention-to-treat analysis</th>
<th>Allocation</th>
<th>Lost to follow-up, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lorig et al [10]</td>
<td>2002</td>
<td>Not described</td>
<td>Performed by using last known data</td>
<td>Unclear</td>
<td>159 (27.4)</td>
</tr>
<tr>
<td>Chaiuzzi et al [12]</td>
<td>2010</td>
<td>Adaptive/stratified randomization</td>
<td>Yes</td>
<td>Unclear</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Burhman et al [13]</td>
<td>2011</td>
<td>Webpage (random.org)</td>
<td>Yes</td>
<td>Performed through webpage</td>
<td>4 (7.4)</td>
</tr>
<tr>
<td>Carpenter et al [14]</td>
<td>2012</td>
<td>Random number table</td>
<td>Not performed</td>
<td>Unclear</td>
<td>23 (16.3)</td>
</tr>
<tr>
<td>Moessner et al [15]</td>
<td>2012</td>
<td>Not described</td>
<td>Yes</td>
<td>Unclear</td>
<td>4 (5.3)</td>
</tr>
<tr>
<td>Krein et al [16]</td>
<td>2013</td>
<td>Random number generator</td>
<td>Yes</td>
<td>Assignment of participants through automated email message</td>
<td>19 (8.2)</td>
</tr>
<tr>
<td>Riva et al [17]</td>
<td>2014</td>
<td>Random number generator (permuted block randomization method)</td>
<td>Yes</td>
<td>No face-to-face contact; no identifying information linked to patient assessment</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Weymann et al [18]</td>
<td>2015</td>
<td>Simple computerized randomization procedure</td>
<td>Yes</td>
<td>Concealed random allocation automatically performed using software</td>
<td>180 (47)</td>
</tr>
<tr>
<td>Study</td>
<td>Patients randomized</td>
<td>Intervention</td>
<td>Control</td>
<td>Duration</td>
<td>Measurement Time</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>------------------------------</td>
<td>------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Lorig et al [10]</td>
<td>580</td>
<td>Moderated email discussion group; back pain help book; videotape</td>
<td>Control group received usual care</td>
<td>1 year</td>
<td>Baseline, 6 and 12 months</td>
</tr>
<tr>
<td>Burhman et al [11]</td>
<td>56</td>
<td>Web-based multimodal pain management program (CBT, stretching and exercise); weekly submission of pain diaries; weekly telephone support</td>
<td>Waitlist</td>
<td>8 weeks</td>
<td>Baseline, 8-weeks and 3-months postintervention</td>
</tr>
<tr>
<td>Chiauzzi et al [12]</td>
<td>228</td>
<td>painACTION back pain website based on CBT and chronic pain management principles that provided tailored information to participants logging in twice weekly</td>
<td>Control group received copy of back pain help book</td>
<td>6 months</td>
<td>Baseline, 1, 3, and 6 months</td>
</tr>
<tr>
<td>Burhman et al [13]</td>
<td>54</td>
<td>Web-based multimodal pain management program based on CBT; no weekly telephone support</td>
<td>Waitlist</td>
<td>12 weeks</td>
<td>Baseline and 12 weeks</td>
</tr>
<tr>
<td>Carpenter et al [14]</td>
<td>141</td>
<td>Web-based wellness workbook</td>
<td>Waitlist</td>
<td>6 weeks</td>
<td>Baseline, 3 and 6 weeks</td>
</tr>
<tr>
<td>Moessner et al [15]</td>
<td>75</td>
<td>Intervention consisted of: individualized self-monitoring module, moderated Internet-based chat</td>
<td>Treatment as usual</td>
<td>15 weeks</td>
<td>Baseline, 115 and 202 days</td>
</tr>
<tr>
<td>Krein et al [16]</td>
<td>229</td>
<td>Intervention: pedometer with access to uploaded personal walking data, walking goals, feedback, participation in e-community</td>
<td>Enhanced usual care group also received pedometers but no access to walking goals or feedback</td>
<td>12 months</td>
<td>Baseline, 6 and 12 months</td>
</tr>
<tr>
<td>Riva et al [17]</td>
<td>51</td>
<td>RCT with two arms: intervention and control group</td>
<td>Intervention group received access to back pain management website with interactive features (virtual gym, action plan, testimonials, quiz game); control group also used website, but no interactivity</td>
<td>8 weeks</td>
<td>Baseline, 4 and 8 weeks</td>
</tr>
<tr>
<td>Weymann et al [18]</td>
<td>382 (chronic low back pain)</td>
<td>Web-based information system for patients which was tailored for individual needs and dialog based</td>
<td>Access to information through website without tailoring or use of dialogs</td>
<td>12 weeks</td>
<td>Baseline, first visit, and 3 months</td>
</tr>
</tbody>
</table>
### Table 3. Patient characteristics of included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Patients randomized</th>
<th>Demographics</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lorig et al [10]</td>
<td>580</td>
<td>Control group: 61% male, mean age 45 years; intervention group: 62% male, mean age 46 years</td>
<td>One outpatient visit for back pain within last year</td>
<td>Continuous back pain for &gt;90 days causing major activity intolerance; no physician visits for back pain in past year; receiving disability payments; red flag symptoms; planned back surgery; back pain due to systemic illness; pregnancy; unable to understand English</td>
</tr>
<tr>
<td>Burhman et al [11]</td>
<td>56</td>
<td>62.5% female; mean age 44.6 years (SD 10.4)</td>
<td>Age 18-65 years; access to Internet; previous contact with physician; lumbar/thoracic/cervical back pain; chronic pain ≥3 months</td>
<td>Wheelchair bound; planned surgery; cardiovascular disease</td>
</tr>
<tr>
<td>Chiauzzi et al [12]</td>
<td>228</td>
<td>67% female; mean age 46.14 years (SD 11.99)</td>
<td>Presence of back pain for ≥10 days, for ≥3 consecutive months; spinal origin of pain; English language fluency</td>
<td>Nonspinal medical or systemic conditions that explain the back pain; cervical pain without low back pain; psychiatric hospitalization within past year</td>
</tr>
<tr>
<td>Burhman et al [13]</td>
<td>54</td>
<td>68.5% female; mean age 43.2 years (SD 9.8)</td>
<td>Access to Internet; chronic pain ≥3 months duration</td>
<td>Planned surgery; wheelchair bound; cardiovascular disease</td>
</tr>
<tr>
<td>Carpenter et al [14]</td>
<td>141</td>
<td>83% female; mean age 42.5 years (SD 10.3)</td>
<td>Non-cancer-related back pain; duration ≥6 months; mean pain rating &gt;4; access to Internet;</td>
<td>Age &lt;40 years (applied after start of study); CBT within past 3 years; pain duration &lt;6 months</td>
</tr>
<tr>
<td>Moessner et al [15]</td>
<td>75</td>
<td>Control group: 54.3% female, mean age 46.6 years (SD 7.7); intervention group: 57.5% female mean age 45.2 years (SD 10.2)</td>
<td>Age &gt;18 years; prior multidisciplinary treatment for 1 week</td>
<td>Cancer-related pain; insufficient Language skills; treatment duration &lt;1 week</td>
</tr>
<tr>
<td>Kein et al [16]</td>
<td>229</td>
<td>Control group: 86% male, mean age 51.9 years (SD 12.8); intervention group: 89% male, mean age 51.2 years (SD 12.5)</td>
<td>Persistent back pain; ≥3 months; self-reported sedentary lifestyle (&lt;150 min of physical activity per week); Internet access</td>
<td>Inability to walk one block; pregnancy</td>
</tr>
<tr>
<td>Riva et al [17]</td>
<td>51</td>
<td>Control group: 50% female, mean age 51 years (SD 14.1); intervention group: 51.9% female, mean age 44 years (SD 13.6)</td>
<td>Age &gt;18 years; back pain ≥3 months; Italian native speakers</td>
<td>Concurrent involvement in other study</td>
</tr>
<tr>
<td>Weymann et al [18]</td>
<td>382 (chronic low back pain)</td>
<td>Control group: 59.1% female, mean age 52.7 years (SD 13); intervention group: 58.5% female, mean age 52.2 years (SD 13.1)</td>
<td>Age &gt;18 years; chronic back pain defined as pain almost every day for period &gt;12 weeks; diabetes type 2</td>
<td>Age &lt;18 years; duration of pain &lt;12 weeks; lack of Internet access</td>
</tr>
</tbody>
</table>
Table 4. Outcomes of included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Outcome measuresa</th>
<th>Catastrophizationb</th>
<th>Empowerment/Controlb</th>
<th>Painb</th>
<th>Disabilityb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lorig et al [10]</td>
<td>Pain (VNS); disability (RMQ); role function; health distress (MOS); health care utilization</td>
<td>NA</td>
<td>Increase</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td>Burhman et al [11]</td>
<td>CSQ; MPI; PAIRS; HADS; pain diary; treatment credibility; satisfaction with treatment format</td>
<td>Increase</td>
<td>Increase</td>
<td>No effect</td>
<td>NA</td>
</tr>
<tr>
<td>Chaiuzzi et al [12]</td>
<td>BPI; ODQ; DASS; PGIC; CPCI-42; PCS; PSEQ; FABQ</td>
<td>Increase</td>
<td>Increase</td>
<td>No effect</td>
<td>No effect</td>
</tr>
<tr>
<td>Burhman et al [13]</td>
<td>CSQ; MPI; PAIRS; QOLI</td>
<td>Increase</td>
<td>No effect</td>
<td>No effect</td>
<td>NA</td>
</tr>
<tr>
<td>Carpenter et al [14]</td>
<td>Primary: SOPA; others: FABQ, NMRs, PCS, RMQ, SES</td>
<td>Increase</td>
<td>Increase</td>
<td>No effect</td>
<td>No effect</td>
</tr>
<tr>
<td>Moessner et al [15]</td>
<td>Pain intensity (NRS); SF-36; RMQ; KPD-38; Secondary: HADS (anxiety; depression), general psychologic impairment</td>
<td>NA</td>
<td>NA</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td>Krein et al [16]</td>
<td>Primary: RMQ, MOS; others: pain intensity, Fear-Avoidance Beliefs Questionnaire physical activity subscale</td>
<td>NA</td>
<td>Increase</td>
<td>No effect</td>
<td>Increase (6-month assessment); no effect (12-month assessment);</td>
</tr>
<tr>
<td>Riva et al [17]</td>
<td>Empowerment (PES); exercise; medication misuse; pain burden</td>
<td>NA</td>
<td>Increase</td>
<td>Increase</td>
<td>NA</td>
</tr>
<tr>
<td>Weymann et al [18]</td>
<td>heiQ; patient knowledge; decisional conflict; preparation for decision making</td>
<td>NA</td>
<td>No effect</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

aBPI: Brief Pain Inventory; CPCI-42: Chronic Pain Coping Inventory; CSQ: Coping Strategies Questionnaire; DASS: Depression Anxiety Stress Scale; FABQ: Fear-Avoidance Beliefs Questionnaire; HADS: Hamilton Anxiety and Depression Scale; heiQ: Health Education Impact Questionnaire; KPD-38: Clinical Psychological Diagnostic System; MOS: Medical Outcomes Study; MPI: Multidimensional Pain Inventory; NMRs: Negative Mood Regulation Scale; NRS: Numeric Rating Scale; PAIRS: Pain and Impairment Relationship Scale; PCS: Pain Catastrophizing Scale; PES: Psychological Empowerment Scale; PGIC: Patients’ Global Impression of Change Scale; PSEQ: Pain Self-efficacy Questionnaire; QOLI: Quality of Life Inventory; RMQ: Roland-Morris Disability Questionnaire; SES: Pain Self-efficacy Scale; SOPA: Survey of Pain Attitudes; VNS: Visual Numeric Scale.

bIn intervention group. NA: not available.

The studies were presented in two subsections: studies using online cognitive behavioral therapy (CBT) and studies using Web-based approaches to improve knowledge (with an interactive component to provide coping support).

The following trials were registered: Burhman et al [13], Krein et al [16], and Riva et al [17].

Studies Using Online Cognitive Behavioral Therapy

Psychological factors, such as depressed mood, negative beliefs, and somatization, have been shown to affect chronicity of pain and disability related to the pain [19,20]. This review identified four RCTs published between 2004 and 2012 that examined the effectiveness of Internet-based CBT as part of the treatment strategy for chronic back pain. The number of participants randomized in each study varied between 54 and 228. The majority of participants in all four studies were women (62.5%–83%).

Burhman et al [11] used Internet-based CBT in conjunction with telephone support to treat chronic back pain. The study reported that 95 participants would be required for a power of 80%; however, due to lower enrollment the study remained underpowered. The primary outcome measure was catastrophization, defined as the experience of irrationally thinking that something is far worse than it actually may be. This was measured as a subscale of the Coping Strategies Questionnaire (CSQ). The CSQ consisted of measurements of the following parameters: diverting attention, reinterpret pain sensations, coping self-statements, ignore pain sensations, praying or hoping, catastrophizing, increase activity level, control over pain, and ability to decrease pain. Patients were randomized to Web-based pain management or a waitlist control. The intervention group received access to weekly online CBT modules, guidance with physical activity and stretching exercises, and coping strategies over the course of 12 weeks. The intervention group also received weekly telephone calls that included discussion about participant goals, relaxation training advice, exercise guidance, and discussion on coping strategies. These calls occurred during the same period as the online intervention. The treatment group showed lower tendency to catastrophize and also reported better control over pain at 8 weeks. Due to significant follow-up through telephone calls, it is unclear how much of the treatment effect can be attributed.
to the online modality of treatment as opposed to the telephone-based support.

Burhman et al [13] performed a similar study to the one described previously, but without ongoing telephone support as part of the treatment plan. In all, 54 patients were randomized; it was reported that the study was underpowered to detect differences with conventional levels of confidence. The treatment group in this study also showed improved scores on the catastrophization subscale. Although this study did not include telephone support as part of the intervention, ongoing email support was provided to participants. Therefore, it is not entirely clear how much of the treatment effect can be attributed to the online CBT modules as opposed to the effect of email support. Along with reduction in catastrophization, the participants also reported improved control over pain with the intervention. Because the current paradigm of chronic pain management stresses the importance of maintenance or improvement in patient function, this may be seen as an important initial step toward achieving better self-efficacy and an improvement in the patient’s ability to understand and manage their own pain. However, further research would be useful to clarify whether this may indeed translate into improvements in pain and disability scores.

Carpenter et al [14] also studied an online self-help CBT intervention. The study included 141 participants who had back pain for more than 6 months and were older than 21 years of age. Over the course of three weeks, the treatment group used an online wellness workbook that included elements of CBT; the results reported an improved ability to self-manage pain. The treatment group reported decreased pain catastrophizing and a more positive outlook toward their disability. After week 3, the treatment group reported an improvement in their perceived ability to cope with their pain. Conversely, the participants in the control group were less confident about their ability to manage pain and were more likely to believe that they should avoid exercise. The study then allowed both groups to access the online workbook after the 3-week period and repeated their assessments for all the participants at 6 weeks. It was reported that the differences in the two groups were no longer apparent at 6 weeks, suggesting that access to the workbook successfully affected participants’ pain-related beliefs.

Chaiuzzi et al [12] compared an intervention group with access to a website (painACTION for back pain) designed on CBT self-management principles with a control group of participants provided with a back pain help book. Participants were recruited online and through a specialty pain clinic. The sample size was 228; sample size and power calculations were not reported. The intervention group received access to the CBT website and a weekly chat moderated by a therapist. Posttreatment follow-up at 3 and 6 months was performed. Overall, the intervention group reported reduced stress and improved coping, but pain and physical functioning were not affected significantly. However, in a subgroup of patients recruited online, pain levels did appear to be improved with the intervention compared to the control group.

In summary, four small RCTs reporting the effects of Web-based CBT for chronic back pain have been identified. All studies found reduced catastrophization in patients receiving online CBT.

Each of the trials used different measures to report pain levels. These measures included the Pain and Impairment Relationship Scale (PAIRS), Pain Self-efficacy Scale (SES), a pain diary, and self-reported pain levels for least, average, and worst pains. Of the studies that examined CBT, only Carpenter et al [14] used CBT as an adjunct to opioid therapy. None of the studies reported significant differences in pain severity.

**Studies Using Web-Based Approaches and an Interactive Component**

Web-based interventions with interactive features are being increasingly studied for their potential role in the management of chronic diseases. The results from a recent review indicated Web-based interactive interventions for patients with a variety of chronic conditions may have a positive impact on patient empowerment and may facilitate enhanced physical activity [21].

The studies discussed in this section target knowledge about chronic low back pain by providing online resources and also provide support for coping through Web-based interactive features.

Lorig et al [10] performed an RCT to examine the impact of participation in email discussion groups; the outcomes of interest were health status and health care utilization. Study duration was 1 year and 580 participants were randomly assigned to treatment and control groups. The intervention group was enrolled in an email discussion group where various aspects of back pain were discussed with input from content experts. The content experts included a physician, physical therapist, and psychologist. This study used moderated email discussion; however, the topics for email discussion were mostly driven by participants and no specific predesigned content was provided to the participants. Further, the intervention group also received a back pain help book and a videotape modeling active living with back pain. No particular physical activity routine or exercise was suggested; rather, the email discussion answered general questions raised by the participants. The control group did not receive any specific back pain treatment or advice. The study included a 6-month and 1-year follow-up. At 1 year, improvements in pain, disability, role function, and health distress were reported with the intervention. The study was powered to detect these differences with a significance of \( P < 0.05 \). Health care utilization was reduced in the treatment group, but not to a statistically significant degree. The number of physician visits were decreased in the treatment group. Further, the mean number of hospital days (back-related days of hospitalization) were reduced by 0.25 days for the intervention group as compared to an increase of 0.04 days for the control group. Self-care orientation was improved with treatment. The study also reported that older age was associated with greater disability. The authors indicate and recognize that there are multiple factors affecting pain levels and health care utilization due to chronic back pain; consequently, it is unclear how the results can be attributed to the various parts of the intervention (discussion group, back pain help book, and videotape).
Moessner et al [15] studied aftercare intervention for patients who had already received multidisciplinary therapy for back pain. The study randomized 75 patients; low power was reported due to small sample size. Participants received an Internet-based aftercare intervention lasting 15 weeks or treatment as usual. The aftercare program included an individualized online self-monitoring module, where participants answered questions about their compliance with appropriate health behaviors. Also, the aftercare consisted of a 90-minute weekly text-based chat for a period of 15 weeks. The chat was moderated by an experienced group therapist; session topics were decided by the therapist. A physician or physiotherapist were not included as moderators for this chat. The results reported improvements in disability with the intervention. No significant difference in depression or anxiety was reported. Despite the positive results, there is an important caveat: a significant amount of data was lost because only 34 of 75 patients completed all three assessments. Moreover, the authors did not report the components of the multidisciplinary rehabilitation; as such, there is no way of knowing whether—and the degree to which—results of their Internet-based intervention were affected by components of rehabilitation. The authors theorized that patient beliefs about chronic pain may have impacted follow-up.

Kein et al [16] conducted a study that focused on improving the activity level of the participants by providing them with pedometers that gave online feedback regarding their daily activity. The pedometer feedback was used in combination with an e-community social support group. The researchers randomized 229 patients into a control group and a treatment group. The study was designed to detect a clinically meaningful difference (0.4 standard deviation or 2-point difference) in Roland-Morris Disability Questionnaire score and sought to enroll 130 participants in each group to account for potential of 25% attrition; high rates of participant follow-up were achieved for this study allowing for detection of differences in primary outcome. The treatment group received pedometers along with access to online feedback including the number of steps and individual goals to promote improvement. The treatment group was also provided with access to an online social support group. In contrast, the control group received pedometers but did not receive online feedback or social support. Assessments were performed at 6- and 12-month time points. Most participants were males. Significant improvement was reported for the treatment group compared to the control group for back pain disability at 6 months, but the difference was no longer statistically significant at 12 months. No difference was reported between the groups in terms of Fear-Avoidance Beliefs Questionnaire Physical Activity subscale. Physical activity measured by step counts was increased in the intervention group at 6 months; however, this difference was less marked when measured at 12 months. Exercise self-efficacy scores were similar between the two groups at 12 months.

Riva et al [17] randomized 51 patients into two groups. It was reported that the study was designed to achieve power of 80% with 95% confidence, and sufficient numbers were recruited for this purpose. The intervention group received access to a self-management website with interactive components including quizzes, virtual gym, an action plan, and additional online resources. The control group only received access to static features and information on the website. Four- and 8-week assessments were performed. Outcome measures included empowerment, medication misuse, physical exercise, and pain burden. The intervention group was reported to have improved patient empowerment and reduced medication misuse. Pain burden decreased, but to equal measures in both the control and intervention groups. Because pain levels decreased in both groups, it appears that the interactive features available to the intervention group did not make a significant difference to their pain levels. However, participant empowerment was reported to be significantly improved in the intervention group. It appeared that interactivity and feedback through the Internet may improve a sense of control or empowerment in chronic back pain patients.

Weymann et al [18] included participants with chronic low back pain and type 2 diabetes in their study. A total of 561 participants were randomized, of which 382 were enrolled with chronic back pain. The intervention was a tailored interactive health communication app, which provided support to participants with regards to their knowledge and attitudes about their condition. The coping style of participants was assessed prior to intervention; participants in the intervention group were offered tailored content based on their coping style. For chronic low back pain participants, information was based on recent guidelines and Cochrane reviews. Primary outcomes were patient knowledge and patient empowerment.

The study aimed to detect differences with conventional levels of confidence and 80% power; however, due to attrition, only 202 of 382 chronic low back pain participants performed the 3-month follow-up. No significant differences were detected in outcomes with the intention-to-treat analysis.

Two of the studies [10,15] reported reduction in disability. Kein et al [16] reported reduction in disability at 6 months, which was not sustained in further assessments. Lorig et al [10] reported statistically significant reduction in pain, whereas Moessner et al [15] reported improvement with the pain subscale of the 36-item Short-Form Health Survey (SF-36), but not with Numeric Rating Scale (NRS).

Four of the studies did measure empowerment/self-efficacy and mixed results were reported. Empowerment was reported to be improved in one of the studies [17] and another study reported improved self-efficacy [10]. However, no difference was reported in other studies [16,18].

A variety of diverse outcome measures have been used in the studies. Lorig et al [10] did measure health care utilization, which was reported to be decreased in their treatment group. In the context of chronic low back pain, this outcome measure has not been extensively studied in RCTs since this trial; it would be prudent for future researchers to include cost or health care utilization as an outcome measure. Further, based on the study design, it may not be possible to ascertain the individual contribution of each part of the intervention to the reported outcomes. Also, the discussion is not supportive of any particular physical activity intervention and no individual medical advice was provided to participants. This suggests that participant...
self-efficacy may independently affect outcomes in this population.

Discussion

Nine unique RCTs were identified addressing the impact of Web-based interventions on chronic low back pain. The major categories of interventions included online CBT and to improve knowledge with an interactive component to provide coping support. The trials identified had small sample sizes and many of them were not blinded. In terms of power calculations, three of the trials reported being underpowered. There is considerable concern with external validity for these study results. The demographics of the population included for the different studies were heterogeneous. The delivery, format, and timeline of the interventions were also heterogeneous. Most studies only reported posttreatment data and there is a lack of long-term follow-up. In the studies that do report longer-term data, the treatment effects seem to taper off with time [16].

Many of the studies excluded patients receiving disability payments, a significant part of the population that experiences chronic back pain. As such, the absence of research on this subpopulation is a major gap that should be addressed in future studies. The effect of Web-based interventions on health care utilization was reported by only one study [10] and indicated a trend toward reduced physician visits for back pain. This is an important outcome measure that would be useful to include in future studies to better understand effects of online interventions on health care access, system burden, and resources. CBT has been linked to improved outcomes in many chronic conditions and this review indicates that CBT has been effective for chronic pain. However, specific mechanisms through which the CBT treatment has its effect are not entirely clear and more research on this process is necessary [22]. Several studies have reported decreases in catastrophization and/or improvement in self-efficacy and this may lead to improvements in health-related behaviors or follow-up and adherence with appropriate treatments. Also, patient characteristics that make them more likely to respond to CBT have not been adequately studied [22].

Four RCTs reporting the effects of Web-based CBT for chronic back pain were identified for this review. Three of the studies report reduced catastrophization in patients receiving online CBT. In previous studies on chronic pain, catastrophization has been linked to increased severity of pain, poor treatment outcomes, and increased disability [1]. However, one limitation to the online CBT studies is that the majority of participants were women. Researchers have previously noted the women seek health care more often for pain compared to men [23]. Further, the incidence of low back pain appears to be higher among females and those aged between 40 and 80 years [24]. However, it is important to have studies with more male participants—or a mix of demographics—to improve the applicability and generalizability of the results. Also, the format and the dose of CBT provided in different trials are variable. Therefore, it is difficult to draw conclusions regarding the optimal frequency, duration, and format of CBT that may be required to improve outcomes in chronic back pain.

Further, there are various limitations to the studies using online CBT. All studies randomized small numbers of patients at single centers. Some of the studies are not adequately powered. One study was waitlist controlled, which can be problematic because this can make the results of the treatment effect appear more significant than it actually is. Intention-to-treat analysis was not conducted in two of the studies; therefore, participants with suboptimal compliance are excluded from parts of the analysis. Also, the form and type of delivery of supports in addition to online intervention were variable. For example, Burhman et al [11] made significant use of telephone support and provided consistent advice regarding physical activity, whereas Carpenter et al [14] focused solely on behavior and cognitive exercises. Therefore, effects found in Burhman et al [11] may be attributed to multiple interventions rather than CBT alone.

Another limitation is that most of the participants in the studies were females, which may affect the generalizability of the results. Some of the studies excluded patients with comorbidities such as heart disease; this may affect how results can be interpreted because many patients seen in practice with low back pain have significant comorbidities, which may also limit generalizability. In general, the samples in the studies may have been so carefully selected that their external validity is questionable.

Further, none of the studies included groups receiving face-to-face CBT as controls; therefore, it is not possible to estimate the efficacy of online CBT in comparison with the traditional approach. Overall, the research indicates that online CBT may be effective in reducing catastrophization and improving patient attitudes toward back pain, particularly when supported with telephone or email follow-up. However, additional RCTs with larger and more diverse samples are required to further investigate whether this intervention can be effective in reducing pain, disability, and health care costs. Furthermore, studies must be conducted to consider independent effects from total effects for each aspect of treatment.

Five RCTs reporting effects of Web-based approaches to improve knowledge and coping support. Three of these studies reported a reduction in disability [10,15,16], although in one study this benefit was not sustained on assessment at 1 year [16]. Two of the studies also appear to show improvement in pain levels [10,15]. Empowerment was reported to be improved in one of the studies [17] and another study reported improved self-efficacy [10].

These studies have a number of limitations. One omission is that Riva et al [17] did not include information on whether their samples were using medications to reduce their back pain over the course of their studies; however, it may be assumed that many patients with chronic back pain will access or use medications. In terms of patient empowerment and patient self-efficacy, mixed results were reported [16-18]. These two constructs are conceptually related; as such, we would expect to find similar effects of the online interactive intervention across both samples. Further, the studies have small sample sizes and three of the studies are underpowered. A majority of the participants in the study by Krein et al [16] were male, which can affect the generalizability of the results. Many of the studies...
have short duration and/or follow-up. Therefore, it may be
difficult to draw conclusions regarding the long-term impact of
the interventions, especially with regards to function and
disability.

Conclusions
Although research on many of the Web-based interventions for
back pain reviewed here had mixed results or do not appear to
have high external validity, we did find evidence that there
are likely some benefits to online CBT for reduced
catastrophization. As such, online interventions may be a useful
solution to overcome current limitations of traditional
face-to-face CBT because, for example, access to professionals
that are able to deliver high quality CBT remains limited.
Second, many patients may not be able to afford access to such
professionals or counseling. Third, physical access may also be
limited due to the nature of pain, patient comorbidities, or other
social factors, and large geographical distances may preclude
eligible patients from accessing specialized rehabilitation or
chronic pain centers. Fourth, in some cases, there may be a
stigma associated with the use of a therapist or counselor.
Therefore, online access to CBT may help to alleviate some of
the barriers to access and provide patients a convenient
alternative to face-to-face visits. Future studies using CBT as
an intervention should consider including appropriate numbers
of male participants to improve the generalizability of the
results.

Further, empowerment/control did show improvement in six of
the studies. Three of these used CBT, whereas three of the
studies used other forms of Web-based support, such as
email/chat or other interactive features. It appears that forms of
social support other than formalized counseling or CBT may
have some positive effect on the patient’s ability to manage and
cope with their chronic condition.

Disability was only assessed in five of the studies and mixed
results were reported. Further research in this area with studies
having longer follow-up should be a priority. One study
reporting health care utilization reported positive effects with
the intervention. It would be important for future studies to
assess this further because it is important to focus resources on
interventions that can reduce use of health care resources.
Further research that includes these outcomes could provide
insight into future planning for the health care system and
implications for clinical practice.
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Abstract

Background: The majority of nutrition and physical activity assessments methods commonly used in scientific research are subject to recall and social desirability biases, which result in over- or under-reporting of behaviors. Real-time mobile-based ecological momentary assessments (mEMAs) may result in decreased measurement biases and minimize participant burden.

Objective: The aim was to examine the validity of a mEMA methodology to assess dietary and physical activity levels compared to 24-hour dietary recalls and accelerometers.

Methods: This study was a pilot test of the SPARC (Social impact of Physical Activity and nutRition in College) study, which aimed to determine the mechanism by which friendship networks impact weight-related behaviors among young people. An mEMA app, devilSPARC, was developed to assess weight-related behaviors in real time. A diverse sample of 109 freshmen and community mentors attending a large southwestern university downloaded the devilSPARC mEMA app onto their personal mobile phones. Participants were prompted randomly eight times per day over the course of 4 days to complete mEMAs. During the same 4-day period, participants completed up to three 24-hour dietary recalls and/or 4 days of accelerometry. Self-reported mEMA responses were compared to 24-hour dietary recalls and accelerometry measures using comparison statistics, such as match rate, sensitivity and specificity, and mixed model odds ratios, adjusted for within-person correlation among repeated measurements.

Results: At the day level, total dietary intake data reported through the mEMA app reflected eating choices also captured by the 24-hour recall. Entrées had the lowest match rate, and fruits and vegetables had the highest match rate. Widening the window of aggregation of 24-hour dietary recall data on either side of the mEMA response resulted in increased specificity and decreased sensitivity. For physical activity behaviors, levels of activity reported through mEMA differed for sedentary versus non-sedentary activity at the day level as measured by accelerometers.

Conclusions: The devilSPARC mEMA app is valid for assessing eating behaviors and the presence of sedentary activity at the day level. This mEMA may be useful in studies examining real-time weight-related behaviors.
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Introduction

The majority of nutrition and physical activity (PA) assessments are subject to recall and social desirability biases, which can result in over- or under-reporting of behaviors [1,2]. For example, studies of dietary intake in adolescents and young adults have shown that people generally overestimate or underestimate their own consumption [3]. When self-reporting PA behaviors, young people tend to overestimate the time spent in, and the intensity of, PA efforts [4,5]. As such, many nutrition and PA measures suffer from low validity [6], resulting in limited interpretability of findings. There is a need to understand the nutrition and PA behaviors of young people through reliable and valid measurement tools that do not impose a high level of burden on participants or high costs to researchers.

Ecological momentary assessments (EMAs) limit measurement biases associated with self-reported recall data. As described by Shiffman et al [7] and Stone et al [8], EMAs involve sampling strategies that assess phenomena in the moment they occur in the participant’s natural environment, and they have at least three major advantages over traditional measurement tools for diet and PA: (1) avoidance of recall bias by collecting data in real time or near real time; (2) maximizing ecological validity by assessing behaviors in the environments where they occur; and (3) fine-grained temporal resolution, enabling analysis of behavior as it unfolds over time. A review of studies comparing EMA with traditional long-term recall-based methods points to EMA being better able to generate more valid results when researchers are interested in understanding a person’s experience as it occurs rather than their retrospective impressions of the experience [7]. In the context of eating and PA behavior assessment, the use of EMA could also lead to decreased participant burden, potentially yielding higher rates of compliance and lower rates of missing data.

Emerging technologies and changes in how people use technologies have created opportunities to assess behaviors as the behaviors occur. With increasing use and ownership of mobile phones, mobile technologies are valuable assets in technologies have created opportunities to assess behaviors as the behaviors occur. With increasing use and ownership of mobile phones, mobile technologies are valuable assets in

assessments).

College students are an understudied population in regards to weight and weight-related behaviors and management [16]. The National Institutes of Health (NIH) has encouraged technology-driven weight management interventions for young adults due to the deficit of efforts for this critical population in transition [17,18]. mEMAs, particularly those using mobile phones, may be particularly useful for studying the behavior of today’s young adults, as these youth tend to make frequent and extensive use of mobile phones, owing in part to being the first generation to grow up completely with mobile technologies [19]. Because of their development stage, stressors, and ever-changing priorities, college students can be a difficult population to study over time [20], and finding ways to maximize compliance is critical. The use of mEMA in young adult research is limited, especially when focusing on nutrition and PA. Studies using mEMA methods in young people have tended to focus on substance use and other harmful behaviors (e.g., tobacco use, marijuana use, binge eating) [11]. A few studies have validated mEMA for PA assessment in elementary and adolescent age groups [2,12]; however, to our knowledge, no study has validated mEMA for PA assessment in older adolescent/young adult (aged 16-21 years) populations or for dietary assessment in any population. In this study, we sought to examine the validity of a mEMA app, devilSPARC, in assessing dietary and PA behaviors with a college student sample.

Methods

Study Design

The SPARC (Social impact of Physical Activity and nutRition in College) study was a large-scale NIH-funded study that aimed to determine the mechanisms by which friendship networks and interpersonal connections impact weight and weight-related outcomes. In the formative phase of the study, participants answered EMA prompts asking about their current nutrition and PA behaviors using the mEMA app, devilSPARC, as well as validated measures of diet [20] and/or accelerometry across a 4-day period during the 2014-2015 academic year. Participants provided written consent prior to enrollment and were offered incentives of up to US $80 for their completion of the pilot study. All study protocols were approved by Arizona State University’s Institutional Review Board.

Participants

College freshmen and assigned community mentors (resident assistants) at Arizona State University from two residence halls were recruited for participation. Inclusion criteria were (1) enrollment at Arizona State University and (2) living in target residence halls. For those participants who were interested in participating but did not own an Android or iOS mobile phone, a Motorola Moto G was loaned to them for use during the duration of the study. The resulting sample was 109 participants: 68 participants who provided mEMA and 24-hour dietary recalls only, 17 students who provided mEMA PA reports and accelerometer assessments only, and 24 participants who completed both protocols (92 dietary recalls, 41 accelerometer assessments).

Measures

The devilSPARC Mobile Ecological Momentary Assessment App

The mEMA software was designed specifically for this study and implemented on Android- or iOS-compatible mobile phones. For each 4-day period of data collection (Wednesday-Saturday), participants received a total of 32 short message service (SMS) text message prompts to complete mEMA surveys via the devilSPARC app. Each day, participants received seven “real-time” prompts per day (n=28 total) and one retrospective prompt per day (n=4). Real-time prompts asked participants
what they were doing in the moment before they received the prompt and retrospective prompts asked participants to recall what they did in the past 3 hours. A random, interval-contingent schedule was used for the mEMA prompts. Twice during each of the four established time periods per day (9 am-12 pm, 12 pm-3 pm, 3 pm-7 pm, and 7 pm-10 pm) the system prompted participants to complete a brief survey. In order to ensure the momentary nature of the mEMA, participants were allotted 35 minutes to respond to the prompt by completing a 1-minute survey, with the survey being available for 5 minutes prior to, and 30 minutes after, the text message prompt. Outside of these times, the mEMA surveys were not available to complete on the app. On average, the latency time (time between the sending of the SMS prompt to the completion of the survey on the mEMA app) was 7.25 minutes for participants completing the dietary validation and 6.90 minutes for participants completing the PA validation. Trained research assistants downloaded the devilSPARC mEMA app to each participant’s mobile phone and provided demonstrations on how to use the devilSPARC app.

All SMS text prompts were sent directly to participants’ mobile phones using Web service application programming interfaces (APIs) provided by Twilio, a cloud communications company. Through Twilio’s API, a series of six local long codes (10-digit phone numbers) were used to send text messages to participants. Each long code was randomly assigned to a participant based on his or her participant identification number. Any failed text messages were sent two more times, for a total of three attempts. The text message included motivational text with an embedded link that would open a survey on the app. Data were transferred instantaneously to the study host server every time the user’s phone contacted the central server (eg, on submission of a survey or opening of the home screen).

Figure 1 includes screenshots of the real-time mEMA items, which included the assessment of eating, drinking, PA and sedentary behaviors, and activities. The sequence of items measured varied based on a participant’s response to the first question, “What were you doing right before you got this text?” Participants could select all of the following that applied: eating, drinking, being physically active, or none of the above. If participants selected eating, then they were asked to identify food groups they were eating: (1) cookies/sweetened baked goods/candy/frozen desserts (sweets); (2) salty snacks/fried side dishes (salty foods); (3) fruits and vegetables; (4) entrées, (5) breads, cereals, and grains (breads/grains); and (6) other. These food groups were identified in previous research as types of food frequently consumed by college students [21]. If participants selected PA, then an adapted version of the Godin-Shepard measure of self-reported PA [22] was shown, and participants were instructed, “Select the activity that most closely matches what you are doing: strenuous exercise (heart beats rapidly), moderate exercise (not exhausting), and mild exercise (little effort).” If a participant did not select that they were being physically active, then it was assumed that they were involved in sedentary activity. Participants were then asked to respond to the following item: “Select any activity that most closely matches what you are doing (not including responding to this assessment).” Response options included sleeping, browsing the Internet, using social media, watching TV or a movie, playing video games, texting/snapchatting, attending class/doing homework/studying/reading, working, hanging out, and other (specify).

### Dietary Recall

The online version of the Automated Self-Administered 24-hour (ASA24) dietary recall system, a validated measure of self-reported dietary intake, was used to assess participants’ food and beverage intake over the previous 24 hours [23]. The ASA24 utilizes the US Department of Agriculture’s (USDA) Automated Multiple Pass Method and measures intake by using the USDA’s Food and Nutrient Database for Dietary Studies. Participants were asked to complete 3 days of dietary recall (two weekdays and one weekend day). If participants reported at least one full day of biologically plausible data (ie, daily caloric intake between 500-5000 kilocalories [24-27]), their data were used in the analytic sample. Each food item reported in the ASA24 was coded to match the food groups in the mEMA: (1) sweets, (2) salty snacks/fried side dishes, (3) fruits and vegetables, (4) entrées (eg, pizza, sandwiches, lasagnas, chicken), (5) breads/grains, and (6) other.

### Accelerometry

Actigraph, Inc (model GT3X+) accelerometer devices provided an objective measure for participants’ PA. A 60-second epoch for summing counts and the Freedson et al [28] cut points were used to classify PA levels (sedentary ≤100 counts per minute [CPM], light 100-1951 CPM, moderate 1952-5724 CPM, and vigorous ≥5725 CPM) for 30 minutes prior to and after the mEMA prompt.
Data Analysis

Analyses were specific to dietary and PA data. Given the varied distribution for each of the food choices across both the mEMA and ASA24, comparisons between the mEMA and ASA24 responses at the moment of the mEMA response were not possible. However, because accelerometers capture PA every 60 seconds, direct comparisons between the PA level reported in the mEMA and the PA recorded by the accelerometer at the moment of the mEMA response were possible. The specific analyses are described subsequently.

Validating the Mobile Ecological Momentary Assessment Dietary Data

Participants’ data were excluded (n=15) from the analysis for days without (1) mEMA data with at least one food entry and (2) a biologically plausible ASA24 dietary recall. This resulted in an analytical sample of 92 from the 107 participants with ASA information (86.0%). The percentage match between the ASA24 and mEMA at both the daily level, and for time windows around the mEMA (ranging from 6 minutes to 8 hours, in 6-minute increments, on either side of the beginning of each mEMA report) were determined for each food type (sweets; salty snacks/fried side dishes; fruits and vegetables; entrées; and breads, cereals, and grains).

In day-level analyses, for each food type, the denominator for the match rate included the number of times the food type was reported via mEMA during the day; the numerator was the smaller of (1) the number of times the food type was reported in that day’s mEMA reports and (2) the corresponding ASA24 count for each participant. For example, if fruits and vegetables were reported four times via mEMA on a given day and three times in that day’s ASA24, this was recorded as three matches out of a potential four (75% match rate). Conversely, if on a given day fruits and vegetables were reported three times via mEMA and four times in the corresponding ASA24, this would be recorded as three matches out of a potential three (100% match rate). For the time window analysis, the denominator for the match rate represented every mEMA response with the food type recorded; the numerator was the number of times the food type recorded in the mEMA was also in the ASA24 within the given time window.

Chi-square tests were used to determine if match rates differed between males and females, white and nonwhite participants, and participants with and without a Pell grant. Sensitivity and
specificity values were computed for the time windows to determine the impact of increased windows size on the match rates. For the sake of conciseness, positive and negative likelihood ratios are not reported for each food type. Mixed effects logistic regression models with random participant-level intercepts were used to determine how well the endorsement of a food type in mEMA reports could be predicted from the endorsement of the same food type in the ASA24.

Validating Mobile Ecological Momentary Assessment Physical Activity Data

Participants’ mEMA responses were excluded (n=8) from the analysis if the accelerometer activity CPM values were zero for the 30 minutes before or after the mEMA response, or if the accelerometer had not been worn for at least 5 hours for the day of the mEMA. This resulted in an analytic sample of 41 from the 49 participants with accelerometer information (84%). Because accelerometer readings showed high minute-to-minute variability, the average accelerometer activity (CPM) value for the 5 minutes prior to the EMA response was used as the measure of accelerometer-derived activity. There were six parameters used to characterize agreement between the PA level as determined by accelerometer activity counts (sedentary, light, moderate, or vigorous, as described in the Measures section) and the PA level reported in the mEMA (sedentary, light, moderate, or strenuous). These parameters were (1) odds ratio: the odds that a participant’s accelerometer-derived activity level and mEMA-reported PA level were both at a specific PA level, compared to the odds a participant’s accelerometer-derived activity level was at the specified level, but the mEMA-reported PA level was not; (2) match rates: the percentage of times the accelerometer-derived activity level and reported mEMA level were the same for each mEMA level; (3) sensitivity (true positive rate): the percentage of times both the mEMA-reported PA levels and the accelerometer-derived activity level were at the same PA level for each accelerometer-derived PA level; (4) specificity (true negative rate): the percentage of times the mEMA-reported PA levels and the accelerometer-derived activity level were not at the specific PA level for each accelerometer-derived PA level; (5) positive likelihood ratio: the increase in the likelihood that a particular accelerometer-measured activity level (eg, moderate) was achieved, given that the same PA level was reported via mEMA; and (6) negative likelihood ratio: the decrease in the likelihood that a particular accelerometer-measured PA level (eg, moderate) was achieved, given that a different PA level was reported via mEMA. To determine if the distribution of the accelerometer-derived activity levels differed systematically with respect to mEMA-reported PA level, two-sample Kolmogorov-Smirnov tests were run. This nonparametric test compares the maximum vertical distance between the cumulative distribution functions of two distributions, with the P value corresponding to the probability that the distributions are the same (ie, small P values indicate greater discrepancy between the forms of the distributions). Mixed effects linear regression models with random participant-level intercepts were used to determine how well mEMA-reported PA categories predicted log transformed accelerometer-derived activity levels. All analyses were conducted using R statistical software version 3.2.3 (R Foundation for Statistical Computing, Vienna, Austria). Statistical significance was determined at P<.05.

Results

Data from 92 participants were used in analyses examining validity of mEMA-reported dietary behavior (age: mean 18.83, SD 0.61 years; female: 67/92, 67%), and data from 41 participants were used in analyses aimed at examining the validity of mEMA-reported PA (age: mean 18.72, SD 0.50 years; female: 30/41, 73%; see Table 1).

Dietary Validation

A total of 272 mEMA prompts and 607 ASA24 eating instances from 163 participant days were analyzed, including those from 17 participants who provided three days of ASA24 recall data, 37 participants who provided two days of data, and 38 participants who provided one day of data. Entrée was the most common food type reported in the mEMA (121/272, 44.5%), but was the least-reported food type reported in the ASA24 (294/607, 48.4%; see Table 2). At the day level, the percentage of occasions when a food type reported in the mEMA was also reported in the ASA24 ranged from 79% (95/121 entrées reported in the mEMA matched to ASA) to 94% (64/68 fruit and vegetables reported in the mEMA matched to ASA).
Table 1. Participant demographics in mEMA diet validation and PA validation.

<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>Diet validation (n=92)</th>
<th>PA validation (n=41)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>30 (33)</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Female</td>
<td>62 (67)</td>
<td>30 (73)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>18.83 (0.61)</td>
<td>18.72 (0.50)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White only</td>
<td>54 (59)</td>
<td>21 (51)</td>
</tr>
<tr>
<td>Black only</td>
<td>4 (4)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Mixed/other</td>
<td>17 (18)</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>17 (18)</td>
<td>11 (27)</td>
</tr>
<tr>
<td>Pell grant status (yes), n (%)</td>
<td>29 (32)</td>
<td>18 (44)</td>
</tr>
<tr>
<td><strong>Major, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Humanities</td>
<td>14 (15)</td>
<td>8 (20)</td>
</tr>
<tr>
<td>Natural sciences</td>
<td>44 (48)</td>
<td>18 (44)</td>
</tr>
<tr>
<td>Social sciences</td>
<td>22 (24)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (13)</td>
<td>6 (15)</td>
</tr>
<tr>
<td><strong>Year in college, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>86 (93)</td>
<td>41 (100)</td>
</tr>
<tr>
<td>Second</td>
<td>2 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Third</td>
<td>4 (4)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Table 2. Number and percentage of times each food type was observed at the daily level for the mEMA and ASA24, and match rate at the daily level for each food type.

<table>
<thead>
<tr>
<th>Self-reported food group</th>
<th>mEMA, n (%) (n=272)</th>
<th>ASA24, n (%) (n=607)</th>
<th>Match rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bread/grains</td>
<td>55 (20)</td>
<td>392 (65)</td>
<td>89</td>
</tr>
<tr>
<td>Entrée</td>
<td>121 (44)</td>
<td>294 (48)</td>
<td>79</td>
</tr>
<tr>
<td>Fruit and vegetables</td>
<td>68 (25)</td>
<td>347 (57)</td>
<td>94</td>
</tr>
<tr>
<td>Salty foods</td>
<td>54 (20)</td>
<td>426 (70)</td>
<td>80</td>
</tr>
<tr>
<td>Sweets</td>
<td>45 (17)</td>
<td>404 (67)</td>
<td>91</td>
</tr>
</tbody>
</table>

Increased times on either side of the mEMA response resulted in increased specificity and decreased sensitivity (see Figure 2). Although participants reported the same foods in the mEMA and the ASA24, they were not accurate with the time they reported foods in the ASA24. In general, entrées had the lowest match rate across all the time windows, and fruits and vegetables had the highest match rate. There was no significant difference between the mEMA and ASA24 match rates by gender, race/ethnicity, or Pell grant status (data not shown). No significant associations between mEMA-reported food types and ASA24 reports were observed in the mixed model results (data not shown).
Physical Activity Validation

A total of 694 mEMA surveys with valid accelerometer values across the 41 participants were included in the analysis. Table 3 presents the frequency and match rate of the mEMA activity and corresponding accelerometer-derived activity. Sedentary or light PA were the most often mEMA-reported activity levels (628/694, 90.5% of mEMA reports). Approximately 95% (656/694) of the accelerometer-derived activity levels corresponded with sedentary or light PA. Of the 26 mEMA responses reporting vigorous PA, only one participant’s accelerometer-derived activity levels indicated vigorous intensity.

Table 3. Cross-tabulation of frequencies of mEMA-reported and accelerometer-derived physical activity levels in 41 participants (n=694 mEMA reports).

<table>
<thead>
<tr>
<th>mEMA-reported activity level</th>
<th>Accelerometer-derived activity level, n</th>
<th>Total of mEMA reports, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sedentary</td>
<td>Light</td>
</tr>
<tr>
<td>Sedentary</td>
<td>340</td>
<td>209</td>
</tr>
<tr>
<td>Light</td>
<td>19</td>
<td>37</td>
</tr>
<tr>
<td>Moderate</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>Vigorous</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Total of accelerometer counts, n (%)</td>
<td>372 (53.6)</td>
<td>284 (40.9)</td>
</tr>
</tbody>
</table>

The odds of a participant having their accelerometer-derived activity level match their reported PA level were significant for mEMA-reported sedentary PA (OR 4.69, 95% CI 3.00-7.32), light PA (OR 2.27, 95% CI 1.32-3.88), and moderate PA (OR 6.30, 95% CI 2.65-14.95) Due to only one participant having vigorous accelerometer values, odds were not computed for vigorous activity. The match rates were highest for mEMA-reported sedentary and light PA (340/565, 60.3% and 37/63, 58.7%, respectively), and lowest for moderate PA (9/40, 22.5%) and vigorous PA (1/26, 3.8%).

We also conducted sensitivity and specificity between mEMA-reported activities and accelerometer-derived activities, for each respective PA intensity level. Specificity and positive likelihood ratio values were lower for mEMA-reported sedentary PA (specificity=30%, positive likelihood ratio=1.31) than mEMA-reported light (specificity=94%, positive likelihood ratio=2.05), moderate (specificity=95%, positive likelihood ratio=5.16), and vigorous (specificity=96%, positive likelihood ratio=27.72) PA. Sensitivity values were highest for mEMA-reported sedentary (91%) and vigorous PA (100%), and lowest for mEMA-reported light (13%) and moderate PA (24%); negative likelihood ratio values were lowest for mEMA-reported sedentary (0.29) and vigorous PA (0.00), and highest for mEMA-reported light (0.93) and moderate PA (0.79). The difference in participants’ average accelerometer-derived activity levels was not consistent across the mEMA levels. For example, as illustrated in Figure 3, for eight of 21 participants who reported sedentary and light PA via mEMA, the average accelerometer-derived activity level was lower on occasions when they reported light PA than on occasions when they reported being sedentary. Similarly, for six of the 14 participants who reported both light and moderate PA, on occasions when moderate PA was reported average, accelerometer-derived activity levels were lower than occasions when light PA was reported.
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Table 4. Kolmogorov-Smirnov results examining whether the accelerometer-derived activity count distributions for each pair of mEMA levels could be from the same distribution.

<table>
<thead>
<tr>
<th>Activity levels as reported in mEMA</th>
<th>Activity levels as reported in mEMA, P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Light (n=63)               Moderate (n=40)</td>
</tr>
<tr>
<td>Sedentary (n=565)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Light (n=63)</td>
<td>—</td>
</tr>
<tr>
<td>Moderate (n=40)</td>
<td>—</td>
</tr>
</tbody>
</table>

To more closely examine the association between mEMA-reported intensity of PA to accelerometer-measured levels, we estimated differences in distributions of logged accelerometer activity count values for pairs of mEMA-reported PA levels using mixed linear regression models (with repeated observations nested within participants) (Table 5). There was a significant ($P<0.01$) difference between logged activity count values for mEMA-reported sedentary and nonsedentary accelerometer occasions, but no significant difference in logged counts across mEMA-reported light, moderate, and strenuous PA occasions ($P=0.84$, $P=0.05$, and $P=0.10$, respectively). For example, when comparing mEMA-reported sedentary versus light PA occasions, activity counts were higher for mEMA-reported light PA occasions than for sedentary occasions ($P<0.001$). The estimated average increases in logged accelerometer activity counts between sedentary and nonsedentary occasions were 1.71, 1.81, and 2.79 for light, moderate, and vigorous PA, respectively, corresponding to differences of 178, 201, and 603 CPM, respectively, in raw count values.

Table 5. Estimated differences, 95% confidence intervals, and $P$ values for pairwise comparisons of logged accelerometer activity counts between mEMA-reported PA levels.¹

<table>
<thead>
<tr>
<th>mEMA-reported PA level</th>
<th>mEMA-reported PA level</th>
<th>Moderate</th>
<th>Vigorous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>Light</td>
<td>1.71 (1.09-2.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>Moderate</td>
<td>1.01 (−0.85-1.04)</td>
<td>1.08 (−0.01-2.18)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.09 (−0.19-2.17)</td>
<td>.10</td>
</tr>
</tbody>
</table>

¹ Estimates from mixed models adjusted for nonindependence of repeated within-person observations.

Figure 3. Within-person difference in accelerometer values by reported physical activity levels.

Discussion

How Well Does the devilSPARC App Measure Eating and Physical Activity Behaviors?

This study assessed the validity of the devilSPARC mEMA app as a tool for assessing eating and PA behaviors among young adults compared to online dietary recall and accelerometry methodologies. Diet and PA assessment methods commonly used in current research settings often require high levels of cost and personal effort for participants. Few objective assessments of dietary quality and intake are available; self-report remains the norm in observational studies. Objective assessments of PA tend to use expensive devices. The mEMA had high match rates with day-level reported dietary intake as measured by 24-hour recall. For PA behaviors, mEMA reports differentiated sedentary from nonsedentary activity, but these reports did not accurately distinguish among objectively measured PA levels. These findings suggest that the devilSPARC mEMA app had relatively high criterion validity with food choices and for distinguishing between sedentary versus nonsedentary activity.
Research has demonstrated that methods for dietary recall are subject to significant compliance, self-reporting, and recall errors [3,28]. These analyses excluded several participants because of biologically implausible values in the 24-hour dietary recall measure. With the exception of one, all exclusions were a result of participants reporting daily intakes of less than 500 kilocalories. Anecdotally, many participants reported frustration with the functionality of the ASA24 website and the amount of time it took to complete the recall. As with findings from other studies, we expect that the 24-hour recall data reported here underrepresents dietary intake and misestimates the time at which participants consumed food [29-32]. The potential lack of adherence to the 24-hour recall protocol may explain why the sensitivity for food choices increased over time, from approximately 70% for 8-hour windows surrounding the time at which a given food was reported on the mEMA to 10% for half-hour windows (ie, lower match in shorter window).

Although still relatively high, the measure of entrées showed the lowest match rate at 79% between the mEMA and the ASA24; this is likely because of the lack of specificity of what participants perceived as an entrée. Our results demonstrated that with just a few questions, devilSPARC mEMA may be able to assess food choices with significantly less burden than the self-administered 24-hour dietary recall for each eating occasion, particularly given there was relatively high construct validity.

Reports of light, moderate, and vigorous levels of PA from the mEMA did not correspond to intensity of PA as measured objectively through accelerometry. The proportion of participants reporting an activity level that corresponded to the accelerometer decreased with increasing PA level. Social desirability and/or perception biases may be at play with these results. Social desirability is often related to over-reporting of activity duration and intensity [1,33,34]. Other research has also reported that the percent agreement in validating mEMA is highest for sedentary activity [35]. In addition, individuals who are heavier or are less fit may perceive an activity to be more intense due to increased respiration and heart rates [36]. Because established accelerometer activity cut points do not take into account body weight or current fitness level, energy expenditure may vary across individuals who are engaging in the same amount of objectively measured PA.

Limitations
To our knowledge, this is the first study to validate a mEMA tool assessing eating and PA behaviors among young people; however, several limitations should be considered. The devilSPARC app did not assess quantity of foods or specific details of the foods (ie, brand or type), as this would have added to the response burden; the devilSPARC tool assessed broad behaviors and was therefore not able to yield information about total caloric intake, macronutrients, or micronutrients. Given the relatively equal distribution of food choices captured, we were able to assess a variety of commonly consumed foods, including healthy and unhealthy food choices, for young adults in college. The devilSPARC mEMA tool was designed to assess behaviors in the moment; as such, it could not represent total dietary intake or total PA. In addition, because the mEMA and the 24-hour recall relied on self-reports, participants’ reporting biases and idiosyncratic interpretations of mEMA questions could have increased measurement error. Despite verbal and written directions to wear the accelerometer at all times except when swimming and bathing, there is a possibility that participants removed the accelerometer when participating in vigorous activities, such as contact sports, which would have improved our match rate between the mEMA and more vigorous activities. Also, although the sample was relatively diverse in terms of race/ethnicity, almost all participants were college freshmen; thus, these findings may not be generalizable beyond young adult populations.

Conclusions
This new mEMA tool is valid for assessing eating behaviors and the presence of PA. With very brief surveys spaced through the day, this mEMA tool may reduce participant burden as compared to 24-hour dietary recall or PA recall instruments. The mEMA builds on previous measures of assessing eating and PA, including a wide range of foods.
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Abstract

Background: Social media promotion is increasingly adopted by organizers of industry and academic events; however, the success of social media strategies is rarely questioned or the real impact scientifically analyzed.

Objective: We propose a framework that defines and analyses the impact, outreach, and effectiveness of social media for event promotion and research dissemination to participants of a scientific event as well as to the virtual audience through the Web.

Methods: Online communication channels Twitter, Facebook, Flickr, and a Liveblog were trialed and their impact measured on outreach during five phases of an eHealth conference: the setup, active and last-minute promotion phases before the conference, the actual event, and after the conference.

Results: Planned outreach through online channels and social media before and during the event reached an audience several magnitudes larger in size than would have been possible using traditional means. In the particular case of eHealth 2011, the outreach using traditional means would have been 74 attendees plus 23 extra as sold proceedings and the number of downloaded articles from the online proceedings (4107 until October 2013). The audience for the conference reached via online channels and social media was estimated at more than 5300 in total during the event. The role of Twitter for promotion before the event was complemented by an increased usage of the website and Facebook during the event followed by a sharp increase of views of posters on Flickr after the event.

Conclusions: Although our case study is focused on a particular audience around eHealth 2011, our framework provides a template for redefining “audience” and outreach of events, merging traditional physical and virtual communities and providing an outline on how these could be successfully reached in clearly defined event phases.
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social media; social media networks; Web conferencing; marketing
Introduction

Measuring the impact or influence of a particular scientific or business event is an important part of evaluating its success and the effectiveness of its promotion. Although social media promotion is a “must” for most commercial and academic events, little interest has been given to defining new audiences participating virtually and physically as well as analyzing the impact and outreach of all individual social media channels used in promotion and scientific outreach. Traditionally, the impact of a scientific conference has been measured by the number of attendees and the number and quality of publications (in terms of acceptance rate and citations). These measures are based on the traditional means of communication with physical communities: face-to-face meetings and printed media. However, in an increasingly widely connected world, the use of social media and novel online channels spanning the traditional physical and virtual divide has revolutionized communication outreach, community engagement, and the overall impact of a scientific conference that can embrace and utilize the new media channels.

In this context, it is important to know the role and effectiveness of online and social media channels in engaging a community. There is a vast amount of research around the usage and effects of social media (eg, [1-4]). Among the factors that most research focuses on are analyzing the dynamics of social networks, information diffusion and propagation, users influence, and attention. However, little attention has been given to investigating the impact of a social network on a physical community, around a single topic, over an extended period of time, and how intensive, face-to-face interaction and virtual socio-patterns at a conference affect the size and constituency of the virtual network. Secondly, most research has looked into an isolated social network or media, such as Twitter or Facebook, but investigating the role of these channels in creating and engaging a community has not been addressed. Finally, most existing research investigates a snapshot image of the entire social network (one-way mining data from the social network, eg, Twitter). In contrast, we have conducted a longitudinal study over 6 months (two-way sending data to and mining from social networks).

In this paper, we make the following contributions:

We define a framework of (1) media channels and their impact factors as well as (2) establishment of longitudinal phases and analysis measures. With the first part of the framework, we aim to study the relationship between an online and real community, and we compare traditional and new impact factors of the outreach of a real-world scientific event. The second part of the framework aims to analyze how successful each media channel is throughout different phases of planning and running an event.

We evaluate our framework in a case study of a real event (ie, the eHealth 2011 conference), which took place in 2011 in Malaga, Spain. We present a detailed analysis of the data we collected through a longitudinal evaluation over different phases to determine the outreach of each media channel and how to calculate the detailed activity on creating and engaging an online community around a conference.

Finally, we discuss the results of our case study and aim to answer the question of which role is best suited for each media channel before, during, and after a conference.

The objective of our research is to investigate methods to determine the impact of different media channels on a real event over traditional research event dissemination methods. To this end, we define and suggest a strategy for promotional phases before, during, and after the event, and an outreach score as a measure to determine the impact.

Related Work

The availability of Twitter datasets has created a rapid increase in research projects across a range of domains investigating influence, propagation, information diffusion, and social network topology. There has been some interest in investigating the role of social media to improve user experience and engagement with conferences, for example, mobile phone apps such as Conference Navigator presented at UMAP 2011 [5] and conference organizing apps using social media [6]. However, neither work addresses the use of multiple channels of outreach beyond the event itself.

Research on the dynamics and influence of the network itself primarily address various issues of creating influence and activity versus passivity of users to post, reweet, and mention. Influence and passivity scores investigated by Romero et al [2], Meeder et al [7], and Bruns et al [8] introduced methods to retrospectively determine follower growth on Twitter accounts. In contrast, we collect the data on the number of followers of our account on a regular basis and we also observe the numbers of users who unfollow. Unlike most studies that investigate a snapshot of the social network, our research looks into a longitudinal community behavior and long-term impact. Golbeck [9] conducted a longitudinal study of membership growth in various social networks and observed a linear increase in most cases. However, her research looks into general growth of an entire social media network. Instead, our research targets a specific community across various media around a single event. Russo et al [3] presented a longitudinal study investigating a relationship between tagging and attention on a variety of social networks. Cosley and Lan [4] studied social influence using Wikipedia. Although these works demonstrate that people with a high density of interconnection actually share less information about the content and context.

An attempt to investigate the correlation between social networks and real networks was investigated by Tugkeci [10], who looked at 617 users using qualitative and quantitative methods. This study revealed that there was no difference in the number of offline friends between those who made new friends online and those who did not. However, the aim of our study is to investigate a real community of professionals with interest in eHealth who had an opportunity to meet face-to-face at the conference. Thus, the online network converged to a face-to-face interaction.

Research into dynamics and activity of user influence on Twitter has also been flourishing. For example, Cha et al [1] analyzed across three measures: indegree (ie, number of followers), retweets, and mentions. They analyzed a large dataset over
(almost all) Twitter users to investigate the influence of single user types and how this influence can remain constant across different topics and over time. Although we also use indegree, retweets, and mentions among our measures for outreach, we do not aim to investigate a single influence but a community as a whole, and we aim for high-density spider networks around a single topic. Although Cha et al and others analyze only a snapshot of activity of all users at the time of their data crawling, we analyze the temporal change of the users’ network around an event.

Finally, there is also research focusing on social media usage in academic conferences. For example, the study by McKendrick et al [11] demonstrated the use of social media at health care conferences. They analyzed and categorized tweets that were posted before, during, and after the event. Wen et al [12] analyzed the usage of Twitter for several academic conferences over a time period of 5 years. Although both works show new insights into the usage and network structures of Twitter around conferences and their change over time. Moreover, Wen et al focus on datasets 2 weeks around each event, whereas we not only define larger longitudinal phases that range from several months before the conference up to weeks afterwards, but we also generate data by ourselves, turning the conference audience into a real-world laboratory. Other related areas of research include analysis of why and how people in particular use Twitter during academic conferences [13-18]. A different research direction—measuring interaction socio-patterns and close proximity interaction at a scientific conference using radio-frequency identification (RFID) sensors—was conducted by Barrat et al [19] and Szomszor et al [20], but these studies focused on the physical interaction during the event rather than the wider outreach of scientific outputs. In contrast, we aim to look at what social media channels are best suited to increase outreach and when. Being more closely aligned to our goals, a few case studies [21] aim to examine how to use various social media to increase outreach of scientific outputs. But, most of these are oversimplified and concentrate on one particular channel. Instead, we provide a framework of how to integrate several channels with their specific roles in longitudinal phases and to measure their outreach in terms of certain impact factors. This is achieved by addressing the following questions:

1. What is the relationship between an online and real community in terms of coverage and overlap and what are the impact factors of different (social) media channels through which the communities are built?

2. How successful is each social media channel in the phases of planning and running a real event (ie, a conference)?

3. What is the overall outreach and how to calculate the detailed activity in creating and engaging an online community around a conference?

**Methods**

**Framework**

In our framework, we considered the following online media channels and their role in establishing extended outreach and community growth:

1. Twitter to provide general, dynamic information about the conference, promote the event, link to relevant news and other information, define a dedicated hashtag for the conference, and actively establish a community of potentially interested followers;

2. Facebook to provide general, dynamic information about the conference, promote the event, link to relevant news and other information, and connect to the Twitter account;

3. Flickr to create a dedicated group for the conference and post images and abstracts of all posters of the conference;

4. Liveblog to provide live blog messages during the event and link in all tweets from Twitter that used the conference hashtag;

5. Website to provide general (static) information about the conference and provide links to the submission system and to all other media channels; and

6. email to send call-for-papers and call-for-participations to mailing lists.

Each of these channels has a different impact on the outreach of the conference. Among the “traditional” impact measures are the number of conference attendees, the number of printed proceedings that are sold, and the number of papers downloaded as electronic versions. These traditional impact measures are often related to the physical community of the conference and the associated traditional media channels. In contrast, social media channels offer a new set of impact measures. These include the number of followers of a social media account, the number of tweets or posts that are related to the conference, and (compared to downloads of papers) the number of page visits on the Flickr group that hosts the images and abstracts of the posters presented at the conference. Multimedia Appendix 1 summarizes the impact measures that we determined based on the corresponding media channels.

**Establishment and Measurement**

To measure the outreach of the event with the new impact measures, we first set up a number of media channels for the event. Next, we defined five phases along the timeline of the event, ranging from early time before the event up to a time after the event. As such, we could analyze the growth and change of the virtual and physical communities around this real event in a longitudinal manner.

**Longitudinal Phases**

The five longitudinal phases were oriented around the Fourth Institute for Computer Sciences, Social Informatics and Telecommunications Engineering (ICST) International Conference on eHealth (eHealth 2011), which took place in Malaga, Spain, on November 21 to 23, 2011. Instead of simply looking at the timelines before, during, and after the event, we differentiated the beginning of the time before, usually used for setting up things, and the very last part of the time before (“last minute”), when usually the latest news are announced and advertisements are made to give a final push in attracting attendees. The resulting phases were:

1. Setup phase (May 10-27): setup of social media accounts, website, email list, etc;
2. Active promotion phase (June 1-November 2): community growing phase before event;

3. Last-minute promotion phase (November 13-17): announcing latest information about the event a few days before;

4. Actual event phase (November 21-23): activity during the conference; and

5. Postevent phase (November 24-December 5): community behavior after the event.

6. For each phase, we measured the activity on each channel and aimed to determine its impact on the community outreach. Moreover, we measured, but we also actively generated data on those channels. This is different compared with most prior research; essentially, we let the conference become a real-world laboratory where we not only analyzed the data, but also performed research on the response to our actions. By having different phases, we could also look at which channel performed better in which phase. Naturally, the different spaces of time around an event (before, during, after a conference) will have different activities involved (eg, announcing a conference after the event has passed is quite useless). Based on the five phases and the measurements taken during these phases, we aimed to determine which channel was best suited for which phase.

**Procedure**

Firstly, we set up the media channels as listed in Multimedia Appendix 2. The Facebook page was created to promote the event conference (eg, place and date of the conference, submission deadlines) and to provide information about the conference such as changing dates, announcing keynotes, or links to subpages of the website later on.

The Twitter account @eHealthConf was then linked to the Facebook page so that messages posted on the Facebook page were automatically posted to the Twitter account, including a link to Facebook if the message was longer than 140 characters (the limit of tweets on Twitter). To increase the number of followers of @eHealthConf, Twitter accounts of similar events known to the organizers were identified and followed along with relevant eHealth organizations, research groups, and researchers. Twitter users who followed those accounts were then also identified and followed (similar to snowball or chain sampling).

The official hashtag of the conference of #eHealth2011 was decided on and publicized via Twitter, Facebook, the conference website, and at the event itself during the welcome session. Our Liveblog system also included all tweets and retweets of the @eHealthConf account and tweets using the hashtag #eHealth2011. For the poster session at eHealth 2011, we setup a Flickr gallery where the poster presenters could upload their posters for public viewing, which was promoted during the poster session itself, on Twitter and Facebook, and also on the conference website.

All channels were linked to from the conference website and verbally promoted during the introductory session at the conference itself.

**Measurements**

For each media channel, we defined a set of measurements for the five longitudinal phases. We took the measurements (when possible) on a daily basis (ie, summarized the value of a measurable element at the end of a day).

For Twitter, we used the following measures on a daily basis:

1. Followers: number of users following the event account (measured via the Twitter email notification on new followers).

2. Followers lost: number of users who stopped following the event account (measured via the third-party service TwUnfollow [22]).

3. Retweets: number of retweets of the event account (measured via the Twitter email notifications); this pertained only to those retweets that used the official “retweet” application programming interface (API) of Twitter. Other ways of retweeting (eg, manually writing “RT...<account name> <message>”) were counted with mentions.

4. Mentions: number of tweets from other users that contained the event account name (measured via the Twitter email notifications about mentions). This did not include retweets that were done via the official retweet API of Twitter (although some clients show this as a retweet in the timeline).

5. Users receiving retweets: number of users to which messages from the event account were retweeted (via the official retweet API only). The data were derived from the Twitter email notifications (which contained information such as “@XYZ retweeted to N followers...”), We took the sum of these numbers per day, whereas when retweets of the same user occurred, we counted only once and used the maximum number (due to changes in followers of that user during the day). We did not subtract duplicates here (eg, users that received the same retweet from two or more followers of our account).

To analyze the outreach of the Facebook page, we took three measures because they are provided by the weekly Facebook status update (via email notification):

1. Likes: the number of Facebook users that liked our Facebook page;

2. Posts: the number of posts or comments on the page’s wall, either made by ourselves (the page) or by others; and

3. Visits: the number of visits of the Facebook page.

On Flickr, the number of page views was the relevant measure. This could be on individual posters (or photos) or for the gallery front page as a whole.

For the Liveblog, we measured the number of online users that were connected to the service at a given time. We differentiated between the highest number of participants at any one time (for calculating maximum) and the number of total online users on a particular day. This measurement was only taken during the event because the Liveblog was only available in this phase.

The measure for the email lists was the number of email recipients. This was slightly different from the number of registered email addresses in the list because some emails could
be bounced due to various reasons (eg, address not valid or someone had set up a notification of absence).

The typical measurement of a website is the number of (daily) page visits. In addition, geographical information about the visitors could be of interest.

Finally, for the attendees, we counted the number of persons who were physically present at the conference.

**Outreach Score**

Based on the continuously taken measurements, we calculated the outreach of each media channel for each longitudinal phase. The idea was to compare the different media channels and their outreach performance to identify the best-suited channel (or channel mix) for each phase. Previous work into promotion of scientific online content using various channels by de Quincey et al [23] was a step in the right direction, although not linked to a physical event. Therefore, we calculated three values: maximum outreach, mean outreach, and total outreach for each phase. Maximum outreach shows for each channel the maximum number of users we could reach on a single day during a particular phase. This did not necessarily mean we actually reached them because they could have missed or discarded the message. However, it was an indicator of the maximum size of a virtual community. Mean outreach for each channel was the arithmetic mean of the number of users that we reached daily during a particular phase. Again, this did not necessarily mean they actually read a message or were actively involved. However, it was an indicator of the community growth when we looked at this measure over time. Total outreach for each channel summarized the number of users that we reached in a time period of a particular phase. Although we cannot completely rule out duplicates (eg, access to the website on two different days could have originated from the same or from different users), the total outreach was an indicator how many users could be reached in total during a given phase.

We chose these outreach scores because we could not measure the exact numbers due to overlaps. Although for certain media (eg, Twitter) it was possible to rule out overlaps by using intensive data crawlers over time (capturing and analyzing the links of followers and subtracting duplicate users), we did not use this in the first place. Moreover, for some media channels, it was more or less impossible to rule out duplicate users (eg, page views on a website from the same IP address). However, we attempted to cleanse the data to reduce the potential influence of duplicates (eg, we did not summarize the number of attendees for all days of the event when they were obviously the same because we know from the registration list).

Table 1 shows the resulting outreach scores of our framework for all channels and phases. Note that all outreach scores were defined within a phase and did not include the data of the other phases. Some scores contained adjustments to reduce effects of duplication. For example, for the total outreach of Twitter during a phase, we did not summarize all followers because this would most likely include too many duplicates. Instead, we took the number of followers at the end of a phase, added the sum of the followers that we lost during this phase, and added the maximum of users receiving retweets for this phase. The latter (adding the maximum instead of the sum) is an adjustment we made because we did not know the number of followers lost of those users receiving retweets. Where we could clearly identify the users (email list and attendees of the conference), we counted the real persons as the total outreach.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Maximum outreach</th>
<th>Mean outreach</th>
<th>Total outreach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>Maximum(likes + visits)</td>
<td>SUM(likes + visits) / COUNT(likes + visits)</td>
<td>SUM(likes + visits)</td>
</tr>
<tr>
<td>Facebook</td>
<td>Maximum(followers)</td>
<td>SUM(followers) / COUNT(followers)</td>
<td>SUM(followers)</td>
</tr>
<tr>
<td>Flickr</td>
<td>Maximum(views)</td>
<td>SUM(views) / COUNT(views)</td>
<td>SUM(views)</td>
</tr>
<tr>
<td>Liveblog</td>
<td>Maximum(online users at the same time)</td>
<td>SUM(online users) / COUNT(online users)</td>
<td>SUM(online users)</td>
</tr>
<tr>
<td>Email</td>
<td>Maximum(recipients)</td>
<td>SUM(recipients) / COUNT(recipients)</td>
<td>COUNT(recipients)</td>
</tr>
<tr>
<td>Website</td>
<td>Maximum(visits)</td>
<td>SUM(visits) / COUNT(visits)</td>
<td>SUM(visits)</td>
</tr>
<tr>
<td>Attendees</td>
<td>Maximum(persons)</td>
<td>SUM(persons) / COUNT(days of event)</td>
<td>COUNT(persons)</td>
</tr>
</tbody>
</table>

The reason we looked at three values (maximum, mean, and total) was that they showed a different view of community growth and interconnectivity. For example, a maximum may be very high during a phase, but this could be the result of only a single action. The mean, however, could show the density of interactions during a time period. The total shows the effectiveness over the whole period of a phase.

The essential idea of our framework was to take the outreach scores as previously defined and evaluate them for each phase. This meant these figures were repeated for each of the five phases to receive the overall view. For better comparison, the length of each phase needed to be normalized.
Results

Table 2 details the outreach scores during each phase and compares the different media channels.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Setup</th>
<th>Active promotion</th>
<th>Last-minute promotion</th>
<th>Actual event</th>
<th>Postevent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Mean (SD)</td>
<td>Total Max</td>
<td>Mean (SD)</td>
<td>Total Max</td>
</tr>
<tr>
<td>Twitter</td>
<td>19</td>
<td>13 (4)</td>
<td>20</td>
<td>2343 (339)</td>
<td>3100</td>
</tr>
<tr>
<td>Facebook</td>
<td>—</td>
<td>—</td>
<td>105</td>
<td>89</td>
<td>1129</td>
</tr>
<tr>
<td>Flickr</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Liveblog</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>20</td>
</tr>
<tr>
<td>Email</td>
<td>1989</td>
<td>1431</td>
<td>2046</td>
<td>2046</td>
<td>2047</td>
</tr>
<tr>
<td>Website</td>
<td>72</td>
<td>32 (20)</td>
<td>870</td>
<td>45 (25)</td>
<td>7342</td>
</tr>
<tr>
<td>Attendees</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>74</td>
</tr>
<tr>
<td>Proceedings</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>74</td>
</tr>
<tr>
<td>Sum</td>
<td>2080</td>
<td>1476</td>
<td>2879</td>
<td>4747</td>
<td>2693</td>
</tr>
</tbody>
</table>

The total outreach during the event was 5390. The maximum outreach on a single day during the event was over 4191 because this did not yet include the traditional outreach of proceedings. Note that these calculations could be even higher, in particular in the other phases, because some measurements were not or could not be taken. Also, the number of proceedings (23 sold books and 4107 downloaded online articles) occurred later than our defined postevent phase, but for completeness, we added them to the total outreach of the last phase. Finally, the resulting numbers did not eliminate duplicates. For example, a physical attendee could visit the website, retweet a message from the conference Twitter account, and post something in the Liveblog while visiting the Facebook page. Hence, this is an upper bound of the outreach.

Comparing the outreach results of the different channels over the five phases, we can identify certain differences. Some channels seem to be more effective in certain phases than in others. Figures 1 to 3 show comparative diagrams for the outreach scores maximum outreach, mean outreach, and total outreach, respectively. Total outreach was normalized to the length of each phase in days.

In the first phase (setup), we had very low outreach scores in most cases because the channels had just been set up. The numbers of page visits, Twitter followers, etc., were not expected to be as large right from the beginning. One exception was the email list, which was set up very quickly (based on existing lists of recipients from previous conferences) so that a first call-for-papers could be sent out to a large number of people early. This is the traditional way of announcing a conference, in companionship with establishing a conference website.

For the second phase (active promotion), however, Twitter and email, in particular, had much more outreach than the other channels in terms of maximum and mean. If we look at the total outreach instead (see Figure 3), the traditional website has accumulated the most outreach over the period of this phase. Interestingly, this is contrary to the much higher peaks for email and Twitter in maximum and mean outreach. An explanation for this can be that Twitter is a more dynamic medium with respect to retweets and mentions, whereas website visits are rather a “static” but continuously performing outreach.

The third phase (last-minute promotion) differed a little from the previous one, although it was also related to promotional activities. Email and Twitter were still the most dominant channels in maximum and mean outreach. For the normalized total, however, Twitter overtook the website. This could be explained with the quickly increasing number of followers in this phase.

In the fourth phase (actual event), the previously “less important” channels gained more significance. The Liveblog, Flickr, and the website were better than Facebook in the normalized total outreach. The
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website channel was even better than Facebook in maximum outreach.

The last phase (postevent) showed a very different result. The outreach of Twitter declined (and email because no emails were sent after the event, of course). In particular, Flickr had a high outreach in all three categories (maximum, mean, and total). But, because this phase was kind of a wind down phase, it was clear that channels with a more archive-like character were more effective in this phase. This was particularly true for proceedings (which are usually read by an increasing number of people after the conference) and Flickr (as a new medium to show the conference posters to a wider community).

Twitter was far more effective than Facebook as a social media channel for a scientific conference such as in our case study. Twitter and email were the most effective channels during all phases up to the actual event. During the event, channels such as the website (eg, showing information about the program) could be enhanced with media channels that allow active participation (eg, Twitter, Facebook, and Liveblog). Interestingly, our case study showed that Facebook had less relevance, whereas the Liveblog seemed to be a good addition to support active discussion and allow people to remotely participate at the conference. Using our novel methods, the Liveblog engaged 5.6 times more “virtual participants” than those physically attending. After the event, traditional media such as proceedings (online and offline) can be enhanced with special-purpose social media such as Flickr to increase the outreach of presentations. In particular, Flickr exposure of posters gave access to seven times more users during the conference and overall, including the postconference phase, 20 times more than those who would have seen them physically. Overall, phase 2 saw the highest total (it was also longest phase), but the highest mean outreach was during the conference itself (3869 in phase 4 driven predominately by Twitter).

Although the results are only from one event (and with a relatively focused target group), they are useful as recommendations to structure and plan media channels for other (scientific) conferences. Similar to the body of socio-patterns research, the generalizability of results from various experiments with real-world participants is a challenge [24]. However, the setting of our case study around a conference makes it a standard scenario. The framework itself is generalizable and could be adapted to other events to include other media channels.

**Figure 1.** Comparison of maximum outreach of all channels.
Figure 2. Comparison of mean outreach of all channels.

Figure 3. Comparison of total outreach of all channels (normalized to length of each phase).

Analysis of Data per Channel
In this section, we present and analyze the detailed data of the different media channels we used to promote the real event. In particular, we look in more detail at the data and results on a per-channel basis.

Twitter
Followers
Figure 4 shows the number of followers measured over time. The data were taken from email notifications from Twitter about new followers subtracted by the people who unfollowed as reported by the service “TwUnfollow” [22].

We observed that the five phases of the promotion timeline could be matched to five data periods in the graph. The first period matches with the setup phase, which had unsurprisingly low followers because the Twitter account was new and known only to the organizers themselves at this stage. The second period (active promotion phase) started with a rapid increase in the number of followers within a few days. This rapid growth matched with the time (approximately a week) when we started to follow other people (up to a maximum of 2000, a limit set by Twitter at that time to avoid spam accounts). This rapid growth was followed by moderate but continuous growth for the rest of the second phase, the active promotion phase. In the third period (last-minute promotion phase), we sent promotional and announcement tweets about the program and invited speakers. During the conference, there was a smaller increase,
probably resulting from an increased number of tweets in the actual event phase. Finally, after the conference, the number of followers remained more or less constant.

During the short period in the beginning of the active promotion phase when we increased the users that we followed (up to 2000), a number of people followed us back immediately. However, most users did not follow us back. For example, on June 6, 2011, we followed 1579 users and 1434 did not follow us back. As our number of followers increased during the third period, we had a fairly constant ratio of followers versus following; at the end of this period (at the time of the conference), the number of users not following back was 1587, whereas we followed 1998 users. We measured the ratio over two months (September and October 2011) and during the time of the conference, but it kept almost constant. Therefore, we had a fairly constant number of people following us back (approximately 400). Some immediately followed back when we followed them, so we can only speculate about their interest in our account. We can assume some of them only followed because they were followed.

In addition, our final number of followers (more than 600) meant that we could attract approximately 200 users to follow our account without following them. We can assume they were directly interested in our account (ie, the conference and the tweets about it).

**Figure 4.** Twitter: number of followers through the different phases. Phase I: set up; phase II: active promotion; phase III: last-minute promotion; phase IV: actual event; phase V: postevent.

FOLLOWERS LOST

The number of followers we lost, as reported by the service TwUnfollow, was at a relatively low rate throughout the overall time period (see Figure 5). Although the timeline included a few peaks, as Figure 5 shows, we could not accurately assign the “unfollowers” to specific dates. The TwUnfollow service sometimes aggregated the followers lost for a few days. We assigned these numbers to the day reported by TwUnfollow. The website of TwUnfollow itself stated that due to high load “it may take up to 48 hours until unfollows appear in your history.” Hence, these reports are only an approximation of specific days. Unfortunately, Twitter does not provide a comprehensive interface to analyze unfollowers.

**Figure 5.** Twitter: number of followers lost.

TWEETS AND RETWEETS

**Figure 6** shows the number of tweets that we sent through the conference Twitter account. Our tweet activity was a result of the different phases of promotion as described previously. There were three major periods of activities in tweets: (1) in June 2011, when we made initial announcements of the conference (eg, posting the call-for-papers); (2) from August to October 2011, when we announced deadline extensions and reminders...
to register; and (3) November 21 to 23, 2011, during the conference itself.

The third period had the highest volume of activity because information was posted about ongoing talks and other information during the conference. The first and second periods belonged to the active promotion phase and showed that we had more activity in the first quarter and second half of this phase. However, as the number of followers before showed, there was a steady increase, even in times when we had low activity in tweets.

In addition to the tweets, we also analyzed the corresponding retweets (see Figure 7). As expected, there was a peak of received retweets during the conference (November 21-23, 2011). However, we also had a number of higher peaks before which matched the three periods of our tweet activity (of course, there would no retweets by other users to be expected if we have no tweets).

Figure 6. Twitter: number of tweets. The three major periods of activity (in red boxes) correspond to when initial announcements about conference were made, when deadline extensions and reminders to register were made, and during the conference itself, respectively.

![Figure 6](image1.png)

Figure 7. Twitter: number of retweets. The three major periods of activity (in red boxes) correspond to peaks in tweet activity.
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**Mentions**

The number of mentions over time was also observed (see Figure 8). As pointed out by Cha et al [1], mentions is a measure for the value of a name. Because our conference Twitter account @eHealthConf did not have a long history, we did not expect too many mentions. The maximum value was indeed seven mentions on a single day (during the conference) and a few mentions over the rest of the time. Nonetheless, we observed an association between the different activities we made. There were two “dense” groups of mentions, one in the beginning and one during the conference. The former was primarily related to our activity of gaining followers by simply following many others. The latter group was unsurprisingly related to the real event of the conference itself.
Outreach

To analyze the outreach, we looked at the number of followers and added the users receiving retweets from them. For each retweet that someone made to a tweet of our Twitter account, we received an email notification from Twitter stating the number of users that received the retweet.

From Figure 9, we can observe that there are a number of high peaks. They resulted from retweets of users who had a high number of followers themselves. This meant a message from our @eHealthConf account had reached not only our followers directly, but also the followers of the user who retweeted the message. This resulted in a short-term outreach of more than 2000 users (e.g., one user had more than 2400 followers and retweeted one of our messages in the early phases).

We also calculated the mean outreach over time. Figure 10 shows the mean outreach for the sum of our followers plus users receiving retweets. The mean outreach at a certain point in time included all other outreach values before (i.e., we always calculated the arithmetic mean from day 1 to the current day).

From Figure 10, we can clearly observe the setup phase where there was only insignificant outreach. Then, once the active promotion phase started, there was first a sharp increase in the mean outreach, which later had slower growth. There was another small increase again in the last-minute promotion phase and during the actual event.

Based on the preceding numbers, we calculated the maximum and mean outreach of our Twitter account within the five different phases (see Table 2). If we compare the maximum and mean values in the different phases, we can make two obvious observations: (1) mean outreach was always higher in one phase than the previous, except for the last (postevent phase), which matched the continuous growth of followers and (2) maximum outreach had its highest value in the early promotion phase and another high value during the event (the former resulted from the retweeting of a single message by a user with a high number of followers and the latter was a combination of the increased number of followers for our own account and retweets by users with high number of followers).

In addition, we observed that in the last-minute promotion phase we had a lower maximum outreach (n=1011) compared to the earlier active promotion phase (n=2432) or the actual event phase (n=1562). However, the mean outreach was still growing in the last-minute promotion phase. Therefore, although the maximum outreach was lower, the increased mean outreach meant there was dense activity within the virtual community.

During the actual event, we had high values, both in maximum and mean outreach. Although the maximum outreach during the event (n=1562) was lower than the maximum outreach of the early promotion phase (n=2432), the mean outreach was high (mean 1236, SD 434). This resulted from dense activity during the conference in terms of tweeting and retweeting. In particular, it showed that the mean outreach could be higher when several people retweeted a message to only a few or moderate number of followers than the outreach induced by a single retweet of one user to a higher number of followers.
Facebook

For each of the three measures related to our Facebook page (likes, posts, and visits), we used the data on a weekly basis because they were provided by the automatic email notifications sent from Facebook. Unfortunately, this information was only gathered from the middle of July and not from the beginning of the setup phase. Nevertheless, the data showed an increase in outreach over time, with a high peak during the actual event phase similar to the outreach of our Twitter account.

Likes

The number of Facebook users that “liked” our Facebook page continuously grew from only a handful (actually the Facebook user accounts of the event organizers) up to approximately 80 at the time of the conference. The growth was almost linear as Figure 11 shows.
Figure 11. Facebook: number of likes. Note: information was only gathered from mid-July onward. Phase I: set up; phase II: active promotion; phase III: last-minute promotion; phase IV: actual event; phase V: postevent.

Posts

We counted both posts made by us on the page and also posts and comments by other users as “posts.” This measure was already included in the weekly email notifications we received from Facebook. We observed three peaks in posts/comments (see Figure 12). The first two were in September and October; this is when we posted information about the deadlines, announced invited speakers, and posted reminders about registration and the conference program. The third peak occurred around the event itself, which included information about the invited speakers and updates on the conference program.

Figure 12. Facebook: number of posts. Note: information was only gathered from mid-July onward. Phase I: set up; phase II: active promotion; phase III: last-minute promotion; phase IV: actual event; phase V: postevent.

Visits

The Facebook weekly statistical notifications also included information about the actual visits to the page. These numbers reflected the number of people who actually looked at the page (ie, by following a post that appeared in their “news” timeline, by loading the page specifically, or by following an external link such as our Facebook-Twitter link). Figure 13 shows that there were a number of smaller peaks during the promotion phase and during the time the event took place.
Outreach
A measure of outreach via Facebook was the sum of the likes and the visits. These values reflected the actual readers (visits) and the potential users (likes) that we could reach in each phase. Unfortunately, we did not have a complete dataset, but only a weekly update. Hence, the outreach was determined on a weekly basis, which resulted in the same values for maximum and mean outreach for the previous three phases (see Table 2). Moreover, as the datasets started with mid-June, our outreach analysis also missed the values for the setup phase. Nevertheless, the results showed that we had increasing outreach up to the time of the actual event, with maximum and mean outreach both at 181 during the conference.

Website
Information about our conference was also available on the main conference website. This was the main information site and accounts on Twitter and Facebook always contained links to the website. The website was also the only media used to submit papers and to register for the conference. We logged the daily page visits on our website during the same time period as analyzed previously (ie, from May 2011 until begin of December 2011). Figure 14 shows the daily page visits (for the entire website) during that period.

We observed a number of high peaks (more than 100 page visits per day) on the following dates:

June 22, 2011: slightly increased number of tweets on that day and the previous two days announcing confirmed keynote speakers and link to page on website.

September 22, 2011: slightly increased number of tweets on that day and the previous two days announcing confirmed keynote speakers and link to page on website.

September 29, 2011: no clear potential cause from Twitter (there were three tweets on the day before, but they were only retweets of news from other and no link to our website).

November 14-18, 2011 (just before the conference): probably people wanted to check the latest news/changes to the conference (eg, detailed program, when the conference starts, where the hotel venue was).

November 20-23, 2011 (during the conference): assume this is primarily due to the live blogging of the conference talks from an analysis of the geographic locations of the origins of these accesses (discussed subsequently).

The preceding explanations are only potential reasons for the high peaks in the website visits because we cannot make direct correlations due to missing tracking capabilities.

Using Google Analytics, we found the geographical locations of visitors to the website. During the conference, there were accesses from 44 different countries (see Figure 15), which compared favorably with the number of countries represented by the conference delegates (24 different countries) and seemed to indicate that the website had a higher outreach than the physical attendance at the conference (of course, delegates physically attending the conference would receive much more information and individual benefit than those viewing the website, so this is a measure of the geographical outreach rather than the absolute impact). There were a large number of accesses from Spain; by using Google Analytics, we saw that 79% (198/250) of these were from Malaga. It seems most likely that the majority of these were from delegates in the conference venue.
Figure 14. Website: number of visits. Phase I: set up; phase II: active promotion; phase III: last-minute promotion; phase IV: actual event; phase V: postevent.

Figure 15. Website: visits by location.
**Flickr**

Poster presentations at conferences are a long-standing academic staple. Their popularity has increased in the scientific community due to their ability to quickly and efficiently communicate research, and a number of guides outlining what makes a good poster and a good poster session have been proposed [25,26]. Their general success in disseminating research activity has been widely reported (eg, [27]) but, unlike a conference paper, their impact within the academic community is time limited because they tend not to have a life outside of the conference or after the conference has finished. Although abstracts are often published to accompany the poster session, a great deal of information that is contained within the poster is often lost. Therefore, a possible solution to this problem is to make the posters themselves available to delegates, perhaps in printed form or electronically on a USB memory stick or a CD-ROM, but again this is restricted to conference delegates, many of whom will have already had the opportunity to attend the poster session.

During the previous edition of the conference (eHealth 2010), one of the authors presented a poster at the conference and also uploaded it to the popular photo sharing website Flickr along with the abstract in the description. At the time of writing, this poster has now had more than 8000 views in approximately 500 days (a mean of approximately 16 views per day). In comparison with the number of attendees at the conference poster session in 2010 who saw the poster, this is a significant increase and presents a potential method for increasing the number of views presented at the conference or after the conference has finished. Although abstracts are often published to accompany the poster session, a great deal of information that is contained within the poster is often lost. Therefore, a possible solution to this problem is to make the posters themselves available to delegates, perhaps in printed form or electronically on a USB memory stick or a CD-ROM, but again this is restricted to conference delegates, many of whom will have already had the opportunity to attend the poster session.

During the previous edition of the conference (eHealth 2010), one of the authors presented a poster at the conference and also uploaded it to the popular photo sharing website Flickr along with the abstract in the description. At the time of writing, this poster has now had more than 8000 views in approximately 500 days (a mean of approximately 16 views per day). In comparison with the number of attendees at the conference poster session in 2010 who saw the poster, this is a significant increase and presents a potential method for increasing the number of views presented at the conference or after the conference has finished. Although abstracts are often published to accompany the poster session, a great deal of information that is contained within the poster is often lost. Therefore, a possible solution to this problem is to make the posters themselves available to delegates, perhaps in printed form or electronically on a USB memory stick or a CD-ROM, but again this is restricted to conference delegates, many of whom will have already had the opportunity to attend the poster session.

During the previous edition of the conference (eHealth 2010), one of the authors presented a poster at the conference and also uploaded it to the popular photo sharing website Flickr along with the abstract in the description. At the time of writing, this poster has now had more than 8000 views in approximately 500 days (a mean of approximately 16 views per day). In comparison with the number of attendees at the conference poster session in 2010 who saw the poster, this is a significant increase and presents a potential method for increasing the number of views presented at the conference or after the conference has finished. Although abstracts are often published to accompany the poster session, a great deal of information that is contained within the poster is often lost. Therefore, a possible solution to this problem is to make the posters themselves available to delegates, perhaps in printed form or electronically on a USB memory stick or a CD-ROM, but again this is restricted to conference delegates, many of whom will have already had the opportunity to attend the poster session.

During the previous edition of the conference (eHealth 2010), one of the authors presented a poster at the conference and also uploaded it to the popular photo sharing website Flickr along with the abstract in the description. At the time of writing, this poster has now had more than 8000 views in approximately 500 days (a mean of approximately 16 views per day). In comparison with the number of attendees at the conference poster session in 2010 who saw the poster, this is a significant increase and presents a potential method for increasing the number of views presented at the conference or after the conference has finished. Although abstracts are often published to accompany the poster session, a great deal of information that is contained within the poster is often lost. Therefore, a possible solution to this problem is to make the posters themselves available to delegates, perhaps in printed form or electronically on a USB memory stick or a CD-ROM, but again this is restricted to conference delegates, many of whom will have already had the opportunity to attend the poster session.

**Method**

Following the success of the poster described previously, it was decided by the organizing committee of eHealth 2011 that in addition to the traditional poster session at the conference, authors would be asked to participate in an online poster session. Abstracts for the posters went through the usual peer-review process and the authors of accepted abstracts were sent instructions to upload a version of their completed poster before the conference to Flickr along with the abstract in the description and add it to a public eHealth 2011 group created by the poster chair. Six of the 10 posters were successfully added to the group, but problems were reported when attempts were made to add the posters of one of the authors. Flickr had a policy regarding recently created accounts adding photos to groups (to protect against spamming) and three posters that had been uploaded to Flickr could not be added to the group. One of the key objectives of adding photos to a group was to allow the conference organizers to provide a single link to the posters on the conference websites and related promotional activities. However, using groups in this manner was not suitable, so a workaround was found in the form of galleries. Galleries on Flickr are “a way to curate up to 18 public photos or videos of your fellow members into one place” [28]; therefore, the poster chair created an eHealth 2011 gallery and added the nine uploaded posters to the gallery and it was this link that was then promoted.

**Results**

Unfortunately, Flickr only allows users to view the distribution of page views over time within a rolling 28-day period. Therefore, the results presented here are limited to total page views only. The eHealth 2011 gallery front page was set up on November 20, 2011, during the actual event phase, with nine posters and received 520 views. However, individual posters received more page views indicating referrals from other sources (eg, search engines with indexed keywords in the poster title and description). Table 3 shows the number of page views for each poster.

**Table 3. Number of page views on Flickr for each poster.**

<table>
<thead>
<tr>
<th>Poster title</th>
<th>Page views, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Guidance for Review and Approval of the U-health Care Medical Device</td>
<td>51</td>
</tr>
<tr>
<td>Enhancement of Sensitivity with Gathering Internet-Based Systems for Early</td>
<td>43</td>
</tr>
<tr>
<td>Threat Detection Within the Global Health Security Initiative (GHSI): The EAR Project</td>
<td></td>
</tr>
<tr>
<td>Social Networks and Medical Doctors and Students</td>
<td>833</td>
</tr>
<tr>
<td>Epidemic Intelligence (EI) in France: Social Networking Emphasising the</td>
<td>51</td>
</tr>
<tr>
<td>Process</td>
<td></td>
</tr>
<tr>
<td>A Remote Elderly Assisted Living (REAL) System</td>
<td>121</td>
</tr>
<tr>
<td>Representing and Accessing Scientific Knowledge About the Alzheimer’s Disease:</td>
<td>55</td>
</tr>
<tr>
<td>The Semantic BiblioDem Portal</td>
<td></td>
</tr>
<tr>
<td>Review of Evaluation Processes of Web-based Systems Mining Medical</td>
<td>36</td>
</tr>
<tr>
<td>Information Applied to Epidemic Intelligence</td>
<td></td>
</tr>
<tr>
<td>Reinforcing Antimicrobial Pharmacology Knowledge of Health Science Students</td>
<td>138</td>
</tr>
<tr>
<td>Through a Tower Defense Video Game</td>
<td></td>
</tr>
<tr>
<td>Connect and Share: Helping Seniors with Social Isolation Use Facebook</td>
<td>161</td>
</tr>
<tr>
<td>Total</td>
<td>1489</td>
</tr>
</tbody>
</table>

Since November 2011, during the postevent phase, the mean number of page views per poster was 165, but a single poster received the majority of the page views (n=833). Due to not having access to the referral data for the posters, it is hard to determine why this poster received more page views than the others combined. A potential explanation is that the user may have already had a following on Flickr, but this was the only upload that this user made. More likely explanations are that the author had an active Twitter account with more than 300 followers where a link to the poster was posted and also the keyword-friendly title of the poster (“Social Networks and...”)

http://www.jmir.org/2016/7/e191/
Medical Doctors and Students”) may have drove traffic via search engine referrals.

Conclusions
In total, the online poster session created more than 2000 page views to the gallery and posters. In comparison to high-traffic sites, this figure could be seen as insignificant, but there were approximately 30 delegates present at the eHealth poster session and the online poster presentation represented a percentage increase in views of approximately 6500%. In addition to page views, an online poster session increased the lifetime and permanency of the posters and also had the potential to promote discussion during the conference and after the conference ended (although no comments were made at the time of writing on any of the individual poster pages).

Liveblog
To make the conference more exciting for virtual participants, we ran a live blogging service by a dedicated reporter (science journalist) who attended the event specifically in this capacity. The live blogging platform CoverItLive [29] was used during the conference to implement the Liveblog. This allowed the reporter to provide live coverage during the conference so that an external audience could follow the proceedings, comment, and question the participants. The reporter also acted as an online moderator and could, if it proved necessary, block unsuitable comments and spam from being published. Very few external users commented via CoverItLive. Only three comments were made in this way and, of these, only two of these were published after moderation.

Another benefit of CoverItLive was that it also aggregated Twitter messages using the conference hashtag, which was by far the most common route for participators to make comments. On analysis of CoverItLive’s statistics, there were 416 readers of the live blog, although information on their locations was not available. At the end of the conference, the social media aspects of the conference were archived by allowing a replay of the Liveblog on the conference website.

Table 4. Summary of information gathered from the CoverItLive blog.

<table>
<thead>
<tr>
<th>Information category</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reader information</strong></td>
<td></td>
</tr>
<tr>
<td>Total readers</td>
<td>416</td>
</tr>
<tr>
<td>Email reminders set</td>
<td>0</td>
</tr>
<tr>
<td><strong>Published entries</strong></td>
<td></td>
</tr>
<tr>
<td>Reporter comment</td>
<td>180</td>
</tr>
<tr>
<td>Twitter comment</td>
<td>375</td>
</tr>
<tr>
<td><strong>Reader comment</strong></td>
<td></td>
</tr>
<tr>
<td>Reader comments sent</td>
<td>3</td>
</tr>
<tr>
<td>Reader comments published</td>
<td>2</td>
</tr>
<tr>
<td><strong>Media count</strong></td>
<td></td>
</tr>
<tr>
<td>Images shown</td>
<td>1</td>
</tr>
<tr>
<td>Newsflashes</td>
<td>1</td>
</tr>
<tr>
<td><strong>Google Analytic</strong></td>
<td></td>
</tr>
<tr>
<td>Number of replays</td>
<td>1507</td>
</tr>
<tr>
<td><strong>Highest number of participants noted on blog at any one time (Tuesday morning)</strong></td>
<td>20</td>
</tr>
</tbody>
</table>

Comments made by the readers were positive and ranged from an acknowledgment of being able to access and follow the conference (eg, “Learning a lot from this; thanks guys”) to more specific evaluations and questions (eg, “Ruth Hunter gave a great talk on the novel systems for behavior change...would be great to learn more about what motivates different age cohorts”).

Conclusion
The CoverItLive blog increased the reach of the conference to a wider audience with external participants logging in to make a connection with the conference output. The provision of the blog was effective in creating a wider and engaged audience, which allowed the conference to have a greater impact. The direct questioning of some of the speakers at the conference by the external participants demonstrated a physical community coming together virtually to take part in a real-time conference event. This suggests a future model for widening participation and the impact of scientific conferences.

Despite the lack of information about the location of the audience, it was clear that many people found the information provided useful as evidenced by the high number of views that could be seen by examining the Google Analytics information.

Email Lists
To further promote the event, we used existing Yahoo! email lists with a combined total of approximately 300 users to send the call-for-papers and other conference announcements. In addition, we used our own list of nearly 2000 email addresses of participants at past conferences and other events. The numbers of email addresses on the latter list at the beginning
and end of the various phases are shown in Table 5. Most of the email gathering activity occurred during the setup phase. Furthermore, we estimated that approximately 5% to 10% of the emails that were sent bounced. Note that the maximum, mean, and total outreach results in Table 2 include the numbers of all email lists combined.

Table 5. Number of email recipients in our own list.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Email addresses at phase start, n</th>
<th>Email addresses at phase end, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup</td>
<td>652</td>
<td>1828</td>
</tr>
<tr>
<td>Active promotion</td>
<td>1828</td>
<td>1888</td>
</tr>
<tr>
<td>Last-minute promotion</td>
<td>1888</td>
<td>1889</td>
</tr>
<tr>
<td>Actual event</td>
<td>1889</td>
<td>1889</td>
</tr>
<tr>
<td>Postevent</td>
<td>1889</td>
<td>1889</td>
</tr>
</tbody>
</table>

Discussion

Our results show that the outreach of a scientific conference can be much higher than measured by traditional impact measures (ie, conference attendees and published proceedings). Despite this physical community during and after the conference, we also took online channels and social media into account. Although many scientific conferences today already use email lists and websites to promote their event, our case study shows that additional outreach can be achieved through social media. Based on the presented data, we can observe that the impact of the different types of channels varies:

Flickr: perhaps most effective (postevent) is the use of a photo gallery service such as Flickr to build a permanent “virtual poster session.” Essentially, we were able to increase the outreach of normal poster session attendees of approximately 30 people to approximately 2000 views on the Flickr gallery.

Liveblog: the use of the hashtag on Twitter and its integration into the live blogging service operated during the conference brought in more interactivity than with physical attendees only. Thus, additional questions were raised from the virtual community that were not present at the conference and members of both the virtual and physical communities discussed the actual conference presentations online.

Twitter/Facebook: Twitter was best in terms of creating a longitudinal complex stream of information (600 followers receiving regular updates vs 80 likes on Facebook). It seems that the scientific community (at least for this conference) prefers Twitter over Facebook to be informed about and discuss conferences. The popularity of Twitter might be that it is a public medium as opposed to the closed network that Facebook supports. Moreover, at the time of the conference there was no equivalent of the hashtag on Facebook. However, we cannot make a general statement here as we only measured the data for one event. In addition, we have to say that approximately 400 of the 600 Twitter followers might be a result of “follow back” behavior (ie, following other users once they are followed by them). Nevertheless, we can assume the remaining 200 followed the account driven by their own interest.

In summary, our results show that the use of Twitter and email are most effective in terms of outreach in the phases before and during the event. However, the website accumulated the highest total in the active promotion phase and Liveblog, Facebook, and the website gained more attraction during the event. For the postevent phase, although there was still some activity on Twitter, the “natural winners” are those channels that have archiving characteristics (ie, Flickr for the poster session and the offline and online proceedings). Based on these results, it could be advantageous to focus activities on these channels according to our phases.

Limitations

This study also has a number of limitations. Most importantly, we analyzed each channel individually on its own. We did not try to identify or analyze interconnections between the various channels. For instance, it would be interesting to see how many tweets brought users to the website and the other way round, and how many clicks to the Twitter box from the home page resulted in a retweet. There might also be duplicates in terms of the actual people behind the different media users. This is why we can only speculate about the actual outreach. A more complete analysis would try to remove duplicates and identify the links between the different channels. However, some links may not be detectable (eg, anonymous webpage visitors cannot be tracked to their potentially existing social media accounts).

In addition, for the postevent phase, we only took data from a 12-day period after the conference. Of course, increased outreach could be achieved if measured for a longer period. For instance, proceedings have actually been printed and distributed a couple of months after the event. Moreover, individual paper downloads usually occur a long time after the event. Although access to the poster gallery on Flickr continues, the paper downloads are a traditional means of measuring outreach and will most likely not influence the “new” means of outreach. However, maintaining a virtual community for an extended period after a real event might be useful and important (eg, to support the next event related to the previous one because, typically, scientific conferences happen annually).

One final limitation of this study is that factors relating to effort and cost-effectiveness have not been considered. There is clearly the potential to reduce effort in some of the activities (eg, by linking social media accounts so that a single post appears on various channels), but there were considerable costs for the authors with respect to time taken to create the accounts, formulate strategies, and then create and post content. For practical use, these factors need to be carefully identified and further work is needed in this area to gauge whether the use of
freely available channels such as Twitter are cost-effective in comparison to more static channels, such as the website, which have considerable setup costs.

**Future Work**

Future work could try to find the interconnectivity in the outreach of the different media channels and the link between the virtual community growth and the real community behind it. For some channels, more intensive data crawling could help to find these analyses (eg, linking the Twitter users that received retweets to previous retweets or other involvement). Other findings might only be possible by tracking known users or asking them for their consent to reveal their online identity and use this data (eg, linking a user on Twitter to a real person who might be an attendee at the conference and a visitor of the website).

Further research could aim to generate a social network and understand the topological changes caused by such an event (eg, what is the rate of the increased density of the social network as a result of meeting in person at a conference?). A possible way to collect a richer dataset for this purpose would be to start the usage of Twitter earlier and build up a larger number of followers. For example, theUSENIX Association has a Twitter account (@usenix) with more than 4100 followers (at the time of writing this paper), which has existed since November 2008. This account is reused to announce and promote various conferences organized byUSENIX. An important factor here is to maintain the community for a series of events. Applying our approach to accounts and organizations such as these would allow for even larger longitudinal analyses.

Finally, future work could add live stream audio/video from the conference to the website to better engage with virtual participants. Unfortunately, this was not possible at eHealth 2011 for local logistical reasons. Other conference series use this type of media already to increase their outreach (eg, the Chaos Communication Congress and the USENIX Annual Technical Conference provide audio and video records of their events on their website). However, the effects of this outreach and its meaning compared to other media channels have not been analyzed in a longitudinal fashion yet.

**Conclusion**

In this paper, we present a robust framework to define a physical and virtual community around an event and the role and effectiveness of online and social media usage in the promotion and presentation of a scientific conference.

The main approach is to establish a virtual community around the physical community of the real event; we also established five phases for event promotion (setup, active promotion, last-minute promotion, actual event, postevent) with the aim to observe the community growth behavior over the five phases around the event. In contrast to existing works, we made a comparative analysis of the media channels and a longitudinal study rather than looking at snapshots of data from a single medium. We also combined a virtual and a physical community, analyzed their growth and behavior over the five phases with respect to dissemination of scientific outputs and outreach, and we measured the outreach and engagement by two-way communication (ie, we were promoting the event and mining the data about the promotion at the same time). To illustrate our approach, we presented a case study of a real scientific event, the eHealth 2011 conference, which took place in Malaga, Spain, in November 2011. As we ran the conference, we also had a unique opportunity to develop and measure the outreach strategy of the conference with full understanding and insight into the social media strategy rather than just analyzing social media data of a random event.

The main achievement was the novel generalizable framework and we found insights into one conference outreach using our novel method. Our framework includes five phases for event promotion (setup, active promotion, last-minute promotion, actual event, postevent), defines virtual and physical communities, defines outreach and impact measures, and provides guidelines to measure the outreach of separate social media channels. Results from our case study of the eHealth 2011 conference revealed that it seems advantageous to focus on different media channels in each of the five phases: A mix of Twitter, email, and a website can be recommended to achieve the highest outreach before the conference, and these channels can be extended with Facebook and a Liveblog during the event, whereas the best channels after the event were Twitter and (for the long run) Flickr and proceedings. This is a cornerstone of research into a more robust understanding and analysis of social media promotion strategies for conference organizers who wish to apply our framework.
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Abstract

Background: More people are seeking health information online than ever before and pharmaceutical companies are increasingly marketing their drugs through social media.

Objective: The aim was to examine two major concerns related to online direct-to-consumer pharmaceutical advertising: (1) how disclosing an affiliation with a pharmaceutical company affects how people respond to drug information produced by both health organizations and online commenters, and (2) how knowledge that health organizations control the display of user-generated comments affects consumer health knowledge and behavior.

Methods: We conducted a 2×2×2 between-subjects experiment (N=674). All participants viewed an infographic posted to Facebook by a health organization about a prescription allergy drug. Across conditions, the infographic varied in the degree to which the health organization and commenters appeared to be affiliated with a drug manufacturer, and the display of user-generated comments appeared to be controlled.

Results: Affiliation disclosure statements on a health organization’s Facebook post increased perceptions of an organization-drug manufacturer connection, which reduced trust in the organization (point estimate –0.45, 95% CI –0.69 to –0.24) and other users who posted comments about the drug (point estimate –0.44, 95% CI –0.68 to –0.22). Furthermore, increased perceptions of an organization-manufacturer connection reduced the likelihood that people would recommend the drug to important others (point estimate –0.35, 95% CI –0.59 to –0.15), and share the drug post with others on Facebook (point estimate –0.37, 95% CI –0.64 to –0.16). An affiliation cue next to the commenters’ names increased perceptions that the commenters were affiliated with the drug manufacturer, which reduced trust in the comments (point estimate –0.81, 95% CI –1.04 to –0.59), the organization that made the post (point estimate –0.68, 95% CI –0.90 to –0.49), the likelihood of participants recommending the drug (point estimate –0.61, 95% CI –0.82 to –0.43), and sharing the post with others on Facebook (point estimate –0.63, 95% CI –0.87 to –0.43). Cues indicating that a health organization removed user-generated comments from a post increased perceptions that the drug manufacturer influenced the display of the comments, which negatively affected trust in the comments (point estimate –0.35, 95% CI –0.53 to –0.20), the organization (point estimate –0.31, 95% CI –0.47 to –0.17), the likelihood of recommending the drug (point estimate –0.26, 95% CI –0.41 to –0.14), and the likelihood of sharing the post with others on Facebook (point estimate –0.28, 95% CI –0.45 to –0.15). (All estimates are unstandardized indirect effects and 95% bias-corrected bootstrap confidence intervals.)

Conclusions: Concern over pharmaceutical companies hiding their affiliations and strategically controlling user-generated comments is well founded; these practices can greatly affect not only how viewers evaluate drug information online, but also how likely they are to propagate the information throughout their online and offline social networks.
Introduction

The emergence of new interactive communication media has drastically affected the way many people seek out health information and discuss health topics. More than 70% of Internet users seek health information online for themselves and others; 55% of all users go online to diagnose ailments, 40% go online to seek information about medical treatments, and over 15% go online to look up drugs that they saw advertised [1]. Given the amount of people who use the Internet for health information seeking, it is not surprising that pharmaceutical companies have increasingly marketed their drugs through interactive websites and social media [2,3]; this practice is commonly referred to as direct-to-consumer advertising (DTCA). Recent estimates indicate that online pharmaceutical DTCA expenditures have continued to increase, while DTCA spending through more traditional broadcast media (eg, TV) has decreased. Due to its unparalleled scope and a complete lack of rigid law enforcement, online DTCA contributes to the characterization of Internet activity as being akin to the “Wild West” [4]. Overall, there is a critical need for more research that examines how online DTCA affects consumer health knowledge and decision making [5].

This study examines two serious concerns about online DTCA that researchers and health professionals view as essential to address [5-8]. The first major concern is that pharmaceutical companies might market their drugs on social media indirectly through seemingly neutral third-party sources that are, in reality, controlled or influenced by the pharmaceutical companies [5-7,9]. We examine the ramifications of such practices on social media for both individual commenters and for organizations that post drug information. The second major concern relates to the practice of strategically controlling user-generated contributions. For instance, companies might present “…moderated forums/sites that appear interactive but only offer one-sided communication” (p 824 [9]). Likewise, it is “…possible for manufacturers to support third-party bloggers, posters, and Twitter users who make flattering claims and discredit negative claims about their products in online discussions” (p 2088 [7]).

To understand the magnitude of these concerns, we conducted an experiment that examines how (1) disclosing an affiliation with a drug company, and (2) strategically controlling user-generated comments affects the evaluation of drug information provided on social media. Specifically, we examine the degree to which these concerns and practices affect peoples’ trust in multiple information sources, their likelihood of recommending a pharmaceutical drug to friends and family, and their likelihood of sharing pharmaceutical drug information with others in their online social network.

Direct-to-Consumer Advertising

Although proponents argue that DTCA has benefits, such as educating consumers and improving patient-physician interaction, opponents argue that it has many harmful effects, such as misinforming patients and overemphasizing benefits [10]. The United States and New Zealand are the only two developed countries where DTCA is legal [11]. The US Food and Drug Administration (FDA) is responsible for DTCA oversight and has regulated drug marketing that appears through traditional broadcast media, banning misleading statements and creating categories for different types of advertisements. Product claim ads mention a specific drug by name and the ailment it intends to treat. This type of advertisement must follow a “fair balance” rule, meaning that benefits and risks are given equal coverage. Help-seeking ads, which mention an ailment but not the name of a drug, and reminder ads, which mention a drug but not what it treats, are not required to meet the fair balance rule.

The emergence of social media and other interactive platforms has only exacerbated concerns related to DTCA leading prominent scholars and health professionals to wonder “…whether regulatory responses by FDA are responsive and adaptive enough to address the inherent challenges faced by a universe of digital and Internet-based forms of DTCA” (p 271 [12]). Specifically, researchers and health professionals are extremely concerned that companies will market their drugs online in ways that (1) obscure the role companies play in producing drug information, and (2) strategically control user-generated contributions to promote a favorable, one-sided view of a company and its products [5,8,12]. A recent content analysis clearly documents how prominently pharmaceutical companies are using Facebook, YouTube, and Twitter for promotional activities [3]. In order to better understand how these specific concerns about online DTCA might affect the evaluation of drug information appearing on social media, we draw on research that more broadly examines how features of new media affect the evaluation of information.

Warranting Theory

Researchers have applied warranting theory [13,14] to understand how features of new media affect evaluations of people [15], companies [16,17], products [18], and websites [19]. A central premise of warranting theory is that people trust information more or less depending on its warranting value; the warranting value of information is defined as the degree to which information is controlled or manipulated by the target it describes. The more people perceive information about a target (eg, person, organization, company) to be under the control of the target, the less they trust the information [20].
Masking the Identity or Affiliations of an Information Source

As in the case of online DTCA, the complexities of new media can make it difficult to know the true identity of an information source or with whom the source is affiliated. Researchers have documented the many ways that online sources try to influence viewers by masking their true identities [21,22]. The prevalence of fake online reviews, commissioned or produced by the target being evaluated [23], provides a prominent example of how source obfuscation occurs online. Warranting theory predicts that information produced by a third party is more influential the less people perceive it to be under the control of the target being evaluated [13]. A recent study supported this prediction by indicating that online reviews were less impactful the more people were uncertain about the true identity of the reviewers [16].

Overall, consumers tend to trust user-generated reviews or word-of-mouth more than traditional advertisements [24,25]. The persuasive value of personal testimonials in health settings is also well understood [6], and is what makes researchers [9] so concerned about online DTCA wherein the affiliations people or companies have with pharmaceutical companies are not disclosed. Consistent with warranting theory, it is expected that people will trust favorable information about a pharmaceutical drug on social media more the less they perceive the drug manufacturer to be affiliated with third-party information sources. This expectation applies to organizations that post drug information to social media as well as people who comment on such posts. Cues that suggest a connection between organizations or commenters and a drug manufacturer should diminish the warranting value of any favorable evaluations they produce, thus (1) making the information less trustworthy, (2) making people less likely to recommend the drug, and (3) making people less likely to share the information with others in their social network.

Strategically Controlling User-Generated Posts on Social Media

Even when information sources truly are third parties with no connection to the target they are evaluating, features of new media can still permit targets to exert control over information they produce. Notably, targets can selectively delete some user-generated content to promote a favorable view of themselves or their products. When targets can delete user-generated content, they can exert control over third-party content, not by editing or influencing the content of messages, but by curating the composition of third-party messages that appear online. As such, targets can orchestrate the false appearance that all online commenters or reviewers share the same opinion about some issue or product (eg, they all view a drug favorably). How targets strategically control the dissemination of third-party information is increasingly important to examine because of the enhanced trust people afford user-generated content [26-29]. If no cues exist to suggest that a target is controlling the dissemination of user-generated content, viewers are likely to view the user-generated content as having a high degree of warranting value [13]. However, actions or cues that suggest that a target is controlling the dissemination of user-generated content (eg, deleting comments, restricting access to content) can lower the perceived warranting value of the information, and thus its impact on viewers’ attitudes and behaviors. A recent experiment supports this prediction in an online review setting showing that positive reviews of a company led to more favorable attitudes toward the company, the more viewers believed that the company could not control or influence what reviews were displayed [16]. We argue that the same principle should apply to control over user-generated drug evaluations on social media. Specifically, cues that indicate that user-generated evaluations of a drug have been removed from a post should increase perceptions that the drug manufacturer is controlling the dissemination of the user-generated evaluations, thus (1) lowering trust in any remaining favorable user-generated evaluations, (2) making people less likely to recommend the drug, and (3) making people less likely to share the information with others in their social network.

Methods

Research Design Overview

Participants in this 2 (organization affiliation) × 2 (commenter affiliation) × 2 (comment deletion) between-subjects experiment were randomly assigned to one of eight conditions. Across all conditions, participants viewed an infographic posted on Facebook by a fictitious health organization about a fictitious prescription allergy drug called OpenAir; the post was always accompanied by user-generated comments. After viewing the stimulus materials, participants completed an online questionnaire and were thanked for their participation.

Ethics

The study was determined category 2 exempt research by the Ohio State University Institutional Review Board in accordance with the U.S. Department of Health & Human Services. It is most appropriately categorized as research that uses common survey procedures. Authors did not register the trial prospectively because they did not regard this as a clinical trial.

Sample

The sample consisted of 674 participants from an online panel who received financial compensation in exchange for their participation. Participants ranged in age from 18 to 85 years (mean 52.86, SD 15.00) and identified as Caucasian (n=587), African American (n=44), Asian or Asian American (n=20), Native American (n=3), Hispanic (n=10), and other (n=10). More participants identified as female (n=515) than male (n=159). Participants were recruited by Qualtrics; incentives were handled by Qualtrics and disclosed to participants prior to their participation.

Stimulus Materials

Across all conditions, participants viewed an infographic that the health organization Expert Opinions in Medicine (EOIM) posted to Facebook. The infographic always contained a quote from a medical doctor about a prescription allergy drug called OpenAir made by Darby Pharmaceuticals. The quote indicated that the drug is effective at treating seasonal allergies. The
infographic was always accompanied by three comments from users who indicated that the drug is very effective. The health organization EOIM, the company Darby Pharmaceuticals, and the prescription drug OpenAir were all fictitious and were created to resemble actual entities.

For the organization affiliation factor, changes were made to the infographic to induce variability in participants’ awareness of EOIM’s affiliation with Darby Pharmaceuticals—the ostensible manufacturer of the drug OpenAir. In the nonaffiliated condition, the following statement appeared at the bottom of the infographic: “Expert Opinions in Medicine—An Independent Research Organization.” In the affiliated condition, the statement read “Expert Opinions in Medicine—A Research Organization Funded by Darby Pharmaceuticals.” In addition to this difference, a medical doctor who works for EOIM is quoted in the infographic. The nonaffiliated condition indicated the medical doctor is the Executive Director at EOIM, whereas the affiliated condition adds that he is also an OpenAir Senior Research Scientist at Darby Pharmaceuticals.

We manipulated the other two experimental factors in the comment section that accompanied the infographic. Across all conditions, there were three positive comments on the infographic post. For the commenter affiliation induction, “Darby Pharma” appeared next to the commenters’ names in the affiliation condition (eg, Mel L., Stockton-Darby Pharma). In the nonaffiliation condition, no indication was provided that the commenters were associated with Darby Pharmaceuticals. For the dissemination control induction, the caption “We reserve the right to hide or delete comments” appeared above the comments in the deletion condition. In addition, the comment section also indicated that some comments had been hidden. In the nonremoval condition, no statement was provided about the organization’s deletion policy and no cues indicated that deletion had occurred. Sample stimuli are provided in Figures 1 and 2.

Figure 1. Sample stimulus Facebook infographic post: organization affiliation, comment deletion, and commenter affiliation condition.

![Sample stimulus Facebook infographic post: organization affiliation, comment deletion, and commenter affiliation condition.](image1)

Figure 2. Sample stimulus Facebook infographic post: no organization affiliation, no comment deletion, and no commenter affiliation condition.

![Sample stimulus Facebook infographic post: no organization affiliation, no comment deletion, and no commenter affiliation condition.](image2)

**Measures**

**Organization Affiliation**

The extent to which the organization EOIM was perceived to be affiliated with Darby Pharmaceuticals was assessed using three items measured on 7-point scales with endpoints ranging from extremely unlikely to extremely likely. The items were “Expert Opinions in Medicine is affiliated with Darby Pharmaceuticals,” “Expert Opinions in Medicine is connected with Darby Pharmaceuticals,” and “Expert Opinions in Medicine is funded by Darby Pharmaceuticals.” The reliability of all scales was assessed via Cronbach’s alpha (α=.94).

**Dissemination Control**

The extent to which Darby Pharmaceuticals was perceived to control what comments appeared on the Facebook post was assessed with items validated in previous work [30]. Four items measured on 7-point scales were used with endpoints ranging from extremely unlikely to extremely likely (α=.97). Items included “Darby Pharmaceuticals controlled what comments appeared on the Facebook post” and “Only comments approved by Darby Pharmaceuticals appeared on the Facebook post.”

**Commenter Affiliation**

The extent to which commenters were perceived to be affiliated with Darby Pharmaceuticals was assessed using three items.
measured on 7-point scales with endpoints ranging from extremely unlikely to extremely likely (α=.96). Items included “The people posting comments are affiliated with Darby Pharmaceuticals” and “The people posting comments are employed by Darby Pharmaceuticals.”

**Organization Trust**

Perceived trust in the organization EOIM was assessed via four items on 7-point semantic differential scales. The stem stated “The organization Expert Opinions in Medicine is...” and the bipolar adjectives were as follows: not credible/credible, untrustworthy/trustworthy, not believable/believable, biased/unbiased (α=.96).

**Comment Trust**

Perceived trust in the comments was assessed via five items on 7-point semantic differential scales. The stem stated “The comments people posted are...” and the bipolar adjectives were as follows: untrustworthy/trustworthy, biased/unbiased, not credible/credible, not reliable/reliable, not believable/believable (α=.97).

**Drug Recommendation**

To assess interpersonal influence, we measured the extent to which people would recommend the drug OpenAir to important others using four items measured on 7-point scales with endpoints ranging from strongly disagree to strongly agree (α=.97). Items included “I would recommend OpenAir to a friend looking for a good allergy medication” and “I would recommend OpenAir to a family member looking for a good allergy medication.”

**Facebook Endorsement**

To assess influence through mass communication, we measured the extent to which people would endorse and share the post about OpenAir with an entire online social network using four items measured on 7-point scales with endpoints ranging from strongly disagree to strongly agree (α=.98). Items included “I would ‘share’ the post by Expert Opinions in Medicine with my Facebook friends,” “I would ‘share’ the post by Expert Opinions in Medicine with my Facebook friends who have allergy problems,” “I would ‘like’ the post by Expert Opinions in Medicine on Facebook,” and “I would ‘like’ the organization Expert Opinions in Medicine on Facebook.”

**Demographics**

Whether participants suffer from seasonal allergies was assessed with one item. Participants were asked to indicate how much they agree with the following statement: “Seasonal allergies are a problem for me.” Participants were also asked to indicate whether they use Facebook. Facebook users then indicated approximately how often they access Facebook. In addition, participants responded to demographic items including gender, race/ethnicity, and age.

**Attention Checks**

In all conditions, participants were asked one question for each induction to determine the degree to which they attended to the information in their assigned condition. To check the organization affiliation induction, we asked, “According to the Facebook post you viewed, which of the following statements is true?” The answer options were, “Expert Opinions in Medicine is an independent research organization,” “Expert Opinions in Medicine is an organization that is funded by Darby Pharmaceuticals,” and “I am not sure.” To check the commenter affiliation induction, we asked, “Was there any evidence that the people who commented on the Facebook post were associated with Darby Pharmaceuticals?” and to check the comment deletion induction we asked, “Was there any evidence on the Facebook post you viewed that the organization hides or deletes comments?” The answer options for both questions were yes, no, and I am not sure.

**Results**

**Data Exclusion**

Before conducting the primary analyses, we examined how participants responded to the attention check questions. Participants who answered incorrectly to one or more of the attention check items were removed from the analyses (n=265). Participants who did not answer any of the questions incorrectly were retained (n=409). These two groups of participants did not significantly differ in their age, gender, ethnicity, Facebook use, or whether they suffered from seasonal allergies (all P values >.21).

**Analysis Plan**

For each experimental factor, we first provide a t test that directly estimated how each induction affected perceptions of the mediating construct it was expected to vary (ie, organization affiliation, dissemination control, or commenter affiliation). Next, the macro PROCESS [31] was used to estimate the indirect effect each induction had on the outcome measures, through the proposed mediator. We first provide unadjusted indirect effect estimates and then provide covariate-adjusted estimates. A zero-order correlation matrix is provided that includes means and standard deviations for all variables in the analyses (Table 1).
The direct test estimates –0.02, –0.12, –0.26), and drug recommendation estimates were as follows for each outcome: organization trust, (2) trust in the comments, and (3) the organizational affiliation induction did not indirectly affect (1) organization trust index (point estimate –0.11, 95% CI –0.21 to –0.02), comment trust index (point estimate –0.09, 95% CI –0.18 to –0.02), and drug recommendation likelihood index (point estimate –0.09, 95% CI –0.18 to –0.004). A similar pattern was found for the Facebook endorsement outcome but the 95% confidence interval narrowly included zero: index (point estimate –0.08, 95% CI –0.19 to 0.01).

**Dissemination Control**

An independent samples t test indicated that participants perceived Darby Pharmaceuticals to have more control over what comments appeared on the EOIM post when cues indicated that deletion had occurred (t(407)=4.39, P<.001, \(\eta^2=.05\)). Using Model 4 of the macro PROCESS, we estimated the indirect effect the induction had through perceptions of dissemination control on each outcome measure. Significant indirect effects were found on organization trust (point estimate –0.31, 95% CI –0.47 to –0.17), comment trust (point estimate –0.35, 95% CI –0.53 to –0.20), drug recommendation likelihood (point estimate –0.26, 95% CI –0.41 to –0.14), and Facebook endorsement likelihood (point estimate –0.28, 95% CI –0.45 to –0.15). The preceding analyses were reran controlling for perceptions that the organization and the commenters were affiliated with Darby Pharmaceuticals. When including the covariates in the mediation models, all of the indirect effects remained significant; the confidence interval of each adjusted estimate overlapped with its respective nonadjusted confidence interval. That is, the estimates did not significantly differ in magnitude.

**Commenter Affiliation**

An independent samples t test indicated that participants perceived the commenters to be more affiliated with Darby Pharmaceuticals when the cue “Darby Pharma” appeared next to their names (t(407)=10.59, P<.001, \(\eta^2=.22\)). Using Model 4 of the macro PROCESS, we estimated the indirect effect the induction had through perceptions of commenter affiliation on each outcome measure. Significant indirect effects were found on organization trust (point estimate –0.68, 95% CI –0.90 to –0.49), comment trust (point estimate –0.81, 95% CI –1.04 to –0.59), drug recommendation likelihood (point estimate –0.61, 95% CI –0.82 to –0.43), and Facebook endorsement likelihood (point estimate –0.63, 95% CI –0.87 to –0.43). The preceding analyses were reran controlling for perceptions that the organization was affiliated with Darby Pharmaceuticals and...
perceptions that Darby Pharmaceuticals controlled the dissemination of the comments. When including the covariates, all the indirect effects remained significant, the confidence interval of each adjusted estimate always overlapped with its respective nonadjusted confidence interval except in one case. The covariate-adjusted indirect effect on comment trust was significantly attenuated (point estimate –0.37, 95% CI –0.54 to –0.23).

**Full Sample**

As noted previously, participants were removed from the analyses if they incorrectly responded to one of the attention check items. The purpose of removing the participants was to reduce error and provide a clearer test of the hypothesized relationships. However, in real-world settings, people may only provide fleeting attention to social media posts and/or may be unable to accurately recall what they viewed. As such, there is some value in being exhaustive and looking at the estimates for the full sample—even if this includes participants who made no honest attempt to read or respond to the survey items. As indicated in Table 2, all the indirect effects were significant for the full sample. Although the estimates for the full sample are attenuated relative to the reduced sample, they cannot be statistically differentiated because their respective 95% confidence intervals overlap.

**Table 2.** Indirect effects full sample (N=672): point estimates and 95% confidence intervals.\(^a\)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Organization trust</th>
<th>Comment trust</th>
<th>Drug recommendation likelihood</th>
<th>Facebook endorsement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization affiliation</td>
<td>–0.32 (–0.46, –0.19)</td>
<td>–0.26 (–0.40, –0.13)</td>
<td>–0.18 (–0.31, –0.06)</td>
<td>–0.16 (–0.30, –0.03)</td>
</tr>
<tr>
<td>Comment deletion</td>
<td>–0.18 (–0.30, –0.06)</td>
<td>–0.21 (–0.34, –0.07)</td>
<td>–0.16 (–0.27, –0.06)</td>
<td>–0.17 (–0.29, –0.06)</td>
</tr>
<tr>
<td>Commenter affiliation</td>
<td>–0.47 (–0.62, –0.34)</td>
<td>–0.56 (–0.73, –0.42)</td>
<td>–0.42 (–0.56, –0.30)</td>
<td>–0.40 (–0.55, –0.28)</td>
</tr>
</tbody>
</table>

\(^a\) Estimates are provided with their respective 95% bias-corrected bootstrap confidence interval based on 10,000 resamples.

**Discussion**

**Principal Findings**

The findings from this study illustrate how important it is to better understand the effects of DTCA in a new media environment. A major concern expressed in past research [5,7,9] is that information sources might be “blurred” online, making it difficult to know when a pharmaceutical company is sponsoring or influencing the production of drug information. The results of this study suggest that cues that disclose connections between health organizations and pharmaceutical companies affect how people process drug information posted on social media. Specifically, disclosing an affiliation decreased (1) trust in an organization that posted information about a drug, (2) trust in comments posted by other site users about the drug, (3) the likelihood of recommending the drug to family or friends, and (4) the likelihood of propagating the drug message further throughout their online social network. Illustrating the complexity of new media environments that contain multiple information sources, the results also indicate that these effects are increasingly pronounced when it appears that a website proprietor controls the dissemination of user-generated comments on a webpage.

Beyond moderating the effect perceptions of organizational affiliation had on the outcome measures, perceptions of control over the dissemination of user-generated content independently affected the outcomes. This type of strategic control over user-generated content has been emphasized as a major concern for online DTCA [7,9]. The findings validate these concerns and help estimate how greatly controlling the dissemination of user-generated content can affect people who view health information posted online. Cues that indicated that an organization removed some of the user-generated comments that accompanied their posts increased people’s perceptions that the drug manufacturer was behind the removal. Notably, the more people thought that the drug manufacturer was controlling the dissemination of the user-generated comments, the less people trusted the user comments and the health organization that posted the infographic. Again, the complexities of a new media environment are illustrated. How information posted by website users is perceived to be controlled not only affects how people evaluate remaining user contributions, it also affects how people view the proprietor of the website (eg, the health organization EOIM). In addition to influencing how people trusted the user-generated comments and the health organization EOIM, control over the dissemination of user-generated content affected the likelihood that people would recommend the drug to others, and endorse/share the information with others in their online social network.

The commenter affiliation induction had similar, yet independent, effects on all the outcome measures. The results indicate that a single affiliation cue next to commenters’ names can significantly increase people’s knowledge that the commenters are affiliated with the drug company, which, in turn, can affect trust in a health organization, comment trust, drug recommendation likelihood, and the likelihood of endorsing and sharing the information with others online. Because personal testimonials from average citizens are highly influential, paid representatives or company employees who post information online without disclosing their connection to a pharmaceutical company is thought to be exceedingly troublesome [9]. The findings from this study distinctly illustrate how impactful it can be when company-affiliated individuals masquerade as neutral, third-party contributors online.

From a practical perspective, the results highlight the need for future FDA guidelines to mandate that pharmaceutical companies clearly disclose connections within messages posted online.
to any website or social media platform that they directly fund, control, or support in some manner. Past research suggests companies have minimized or obscured such disclosures [32]. The bigger challenge, however, is whether it is feasible to regulate how pharmaceutical companies control information about their products across new media platforms that they might only indirectly influence or control [7,12]. Obviously pharmaceutical companies should not be expected to police the entire Internet. Nevertheless, regulations that only pertain to content posted to “official” company media might overlook relationships that—according to the results of this study—would greatly influence how people evaluate drug information.

The FDA has issued draft guidance documents that outline (1) when companies are responsible for user-generated content, (2) recommendations for how they should respond to user-generated content for which they are not required to respond, and (3) recommendations for how to convey risk information when online platforms have space or character limitations [33,34]. Notably, the documents do not directly discuss how companies should respond to online platforms that make it difficult for content contributors to clearly disclose company affiliations and the precise nature of any affiliations. Ironically, the guidance document on user-generated contributions only provides guidance for handling user-generated content that comes from independent, nonaffiliated sources and exists on platforms in which companies have not edited or removed any third-party content. “A firm is thus responsible for communications on the Internet and Internet-based platforms, such as social media, made by its employees or any agents acting on behalf of the firm to promote the firm’s product, and these communications must comply with any applicable regulatory requirements” (pp 3-4 [33]). It is helpful that the guidance document confirms that existing regulations apply to content produced by company-affiliated sources and content that exists on platforms over which companies exert control. However, the problem remains that features of many prominent social media sites, such as Facebook, make it easy to mask the identity of an information source and difficult to ascertain whether companies are removing user-generated contributions.

Theoretical Implications

The findings of this study help extend the explanatory and predictive power of warranting theory by demonstrating how the core theoretical propositions accurately explain and predict phenomena in a new context. Unlike previous tests of warranting theory that have directly examined uncertainty about the true identity of an information source online [16], this study more directly varied and measured the degree to which information sources were affiliated with the target being evaluated. Although the distinction may appear to be minor, uncertainty about the true identity of a third-party source might affect perceptions of warranting value differently relative to perceptions that a third-party source relate to one another and affect evaluations of information appearing online.

A notable finding from this work that has novel theoretical implications is that perceptions of organizational affiliation affected the outcomes differently than perceptions of commenter affiliation. It is possible that the differential effects might be attributable to how the constructs were operationalized in this study. However, it is also possible that perceived affiliations between individuals and targets might function differently than perceived affiliations between organizations/companies and targets. If the ceiling for trusting an online commenter is greater than the ceiling for trusting an organization, differential effects might be expected. Future research might seek to explore these possibilities more directly.

Limitations

Limitations common to experimental research apply to this study. Although the results support theoretically predicted relationships, future research might seek to further the generalizability of the findings. For instance, researchers can seek to examine the effects of online DTCA across different populations, with different drug messages, and on different social media platforms. Researchers might also seek to examine how consumers’ general skepticism toward pharmaceutical marketing can moderate the effects found in this study.

A limitation specific to this study is that the attention check questions may have been overly sensitive. For instance, some participants viewed an infographic that indicated that EOIM was “An Independent Research Organization.” Participants who indicated that EOIM was not an independent organization and instead was funded by Darby Pharmaceuticals were removed. However, in some of the EOIM nonaffiliation conditions, comments were removed and commenters were affiliated with Darby Pharmaceuticals. It is possible that participants interpreted this combination of cues as indicating EOIM was not really independent, despite the claim that was made. We provide results for the full sample to overcome this limitation, but future researchers should consider how multiple cues might operate in conjunction when seeking to include attention check items designed to reduce measurement error.

Conclusions

Pharmaceutical companies will seek to market their drugs through whatever media people regularly consume. In the current media landscape, this means drug marketing will occur through social media and online platforms that are interactive and include information from multiple sources. Any attempt to regulate online DTCA needs to thoroughly consider the unique affordances and characteristics of emerging communication technology. Whether regulations can keep pace with advances in communication technology remains to be seen. However, the results of this study provide clear evidence that obscuring (1) the true identity of an information source, (2) the affiliations of an information source, and (3) control over user-generated content can greatly influence consumer health knowledge and behavior.
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Abstract

Background: As suggested as early as in 2006, logs of queries submitted to search engines seeking information could be a source for detection of emerging influenza epidemics if changes in the volume of search queries are monitored (infodemiology). However, selecting queries that are most likely to be associated with influenza epidemics is a particular challenge when it comes to generating better predictions.

Objective: In this study, we describe a methodological extension for detecting influenza outbreaks using search query data; we provide a new approach for query selection through the exploration of contextual information gleaned from social media data. Additionally, we evaluate whether it is possible to use these queries for monitoring and predicting influenza epidemics in South Korea.

Methods: Our study was based on freely available weekly influenza incidence data and query data originating from the search engine on the Korean website Daum between April 3, 2011 and April 5, 2014. To select queries related to influenza epidemics, several approaches were applied: (1) exploring influenza-related words in social media data, (2) identifying the chief concerns related to influenza, and (3) using Web query recommendations. Optimal feature selection by least absolute shrinkage and selection operator (Lasso) and support vector machine for regression (SVR) were used to construct a model predicting influenza epidemics.

Results: In total, 146 queries related to influenza were generated through our initial query selection approach. A considerable proportion of optimal features for final models were derived from queries with reference to the social media data. The SVR model performed well: the prediction values were highly correlated with the recent observed influenza-like illness ($r=.956; P<.001$) and virological incidence rate ($r=.963; P<.001$).

Conclusions: These results demonstrate the feasibility of using search queries to enhance influenza surveillance in South Korea. In addition, an approach for query selection using social media data seems ideal for supporting influenza surveillance based on search query data.

(J Med Internet Res 2016;18(7):e177) doi:10.2196/jmir.4955
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Introduction

An early and now well-known example of utilizing Internet data for a health-related applications came from the estimation of influenza incidence using anonymous logs of Web search engine queries. First proposed in 2006 by Eysenbach under the umbrella term “infodemiology”, numerous recent studies have added further evidence of a correlation between search query data from Google [1-3], Yahoo! [4], Baidu [5], or other medical websites [6] and traditional data used for influenza surveillance, such as influenza-like illness (ILI) and/or laboratory-confirmed data. These studies indicate that individuals faced with disease or ill health will search for information on the Internet regarding their state of health and possible countermeasures to illness; logs of queries submitted to search engines by individuals seeking this information are potential sources of information for detecting emerging epidemics, as it is possible to track changes in the volumes of specific search queries. However, the recent errors arising from Google Flu Trends, which has been predominantly used in previous studies, serves as a reminder to investigators that this novel data paradigm calls for critical assessment and the development of more empirical methodologies to explore the predictive utility of big data [7,8]. It is clear that current and future studies need to focus on methods to more precisely identify the particular phases associated with influenza epidemics based on data from these highly informative sources.

Selecting the queries that are most likely to be associated with influenza epidemics poses a particular challenge for the generation of improved predictions. In previous studies, researchers have utilized queries selected by various methods, such as specific keyword tools offered by particular websites [5], surveys of patients who visited the emergency room [1,9], or common knowledge about influenza including the definition of ILI [9,10], as well as fully automated methods for identifying queries related to influenza from search logs [3,4,6]. Because researchers do not have full access to search logs, an approach using social media data may also be helpful for obtaining information for query selection. Recently, social media data have been highlighted as an additional potential data source for disease surveillance because they contain a greater variety of contextual health information with diverse descriptions of health states. Thus, it could be a useful reference point for researchers who wish to select initial target queries in query-based prediction.

In South Korea, there is currently no forecasting system for infectious disease based on search query data [1,9], despite the high availability and use of the Internet in Korea [11]. Moreover, few studies thus far have evaluated whether such data could be of value in national influenza forecasting [1,9], and a recent study has suggested that Google Trends in the Korean language is insufficient for use as a model for influenza prediction in South Korea [1]. We need to proactively determine whether queries of search engines that are more widely used by Koreans have the capacity to enhance traditional influenza surveillance systems in South Korea. We consider the use of social media data to select queries that are most likely to be associated with influenza epidemics in a situation involving limited access to search logs. An attempt to exploit the complementary nature of two types of data sources could result in a rapid and efficient prediction of the occurrence of influenza and their proliferation, thereby allowing for better recognition of influenza and initiation of preventive measures.

The purpose of this study was to further explore two concerns: (1) to describe a methodological extension for detecting influenza outbreaks using search query data, providing a new approach for query selection through the exploration of contextual information obtained from social media data, and (2) evaluate whether it is possible to use these queries for monitoring influenza epidemics in South Korea.

Methods

Data Sources

Epidemiological Surveillance Data

National influenza surveillance data were obtained from the Korean Center for Disease Control and Prevention (KCDC), which routinely collects epidemiological data and national statistics pertaining to influenza incidence, typically with a 1-week reporting lag [12]. We used clinical data and virological data from April 3, 2011 (listed as week 23) to April 5, 2014 (listed as week 14). For clinical data, we used the rates of physician visits for ILI; for virological data, the rates for positive results for the influenza virus in laboratory tests. The data obtained were anonymous and publicly available.

Social Media Data

In developing an approach for query selection, we drew on social media data. Social media data were collected from the daily Naver blog (a weblog service offered by the biggest portal site in South Korea [13]) and Twitter posts between September 1, 2010 and August 31, 2013 (3 years), using the social “big data” mining system, SOCIALmetricsAcademy. This system contains social media data crawlers that collect posts from Twitter and the Naver blog. The system also processes text using state-of-the-art natural language processing and text-mining technologies. The Twitter crawler utilizes a streaming application program interface (API) for data collection using the “track keywords” function. We tracked several thousand keywords that were empirically selected and tuned to maximize the coverage of the crawler operating in near real time. We estimated that the daily coverage of the Twitter crawler was more than 80%. The collected posts were fed into a spam-filtering module that checked for posts containing spam keywords written by known spammers. The lists of spam keywords and spammers were semiautomatically monitored and managed. The Naver blog crawler resembles general-purpose Web crawlers, the main difference being that a list of active bloggers for post collection is maintained and automatically expanded. The estimated coverage of the Naver blog crawler was also more than 80%. We applied an extensive spam-filtering process similar to that of the Twitter crawler on the collected blog posts.

The authors and data mining company conducted the search according to the Twitter and blogging website terms and
conditions of use. All Twitter and Naver blog posts were publicly available and the information collected did not reveal the identity of the social media users; thus, user confidentiality was preserved.

**Search Engine Query Data**

The query data originated from the search engine on the Korean website, Daum [14]. Although Google is the most-used search engine in the world, it is not dominant in South Korea. Local search engines based on the Korean language, such as Daum, are more widely used than Google. Daum is the second-largest search engine in the portal sites market of South Korea [15]. Because the query data of Korean websites were not publicly available, we sent the list of target queries to Daum and received scaled volume data pertaining to the queries listed. Weekly relative volumes of queries submitted to the search engine between April 3, 2011 and April 5, 2014, were used for analysis. The relative volumes were calculated by dividing the number of each query by the total number of search queries in any given week. The website Daum is written in Korean, thus the submitted queries are primarily in Korean. No information was available that could have potentially revealed the identity of a website visitor; therefore, complete confidentiality was maintained.

**Query Selection**

To obtain queries related to influenza that were submitted to the Daum search engine by the Korean population at large, several approaches were applied. Search queries were obtained using the following methods.

**Seed Keyword for Exploring the Queries**

Although “influenza” is the official term used by the KCDC, dokgam, inpeulruenja, peulru, and sinjongpeulru are the words typically used in Korea to describe influenza. Since the 2009 pandemic of influenza virus A (H1N1), the term sinjongpeulru to describe the new strain of flu has been more popular in Korea than the term influenza A (H1N1). Thus, dokgam, inpeulruenja, peulru, sinjongpeulru, “influenza,” and “flu” were defined as seed keywords for exploring the queries. Because Web search queries typically consist of word combinations of an average of two or three terms [16,17], these seed keywords were also used as essential keywords in word combinations.

**Exploring Influenza-Related Words Through Social Media Data**

To obtain search queries related to influenza, we considered the words that usually appear with the word influenza in the accumulated posts submitted to Twitter and blogs. We first conducted synonym processing for the seed keywords of dokgam, inpeulruenja, peulru, sinjongpeulru, influenza, and flu, and named the resulting app Flu. Then, we investigated the words most likely to be associated with Flu using the accumulated posts during the critical 3-year period (between September 1, 2010 and August 31, 2013). Association analysis was performed to identify tuples of topic keyword and associated keywords. This analysis resulted in a total of 157 associated words.

Certain words associated with influenza were not related to influenza seasons or were not commonly entered into search engines. We excluded keywords that occurred infrequently during the influenza season and those that showed nonsequential patterns in the time series throughout the tracking period. Although relatively rare, we also excluded Korean word combinations written in the form of an incomplete sentence. Therefore, we excluded words considered as inadequate candidates for search query following the keyword filtering; in our first phase, we generated 103 candidate queries of single words or word combinations consisting of seed keywords and/or words associated with influenza as determined using social media data.

**Identifying Chief Concerns Related to Influenza**

Some additional queries related to influenza were obtained through a review of influenza symptoms referring to patients’ chief concerns. The influenza surveillance system of the KCDC defines ILI as the sudden onset of high fever (38°C or greater) accompanied by a cough and/or sore throat. These symptoms, based on the definition of ILI, were included. Additionally, we included influenza symptom definitions used by the Centers for Disease Control and Prevention (CDC) [18] and a consultative committee of medical doctors; this second phase generated 29 candidate queries of single words or word combinations consisting of seed keywords and associated words in reference to chief concerns relating to influenza.

**Using Web Query Recommendations**

Internet search users often require multiple iterations of query refinement to find the desired results from a search engine [16]. Users of search engines can improve their Web search through the help of query recommendations that suggest lists of related queries, allowing users to improve the usability of Web search engines and to access queries that better represent their search intent [17]. We considered queries suggested by keyword recommendations from the Korean websites Daum and Naver. In this third phase, entering Flu into the search engines allowed us to identify 75 related queries in the form of single words or word combinations.

**Feature Selection and Prediction Model**

We divided the data into training and validation sets. Data from April 3, 2011 to June 29, 2013, were used as the training set for modeling and data from June 30, 2013 to April 5, 2014, were used as the validation set for the model test. Volumes of six seed queries and 146 related queries, obtained after duplicate queries were eliminated from the set of 216 candidate queries, were used for analysis. Before applying the algorithm to each dataset, all data were preprocessed by appropriate transformation and normalization methods. To identify optimal predictors, we applied a least absolute shrinkage and selection operator (Lasso) algorithm. Feature selection can be used to avoid overfitting of irrelevant features and to improve predictive performance (ie, resulting in more rapid and cost-effective predictions) [19,20]. The least absolute shrinkage and selection operator (Lasso) algorithm benefits from a tendency to assign zero weights to irrelevant or redundant features and, hence, is an effective technique for shrinkage and feature selection [21]. Because we
aimed to identify predictors of influenza epidemics, feature selection processing was performed at three time points (defined as lag -2, -1, and 0) on the training set portion of the influenza surveillance data using 10-fold cross-validation. We considered all optimal features selected in each lag for model building.

Support vector machine for regression (SVR) was conducted to construct a model predicting influenza epidemics with selected features. Support vector machines, which are represented as one of the kernel-based methods in supervised machine learning, have been applied successfully to classification tasks and, more recently, also to regression [22]. Grid search and 10-fold cross-validation were performed to select the optimal SVR parameter settings, including the penalty parameter $C$ and the kernel function parameter such as the gamma for the radial basis function kernel. Ranges of values for grid search can be summarized as follows (elements in each list denote the beginning, end, and number of samples to generate, respectively): penalty parameter $C$ (0.01, 10, 0.01); gamma (0.0001, 1, 0.0001). We assessed the root mean square error (RMSE), particular log errors, and the correlation between predicted values and influenza surveillance data using the validation set. All statistical analyses were performed using the R software package (version 3.0.3; R Development Core Team, Auckland, New Zealand).

**Ethics Statement**

This study was exempted from ethical review by the Institutional Review Board of Seoul National University.

**Results**

A total of 146 queries related to influenza were generated through our initial query selection approach (see Multimedia Appendix 1). Feature selection was performed based on 152 queries including six seed keywords, and optimal features for the prediction of influenza incidence were chosen using 10-fold cross-validation. Table 1 presents the results of feature selection based on ILI surveillance data. Of the 152 queries, 15, 14, and 29 principal features (the total number of features without duplication=36) exhibited the minimum lambda value in lag-2, lag-1, and 0, respectively. The optimal features for the prediction of ILI incidence were derived from queries with reference to social media data (29/36 features), query recommendations (24/36 features), chief concerns relating to influenza (4/36 features), and seed keywords (1/36 features) (Table 1).

We evaluated the performance of the prediction model, created on the basis of the training set for ILI surveillance, with the validation set. Our results indicated that the SVR model ($C=1.32$; gamma=0.0002) performed well; the prediction values were highly correlated with recently observed ILI incidence rates ($r=0.956; P<0.001$) (see Figure 1, Multimedia Appendix 2 and Multimedia Appendix 4).

We adopted the same principle with regard to the prediction of virological surveillance as we did with ILI. Table 2 presents the results of feature selection based on virological surveillance data. Of the 152 queries, 28, 26, and 45 principal features (the total number of features without duplication=53) exhibited the minimum lambda value in lag-2, lag-1, and 0, respectively. The optimal features for the prediction of virological incidence were also derived from queries with reference to social media data (42/53), query recommendations (31/53), chief concerns relating to influenza (7/53), and seed keywords (1/53) (Table 2).

Figure 2 shows the result of the performance of the prediction model for virological surveillance. The SVR model ($C=2.14$; gamma=0.0006) performed well; the prediction values were highly correlated with recently observed virological incidence rates ($r=0.963; P<0.001$) (see Figure 2, Multimedia Appendix 3, and Multimedia Appendix 4).
Table 1. Optimal features for influenza-like illness surveillance.

<table>
<thead>
<tr>
<th>Query</th>
<th>Query reference</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lag 0</td>
</tr>
<tr>
<td>(Intercept)</td>
<td></td>
<td>0.497</td>
</tr>
<tr>
<td>A hyeong influenza [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>0.745</td>
</tr>
<tr>
<td>A hyeong dokgam [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>4.928</td>
</tr>
<tr>
<td>A hyeong inpeulruenja [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>0.065</td>
</tr>
<tr>
<td>B hyeong influenza [influenza B type]</td>
<td>Social media query; recommendation</td>
<td>0</td>
</tr>
<tr>
<td>B hyeong dokgam [influenza B type]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Influenza A</td>
<td>Social media; query recommendation</td>
<td>2.345</td>
</tr>
<tr>
<td>Influenza A hyeong [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>1.894</td>
</tr>
<tr>
<td>Vaccine</td>
<td>Social media</td>
<td>0</td>
</tr>
<tr>
<td>Geongang [health]</td>
<td>Social media</td>
<td>0.393</td>
</tr>
<tr>
<td>Dokgamgyeom [flu infection]</td>
<td>Social media</td>
<td>0.052</td>
</tr>
<tr>
<td>Dokgambungeomsa [flu check]</td>
<td>Social media; query recommendation</td>
<td>4.303</td>
</tr>
<tr>
<td>Dokgam gyeokrigigan [flu isolation period]</td>
<td>Query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam gichim [flu cough]</td>
<td>Social media; chief concern</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam baireoseu [flu virus]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam yeol [flu fever]</td>
<td>Chief concern</td>
<td>0.391</td>
</tr>
<tr>
<td>Dokgam yebang [flu prevention]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam yebangjeopjong [flu vaccination]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam ipwon [flu hospitalization]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam jeonyeom [flu infection]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam jeonpa [flu dissemination]</td>
<td>Social media; query recommendation</td>
<td>0.547</td>
</tr>
<tr>
<td>Dokgam pyeryeom [flu pneumonia]</td>
<td>Social media ; chief concern</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam hakgyo [flu school]</td>
<td>Social media</td>
<td>0</td>
</tr>
<tr>
<td>Dokgam hwanja [flu patient]</td>
<td>Social media</td>
<td>0.066</td>
</tr>
<tr>
<td>Soa dokgamjeungsang [child flu symptoms]</td>
<td>Query recommendation</td>
<td>0.811</td>
</tr>
<tr>
<td>Sinjongpeulru jeungsang [new flu symptoms]</td>
<td>Social media; query recommendation</td>
<td>55.980</td>
</tr>
<tr>
<td>Simhangamgi [severe cold]</td>
<td>Social media</td>
<td>0</td>
</tr>
<tr>
<td>Eorini dokgamyuhaeng [child flu epidemic]</td>
<td>Query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Onnomi apeum [whole body pain]</td>
<td>Chief concern</td>
<td>0</td>
</tr>
<tr>
<td>Inpeulruenja geomsa [influenza check]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Inpeulruenja yak [influenza medicine]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Inpeulruenja yuhaeng [influenza epidemic]</td>
<td>Social media</td>
<td>0</td>
</tr>
<tr>
<td>Inpeulruenja jeungsang [influenza symptoms]</td>
<td>Social media; query recommendation</td>
<td>6.254</td>
</tr>
<tr>
<td>Inpeulruenja jeungse [influenza symptoms]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Junggukdokgam [China influenza]</td>
<td>Query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Tamipelu [Tamiflu]</td>
<td>Social media; query recommendation</td>
<td>0</td>
</tr>
<tr>
<td>Peulru [flu]</td>
<td>Seed keyword</td>
<td>0.621</td>
</tr>
</tbody>
</table>
### Table 2. Optimal features for virological surveillance.

<table>
<thead>
<tr>
<th>Query</th>
<th>Query reference</th>
<th>Coefficient</th>
<th>Lag-2</th>
<th>Lag-1</th>
<th>Lag 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td></td>
<td></td>
<td>-1.459</td>
<td>-3.124</td>
<td>-2.147</td>
</tr>
<tr>
<td>A hyeong influenza [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>26.413</td>
<td>18.899</td>
<td>22.579</td>
<td></td>
</tr>
<tr>
<td>A hyeong dokgam [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>397.041</td>
<td></td>
</tr>
<tr>
<td>B hyeong dokgam [influenza B type]</td>
<td>Social media; query recommendation</td>
<td>6.007</td>
<td>15.324</td>
<td>24.039</td>
<td></td>
</tr>
<tr>
<td>B hyeong dokgamjeungsang [symptoms of influenza B type]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>0.229</td>
<td></td>
</tr>
<tr>
<td>Influenza A</td>
<td>Social media; query recommendation</td>
<td>37.953</td>
<td>25.021</td>
<td>17.449</td>
<td></td>
</tr>
<tr>
<td>Influenza ahyeong [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>24.114</td>
<td>19.342</td>
<td>11.426</td>
<td></td>
</tr>
<tr>
<td>Gamgibaireosu [cold virus]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>4.898</td>
<td></td>
</tr>
<tr>
<td>Gamgi pparinatunneunbeop [how to cure flu quickly]</td>
<td>Query recommendation</td>
<td>5.365</td>
<td>4.262</td>
<td>2.343</td>
<td></td>
</tr>
<tr>
<td>Gamgiyebang [cold prevention]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>-0.450</td>
<td></td>
</tr>
<tr>
<td>Gamgiyebangbeop [how to prevent a cold]</td>
<td>Social media</td>
<td>-0.155</td>
<td>-2.736</td>
<td>-4.140</td>
<td></td>
</tr>
<tr>
<td>Geunyuktong [muscle pain]</td>
<td>Social media; chief concern</td>
<td>0</td>
<td>0</td>
<td>-0.265</td>
<td></td>
</tr>
<tr>
<td>Nalssi [weather]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>-0.111</td>
<td></td>
</tr>
<tr>
<td>Dokgam ahyeong [flu A type]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>22.772</td>
<td></td>
</tr>
<tr>
<td>Dokgamangmyeong [flu infection]</td>
<td>Social media</td>
<td>12.236</td>
<td>1.449</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dokgameomsa [flu check]</td>
<td>Social media; query recommendation</td>
<td>38.254</td>
<td>31.878</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dokgam gyekrigigan [flu isolation period]</td>
<td>Query recommendation</td>
<td>0</td>
<td>0</td>
<td>12.145</td>
<td></td>
</tr>
<tr>
<td>Dokgam goyeoel [flu high fever]</td>
<td>Social media; chief concern</td>
<td>0</td>
<td>0</td>
<td>1.745</td>
<td></td>
</tr>
<tr>
<td>Dokgam gichim [flu cough]</td>
<td>Social media; chief concern</td>
<td>0</td>
<td>0</td>
<td>25.911</td>
<td></td>
</tr>
<tr>
<td>Dokgam noin [flu in the elderly]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>-3.739</td>
<td></td>
</tr>
<tr>
<td>Dokgam baireosu [flu virus]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>-0.777</td>
<td></td>
</tr>
<tr>
<td>Dokgam i [flu child]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>2.694</td>
<td></td>
</tr>
<tr>
<td>Dokgam korini [flu child]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>-0.477</td>
<td></td>
</tr>
<tr>
<td>Dokgam yebanghaneunbangbeop [how to prevent flu]</td>
<td>Query recommendation</td>
<td>0</td>
<td>0</td>
<td>-0.638</td>
<td></td>
</tr>
<tr>
<td>Dokgam yuhaeng [flu epidemic]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>-0.109</td>
<td></td>
</tr>
<tr>
<td>Dokgam ipwon [flu hospitalization]</td>
<td>Social media; query recommendation</td>
<td>8.156</td>
<td>0</td>
<td>13.793</td>
<td></td>
</tr>
<tr>
<td>Dokgam jeonjeom [flu infection]</td>
<td>Social media; query recommendation</td>
<td>38.184</td>
<td>81.830</td>
<td>9.762</td>
<td></td>
</tr>
<tr>
<td>Dokgam jeonpa [flu dissemination]</td>
<td>Social media; query recommendation</td>
<td>2.596</td>
<td>5.613</td>
<td>3.973</td>
<td></td>
</tr>
<tr>
<td>Dokgamjusa [flu injection]</td>
<td>Social media; query recommendation</td>
<td>-3.907</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dokgamjusibo [flu watch]</td>
<td>Query recommendation</td>
<td>0.883</td>
<td>0.310</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dokgam hakygo [flu school]</td>
<td>Social media</td>
<td>9.268</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dokgam haphyeongjeung [flu complication]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>3.513</td>
<td></td>
</tr>
<tr>
<td>Dokgamhwanja [flu patient]</td>
<td>Social media</td>
<td>7.024</td>
<td>5.027</td>
<td>3.205</td>
<td></td>
</tr>
<tr>
<td>Dwaejidakgam [swine flu]</td>
<td>Query recommendation</td>
<td>0.358</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Maseukeu [mask]</td>
<td>Social media</td>
<td>8.053</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Momsal [body aches]</td>
<td>Social media; chief concern</td>
<td>0</td>
<td>1.387</td>
<td>3.912</td>
<td></td>
</tr>
<tr>
<td>Adong dokgam jeungsang [child flu epidemic]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>-5.273</td>
<td></td>
</tr>
<tr>
<td>Query</td>
<td>Query reference</td>
<td>Coefficient</td>
<td>Lag-2</td>
<td>Lag-1</td>
<td>Lag 0</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>----------------------------------------</td>
<td>-------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>(Intercept)</td>
<td></td>
<td></td>
<td>−1.459</td>
<td>−3.124</td>
<td>−2.147</td>
</tr>
<tr>
<td>Eoreun dokgam jeungsang [adult flu symptoms]</td>
<td>Query recommendation</td>
<td>5.156</td>
<td>1.485</td>
<td>0.610</td>
<td></td>
</tr>
<tr>
<td>Eolgultongjeung [face pain]</td>
<td>Chief concern</td>
<td>−1.057</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onmoni apeum [whole body pain]</td>
<td>Chief concern</td>
<td>2.962</td>
<td>3.725</td>
<td>4.791</td>
<td></td>
</tr>
<tr>
<td>USA [doctor]</td>
<td>Social media</td>
<td>−3.153</td>
<td>−0.436</td>
<td>−0.712</td>
<td></td>
</tr>
<tr>
<td>inpeulruenja abyeong [influenza A type]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>8.349</td>
<td>5.837</td>
<td></td>
</tr>
<tr>
<td>Inpeulruenja samang [influenza death]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>−0.363</td>
<td>−5.193</td>
<td></td>
</tr>
<tr>
<td>Inpeulruenja yak [influenza medicine]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>0</td>
<td>−0.560</td>
<td></td>
</tr>
<tr>
<td>Inpeulruenja jeungse [influenza symptoms]</td>
<td>Social media; query recommendation</td>
<td>3.039</td>
<td>2.051</td>
<td>5.303</td>
<td></td>
</tr>
<tr>
<td>Ipwon [hospitalization]</td>
<td>Social media</td>
<td>0</td>
<td>0</td>
<td>−0.213</td>
<td></td>
</tr>
<tr>
<td>Joryudokgam [avian flu]</td>
<td>Query recommendation</td>
<td>3.972</td>
<td>4.239</td>
<td>3.492</td>
<td></td>
</tr>
<tr>
<td>Tamipeulru [Tamiflu]</td>
<td>Social media; query recommendation</td>
<td>0</td>
<td>65.618</td>
<td>75.462</td>
<td></td>
</tr>
<tr>
<td>Pyeryeom [pneumonia]</td>
<td>Social media; query recommendation;</td>
<td>0</td>
<td>0</td>
<td>−1.288</td>
<td></td>
</tr>
<tr>
<td></td>
<td>chief concern</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peulru [flu]</td>
<td>Seed keyword</td>
<td>15.992</td>
<td>13.406</td>
<td>5.924</td>
<td></td>
</tr>
<tr>
<td>Hwanja [patient]</td>
<td>Social media</td>
<td>−4.543</td>
<td>−3.170</td>
<td>−2.922</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Support vector machine for regression (SVR) prediction and error for influenza-like illness (ILI) surveillance in Korea. This figure shows the performance of the SVR model using the validation set of KCDC surveillance data to predict the next observation. Note: log error=log([obs–exp]/abs[exp]).
Discussion

This study investigated whether search queries have the capacity to enhance the traditional influenza surveillance system in South Korea. To select queries most likely to be associated with influenza epidemics, we adopted an approach that explored contextual information available in social media data. A considerable proportion of optimal features for our final models were derived from queries with reference to the social media data. Our best model for South Korean ILI data included 36 queries and was highly correlated with observed ILI incidence rates. Our model for virological data, which included 53 queries generated through the same principles as the ILI model, performed equally well in terms of its correlation with observed virological incidence rates. Hence, our models for detecting national influenza incidence have the power to monitor changes. These results demonstrate the feasibility of search queries in enhancing influenza surveillance in South Korea.

Created to predict the incidence of influenza throughout the year, including during high- and low-incidence seasons, our model performed as well as previous models that had benefited from full access to search logs to predict influenza incidence using search queries [3,4,6]. Researchers who do not have full access to search logs need to choose the most pertinent queries, but these may be difficult to determine [1]. Our current approach for query selection using social media data appears to be ideal for supporting influenza surveillance based on search query data. First, it may be helpful for obtaining information for query selection because they contain a greater variety of contextual health information, with diverse descriptions of health states. Above all, it may be a more efficient and unobtrusive way to gather health information. Second, an approach using social media data offers clues for understanding such predictors and their weight, which may vary over time. In generating a prediction model using search query data, it is important to note that search queries change over time. An individual’s search behavior changes constantly and keywords submitted by individuals may be influenced by numerous factors, such as media-driven interest or various events [5,23,24]. These changes alter or degrade the performance of search query-based surveillance. The recent Google Flu Trends overestimation can also be understood in the same context [7,8]. Constructing a model that is flexible over time is probably the most difficult, but also the most important, task to complete in the future creation of robust surveillance systems. The systematic exploration of changing predictors in social media data may help to update models based on search queries within a statistical learning framework.

Internet usage is strongly associated with behaviors related to health information seeking and sharing. Some users write expositions about their health through various social media channels, such as blogs and Twitter, while some users leave query logs of health-related questions on the Internet search engines of websites. These types of activities may provide complementary information; it is likely that social media data contain diverse descriptions of personal experiences and information, whereas search engine query data specifically relate to queries, which are submitted for the sole purpose of obtaining information. Starting with studies that have exploited search trends, suggested first in 2006 [25], the notion of detecting influenza activity using Internet-based data has been extended to experimentation with social media data [25]. Thus far, several studies have tried to separately evaluate the scientific potential of each type of novel data for detecting emerging influenza incidence. Although previous empirical studies have reported some significant results, this domain of inquiry is still very much in its infancy [5,23,24] and several limitations pertaining
to data sources can be identified [7,8]. Beyond simply conducting experiments to replicate the findings of previous studies using each type of novel data, perhaps it is time to consider a new strategy, one that adopts mutually reinforcing measures of the valuable information contained in each type of data.

We have used query data obtained from Daum, a Korean local website. The market share of Daum is only 17.4% despite being the second-largest search engine in South Korea; nevertheless, our prediction exhibited strong congruence with national ILI incidence rates. Previous research using query data from Daum has found that some cumulative queries selected by means of survey were also strongly correlated with national influenza surveillance data in South Korea between September 6, 2009 and September 1, 2012 [9]. The findings jointly suggest the possibility of developing an influenza surveillance system using a nondominant search engine.

However, changes in Internet usage rates and health information seeking rates may constitute a somewhat central limitation on the use of search query data. Noise from irrelevant information and uncertainty regarding the representativeness of the sample of health information seekers are also significant limitations. These limitations exist in the data used in our study; thus, optimal features of our model may need to be updated over time.

The initial days of an epidemic represent a critical period for health authorities in terms of initiating appropriate interventions. An online surveillance system allows for cost-effective and near real-time monitoring of infectious disease outbreaks through rapid data collection.

Despite several limitations, this study provides further evidence, based on a new approach, for linkages between the use of Internet-based data and the surveillance of emerging influenza incidence in South Korea. We found that Internet-based influenza surveillance that combines search engine query data with social media data has the power to detect influenza outbreaks, exhibiting strong congruence with traditional surveillance data. Such an approach may provide valuable support in preparing for severe pandemics, such as the 2009 influenza A (H1N1) pandemic, and in controlling seasonal influenza epidemics. Furthermore, in an attempt to exploit the complementary nature of two types of data sources, in this study we fused information drawn from social media with a methodology for query-based influenza surveillance. Our results imply that these new data sources can be compatible and complementary in predicting influenza incidence. Our approach indicates that an online surveillance system can play a significant role in detecting infectious diseases such as influenza in near real time before the release of official reports in South Korea.
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Abstract

Background: With the advent of the patient-centered care paradigm, it is important to examine what patients’ reports of medication experience (PROME) mean to patient care. PROME available through a Web portal provide information on medication treatment options and outcomes from the patient’s perspective. Patients who find certain PROME compelling are likely to mention them at their physician visit, triggering a discussion between the patient and the physician. However, no studies have examined PROME’s potential applicability to patient care.

Objective: This study aimed to examine older (≥50 years) adults’ perceptions of the health care applicability of a hypothetical PROME Web portal. Specifically, this study investigated whether PROME would facilitate patient-physician communication, and identified the preferred reporting items and the trusted sponsors of such a PROME Web portal.

Methods: We used a cross-sectional, self-administered, 5-point Likert scale survey to examine participants’ perceptions of a hypothetical PROME Web portal that compared PROME for 5 common antihypertensive medications. Between August and December 2013, we recruited 300 members of 7 seniors’ centers in a metropolitan area of a southeastern state of the United States to participate in the survey.

Results: An overwhelming majority of study participants (243/300, 81.0%) had a favorable perception of PROME’s health care applicability. They were mostly positive that PROME would facilitate patient-physician communication, except for the perception that physicians would be upset by the mention of PROME (n=133, 44.3%). Further, 85.7% (n=257) of participants considered the PROME information trustworthy, and 72.0% (n=216) were willing to participate by reporting their own medication experiences. Study participants wanted the PROME Web portal to report the number of reviews, star ratings, and individual comments concerning different medication attributes such as side effects (224/809, 27.7%), cost (168/809, 20.8%), and effectiveness (153/809, 18.9%). Finally, the PROME Web portal sponsorship was important to participants, with the most trusted sponsor being academic institutions (120/400, 30.0%).

Conclusions: PROME, if well compiled through Web portals, have the potential to facilitate patient-physician communication.
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Introduction

There is now consensus that patients’ reports of their health experience reflect quality of care [1]. Accordingly, payers such as the Centers for Medicare and Medicaid Services in the United States and the National Health Service in the United Kingdom use patient-reported experience measures for the purpose of performance evaluation and compensation of health care providers [1-4]. However, no studies have examined what patients’ reported medication experience means to patient care. The frequent use of medication indicates that such information could have great potential to affect patient care, especially in the management of chronic diseases.

Patients’ reports of medication experience (PROME) are likely to facilitate patient-physician communication. Patients who find certain PROME compelling are likely to mention them at their physician visit. The mention then would trigger a discussion between the patient and the physician, just as direct-to-consumer advertising (DTCA) does. One-third of the participants in a US Food and Drug Administration (FDA) survey of DTCA said that they initiated conversations with their physicians because of advertising [5]. PROME may more effectively trigger patient-physician communication than DTCA because PROME comes from users, while advertising comes from sellers. Increased patient-physician communication is key to advancing patient-centered practice.

The potential for PROME to influence patient care has given birth to several Web portals such as AskaPatient [6] and DrugRatingz [7], WebMD [8] and ConsumerReports [9] have also begun to compile patient reviews of medications, along with drug information. The Web portals provide a venue for patients to report their medication experience in terms of effectiveness, side effects, and costs. Moreover, PROME Web portals can present information according to medication classes and patient characteristics. Patients who are browsing those PROME Web portals can easily learn about what medication options have received favorable ratings from which group of patients. When patients come across a report from other patients in the same situation, they are likely to act on the information included in the report [10]. These medicine-focused social media, with a large volume of high-quality first-hand patients’ reviews, are also considered to be a promising data source for understanding patients’ medication experience [11].

With growth in the number of PROME Web portals comes a critical need to examine PROME’s potential applicability to health care. In this study, we aimed to determine participants’ perceptions of whether PROME would facilitate patient-physician communication, and to identify the preferred patient-reporting items and trusted sponsors of such a PROME Web portal.

Methods

Study Design and Participants

We used a cross-sectional survey to examine participants’ perceptions of PROME. A detailed description of the survey procedure is given in a doctoral dissertation [12]. We scheduled visits to conduct the survey with the coordinators of 7 seniors’ centers in a metropolitan area of a southeastern state in the United States. On each visit, 2 research assistants recruited study participants into a reserved private room and explained the purpose of the study, along with the rights of the participants. Those who completed the survey received a US $20 grocery gift card as an appreciation for their participation. Data collection was started in August 2013 and was continued until we reached our goal of 300 completed surveys in December 2013. Before beginning the study, the University of Tennessee Health Science Center Institutional Review Board determined the study to be exempt from their oversight.

Survey Instrument

The survey instrument used for this study contained a chart from a hypothetical PROME Web portal that compared PROME for 5 common antihypertensive medications (Figure 1). The chart used arbitrary 5-star ratings and included the number of people who supposedly gave reviews for each medication. We asked for the following sociodemographic information from the participants: sex, age, years of education, race, family member(s) they live with, and income. We asked participants 17 questions in total: 6 demographic questions and 11 questions about the PROME Web portal.

Referring to the PROME chart, we surveyed participants’ perceptions of its potential applicability to health care using 7 questions: (1) 1 question on overall usefulness, (2) 4 questions on patient-physician communication, and (3) 2 final questions: 1 on the perceived credibility of the information provided by the PROME Web portal, and 1 on the willingness of the survey participants to provide their own medication experiences to a PROME Web portal. The 4 questions on patient-physician communication concerned the likelihood for patients to mention PROME to their physician, the likelihood for PROME to facilitate the communication, the perceived likelihood for physicians to be upset by the PROME mention, and the likelihood for patients to ask their physicians to prescribe the PROME-recommended medication. All the questions were answered on a 5-point Likert scale with the following choices: definitely, very probably, probably, probably not, and definitely not. Previous surveys on the effect of DTCA on patient-physician communication indicated that there would be more positive than negative evaluations [5]. We used the unbalanced scale to provide more discrimination between positive evaluations [13].

The survey also had 2 questions on the preferred reporting items, that is, what information the participants wanted to see in the PROME Web portal. The first question asked participants to indicate which reporting items (star ratings, number of reviews, and individual comments) they believed valuable. The second question asked participants to indicate any medication attributes (effectiveness, side effect, food interaction, convenience, and cost) they believed the PROME Web portal should report.

Lastly, the survey had 2 additional questions on PROME Web portal sponsorship, that is, what entity study participants believed should sponsor the PROME Web portal. The first question asked participants to rate the importance of PROME Web portal sponsorship on a 5-point Likert scale. The second
question asked participants to indicate any types of sponsors (academic institutions, nonprofit foundations, chain pharmacies, health information companies, and drug plans) they would trust. 

Figure 1. Hypothetical summary of patients’ reports of medication experience (PROME) with antihypertensive medications presented to survey participants.

<table>
<thead>
<tr>
<th>Brand Name Drug (generic name)</th>
<th>Star Ratings</th>
<th>Number of Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardizem (Diltiazem)</td>
<td>2.0 stars</td>
<td>514</td>
</tr>
<tr>
<td>Lopressor (Metoprolol)</td>
<td>3.0 stars</td>
<td>173</td>
</tr>
<tr>
<td>Diovan (Valsartan)</td>
<td>3.8 stars</td>
<td>612</td>
</tr>
<tr>
<td>Zestril (Lisinopril)</td>
<td>4.5 stars</td>
<td>15</td>
</tr>
<tr>
<td>Norvasc (Amlodipine)</td>
<td>2.8 stars</td>
<td>514</td>
</tr>
</tbody>
</table>

Statistical Analysis

For the participants’ perceptions of PROME’s potential applicability to health care, we reported the percentages selected for each of the 5 response choices as a bar graph. Further, we dichotomized the 5 response choices into having a positive (definitely, very probably, and probably) or a negative perception (probably not or definitely not), and then estimated the probability of having a positive perception, along with 95% CIs. We constructed pie charts to describe the frequency distribution of medication attributes that study participants picked as important elements of PROME coverage and to generate the frequency distribution of PROME Web portal sponsors that study participants picked as trusted. We used chi-square tests to determine whether participants’ perceptions varied with their sociodemographic characteristics at a significance level of 5%. Analyses were conducted using SAS software, version 9.3 (SAS Institute Inc).

Results

Study Participants

We contacted older adults (≥50 years) who were members of seniors’ centers in a metropolitan area in a southeastern US state to participate in our survey. Table 1 lists the characteristics of the 300 older adults who completed our survey. They had a mean age of 71.95 years (SD 8.65), were mostly non-Hispanic white (164/300, 54.7%) and female (231/299, 77.3%), with at least some high school education (287/297, 96.6%) and annual incomes of at least US $10,000 (239/262, 92.3%).
Table 1. Sociodemographic characteristics of the study participants (N=300).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No. (%)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age range (years) (n=295)</strong></td>
<td></td>
</tr>
<tr>
<td>50–59</td>
<td>9 (3.1)</td>
</tr>
<tr>
<td>60–69</td>
<td>118 (40.0)</td>
</tr>
<tr>
<td>70–79</td>
<td>105 (35.6)</td>
</tr>
<tr>
<td>80–89</td>
<td>56 (19.0)</td>
</tr>
<tr>
<td>≥90</td>
<td>7 (2.4)</td>
</tr>
<tr>
<td><strong>Sex (n=299)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>68 (22.7)</td>
</tr>
<tr>
<td>Female</td>
<td>231 (77.3)</td>
</tr>
<tr>
<td><strong>Education (n=297)</strong></td>
<td></td>
</tr>
<tr>
<td>Middle school or less</td>
<td>10 (3.4)</td>
</tr>
<tr>
<td>High school or graduate</td>
<td>123 (41.4)</td>
</tr>
<tr>
<td>Some college</td>
<td>92 (31.0)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>72 (24.2)</td>
</tr>
<tr>
<td><strong>Race (n=300)</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>164 (54.7)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>121 (40.3)</td>
</tr>
<tr>
<td>Other^b</td>
<td>15 (5.0)</td>
</tr>
<tr>
<td><strong>Living status (n=295)</strong></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>132 (44.7)</td>
</tr>
<tr>
<td>With daughter or son</td>
<td>31 (10.5)</td>
</tr>
<tr>
<td>With companion or sibling</td>
<td>21 (7.1)</td>
</tr>
<tr>
<td>With spouse</td>
<td>99 (33.6)</td>
</tr>
<tr>
<td>Other^c</td>
<td>12 (4.1)</td>
</tr>
<tr>
<td><strong>Income (US$) (n=262)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>23 (7.7)</td>
</tr>
<tr>
<td>10,000–29,000</td>
<td>111 (37.0)</td>
</tr>
<tr>
<td>30,000–49,000</td>
<td>56 (18.7)</td>
</tr>
<tr>
<td>50,000–69,000</td>
<td>41 (13.7)</td>
</tr>
<tr>
<td>≥70,000</td>
<td>31 (10.3)</td>
</tr>
</tbody>
</table>

^aSome numbers do not add up to 300 because not all participants answered each question.

^bOther includes Asian, Native American, and Alaskan native.

^cOther includes living with a parent, a grandson, a niece, or a pet, and living in a retirement community.

Health Care Applicability of PROME

As Figure 2 shows, an overwhelming majority of study participants (n=243, 81.0%) were positive about the overall usefulness of PROME; however, the percentage positive decreased to 62.3% (187/300) when excluding probably as the response. As for patient-physician communication, 245 of the 300 participants (81.7%) said that they would mention PROME to their physician (166/300, 55.3% for the responses definitely and very probably), and 248 participants (82.9%) said that PROME would facilitate patient-physician communication (138/299, 46.2% for the responses definitely and very probably). However, 133 participants (44.3%) said that their physician would get upset if they mentioned PROME (42/299, 14.1% for the responses definitely and very probably). Further, 209 (69.9%) of study participants were positive that they would ask their physician to prescribe a PROME-recommended medication. When we further broke down the positive responses to the question on whether physicians would be upset by such a request into probably, very probably, and definitely, we found that more participants chose probably (n=110, 36.8%) than very probably and definitely combined (n=99, 33.1%). In other...
words, study participants had some reservations about asking their physician to prescribe a PROME-recommended medication.

As for information credibility, most of our study participants (n=257, 85.7%) were positive that PROME information is trustworthy. Further, two-thirds (n=216, 72.0%) were willing to participate in PROME Web portals by providing their own medication experiences. However, for information credibility, more participants responded probably (n=136, 45.3%) than very probably and definitely combined (n=121, 40.3%) (Figure 2).

**Figure 2.** Participants’ perceptions of the potential health care applicability of patients’ reports of medication experience (PROME).

---

**Preferred Reporting Items and Sponsorship of the PROME Web Portal**

When asked about how PROME should be displayed in a Web portal, of the 308 answers given, participants most frequently picked the number of reviews (n=105, 34.1%), followed by star ratings (n=97, 31.5%) and individual comments (n=96, 31.2%) (Figure 3). However, the difference was negligible. Study participants were also asked to indicate medication attributes (such as effectiveness, side effects, ease of use, costs, and interaction with food) that PROME should cover. Study participants gave 809 answers and picked side effects most often (n=224, 27.7%) and ease of use least often (n=110, 13%). Cost (n=168, 20.8%), effectiveness (n=153, 18.9%), and interaction with food (n=151, 18.7%) were picked almost equally (Figure 3). When asked to indicate the importance of the PROME Web portal’s sponsorship, 263 of 298 participants (88.2%) said that sponsorship is important (Figure 4). Academic institutions such as the University of Tennessee were viewed as the most trusted sponsors (120/400, 30.0%), followed by nonprofit foundations such as the American Heart Association (97/400, 24.3%) (Figure 4).
Views on PROME According to Demographic Factors

Across all sociodemographic characteristics, study participants were positive that PROME provide useful and credible information to facilitate patient-physician communication (Table 2). Further, their willingness to participate in PROME Web portals remained high across all sociodemographics except for income. Study participants in the highest income bracket (over US $70,000 per year) were least willing to participate in PROME Web portals ($P=.02$) (Figure 5). However, the perceived likelihood that physicians would be upset was significantly different across several demographic variables. With increased education, study participants were more likely to believe that physicians would get upset by a mention of PROME (3/10, 30% for people with middle school education or less and 61/92, 66% for people with some college) (Figure 6). This trend was also present with income levels: the higher the income, the more likely the participant was to believe physicians would get upset by a mention of PROME (Figure 5). Likewise, non-Hispanic whites were more likely than non-Hispanic blacks to believe that physicians would get upset by a mention of PROME.
Table 2. Percentage of positive views\(^a\) on the potential applicability of a Web portal featuring patients’ reports of medication experience (PROME) to health care, by demographic characteristic (N=300).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No.</th>
<th>Items relating to perceptions of PROME Web portal applicability, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Overall usefulness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95% CI</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>231</td>
<td>187 (81.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75.9–86.0</td>
</tr>
<tr>
<td>Male</td>
<td>68</td>
<td>55 (80.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.5–90.2</td>
</tr>
<tr>
<td>Education (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤8</td>
<td>10</td>
<td>9 (90.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>78.0–100.0</td>
</tr>
<tr>
<td>9–12</td>
<td>123</td>
<td>102 (83.3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76.1–90.6</td>
</tr>
<tr>
<td>13–16</td>
<td>92</td>
<td>69 (75.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.2–83.9</td>
</tr>
<tr>
<td>≥17</td>
<td>72</td>
<td>58 (80.6%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.4–89.7</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>164</td>
<td>133 (81.1%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75.1–87.1</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>121</td>
<td>97 (80.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.8–87.2</td>
</tr>
<tr>
<td>Other(^c)</td>
<td>15</td>
<td>13 (87.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.3–100.0</td>
</tr>
<tr>
<td>Income (US$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>23</td>
<td>17 (73.9%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56.0–91.7</td>
</tr>
<tr>
<td>10,000–29,000</td>
<td>111</td>
<td>94 (84.4%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77.6–91.2</td>
</tr>
<tr>
<td>30,000–49,000</td>
<td>56</td>
<td>47 (84.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75.2–93.8</td>
</tr>
<tr>
<td>50,000–69,000</td>
<td>41</td>
<td>33 (80.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68.4–92.6</td>
</tr>
<tr>
<td>70,000</td>
<td>31</td>
<td>22 (71.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>55.0–87.0</td>
</tr>
</tbody>
</table>

\(^a\)The percentage of positive answers is for the response choices of probably, very probably, and definitely combined.

\(^b\)The 3 items related to patient-physician communication were combined because individually they did not have any significant demographic variations. The percentages of positive responses were for those with the combined score 9, the score when all 3 items were given a rating of 3 (a response of probably on the 5-point scale).

\(^c\)Other includes Asian, Native American, and Alaskan native.
Discussion

PROME would greatly affect patient care if patients consider the PROME information to be useful and credible, and are willing to contribute their own reviews and ratings for PROME. This study found that an overwhelming majority of study participants (81.0%) were at least positive that PROME are overall useful; 62.3% were definitely or very probably positive. The positive perception implies that older patients are in need of medication information written by the patient, for the patient. Patients who have received treatment under the paternalistic care environment are longing for information about overall treatment processes and alternative treatment options [14].

More than 80% of study participants were positive that PROME would facilitate patient-physician communication by triggering a mention of PROME. This percentage is much higher than...
those found in FDA-sponsored surveys of patients regarding DTCA. Only one-third of the participants in the FDA survey conducted in 2002 said that advertisements had encouraged them to ask a question of their physician, while 43%, a decline from 62% in 1999, felt that advertisements helped them have better discussions with their doctors [5]. Evidently, PROME have a greater potential to influence patient-physician communication than advertisements. Further, the likelihood of asking for a specific brand was also influenced quite differently by PROME and advertisements. In our study, more than two-thirds of study participants (69.9%) said that they would ask their physician to prescribe a PROME-recommended brand, compared with 39% of the FDA’s survey participants stating that they would ask for an advertisement-recommended brand.

It is interesting that participants perceived that physicians would be upset by their mention of PROME. While our survey did not provide data to explain this perception, perhaps the participants believed that they would be challenging the physician’s authority to prescribe by mentioning PROME-recommended drug therapy options. Alternatively, participants might have had past experience with physicians who were reluctant to discuss potential drug therapy options. However, studies have shown that physicians are in fact willing to discuss therapy options with patients [15,16]. It may be, then, that participants felt that physicians, in general, welcome questions on health issues but may not be as welcoming to those on drug therapy options, especially a request for a specific brand.

Patients often regard a piece of information as trustworthy when it comes from other patients with a similar condition [10]. However, study participants had some reservations concerning the trustworthiness of the PROME information. Traditionally, online information has been viewed as less trustworthy than print information [17]. Further, many are reluctant to trust online information [18,19], especially older adults, such as the study participants, who trust online health information less than do younger adults [20,21].

As for willingness to participate in PROME Web portals, 72.0% of study participants said they were willing to provide their own reviews and ratings. It is remarkable that such a high percentage of seniors were willing to participate in PROME Web portals. It may reflect the ongoing trend of a rapidly increasing senior population searching for health-related information on the Internet [22]. It could also reflect the patient-centric health care paradigm, where patients are actively seeking other patients’ experience. According to a study of PatientsLikeMe, patients refer to other patients’ experience to better understand and control their diseases [10]. Thus, it follows that patients who seek other patients’ experience would be willing to participate in PROME Web portals. Patient reports, just like any other consumer review, can be summarized in 3 reporting items (star ratings, number of reviews, and individual comments). Study participants indicated that the PROME Web portal should provide information on all 3 reporting items. The 3 items evidently capture different aspects of patients’ medication experience. Without capturing all these aspects, PROME may not successfully reflect patients’ true medication experience.

A well-designed PROME Web portal should also provide information on all the attributes of medication experience, such as effectiveness, side effects, ease of use, costs, and interaction with food. Participants picked side effects, followed closely by cost, effectiveness, and interaction with food, as the most important attributes to report in a PROME Web portal. Ease of use was least often picked. It is not surprising that study participants were most interested in side effects. The FDA’s study also reported that far more people look for information on side effects than on benefits (61% vs 10%) [5]. What is rather surprising is that more people in this study wanted the PROME Web portal to report on drug cost than on effectiveness (20.8% vs 18.9%). This finding is starkly different from the FDA’s survey, where few people (4%) wanted cost information from advertisements [5]. Patients seem to put more trust in PROME than in advertisements for drug cost information. Chronic diseases are prevalent among older adults and require ongoing medication management. Older patients who live on a fixed income could face substantial financial distress due to drug cost [23,24]. Thus, these patients would naturally seek information on drug cost.

Information available on the Internet has a high chance of misleading people [19,25]. Without a reputable sponsor, online information is difficult to trust [26]. As many as 90% of study participants said that it is important who sponsors the PROME Web portal. Evidently, sponsorship makes a big impact on patients’ willingness to trust online medical information. Patients rarely read online information unless there is a transparent and dependable sponsorship [27]. Without an address or a phone number of the sponsor, patients simply do not trust online information [28]. As for a trusted sponsor of the PROME Web portal, in this study participants picked academic institutions as the most trusted. Another study also reported that the most trusted sponsor of health information is a university [29]. According to our participants, private organizations such as WebMD, ConsumerReports, and chain pharmacies were viewed as least trusted. People seem to perceive that private organizations act in their own interests ahead of patients’ interests.

Across all demographics, most study participants had a favorable view of the health care applicability of PROME. Meanwhile, about one-fifth of study participants did not agree with the usefulness of PROME. Study participants in the highest income bracket (over US $70,000 per year) showed the lowest willingness to participate in PROME Web portals (P<.05). The inverse relationship could imply that participants with the highest income are most satisfied with the medical information they have access to and thus are least likely to feel the need for PROME Web portals for additional information. Participants with higher income may have easier access to various medical information resources. Further, the perceived likelihood that physicians would get upset by their patients mentioning PROME was significantly higher among people with greater education and income. Moreover, this perception was more apparent among non-Hispanic whites than among non-Hispanic blacks. It would be interesting to know why participants with more education were more likely to perceive that physicians would
get upset by a mention of PROME. Perhaps education trains people to be more skeptical.

Limitations

Our findings should be interpreted carefully because of three potential study limitations. First, we have measured participants’ perceptions based on convenience sampling in one metropolitan area. Participants’ perceptions of the study sample may well have been different from those of the US population as a whole. However, the characteristics of our study participants were similar to the population who were over 50 years of age and lived in a metropolitan area of a southeastern state.

Second, study participants may not have been willing to disclose some information, especially when the information was sensitive because of privacy concerns. For instance, many of the respondents refused to disclose their estimated annual income even though we had guaranteed the anonymity and confidentiality of their responses. While this limitation is common to all survey studies, the study sample could have been more reluctant to release the sensitive information.

Third, this study used an unbalanced 5-point Likert scale (3 positive and 2 negative responses) to elicit study participants’ perceptions of PROME with regard to patient-physician communication. Although this scale provides more discrimination between positive responses [13,30], some neutral responses could have been forced to positive ones. When this happens, dichotomizing the responses into positive and negative responses could inflate the occurrence of positive evaluations. However, the likelihood is minimal considering survey participants are known to choose a response based on a label rather than the position on the 5-point scale [31,32]

Conclusion

This study found that older participants across most demographics considered PROME to provide useful and credible information to facilitate patient-physician communication, and thus were willing to participate in PROME Web portals by sharing their own medication experiences. These participants also believed that an academic institution should sponsor PROME Web portals. Overall, this study found that there is a need for developing a trustworthy Web portal to systematically compile PROME for older patients to communicate well with their physicians.
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Abstract

Background: Health information is increasingly being disseminated online, but there is a knowledge gap between Latinos and non-Hispanic whites, particularly those whose English language proficiency is poor, in terms both of online health information-seeking behavior and computer literacy skills. This knowledge gap may also exist between US- and foreign-born Latinos.

Objective: The specific aim of this study was to examine Internet use, online health information-seeking behavior, and confidence in filling out online forms among Latinos, particularly as it relates to health-risk behaviors. We then stratified our sample by nativity.

Methods: We used the adult population file of the 2011-2012 California Health Interview Survey, analyzing Internet use, online health information-seeking behavior, and confidence in filling out online forms using binary logistic regression among Latinos and whites (N=27,289), Latinos (n=9506), and Latinos who use the Internet (n=6037).

Results: Foreign-born Latinos (OR 0.71, 95% CI 0.58-0.88, P=.002) have lower odds of engaging in online health information-seeking behavior, and higher odds (OR 2.90, 95% CI 2.07-4.06, P<.001) of reporting a lack of confidence in filling out online forms compared to US-born Latinos. Correlates of online health information-seeking behavior and form confidence varied by nativity.

Conclusions: Latinos, particularly foreign-born individuals, are at an increased risk of being left behind as the move to increase online content delivery and care expands. As online health information dissemination and online health portals become more popular, the impact of these sites on Latino gaps in coverage and care should be considered.

(J Med Internet Res 2016;18(7):e184) doi:10.2196/jmir.5065
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Health information and marketing is increasingly being disseminated and collected via the Internet [1]; therefore, understanding who is and is not engaging in online health information-seeking behavior is crucial to improving health. Health information-seeking behavior is the third most popular use of the Internet among adults [2,3]. The use of online and mobile interventions shows promising results as a way to implement large-scale behavioral changes [4]. As a result, tracking online health information-seeking behavior is particularly important because online health information-seeking behavior is associated with risk behaviors in the general population [5]. However, this association between online health information-seeking behavior and Internet use varies by behavior. Decreased fruit and vegetable consumption are associated with decreased use of the Internet for health information-seeking behavior, whereas others, such as smoking, are associated with increased online health information-seeking behavior in the general US population [5]. Additionally, it is important to understand competencies in performance of online tasks—such as the ability to fill out online forms—because insurers, hospitals, and other government programs are using online forms and online apps as ways of gathering information and communicating with their clients [6].

There are significant geographic, social, economic, and racial/ethnic disparities in online health information-seeking behavior [7,8]. In particular, although more than 75% of Latinos use the Internet or email at least occasionally [9], Latinos are less likely than other groups to go online for health information and to use online health services such as Internet portals [3,10-12]. Further, differences in English language literacy, eHealth literacy, and background knowledge may also affect how much benefit people receive from health-related information online [13-15]. We define eHealth literacy as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [16]. Although computer literacy is part of eHealth literacy, it is a fairly complex construct that allows scholars to understand how existing disparities can be exacerbated be electronic tools due to the ability of the existing system to reinforce structural inequalities [14].

Although English language proficiency has been increasing among Latinos overall [17], there continues to be disparities in eHealth literacy and health-related background knowledge. For example, Latinos are less likely than other groups to have high computer use efficacy and they have a lower activation rate for online health systems than whites [18,19]. In addition, in a study of parents in Florida, Latino parents had less success accessing an eHealth portal for help with their special needs children [4]. Latinos with poorer English language proficiency are less likely to seek health information online [15] and older Latinos with poorer English tend to have lower eHealth literacy [5]. Further, Latino women are less likely to seek health information online than white women [10], which may lead to online health information knowledge gaps. For example, Latinos typically have lower levels of cancer-related health information than whites do [20-22].

When examining Latinos, it is important to consider that there exists significant differences between US- and foreign-born Hispanics in the United States. Latinos born in the United States are generally younger and have higher socioeconomic status (as measured by education and income levels) than non-US-born Latinos [23,24]. With each successive generation born in the United States, English language dominance increases as Spanish usage declines. English language proficiency and nativity are also significant when considering Hispanic Internet usage in general [17,23]. A Pew survey shows that half of all American Hispanic Internet users are US-born and the majority of American Hispanic Internet users are either English dominant or bilingual [9].

Although some recent studies have been done on online health information-seeking behavior among Latinos to determine the profile of Latino online health information-seeking behavior, the majority of these studies have been small or limited to particular localities (ie, boroughs of New York or Puerto Rico) [11,25-28]. One study examined a national sample of Latinos [29]. We found no studies on use of the Internet for health information-seeking behavior by Latinos who engage in health-risk behavior. Furthermore, we found no study that stratifies Latinos by nativity in order to understand how the correlates of online health information-seeking behavior differs between foreign- and US-born Latinos. Understanding how online health information-seeking behavior by Latinos varies by nativity is important because the use of media for health information and prevalent modes of media use among Latinos differs according to demographic characteristics [29,30].

California is the most populous US state; in 2015, 38% of its population was Hispanic or Latino as compared to 17.4% in the US population overall [31]. Due to the high percentage of Hispanics in California, research related to Hispanic or Latino individuals often sample from there specifically [32-34]. As a result, understanding Internet access and online health information-seeking behavior of Latinos in California will help to predict national trends. When studying Latinos in California, it is particularly important to examine US- versus foreign-born Latinos because there is a significant demographic divide between Latinos in the United States and in California specifically; in 2011, the average age of US-born Latinos in California was 18 years and 72% of this population were younger than age 30 [35]. This mirrors the demographic shift that the Hispanic population in the United States has been undergoing over the last three decades. As a result, although Hispanics are still perceived as an immigrant population, in 2013, 64.8% of all US Hispanics were born in the United States [36].

The purpose of this study is to examine Internet use, online health information-seeking behavior, and confidence in filling out online forms (form confidence) among Latinos in California, particularly as it relates to health-risk behaviors. This study (1) examines whether or not disparities between Internet use, online health information-seeking behavior, and lack of confidence in filling out online forms varies between non-Hispanic whites
and Latinos, (2) then analyzes Internet use and online health information-seeking behavior and lack of confidence in filling out online forms among Latinos, and (3) examines the correlates of health information-seeking behavior and confidence in filling out online forms among US- and foreign-born Latinos, stratifying by nativity.

**Methods**

Data came from the adult population file of the 2011-2012 California Health Interview Survey (CHIS), which is a representative sample of noninstitutionalized California state adult population aged 18 and older [37]. We analyzed Latinos and non-Hispanic whites (N=27,289), all Latinos (n=9506), and the subsample of Latinos who reported using the Internet in the last 12 months (n=6037). Additionally we stratified our analyses of Latinos by nativity.

**Primary Outcomes**

Our three primary outcomes of interest were (1) ever used the Internet, defined as having ever used the Internet including email and social media sites; (2) health information-seeking behavior in the last 12 months, defined as seeking health or medical information online, including information about disease symptoms, diet or nutrition, physical activity, health care providers, and health insurance plans; and (3) lack of confidence in filling out an online application on their own (not at all confident or not too confident=1, somewhat confident or very confident=0).

**Sociodemographic and Health Risk Variables**

We controlled for age (18-24, 25-34, 35-44, 45-64, and ≥65 years), gender (female=1, male=0), education (less than high school, high school, some college, and college or greater), poverty level (poor: 0%-99% of the federal poverty level [FPL], near poor 100%-199% of the FPL, above poor: ≥200% of the FPL), marital status (married=1), employment status (employment=1), and living in a household with kids (children=1). We collapsed the first three categories of self-rated health (excellent, very good, good) into a single category (good) and compared that to all other responses. Additionally, we controlled for having a usual source of care other than the emergency department, being currently insured, and having been diagnosed with one of eight chronic diseases (asthma, diabetes or prediabetes, heart disease, stroke, arthritis, gout, or lupus).

Obesity was defined as having a body mass index (BMI) in the obese range according to Centers for Disease Control and Prevention (CDC) definitions. “Smoker” was defined as someone who has smoked at least 100 cigarettes in their lifetime and reported currently smoking some days or every day. Frequent binge drinking was defined as binge drinking (≥5 drinks for men and ≥4 drinks for women) monthly or more often. The majority of respondents reported eating less than seven servings of vegetables per week (respondents were asked how often they eat vegetables per week), so we dichotomized vegetable consumption into those who consumed vegetables six or fewer times per week and those who consumed vegetables seven or more times per week. We dichotomized variables representing unfavorable eating habits into consuming two or more servings of soda per week and consuming two or more servings of fast food per week. Additionally we dichotomized the sample into individuals who walked less than 150 minutes per week (for work or exercise).

**Other Measures**

In models comparing Latinos to whites, we controlled for being Latino (Latino=yes, non-Hispanic white=no). As previously discussed, there exists significant demographic and cultural differences between US- and foreign-born Hispanics in the United States [23,24]. Therefore, we used the US Census definition of nativity, dividing Latino respondents into US- and foreign-born individuals. Because language use varies between US- and foreign-born Latinos and is related to Internet use among Latinos in the United States [9], we controlled for acculturation using English language proficiency and language in which media is consumed. We measured a respondent’s lack of acculturation via the proxies (1) respondent’s English proficiency is low and (2) respondent only consumes media in a non-English language.

We controlled for neighborhood-level factors with two social capital measures, trust/safety and civic engagement, constructed from individual-level social capital variables in the CHIS. Trust/safety measures respondents’ perceptions that people in their neighborhood can be trusted and are willing to help one another, their feelings of safety in their neighborhood, and perception that neighbors watch out for the safety of children in the neighborhood. Civic engagement measures volunteering in the community and attending meetings dealing with community problems during the past year. These measures were created by averaging the individual items in the CHIS following a factor analysis to ensure that all items loaded on a single factor.

**Analysis**

We first conducted three logistic regressions comparing Latinos to whites to test if Latinos odds of (1) using the Internet, (2) engaging in online health information-seeking behavior, and (3) lack of confidence in filling out online forms were lower than non-Hispanic whites. Our sample population for this analysis were non-Hispanic whites and Latinos. We then used logistic regressions to (1) test whether US-born Latinos were more likely to use the Internet compared foreign-born Latinos, (2) examine the correlates of online health information-seeking behavior, and (3) examine the characteristics of Latino Internet users who were not confident filling out online forms. After we conducted the last two Latino analyses, we stratified our sample by nativity. All analyses were weighted according to CHIS directions.

**Results**

In all, 6037 of 9506 (69.95%) Latinos reported using the Internet in the last year (Table 1). Of these 6037 Latinos, 3190 (53.36%) reported engaging in online health information-seeking behavior and 998 of 6037 (15.64%) reported a lack of confidence in filling out online forms.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Latinos (n=9506)</th>
<th>Latinos who use the Internet (n=6037)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use the Internet, n (%)</td>
<td>6037 (69.95)</td>
<td>—</td>
</tr>
<tr>
<td>Engage in online health information-seeking behavior, n (%)</td>
<td>—</td>
<td>3190 (53.36)</td>
</tr>
<tr>
<td>Lack online form confidence (not at all confident or not too confident filling out online forms), n (%)</td>
<td>—</td>
<td>998 (15.64)</td>
</tr>
<tr>
<td>Nativity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreign-born</td>
<td>5425 (54.93)</td>
<td>2672 (42.33)</td>
</tr>
<tr>
<td>US-born</td>
<td>4081 (45.07)</td>
<td>3365 (57.67)</td>
</tr>
<tr>
<td>Acculturation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficiency is low</td>
<td>3659 (37.14)</td>
<td>1225 (20.52)</td>
</tr>
<tr>
<td>Only consumes media in the non-English language</td>
<td>2482 (24.77)</td>
<td>720 (11.62)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>1332 (18.70)</td>
<td>1296 (26.17)</td>
</tr>
<tr>
<td>25-34</td>
<td>1474 (22.25)</td>
<td>1200 (26.16)</td>
</tr>
<tr>
<td>35-44</td>
<td>1923 (22.58)</td>
<td>1338 (22.66)</td>
</tr>
<tr>
<td>45-64</td>
<td>3354 (28.77)</td>
<td>1819 (22.30)</td>
</tr>
<tr>
<td>≥65</td>
<td>1423 (7.70)</td>
<td>384 (2.72)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>5531 (50.53)</td>
<td>3376 (49.97)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below high school</td>
<td>3267 (34.98)</td>
<td>965 (18.71)</td>
</tr>
<tr>
<td>High school</td>
<td>2676 (28.71)</td>
<td>2020 (33.92)</td>
</tr>
<tr>
<td>Some college</td>
<td>2125 (22.13)</td>
<td>1753 (28.32)</td>
</tr>
<tr>
<td>Bachelors or higher</td>
<td>1438 (14.17)</td>
<td>1299 (19.05)</td>
</tr>
<tr>
<td>Poverty level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (0%-99% of the FPL)</td>
<td>2939 (29.09)</td>
<td>1437 (23.05)</td>
</tr>
<tr>
<td>Near poor (100%-199% of the FPL)</td>
<td>2768 (29.15)</td>
<td>1567 (26.87)</td>
</tr>
<tr>
<td>Above poor (≥200% of the FPL)</td>
<td>3799 (41.76)</td>
<td>3033 (50.09)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>4638 (46.92)</td>
<td>2802 (42.14)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>5890 (58.90)</td>
<td>3641 (64.10)</td>
</tr>
<tr>
<td>Lives in a family with children, n (%)</td>
<td>3881 (44.00)</td>
<td>2645 (44.03)</td>
</tr>
<tr>
<td>Self-rated health is good to excellent, n (%)</td>
<td>6540 (72.49)</td>
<td>4845 (81.46)</td>
</tr>
<tr>
<td>Has usual sources of care, n (%)</td>
<td>7553 (75.74)</td>
<td>4892 (77.11)</td>
</tr>
<tr>
<td>Currently insured, n (%)</td>
<td>7022 (70.05)</td>
<td>4485 (71.26)</td>
</tr>
<tr>
<td>Chronic diseases, n(%)</td>
<td>3276 (26.73)</td>
<td>1579 (20.18)</td>
</tr>
<tr>
<td>Risk behavior, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>3240 (32.55)</td>
<td>1810 (28.73)</td>
</tr>
<tr>
<td>Smoker</td>
<td>1014 (12.27)</td>
<td>661 (12.30)</td>
</tr>
<tr>
<td>Binge drinks once a month or more often</td>
<td>886 (12.51)</td>
<td>742 (15.39)</td>
</tr>
<tr>
<td>Drinks soda ≥2 times per week</td>
<td>3247 (39.55)</td>
<td>2185 (41.16)</td>
</tr>
<tr>
<td>Eats ≥2 servings of fast food per week</td>
<td>3600 (44.34)</td>
<td>2708 (50.93)</td>
</tr>
<tr>
<td>Eats &lt;7 servings of vegetables per week</td>
<td>6012 (65.79)</td>
<td>3708 (64.54)</td>
</tr>
<tr>
<td>Walks &lt;150 minutes per week</td>
<td>8050 (84.14)</td>
<td>5146 (84.11)</td>
</tr>
</tbody>
</table>
Latinos who use the Internet (n=6037)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Latinos (n=9506)</th>
<th>Latinos who use the Internet (n=6037)</th>
</tr>
</thead>
<tbody>
<tr>
<td>社会资本，均值（SD）</td>
<td>2.94 (0.01)</td>
<td>2.94 (0.01)</td>
</tr>
<tr>
<td>信任和安全（连续）</td>
<td>0.21 (0.004)</td>
<td>0.17 (0.003)</td>
</tr>
<tr>
<td>公民参与（连续）</td>
<td></td>
<td>0.21 (0.004)</td>
</tr>
</tbody>
</table>

*Percentages are weighted according to California Health Interview Survey directions in order to provide California population estimates.

**White Versus Latino Knowledge Gap**

We found that Latinos were less likely to have ever used the Internet (OR 0.48, 95% CI 0.41-0.56, \( P < .001 \)), to have engaged in online health information-seeking behavior (OR 0.71, 95% CI 0.63-0.80, \( P < .001 \)), and were more likely to say that they were not at all or not too confident they could fill out an online application on their own (OR 1.7, 95% CI 1.36-2.12, \( P < .001 \)) compared to non-Hispanic whites.

**Latino Internet Use**

We found no significant differences in Internet use between US- and foreign-born Latinos when examining all Latinos (both US- and foreign-born, Table 2). Individuals with low English proficiency (OR 0.33, 95% CI 0.23-0.47, \( P < .001 \)) or who consumed media in a non-English language (OR 0.46, 95% CI 0.35-0.60, \( P < .001 \)) had lower odds of using the Internet. Individuals ages 25-34 (OR=0.19, 95% CI 0.12-0.31, \( P < .001 \)) had lower odds than those aged 18 to 24 years; Latinos aged 65 or older (OR 0.01, 95% CI 0.01-0.02, \( P < .001 \)) had significantly lower odds of using the Internet. Lower education and poverty levels were associated with never having used the Internet. Women (OR 1.28, 95% CI 1.04-1.59, \( P = .02 \)) employed individuals (OR 1.29, 95% CI 1.04-1.60, \( P = .02 \)), individuals living in a family with children (OR 1.37, 95% CI 1.07-1.75, \( P = .01 \)), and with good self-rated health (OR 1.43, 95% CI 1.10-1.85, \( P = .008 \)) had higher odds of ever using the Internet, whereas individuals with a chronic disease (OR 0.69, 95% CI 0.57-0.84, \( P < .001 \)) had lower odds of ever using the Internet. When examining health-risk behaviors, individuals who were obese (OR 0.79, CI 0.64-0.98, \( P = .03 \)) had lower odds of ever having used the Internet, whereas Latinos who were frequent binge drinkers (OR 1.49, 95% CI 1.07-2.08, \( P = .02 \)), or who ate two or more servings of fast food (OR 1.65, 95% CI 1.31-2.07, \( P < .001 \)) had higher odds of using the Internet. When examining social integration, individuals with higher levels of trust had lower odds of ever having using the Internet (OR 0.81, 95% CI 0.66-0.99, \( P = .04 \)), whereas individuals who were civically engaged had higher odds (OR 3.13, 95% CI 2.18-4.50, \( P = .001 \)) of ever having used the Internet.

**Online Health Information-Seeking Behavior**

When examining online health information-seeking behavior among all Latinos (Table 3), we found that foreign-born Latinos (OR 0.71, 95% CI 0.58-0.88, \( P = .002 \)) had lower odds of engaging in online health information-seeking behavior than US-born Latinos. Individuals ages 65 years or older (OR 0.54, 95% CI 0.40-0.75, \( P < .001 \)), who had lower levels of education (below high school: OR 0.33, 95% CI 0.24-0.46, \( P < .001 \); high school: OR 0.53, 95% CI 0.41-0.67, \( P < .001 \); some college: OR 0.72, 95% CI 0.59-0.87, \( P = .01 \)), and who were poor (OR 0.75, 95% CI 0.61-0.93, \( P = .01 \)) had lower odds of engaging in online health information-seeking behavior. Women (OR 1.50, 95% CI 1.27-1.77, \( P < .001 \)), individuals with a usual source of care (OR 1.43, 95% CI 1.14-1.79, \( P = .01 \)), and individuals with a chronic disease (OR 1.26, 95% CI 1.02-1.57, \( P = .03 \)) had higher odds of online health information-seeking behavior. When examining health-risk behaviors, individuals who smoked (OR 0.78, 95% CI 0.62-1.00, \( P = .047 \)) had lower odds of health information-seeking behavior, whereas individuals who frequently binge drank had higher odds (OR 1.40, 95% CI 1.11-1.78, \( P = .006 \)) of online health information-seeking behavior.

When stratifying by nativity (Table 4) we found that US-born Latinos who had a usual source of care (OR 1.56, 95% CI 1.17-2.08, \( P = .003 \)) and binge drinking (OR 1.53, 95% CI 1.14-2.06, \( P = .006 \)) had higher odds of online health information-seeking behavior, whereas these items were not associated with online health information-seeking behavior among foreign-born Latinos. Smokers had lower odds (OR 0.65, 95% CI 0.43-0.98, \( P = .03 \)) of online health information-seeking behavior among foreign-born Latinos, but this was not associated with online health information-seeking behavior among US-born individuals.
Table 2. Logistic regression: correlates of Internet use among Latinos in California from CHIS 2011-2012 (N=9474).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nativity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreign-born</td>
<td>0.82 (0.60-1.12)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Acculturation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficiency is low</td>
<td>0.33 (0.23-0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Only consumes media in non-English language</td>
<td>0.46 (0.35-0.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>0.19 (0.12-0.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-44</td>
<td>0.13 (0.08-0.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-64</td>
<td>0.06 (0.04-0.10)</td>
<td>.001</td>
</tr>
<tr>
<td>≥65</td>
<td>0.01 (0.01-0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1.28 (1.04-1.59)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below high school</td>
<td>0.12 (0.08-0.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school</td>
<td>0.36 (0.23-0.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some college</td>
<td>0.51 (0.32-0.82)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Poverty level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (0%-99% of the FPL)</td>
<td>0.46 (0.35-0.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Near poor (100%-199% of the FPL)</td>
<td>0.73 (0.57-0.95)</td>
<td>.02</td>
</tr>
<tr>
<td>Married</td>
<td>1.03 (0.81-1.32)</td>
<td>.81</td>
</tr>
<tr>
<td>Employed</td>
<td>1.29 (1.04-1.60)</td>
<td>.02</td>
</tr>
<tr>
<td>Lives in a family with children</td>
<td>1.37 (1.07-1.75)</td>
<td>.01</td>
</tr>
<tr>
<td>Self-rated health is good to excellent</td>
<td>1.43 (1.10-1.85)</td>
<td>.008</td>
</tr>
<tr>
<td>Has usual sources of care</td>
<td>1.20 (0.95-1.53)</td>
<td>.13</td>
</tr>
<tr>
<td>Currently insured</td>
<td>1.05 (0.81-1.37)</td>
<td>.68</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>0.69 (0.57-0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Risk behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>0.79 (0.64-0.98)</td>
<td>.03</td>
</tr>
<tr>
<td>Smoker</td>
<td>0.82 (0.61-1.10)</td>
<td>.18</td>
</tr>
<tr>
<td>Binge drinks once a month or more often</td>
<td>1.49 (1.07-2.08)</td>
<td>.02</td>
</tr>
<tr>
<td>Drinks soda ≥2 times per week</td>
<td>1.09 (0.84-1.42)</td>
<td>.50</td>
</tr>
<tr>
<td>Eats ≥2 servings of fast food per week</td>
<td>1.65 (1.31-2.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eats &lt;7 servings of vegetables per week</td>
<td>0.92 (0.71-1.18)</td>
<td>.49</td>
</tr>
<tr>
<td>Walks &lt;150 minutes per week</td>
<td>1.04 (0.79-1.36)</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust and safety</td>
<td>0.81 (0.66-0.99)</td>
<td>.04</td>
</tr>
<tr>
<td>Civic engagement</td>
<td>3.13 (2.18-4.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>204.57 (86.81-482.07)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 3. Logistic regression: correlates of online health information-seeking behavior and lack of form confidence among Latinos in California from CHIS 2011-2012 (n=6035).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online health information-seeking behavior</th>
<th>Lack of form confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td><strong>Nativity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreign-born</td>
<td>0.71 (0.58-0.88)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Acculturation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficiency is low</td>
<td>0.81 (0.61-1.07)</td>
<td>.14</td>
</tr>
<tr>
<td>Only consumes media in non-English language</td>
<td>0.74 (0.54-1.03)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>1.24 (0.94-1.62)</td>
<td>.12</td>
</tr>
<tr>
<td>35-44</td>
<td>1.04 (0.76-1.40)</td>
<td>.82</td>
</tr>
<tr>
<td>45-64</td>
<td>0.86 (0.66-1.13)</td>
<td>.28</td>
</tr>
<tr>
<td>≥65</td>
<td>0.54 (0.40-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1.50 (1.27-1.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below high school</td>
<td>0.33 (0.24-0.46)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school</td>
<td>0.53 (0.41-0.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some college</td>
<td>0.72 (0.59-0.87)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Poverty level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (0%-99% of the FPL)</td>
<td>0.75 (0.61-0.93)</td>
<td>.01</td>
</tr>
<tr>
<td>Near poor (100%-199% of the FPL)</td>
<td>0.91 (0.74-1.11)</td>
<td>.34</td>
</tr>
<tr>
<td>Married</td>
<td>1.01 (0.82-1.25)</td>
<td>.92</td>
</tr>
<tr>
<td>Employed</td>
<td>0.99 (0.83-1.18)</td>
<td>.92</td>
</tr>
<tr>
<td>Lives in a family with children</td>
<td>0.95 (0.77-1.18)</td>
<td>.66</td>
</tr>
<tr>
<td>Self-rated health is good to excellent</td>
<td>1.03 (0.82-1.29)</td>
<td>.81</td>
</tr>
<tr>
<td>Has usual sources of care</td>
<td>1.43 (1.14-1.79)</td>
<td>.002</td>
</tr>
<tr>
<td>Currently insured</td>
<td>1.06 (0.86-1.32)</td>
<td>.58</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>1.26 (1.02-1.57)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Risk behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>0.93 (0.76-1.12)</td>
<td>.44</td>
</tr>
<tr>
<td>Smoker</td>
<td>0.78 (0.62-1.00)</td>
<td>.047</td>
</tr>
<tr>
<td>Binge drinks once a month or more often</td>
<td>1.40 (1.11-1.78)</td>
<td>.006</td>
</tr>
<tr>
<td>Drinks soda ≥2 times per week</td>
<td>0.89 (0.74-1.07)</td>
<td>.21</td>
</tr>
<tr>
<td>Eats ≥2 servings of fast food per week</td>
<td>1.08 (0.91-1.29)</td>
<td>.39</td>
</tr>
<tr>
<td>Eats &lt;7 servings of vegetables per week</td>
<td>0.88 (0.75-1.03)</td>
<td>.10</td>
</tr>
<tr>
<td>Walks &lt;150 minutes per week</td>
<td>1.08 (0.86-1.37)</td>
<td>.49</td>
</tr>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust and safety</td>
<td>0.89 (0.77-1.04)</td>
<td>.13</td>
</tr>
<tr>
<td>Civic engagement</td>
<td>2.64 (2.01-3.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>1.74 (0.93-3.23)</td>
<td>.08</td>
</tr>
</tbody>
</table>
Table 4. Logistic regression: correlates of online health information-seeking behavior among Latinos in California stratified by nativity (source: CHIS 2011-2012).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>US-born Latinos (n=3363)</th>
<th></th>
<th></th>
<th>Foreign-born Latinos (n=2672)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
<td>OR (95% CI)</td>
<td>P</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acculturation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficiency is low</td>
<td>0.42 (0.17-1.00)</td>
<td>.049</td>
<td>0.78 (0.57-1.07)</td>
<td>.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only consumes media in non-English language</td>
<td>0.70 (0.29-1.67)</td>
<td>.42</td>
<td>0.74 (0.52-1.05)</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>1.08 (0.77-1.50)</td>
<td>.66</td>
<td>1.40 (0.89-2.20)</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>0.87 (0.54-1.40)</td>
<td>.55</td>
<td>1.21 (0.78-1.88)</td>
<td>.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>0.80 (0.57-1.14)</td>
<td>.21</td>
<td>0.91 (0.58-1.44)</td>
<td>.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>0.57 (0.37-0.89)</td>
<td>.01</td>
<td>0.47 (0.24-0.91)</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.41 (1.12-1.78)</td>
<td>.004</td>
<td>1.53 (1.17-1.99)</td>
<td>.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below high school</td>
<td>0.33 (0.20-0.53)</td>
<td>&lt;.001</td>
<td>0.36 (0.24-0.55)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0.46 (0.33-0.64)</td>
<td>&lt;.001</td>
<td>0.64 (0.45-0.91)</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0.66 (0.49-0.88)</td>
<td>.006</td>
<td>0.81 (0.57-1.14)</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Poverty level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (0%-99% of the FPL)</td>
<td>0.77 (0.56-1.05)</td>
<td>.10</td>
<td>0.76 (0.53-1.09)</td>
<td>.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Near poor (100%-199% of the FPL)</td>
<td>0.94 (0.69-1.29)</td>
<td>.72</td>
<td>0.94 (0.68-1.31)</td>
<td>.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>1.16 (0.89-1.52)</td>
<td>.26</td>
<td>0.90 (0.67-1.21)</td>
<td>.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1.06 (0.86-1.31)</td>
<td>.58</td>
<td>0.87 (0.67-1.12)</td>
<td>.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lives in a family with children</td>
<td>1.01 (0.75-1.36)</td>
<td>.94</td>
<td>0.88 (0.67-1.16)</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-rated health is good to excellent</td>
<td>1.15 (0.82-1.62)</td>
<td>.40</td>
<td>0.92 (0.66-1.27)</td>
<td>.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has usual sources of care</td>
<td>1.56 (1.17-2.08)</td>
<td>.003</td>
<td>1.27 (0.92-1.76)</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently insured</td>
<td>1.09 (0.81-1.47)</td>
<td>.55</td>
<td>1.07 (0.79-1.46)</td>
<td>.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>1.28 (0.99-1.67)</td>
<td>.06</td>
<td>1.21 (0.88-1.65)</td>
<td>.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>0.87 (0.67-1.13)</td>
<td>.29</td>
<td>1.02 (0.77-1.35)</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>0.92 (0.67-1.25)</td>
<td>.58</td>
<td>0.65 (0.43-0.98)</td>
<td>.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binge drinks once a month or more often</td>
<td>1.53 (1.14-2.06)</td>
<td>.01</td>
<td>1.16 (0.77-1.75)</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drinks soda ≥2 times per week</td>
<td>0.81 (0.64-1.02)</td>
<td>.07</td>
<td>1.01 (0.77-1.31)</td>
<td>.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eats ≥2 servings of fast food per week</td>
<td>1.06 (0.83-1.35)</td>
<td>.63</td>
<td>1.10 (0.86-1.42)</td>
<td>.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eats &lt;7 servings of vegetables per week</td>
<td>0.94 (0.78-1.15)</td>
<td>.56</td>
<td>0.81 (0.62-1.05)</td>
<td>.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walks &lt;150 minutes per week</td>
<td>1.13 (0.83-1.54)</td>
<td>.44</td>
<td>1.05 (0.74-1.49)</td>
<td>.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust and safety</td>
<td>0.85 (0.69-1.06)</td>
<td>.15</td>
<td>0.93 (0.75-1.14)</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Civic engagement</td>
<td>3.55 (2.34-5.38)</td>
<td>&lt;.001</td>
<td>1.87 (1.20-2.91)</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.61 (0.71-3.61)</td>
<td>.25</td>
<td>1.45 (0.55-3.79)</td>
<td>.44</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Logistic regression: correlates of lack of online form confidence (not at all confident or not too confident filling out online forms) among Latinos in California stratified by nativity (source: CHIS 2011-2012).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>US-born Latinos (n=3363)</th>
<th>Foreign-born Latinos (n=2672)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI) P</td>
<td>OR (95% CI) P</td>
</tr>
<tr>
<td><strong>Acculturation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English proficiency is low</td>
<td>1.99 (0.74-5.3) .17</td>
<td>2.56 (1.89-3.47) &lt;.001</td>
</tr>
<tr>
<td>Only consumes media in the non-</td>
<td>1.82 (0.4-8.21) .43</td>
<td>1.49 (1.10-2.02) .01</td>
</tr>
<tr>
<td>English language</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>0.57 (0.28-1.19) .13</td>
<td>1.54 (0.85-2.79) .16</td>
</tr>
<tr>
<td>35-44</td>
<td>0.57 (0.22-1.45) .23</td>
<td>2.14 (1.15-3.97) .02</td>
</tr>
<tr>
<td>45-64</td>
<td>0.89 (0.46-1.74) .74</td>
<td>1.68 (0.95-2.97) .07</td>
</tr>
<tr>
<td>≥65</td>
<td>3.54 (1.40-8.96) .008</td>
<td>1.39 (0.52-3.69) .50</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>1.30 (0.83-2.03) .25</td>
<td>1.11 (0.79-1.56) .53</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below high school</td>
<td>9.35 (2.39-36.59) .002</td>
<td>2.06 (1.34-3.16) .001</td>
</tr>
<tr>
<td>High school</td>
<td>5.17 (1.42-18.80) .01</td>
<td>1.51 (0.95-2.42) .08</td>
</tr>
<tr>
<td>Some college</td>
<td>3.94 (1.10-14.11) .04</td>
<td>0.81 (0.47-1.37) .42</td>
</tr>
<tr>
<td><strong>Poverty level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor (0%-99% of the FPL)</td>
<td>1.20 (0.64-2.23) .57</td>
<td>1.57 (0.96-2.55) .07</td>
</tr>
<tr>
<td>Near poor (100%-199% of the FPL)</td>
<td>1.55 (0.91-2.66) .11</td>
<td>1.73 (1.17-2.56) .006</td>
</tr>
<tr>
<td>Married</td>
<td>1.09 (0.55-2.16) .80</td>
<td>1.27 (0.93-1.74) .16</td>
</tr>
<tr>
<td>Employed</td>
<td>0.68 (0.45-1.04) .08</td>
<td>1.10 (0.78-1.54) .58</td>
</tr>
<tr>
<td>Lives in a family with children</td>
<td>1.10 (0.51-2.35) .81</td>
<td>0.81 (0.58-1.14) .22</td>
</tr>
<tr>
<td>Self-rated health is good to excellent</td>
<td>0.41 (0.21-0.81) .01</td>
<td>0.72 (0.50-1.04) .08</td>
</tr>
<tr>
<td>Has usual sources of care</td>
<td>0.49 (0.24-1.00) .049</td>
<td>0.87 (0.59-1.26) .45</td>
</tr>
<tr>
<td>Currently insured</td>
<td>0.95 (0.49-1.84) .88</td>
<td>0.84 (0.59-1.21) .36</td>
</tr>
<tr>
<td>Chronic diseases</td>
<td>1.07 (0.57-2.02) .83</td>
<td>0.82 (0.55-1.23) .34</td>
</tr>
<tr>
<td><strong>Risk behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>0.80 (0.50-1.28) .34</td>
<td>1.08 (0.77-1.50) .66</td>
</tr>
<tr>
<td>Smoker</td>
<td>1.44 (0.65-3.20) .36</td>
<td>1.03 (0.64-1.65) .90</td>
</tr>
<tr>
<td>Binge drinks once a month or more</td>
<td>0.60 (0.29-1.23) .16</td>
<td>0.92 (0.56-1.51) .75</td>
</tr>
<tr>
<td>often</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drinks soda ≥2 times per week</td>
<td>0.88 (0.58-1.32) .53</td>
<td>1.18 (0.87-1.60) .28</td>
</tr>
<tr>
<td>Eats ≥2 servings of fast food per week</td>
<td>1.06 (0.71-1.58) .78</td>
<td>0.62 (0.44-0.87) .01</td>
</tr>
<tr>
<td>Eats &lt;7 servings of vegetables per week</td>
<td>1.25 (0.73-2.15) .40</td>
<td>1.19 (0.90-1.57) .22</td>
</tr>
<tr>
<td>Walks less than&lt;150 minutes per week</td>
<td>1.18 (0.65-2.16) .58</td>
<td>0.99 (0.67-1.45) .95</td>
</tr>
<tr>
<td><strong>Social capital</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust and safety</td>
<td>0.78 (0.54-1.14) .20</td>
<td>0.69 (0.55-0.87) .002</td>
</tr>
<tr>
<td>Civic engagement</td>
<td>0.44 (0.20-0.97) .04</td>
<td>0.82 (0.52-1.29) .39</td>
</tr>
<tr>
<td>Constant</td>
<td>0.08 (0.01-0.58) .01</td>
<td>0.29 (0.08-1.03) .06</td>
</tr>
</tbody>
</table>
Lack of Confidence in Filling Out Online Forms

Lack of confidence in filling out online forms was higher among Latinos with low English proficiency (Table 3, OR 2.51, 95% CI 1.89-3.34, \( P < .001 \)) or those who only consumed media in a foreign language (OR 1.46, 95% CI 1.05-2.03, \( P = .03 \)). Individuals with a high school or lower education level (below high school: OR 2.67, 95% CI 1.76-4.05, \( P < .001 \); high school: OR 1.89, 95% CI 1.26-2.84, \( P = .003 \)) or who were near poor (OR 1.77, 1.28-2.45, \( P = .001 \)) had higher odds of lacking confidence. Individuals with good self-rated health (OR 0.62, 95% CI 0.44-0.88, \( P = .01 \)), who frequently ate fast food (OR 0.72, 95% CI 0.54-0.95, \( P = .03 \)), or with higher levels of trust and safety were less likely to express a lack of confidence in filling out online forms.

When we stratified our sample by nativity (Table 5), we found that among US-born Latinos, elderly (≥65 years) individuals had higher odds (OR 3.54, 95% CI 1.40-8.96, \( P = .008 \)) of expressing a lack of confidence. When examining socioeconomic status, we found that only education was related to lack of confidence. Although individuals with less than college had higher odds of expressing a lack of confidence filling out forms, Latinos with less than a high school education had more than 800% higher odds (OR 9.53, 95% CI 2.39-36.59, \( P = .002 \)) of expressing a lack of confidence. Individuals with good self-rated health (OR 0.41, 95% CI 0.21-0.81, \( P = .01 \)), who had a usual source of care (OR 0.49, 95% CI 0.24-1.00, \( P = .049 \)), or who had higher levels of civic engagement (OR 0.44, 95% CI 0.20-0.97, \( P = .04 \)) had lower odds of saying they were not confident filling out online forms. Among foreign-born Latinos, lack of English proficiency (OR 2.56, 95% CI 1.89-3.47, \( P = .001 \)) and exclusive use of foreign language media (OR 1.49, 95% CI 1.10-2.02, \( P = .01 \)) was related to lack of confidence filling out forms. Individuals who were near poor (OR 1.73, 95% CI 1.73-2.56, \( P = .006 \)) or who lacked a high school education (OR 2.06, 95% CI 1.34-3.16, \( P = .001 \)) had higher odds of not being confident filling out forms. Foreign-born Latinos who ate at least two servings of fast food per week or who had higher levels of perceptions of trust and safety in their neighborhood were less likely to express a lack of confidence with filling out online forms (OR 0.69, 95% CI 0.55-0.87, \( P = .002 \)).

Discussion

Overview

Online interventions are viewed as a low-cost platform to deliver health information and interventions [38,39], but our findings show Latinos, particularly foreign-born Latinos, may not benefit from this shift to online delivery of health-related content and care. Our findings regarding a gap in Internet use and online health information-seeking behavior between non-Hispanic whites and Latinos are consistent with previous literature showing a disparity in Internet usage for online health information-seeking behavior in the general US population [15,18,19]. Our analysis adds to this literature in a number of ways. First, we show that there is a gap in reported confidence to fill out Internet forms between Latinos and non-Hispanic whites because Latinos have higher odds of not being confident in their ability to fill out online forms. Our study also contributes to the literature by showing a gap in online health information-seeking behavior and a confidence in filling out online forms between US- and foreign-born Latinos. The lower level of form-related confidence between Latinos and non-Hispanic whites may serve as a barrier to accessing health-related information through electronic records and in other important contexts. Improving confidence to fill out online forms may help in bridging this knowledge gap that Latinos have displayed in a number of contexts where filling out online forms allows them to participate in further information-seeking behavior. For example, many online smoking cessation and other forums require participants to provide health information and fill out forms. Feeling less confident or having difficulty with this type of task may limit access to these and other forms of online health information, such as medical records. Feeling less confident or having difficulty with online forms may also hinder the collection of health-related data on Latinos because they may be less inclined to participate in online data collection venues.

Principal Findings

Education has been shown to be a social determinant of online health information-seeking behavior among the general US and the Latino population [26,40], but findings regarding age and gender have been mixed [11,15,26,27]. Our findings show that, consistent with studies on the general US population, education is related to online health information-seeking behavior [40]. Although one study found being male was related to online health information-seeking behavior among Latinos [26], our findings are consistent with other studies showing being female is associated with online health information-seeking behavior among the general US population, and Latinos in particular. We found that only those aged 65 or older had significantly lower odds of using the Internet compared to individuals aged 18 to 24 years. Studies of the US general population show individuals aged 65 or older are less likely to engage in online health information-seeking behavior [40]. A prior study showed language was a significant predictor of online health information-seeking behavior among Latinos [26], our findings show that this was a significant determinant among native-born individuals only. When considering confidence in filling out online forms, we found that low education was associated with lower levels of form-related confidence. Additionally, language was a significant predictor of confidence for foreign-born, but not US-born, Latinos.

Increasing digital literacy among Latinos in California (and elsewhere) should be a priority because these individuals are more likely to be never users or discontinued Internet users compared to non-Hispanic whites. They also have low levels of Internet efficacy, even when controlling for primarily speaking Spanish at home [19], although recent studies have shown that Internet access and online health information-seeking behavior among foreign-born Latinos may be increasing [28]. Our findings show that although males and those with lower education need to be targeted with education campaigns among the general Latino population [26], the correlates of online health information-seeking behavior varied by nativity. For example, a lack of English proficiency is significantly related to online
health information-seeking behavior among US-born individuals, but related to lack of form confidence among foreign-born individuals. Previous studies have shown that in the general US population, those who have difficulty accessing care are more likely to access online health information-seeking behavior [41], but we found that US-born Latinos who did not have a usual source of care had lower odds of engaging in online health information-seeking behavior. There was no relationship between access to care and online health information-seeking behavior among foreign-born Latinos. Additionally, there appeared to be an association, although it was not statistically significant, with having a chronic disease and with online health information-seeking behavior among native-born individuals (P=.06), but not among foreign-born individuals (P=.24). Because chronic diseases require significant support, knowledge, and self-care, individuals with chronic diseases should be targets of campaigns to increase online health information-seeking behavior among foreign-born Latinos. When we examined individuals who engaged in health-risk behaviors, we found that only smoking and binge drinking were related to online health information-seeking behavior among all Latinos. However, we found that this association varied by nativity. Among native-born Latinos, binge drinking was associated with higher odds of online health information-seeking behavior, whereas among foreign-born individuals, smokers had lower odds of engaging in online health information-seeking behavior.

Limitations
This study suffers from the limitations of cross-sectional self-reported data; causality cannot be determined and responses may be biased by the limitations of memory. Social desirability may also have biased responses, particularly when reporting characteristics such as weight and substance use. Additionally, general literacy, health literacy, computer literacy, and eHealth literacy—all of which influence online health information-seeking behavior—were not assessed by the CHIS. This sample is not a general US sample, but is limited to individuals in California. As a result, findings are not generalizable to the US population, but may suggest trends taking place in states with large Latino populations, particularly in the West and in areas with growing populations of Latinos.

Conclusion
Latinos, particularly first foreign-born individuals, are at an increased risk of being left behind as the move to increase online content delivery and care expands. When considering Latinos, it is important to note that there are nativity differences in the correlates of online health information-seeking behavior. Our research also identifies a significant gap in confidence regarding filling out online forms between individuals who are first US- and foreign-born, whose English proficiency is low and who only consume media in non-English languages, particularly among foreign-born Latinos. This indicates that as health information and online health portals become more popular, education and training for foreign-born individuals, and online health portals that are in Spanish and use Spanish forms, should be considered. Additionally, education was significantly related to a lack of confidence in filling out online forms, indicating that perhaps usability and simplicity should be a priority for online sites. This may also indicate that until digital literacy can be increased among all groups, data may need to be gathered in offline formats.

There are some groups within our sample that engage in high-risk health-related behaviors. Those US-born Latinos who binge drink are less likely to search for health information-seeking behavior online, suggesting that alternate channels should be used to supply this population with health-related information. It may be possible to provide health messages in bars or other places where binge drinkers are likely to frequent. This has already been done in the context of tobacco control. Further, foreign-born Latinos who eat two or more servings of fast food per week were less likely to be confident in filling out online forms. This may suggest that in some communities in California, particularly those that contain a small number of fast food establishments that could be tracked by researchers, researchers could pilot an eHealth literacy intervention to take place in those establishments.
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Abstract

Background: More advanced methods and models are needed to evaluate the participation of patients and citizens in the shared health care model that eHealth proposes.

Objective: The goal of our study was to design and evaluate a predictive multidimensional model of eHealth usage.

Methods: We used 2011 survey data from a sample of 13,000 European citizens aged 16–74 years who had used the Internet in the previous 3 months. We proposed and tested an eHealth usage composite indicator through 2-stage structural equation modelling with latent variables and measurement errors. Logistic regression (odds ratios, ORs) to model the predictors of eHealth usage was calculated using health status and sociodemographic independent variables.

Results: The dimensions with more explanatory power of eHealth usage were health Internet attitudes, information health Internet usage, empowerment of health Internet users, and the usefulness of health Internet usage. Some 52.39% (6811/13,000) of European Internet users’ eHealth usage was more intensive (greater than the mean). Users with long-term health problems or illnesses (OR 1.20, 95% CI 1.12–1.29) or receiving long-term treatment (OR 1.11, 95% CI 1.03–1.20), having family members with long-term health problems or illnesses (OR 1.44, 95% CI 1.34–1.55), or undertaking care activities for other people (OR 1.58, 95% CI 1.40–1.77) had a high propensity toward intensive eHealth usage. Sociodemographic predictors showed that Internet users who were female (OR 1.23, 95% CI 1.14–1.31), aged 25–54 years (OR 1.12, 95% CI 1.05–1.21), living in larger households (3 members: OR 1.25, 95% CI 1.15–1.36; 5 members: OR 1.13, 95% CI 0.97–1.28; ≥6 members: OR 1.31, 95% CI 1.10–1.57), had more children <16 years of age (1 child: OR 1.29, 95% CI 1.18–1.4; 2 children: OR 1.05, 95% CI 0.94–1.17; 4 children: OR 1.35, 95% CI 0.88–2.08), and had more family members >65 years of age (1 member: OR 1.33, 95% CI 1.18–1.50; ≥4 members: OR 1.82, 95% CI 0.54–6.03) had a greater propensity toward intensive eHealth usage. Likewise, users residing in densely populated areas, such as cities and large towns (OR 1.17, 95% CI 1.09–1.25), also had a greater propensity toward intensive eHealth usage. Educational levels presented an inverted U shape in relation to intensive eHealth usage, with greater propensities among those with a secondary education (OR 1.08, 95% CI 1.01–1.16). Finally, occupational categories and net monthly income data suggest a higher propensity among the employed or self-employed (OR 1.07, 95% CI 0.99–1.15) and among the minimum wage stratum, earning ≤€1000 per month (OR 1.66, 95% CI 1.48–1.87).

Conclusions: We provide new evidence of inequalities that explain intensive eHealth usage. The results highlight the need to develop more specific eHealth practices to address different realities.

(J Med Internet Res 2016;18(7):e188) doi:10.2196/jmir.5605
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Introduction

In recent years, there has been considerable development in the field of eHealth services. With eHealth, a wide range of new opportunities has emerged to improve people’s health status through the use of information and communication technologies (ICTs) in general and the Internet in particular [1-3]. In the current context of severe constraints on health budgets, eHealth is becoming a very useful instrument to improve equality of access to, and the quality of, health care [4]. However, despite being widely used and having different characteristics depending on its application, eHealth has not been precisely defined. It is an emergent practice at the intersection of medical informatics, public health, and business [3]. In the face of this conceptual limitation, several important contributions have been made in the literature. Oh et al [5] compared 51 definitions of eHealth, and van Gemert-Pijnen et al [6] identified 16 eHealth frameworks based on their theoretical antecedents, their different visions, and the strategies or principles for increasing the uptake and impact of eHealth technologies. However, the most commonly cited definition on the Internet is Eysenbach’s [3] and it constituted the starting point of our study.

With new developments in wireless technologies, Web 2.0, and Media 3.0, eHealth has continued to profoundly change health care, which is shifting from an individual approach (care of acute health problems) toward a population approach (disease prevention and management through online communities) [7]. Consequently, health care provision models are evolving in a way that empowers patients to take care of, and make decisions on, their health [7]. Access to a wide range of health information, which used to be hard for the general public to obtain [8,9], and the sharing and posting of user content or comments in blogs and videos [10] have also been identified as means to enable greater patient empowerment and better self-care [11]. Today, patient-centered health care is recognized as the cornerstone of health care systems because it allows for improvements in health care outcomes and quality [12] to be made by reducing costs [13] and resource usage [14]. More and more patients are now better prepared for (they have the necessary knowledge to make decisions) and more informed about a wide range of health care-related topics [15-17]. They want to use ICTs in general and the Internet in particular to communicate with each other and share personal information about health [18,19].

In the context and objectives of the digital agenda for Europe, the eHealth Action Plan 2012–2020 promotes patient-centered care, thereby empowering citizens to make health decisions [20]. The aim is to foster the sustainability and efficiency of European health care systems by unlocking innovation and promoting changes in health care organizations. However, there is still very little consensus on exactly what the implications are of getting patients and citizens involved in this shared health care model [21,22], on how eHealth technologies match users’ anticipated needs [18,23,24], or, indeed, on what the main indicators of participation should be or how they should be measured [25]. It is therefore very difficult to compare the results obtained [26,27]. Obtaining empirical evidence of inequalities in health Internet usage is a work in progress [28,29,30,31], and not all studies consider the necessary variables [28,30,31] or are suitably adapted to factors that could foster health Internet usage in a constantly changing digital environment [26,27]. In addition, research on health Internet usage as a whole is still very scant in Europe [32] because most of the literature comes from the United States.

Since any impact fluctuates over time and in a given context [33-35], it has been suggested in the literature that there is a need to use more advanced methods to evaluate the participation of patients and citizens in this shared health care model. Social theory [36] points out that the analysis of health Internet usage disparities requires a more integrated approach that takes into account the drivers and barriers presented by the characteristics of people, of socioeconomic and cultural environments, and of technology usage [37,38]. Among other dimensions having an impact on health Internet usage, the sex and age of patients and citizens [27,39,40] have been noted, as have sociodemographic factors such as education or literacy [41,42], health status [28,39,40,43,44], and psychographic indicators such as the trust that people place in the Internet, in their own physicians, or in the health care system. Only a comprehensive examination of these dimensions will facilitate a better understanding of the complexity of citizens’ and patients’ eHealth usage [6]. Indeed, citizens’ and patients’ lack of knowledge of eHealth-related opportunities and challenges has already been identified in the eHealth Action Plan 2012–2020 as the main barrier to the acceptance of eHealth solutions in Europe [20].

Thus, the main aim of this work was to model and predict eHealth usage in Europe. We designed a multidimensional model for this purpose. The model has 9 dimensions and 88 indicators. We constructed an eHealth usage composite indicator by means of a structural equation modelling (SEM) analysis of a sample of 13,000 European Internet users in 2011. We then conducted a study to establish the indicator’s main predictors, especially the Internet users’ sociodemographic variables and health status. The results obtained provide new evidence of eHealth usage in Europe and have implications for the design of public health policies.

Methods

Participants and Procedure

Data for this study were drawn from the Strategic Intelligence Monitor on Personal Health Systems Phase 2 (SIMPHS2) research project “Citizens and ICT for health in 14 European countries: results from an online panel” [45]. The study was carried out by the Institute for Prospective Technological Studies in cooperation with the European Commission Directorate General for Information Society and Media, now the Directorate General for Communications Networks, Content and
were received. Of the responses received, 6731 were excluded, response rate was 20.72%. To achieve 13,000 responses, it was probability sampling applied to each country universe. The net at all times (by email) to resolve any queries that the respondents questionnaire was being implemented, an expert was on hand and did not receive any payment in cash or kind. While the European Internet users voluntarily answered the questionnaire data provided and the academic aim of the research. The inform potential respondents about the confidentiality of any interviews, lasting for half an hour each, and in a native language survey was answered by European Internet users in online grouped into 5 dimensions (Multimedia Appendix 2): (1) health and the Internet on health status, health care demand, and health technology, which gives rise to the second difficulty: statistical status, and health care and social care services use (12 patient monitoring and treatment disease management, telecare, telemedicin and wellness [45].

Our study used survey data for a sample of 13,000 European citizens aged 16–74 years who had used the Internet in the previous 3 months (Multimedia Appendix 1). The sampling universe comprised 171,859,356 European citizens aged 16–74 years with an overall margin of error of ±0.88 in the case of maximum indetermination p=q=50%, for a confidence level of 95.5%. The sample had two essential characteristics. First, we chose an equal-sized sample for each of the 13 countries being studied, that is to say, 1000 interviews for each country in the sample: Austria, Belgium, Denmark, Estonia, Finland, France, Germany, Italy, the Netherlands, Sweden, Slovakia, Slovenia, and Spain (public data are available for 13 countries). The country-specific margin of error was ±3.16 in the case of maximum indetermination p=q=50%, for a confidence level of 95.5%. Second, we chose to use a fully representative sample for the distribution of the target population, according to sex and age group. The demographic groups are organized by the cross-referenced quotas of sex and age group, as follows: women aged 16–24 years (±2.78), women aged 25–54 years (±1.58), women aged 55–74 years (±3.08), men aged 16–24 years (±2.73), men aged 25–54 years (±1.56), and men aged 55–74 years (±2.89).

The questionnaire used in the survey contained 47 questions grouped into 5 dimensions (Multimedia Appendix 2): (1) health status, and health care and social care services use (12 questions), (2) health attitude and health information sources (5 questions) (3) Internet and ICT uses (2 questions), (4) health-related use of ICTs and the Internet (15 questions), and (5) sociodemographic profile of participants (13 questions). The survey was answered by European Internet users in online interviews, lasting for half an hour each, and in a native language of each country. A study presentation paragraph was written to inform potential respondents about the confidentiality of any data provided and the academic aim of the research. The European Internet users voluntarily answered the questionnaire and did not receive any payment in cash or kind. While the questionnaire was being implemented, an expert was on hand at all times (by email) to resolve any queries that the respondents had. The respondent citizens were selected by means of probability sampling applied to each country universe. The net response rate was 20.72%. To achieve 13,000 responses, it was necessary to send 65,126 invitations, to which 19,731 responses were received. Of the responses received, 6731 were excluded, either because they did not fall into the required quotas for Internet use (6236) or because they had been rejected (495). The reasons for rejecting a questionnaire were either that they were incomplete or that the consistency of responses was poor. The fieldwork period ran from the July 20 to August 20, 2011. The SIMPHS2 research project followed the Checklist for Reporting Results of Internet E-Surveys criteria [46]. For a more detailed explanation, see the SIMPHS2 research report [45].

Data Analysis and Models
From an empirical perspective, explanatory factors determining eHealth usage raise two particular difficulties. First, the approach to the concept requires a multidimensional basis that is not usually captured in a single variable. In fact, the most common approaches found in the literature perform partial analyses of its various dimensions. This type of analysis has the disadvantage of not taking a full snapshot of the explanatory factors, which gives rise to the second difficulty: statistical modelling. In other words, eHealth usage can be interpreted as a latent, nonobservable concept, which therefore calls for statistical techniques that allow variables of this type, which are not directly measurable, to be used [47,48].

In the empirical literature, SEM with latent variables has been used to overcome this problem. A general SEM is a formal mathematical model. It is a set of linear equations that encompasses various types of models, such as regression analysis models, simultaneous equation systems, factor analysis, and path analysis. The main advantage of this method of analysis is the incorporation of different types of variables into the SEM. Directly observable and measurable variables, and theoretical or latent variables representing concepts that are not directly observed can therefore be incorporated. When the variable to be explained (dependent) is latent, it must be continuous, whereas dependent observed variables can be continuous, censored, binary, ordered, or categorical (ordinals), or combinations of any of these variable types [49].

This method of analysis allows us to define eHealth usage as a latent variable, thus enabling us to calculate the specific explanatory effect of the variables that it comprises. Hence, besides building an overall explanatory model of the determinants of eHealth usage, it is also possible to identify which of its explanatory dimensions are more important. In addition, SEM enables the relationships between the different observable variables included in the model (indirect effects) to be estimated. In this initial approach, however, only the direct effects are presented, that is to say, the coefficients of causality between the individual indicators and their latent dimensions, and later between the estimated dimensions and the latent variable (eHealth usage). In this context, and in order to capture the factors that explain eHealth usage in a large sample of European Internet users, we proposed and tested a 2-stage SEM with latent variables and measurement errors for 2011.

We applied the 2-stage empirical estimation methodology as follows: in the first stage, we tested the causal relationships among 88 indicators and the 9 latent dimensions describing eHealth usage in Europe, and in the second stage, we tested the causal relationships among the indicators constructed for those 9 dimensions (based on the coefficients from the first stage) and the latent construct of eHealth usage. Finally, after applying the coefficients obtained from the second stage, we constructed an eHealth usage indicator and determined its mean values (total and for the 9 dimensions). This methodology involved the design
and statistical testing of 10 empirical models: 9 models for the first stage and 1 model for the second stage.

Several eHealth definitions highlight growing patient empowerment (access to information and ability to use it) and point to the potential of eHealth to facilitate doctor-patient communication, partnership, and shared decision making [3,41,50]. Figure 1 shows the multidimensional model of eHealth usage with 9 dimensions grouped in 3 domains relevant to health usage: health information seeking, health care, and user-generated content and sharing. The 9 explanatory model dimensions and variables are as follows: 

- **dimension 1: health Internet usage**, captured by a set of 14 variables measuring the frequency of usage (Multimedia Appendix 3);
- **dimension 2: health care Internet usage**, captured by a set of 10 variables measuring the frequency of usage (Multimedia Appendix 4);
- **dimension 3: drivers of health care Internet usage**, captured by a set of 8 variables measuring the factors that Internet users consider relevant when evaluating an Internet health site (Multimedia Appendix 5);
- **dimension 4: barriers to health care Internet usage**, captured by a set of 10 variables measuring the factors that Internet users regarded as barriers when evaluating Internet health care (Multimedia Appendix 6);
- **dimension 5: usefulness of health Internet usage**, captured by a set of 13 variables measuring the Internet user’s perceived usefulness of health Internet usage (Multimedia Appendix 7);
- **dimension 6: ICT usage**, captured by a set of 15 variables measuring the frequency of usage (Multimedia Appendix 8);
- **dimension 7: information health Internet usage**, captured by a set of 7 variables measuring the Internet user’s perceived judgment of information health usage (Multimedia Appendix 9);
- **dimension 8: health Internet attitudes**, captured by a set of 6 variables measuring the Internet user’s perceived feelings about health Internet usage (Multimedia Appendix 10);
- **dimension 9: empowerment of health Internet users**, captured by a set of 5 variables measuring the Internet user’s perceived results of health Internet usage (Multimedia Appendix 11).

Additionally, we calculated the logistic regression to model the predictors of eHealth usage using health status and sociodemographic independent variables. For each independent variable, we calculated odds ratios (ORs) and their 95% CIs. We used IBM SPSS Amos v.22 (IBM Corp) for all calculations.

**Figure 1.** Flow diagram detailing the multidimensional model of eHealth usage. ICT: information and communication technologies.

### Results

**eHealth Usage Composite Indicator**

Table 1 shows the results (standardized coefficients and measurement errors) of the first stage of estimating the explanatory factors of eHealth usage in Europe in 2011. In this first stage, we estimated the causal relationships among 88 indicators and the 9 dimensions describing eHealth usage by using an SEM with measurement errors. First, it should be noted that all the variables specified in the model were statistically significant (99% confidence level). Second, the goodness-of-fit measurements for the 9 proposed models were highly satisfactory. Thus, the normed fit index (NFI), relative fit index (RFI), incremental fit index (IFI), Tucker-Lewis index (TLI), and comparative fit index (CFI) had very high values, approaching the optimal value of 1. The root mean square error of approximation (RMSEA) values were <0.08, thus corroborating the validity of the estimated models.
Table 1. Explanatory factors of eHealth usage in Europe (first stage)\(^a\) in 2011.

<table>
<thead>
<tr>
<th>Dimension/variable</th>
<th>Standardized coefficient</th>
<th>(P) value</th>
<th>Error</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Health Internet usage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Look for information about a physical illness</td>
<td>0.536</td>
<td>&lt;.001</td>
<td>1.732</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2. Look for information about wellness or lifestyle</td>
<td>0.545</td>
<td>&lt;.001</td>
<td>1.955</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3. Buy medicine or vitamins online</td>
<td>0.779</td>
<td>&lt;.001</td>
<td>2.558</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4. Participate in an online support group with people</td>
<td>0.774</td>
<td>&lt;.001</td>
<td>2.761</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5. Participate in social networking sites</td>
<td>0.790</td>
<td>&lt;.001</td>
<td>2.301</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6. Use email or Web to communicate with a doctor’s office</td>
<td>0.713</td>
<td>&lt;.001</td>
<td>3.301</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7. Click on a health or medical Web’s privacy policy</td>
<td>0.682</td>
<td>&lt;.001</td>
<td>3.750</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8. Describe a medical condition to get advice from an online doctor</td>
<td>0.783</td>
<td>&lt;.001</td>
<td>2.645</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9. Describe a medical condition to get advice from other online users</td>
<td>0.822</td>
<td>&lt;.001</td>
<td>1.905</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10. Bookmark or favorite a health website</td>
<td>0.725</td>
<td>&lt;.001</td>
<td>2.426</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>11. Look to see what company is providing the information on a health website</td>
<td>0.681</td>
<td>&lt;.001</td>
<td>2.661</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12. Look for information about a mental health issue</td>
<td>0.749</td>
<td>&lt;.001</td>
<td>2.209</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>13. Disclose medical information on social networking sites</td>
<td>0.821</td>
<td>&lt;.001</td>
<td>2.329</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>14. Disclose medical information on websites to share files</td>
<td>0.814</td>
<td>&lt;.001</td>
<td>2.516</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI\(^b\): 0.986; RFI\(^c\): 0.979; IFI\(^d\): 0.987; TLI\(^e\): 0.980; CFI\(^f\): 0.987; RMSEA\(^g\): 0.041

| **2. Health care Internet usage** | | | | |
| 15. Make an Internet appointment with health care professionals | 0.743 | <.001 | 1.609 | <.001 |
| 16. Receive an email from doctor, nurse, or health care organization | 0.781 | <.001 | 1.343 | <.001 |
| 17. Have an online consultation through videoconference with health care professionals | 0.813 | <.001 | 1.675 | <.001 |
| 18. Receive online the results of clinical or medical test | 0.801 | <.001 | 1.484 | <.001 |
| 19. Use medical information through an Internet provider | 0.776 | <.001 | 2.098 | <.001 |
| 20. Use medical information through an Internet health care organization | 0.812 | <.001 | 1.656 | <.001 |
| 21. Use a game console to play games related to health or wellness | 0.739 | <.001 | 2.056 | <.001 |
| 22. Use a health/wellness app on mobile phone | 0.790 | <.001 | 1.643 | <.001 |
| 23. Use electronic devices to transmit clinical or medical information | 0.758 | <.001 | 1.811 | <.001 |
| 24. Email about health promotion or health prevention | 0.670 | <.001 | 1.906 | <.001 |

Goodness-of-fit indexes: NFI: 0.971; RFI: 0.953; IFI: 0.971; TLI: 0.954; CFI: 0.971; RMSEA: 0.074

| **3. Drivers of health care Internet usage** | | | | |
| 25. Secure handling of personal information | 0.672 | <.001 | 0.287 | <.001 |
| 26. Information in own language | 0.580 | <.001 | 0.407 | <.001 |
| 27. Updated information | 0.737 | <.001 | 0.246 | <.001 |
| 28. Interactivity | 0.520 | <.001 | 0.579 | <.001 |
| 29. Involvement of health professionals | 0.867 | <.001 | 0.150 | <.001 |
| 30. Clear statement of who is responsible for sponsoring the site | 0.586 | <.001 | 0.614 | <.001 |
| 31. Involvement of health organizations | 0.728 | <.001 | 0.322 | <.001 |
| 32. Involvement of governments | 0.382 | <.001 | 0.794 | <.001 |

Goodness-of-fit indexes: NFI: 0.973; RFI: 0.934; IFI: 0.973; TLI: 0.935; CFI: 0.973; RMSEA: 0.075

| **4. Barriers to health care Internet usage** | | | | |
| | | | | |
| | | | | |

Goodness-of-fit indexes: NFI: 0.973; RFI: 0.934; IFI: 0.973; TLI: 0.935; CFI: 0.973; RMSEA: 0.075
<table>
<thead>
<tr>
<th>Dimension/variable</th>
<th>Standardized coefficient</th>
<th>P value</th>
<th>Error</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>33. Lack of digital skills</td>
<td>0.583</td>
<td>&lt;.001</td>
<td>0.574</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>34. Lack of access to ICTb for health applications</td>
<td>0.632</td>
<td>&lt;.001</td>
<td>0.452</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35. Lack of motivation and interest</td>
<td>0.666</td>
<td>&lt;.001</td>
<td>0.382</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>36. Lack of awareness</td>
<td>0.730</td>
<td>&lt;.001</td>
<td>0.329</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>37. Lack of health literacy</td>
<td>0.714</td>
<td>&lt;.001</td>
<td>0.352</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>38. Lack of trust</td>
<td>0.832</td>
<td>&lt;.001</td>
<td>0.199</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>39. Lack of liability</td>
<td>0.810</td>
<td>&lt;.001</td>
<td>0.242</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>40. Lack of privacy</td>
<td>0.762</td>
<td>&lt;.001</td>
<td>0.279</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>41. Lack of security</td>
<td>0.800</td>
<td>&lt;.001</td>
<td>0.232</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>42. Lack of reliability</td>
<td>0.804</td>
<td>&lt;.001</td>
<td>0.219</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI: 0.979; RFI: 0.953; IFI: 0.980; TLI: 0.953; CFI: 0.980; RMSEA: 0.074

5. Usefulness of health Internet usage

| ICT for health could increase other ICT uses | 0.751 | <.001 | 0.555 | <.001 |
| ICT for health could lead to greater patient satisfaction | 0.819 | <.001 | 0.372 | <.001 |
| ICT for health could improve health status | 0.782 | <.001 | 0.471 | <.001 |
| ICT for health could improve the ability to take care of one’s own health | 0.816 | <.001 | 0.385 | <.001 |
| ICT for health could change behaviors toward a healthy lifestyle | 0.769 | <.001 | 0.469 | <.001 |
| ICT for health could avoid travelling expenses and time | 0.740 | <.001 | 0.567 | <.001 |
| ICT for health could improve the quality of health care services | 0.803 | <.001 | 0.407 | <.001 |
| Internet health could substitute for offline consultations with the physicians | 0.604 | <.001 | 1.022 | <.001 |
| Internet health complements offline consultations with the physicians | 0.704 | <.001 | 0.687 | <.001 |
| Quality of Internet health is aligned with the quality of offline services | 0.626 | <.001 | 0.796 | <.001 |
| Personal information could be shared with physicians through Internet due to privacy | 0.273 | <.001 | 1.202 | <.001 |
| Patients could be more comfortable with a remote monitoring system to track health | 0.626 | <.001 | 0.895 | <.001 |
| Patients could be willing to pay to access Internet health services | 0.512 | <.001 | 1.140 | <.001 |

Goodness-of-fit indexes: NFI: 0.979; RFI: 0.953; IFI: 0.980; TLI: 0.953; CFI: 0.980; RMSEA: 0.074

6. ICT usage

<p>| Use a search engine to find information | 0.242 | &lt;.001 | 0.600 | &lt;.001 |
| Send emails with attached files | 0.344 | &lt;.001 | 0.987 | &lt;.001 |
| Post messages to chatrooms, newsgroups, or an online discussion forum | 0.626 | &lt;.001 | 1.290 | &lt;.001 |
| Use the Internet to make telephone calls | 0.520 | &lt;.001 | 1.377 | &lt;.001 |
| Use peer-to-peer file sharing for exchanging pictures, videos, or movies | 0.637 | &lt;.001 | 1.042 | &lt;.001 |
| Create a webpage | 0.552 | &lt;.001 | 0.856 | &lt;.001 |
| Use websites to share pictures, videos, or movies | 0.681 | &lt;.001 | 1.103 | &lt;.001 |
| Use a social networking site | 0.436 | &lt;.001 | 1.972 | &lt;.001 |
| Purchase goods or services online | 0.472 | &lt;.001 | 0.801 | &lt;.001 |
| Keep a blog or weblog | 0.564 | &lt;.001 | 0.939 | &lt;.001 |
| Use instant messaging or chat websites | 0.564 | &lt;.001 | 1.638 | &lt;.001 |</p>
<table>
<thead>
<tr>
<th>Dimension/variable</th>
<th>Standardized coefficient</th>
<th>$P$ value</th>
<th>Error</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>67. Do home banking</td>
<td>0.184</td>
<td>&lt;.001</td>
<td>1.577</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>68. Use online software</td>
<td>0.612</td>
<td>&lt;.001</td>
<td>1.230</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>69. Use the Internet through mobile phone</td>
<td>0.523</td>
<td>&lt;.001</td>
<td>1.833</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>70. Use online gaming or playing games console</td>
<td>0.371</td>
<td>&lt;.001</td>
<td>1.976</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI: 0.942; RFI: 0.912; IFI: 0.944; TLI: 0.914; CFI: 0.944; RMSEA: 0.051

7. Information health Internet usage

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>71. Better informed about the advice of the health care professionals</td>
<td>0.792</td>
<td>&lt;.001</td>
<td>0.389</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>72. Better understanding of personal health</td>
<td>0.830</td>
<td>&lt;.001</td>
<td>0.301</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>73. Better informed on what is available, so that can make own choices</td>
<td>0.802</td>
<td>&lt;.001</td>
<td>0.341</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>74. Better understand the relevance of personal health</td>
<td>0.817</td>
<td>&lt;.001</td>
<td>0.323</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>75. Know more about the opinions of people who are in similar situations</td>
<td>0.708</td>
<td>&lt;.001</td>
<td>0.505</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>76. Better understand personal health through online discussions or experiences</td>
<td>0.733</td>
<td>&lt;.001</td>
<td>0.524</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>77. Play a more active role in exchanges with health care professionals</td>
<td>0.728</td>
<td>&lt;.001</td>
<td>0.547</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI: 0.993; RFI: 0.985; IFI: 0.993; TLI: 0.986; CFI: 0.993; RMSEA: 0.046

8. Health Internet attitudes

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>78. Better equipped to implement the advice of health care professionals</td>
<td>0.819</td>
<td>&lt;.001</td>
<td>0.332</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>79. Better equipped to make own choices without the advice of a physician</td>
<td>0.791</td>
<td>&lt;.001</td>
<td>0.433</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>80. Better equipped to make positive changes through other people</td>
<td>0.805</td>
<td>&lt;.001</td>
<td>0.353</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>81. More confident in playing a more active role in relationship with physician</td>
<td>0.834</td>
<td>&lt;.001</td>
<td>0.319</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>82. More confident about choices on possible treatments and solutions</td>
<td>0.863</td>
<td>&lt;.001</td>
<td>0.265</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>83. More confident in discussions with the people in one’s life</td>
<td>0.795</td>
<td>&lt;.001</td>
<td>0.387</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI: 0.998; RFI: 0.991; IFI: 0.999; TLI: 0.992; CFI: 0.998; RMSEA: 0.041

9. Empowerment health Internet users

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>84. Make decisions on health, albeit without going against the physicians</td>
<td>0.760</td>
<td>&lt;.001</td>
<td>0.486</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>85. Take a more active role in health by deciding solutions or alternative approaches</td>
<td>0.840</td>
<td>&lt;.001</td>
<td>0.317</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>86. Make decisions about health on the basis of own preferences</td>
<td>0.825</td>
<td>&lt;.001</td>
<td>0.384</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>87. Take a more active role in health by continuing to talk with people</td>
<td>0.775</td>
<td>&lt;.001</td>
<td>0.414</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>88. Make decisions about health by relying on the experiences of other people</td>
<td>0.783</td>
<td>&lt;.001</td>
<td>0.452</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI: 0.997; RFI: 0.988; IFI: 0.997; TLI: 0.992; CFI: 0.988; RMSEA: 0.048

---

$^a$Regression analysis: structural equation modelling; direct effects.

$^b$NFI: normed fit index.

$^c$RFI: relative fit index.

$^d$IFI: incremental fit index.

$^e$TLI: Tucker-Lewis index

$^f$CFI: comparative fit index.

$^g$RMSEA: root mean square error of approximation.

$^h$ICT: information and communication technology.

In the health Internet usage dimension, the standardized coefficient variability is 0.3 points. The variables with the greatest explanatory power in this dimension are related to describing a medical condition to get advice from other Internet users (0.822), as well as disclosing medical information on social networking sites (0.821) or on websites (0.814). In contrast, less explanatory variables are related to finding information about physical illness (0.536) or wellness and
lifestyle (0.545). In the health care Internet usage dimension, the standardized coefficient variability is 0.14 points, between the explanatory variables related to online consultation through videoconference with health care professionals (0.813), using medical information through an Internet health care organization (0.812), and receiving emails about health promotion or health prevention (0.670). In the drivers of health care Internet usage dimension, the standardized coefficient variability is high and reaches about 0.5 points. The variable with the greatest explanatory power is the involvement of health professionals (0.867), and the variable with the least explanatory power is the involvement of governments (0.382). In the barriers to health care Internet usage dimension, variability is 0.25 points, between the lack of trust (0.832), liability (0.810), reliability (0.804), and security (0.800) and the lack of digital skills (0.583). In the usefulness of health Internet usage dimension, variability is around 0.3 points, from the perceptions that ICT for health could lead to greater patient satisfaction (0.819), could improve the ability to take care of one’s own health (0.816), and could improve the quality of health care services (0.803) to the willingness to pay to access Internet health services (0.512). In the ICT usage dimension, variability is the highest, and is around 0.5 points, from using the Internet to share pictures, videos, or movies (0.681), peer-to-peer file sharing (0.637), posting messages to chat rooms, newsgroups, or online discussion forums (0.626), and using online software (0.612) to using a search engine to find information (0.242) and home banking (0.184). Finally, in the information health Internet usage, health Internet attitudes, and empowerment of health Internet users dimensions, the explanatory variable variability is minimal, and all the obtained coefficients are in the range from 0.7 to 0.8 points.

Table 2 shows the results (standardized coefficients and measurement errors) of the second stage of estimating the explanatory factors of eHealth usage in Europe in 2011. In this second stage, we tested the causal relationships among the indicators constructed for the 9 dimensions describing eHealth usage (based on the coefficients from the first stage) and the latent construct of explanatory factors of eHealth usage by using an SEM with a latent dependent variable and measurement errors. First, it should be noted that all the variables specified in the model were statistically significant (95% confidence level, at least). Second, the goodness-of-fit measurements for the proposed model were highly satisfactory. Thus, the indexes NFI (0.981), RFI (0.961), IIF (0.981), TLI (0.962), and CFI (0.981) had very high values, approaching the optimal value of 1. The RMSEA value was <0.08 (0.052), thus corroborating the validity of the estimated model.

<table>
<thead>
<tr>
<th>Dimension/variable</th>
<th>Standardized coefficient</th>
<th>P value</th>
<th>Error</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth usage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Health Internet usage</td>
<td>0.099</td>
<td>&lt;.001</td>
<td>360.143</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2. Health care Internet usage</td>
<td>0.029</td>
<td>&lt;.001</td>
<td>161.145</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3. Drivers of health care Internet usage</td>
<td>0.311</td>
<td>&lt;.001</td>
<td>8.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4. Barriers to health care Internet usage</td>
<td>0.221</td>
<td>&lt;.001</td>
<td>21.665</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5. Usefulness of health Internet usage</td>
<td>0.547</td>
<td>&lt;.001</td>
<td>37.930</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6. Information and communication technology usage</td>
<td>0.240</td>
<td>&lt;.001</td>
<td>31.880</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>7. Information health Internet usage</td>
<td>0.859</td>
<td>&lt;.001</td>
<td>5.221</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8. Health Internet attitudes</td>
<td>0.940</td>
<td>&lt;.001</td>
<td>2.146</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>9. Empowerment of health Internet users</td>
<td>0.855</td>
<td>&lt;.001</td>
<td>3.446</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Goodness-of-fit indexes: NFI\(^b\): 0.981; RFI\(^c\): 0.961; IIF\(^d\): 0.981; TLI\(^e\): 0.962; CFI\(^f\): 0.981; RMSEA\(^g\): 0.053

\(a\) Regression analysis: structural equation modelling; estimated coefficients: direct effects.

\(b\) NFI: normed fit index.

\(c\) RFI: relative fit index.

\(d\) IIF: incremental fit index.

\(e\) TLI: Tucker-Lewis index.

\(f\) CFI: comparative fit index.

\(g\) RMSEA: root mean square error of approximation.

The standardized coefficients obtained for the indicators of the 9 dimensions of eHealth usage in Europe highlight different explanatory capabilities. The dimensions with more-explanatory power are health Internet attitudes (0.940), information health Internet usage (0.859), empowerment of health Internet users (0.855), and usefulness of health Internet usage (0.547). ICT usage (0.240), and drivers of (0.311) and barriers to (0.221) health care Internet usage fall in the middle. Finally, the health Internet usage (0.099) and health care Internet usage (0.029) standardized coefficients have the least eHealth usage explanatory power. After applying the coefficients obtained from the second stage, we constructed an eHealth usage composite indicator and determined its mean values (Table 3).
Table 3. eHealth usage composite indicator descriptive statistics, 2011.

<table>
<thead>
<tr>
<th>Dimension/variable</th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Health Internet usage</td>
<td>25.37</td>
<td>19.07</td>
<td>10.21</td>
<td>91.93</td>
<td>1.832</td>
<td>2.705</td>
</tr>
<tr>
<td>2 Health care Internet usage</td>
<td>14.50</td>
<td>12.70</td>
<td>7.68</td>
<td>69.15</td>
<td>2.768</td>
<td>7.756</td>
</tr>
<tr>
<td>3 Drivers of health care Internet usage</td>
<td>16.41</td>
<td>2.98</td>
<td>5.07</td>
<td>20.29</td>
<td>–1.352</td>
<td>2.530</td>
</tr>
<tr>
<td>4 Barriers to health care Internet usage</td>
<td>23.21</td>
<td>4.77</td>
<td>7.33</td>
<td>29.33</td>
<td>–0.963</td>
<td>1.141</td>
</tr>
<tr>
<td>5 Usefulness of health Internet usage</td>
<td>28.99</td>
<td>7.37</td>
<td>8.83</td>
<td>44.13</td>
<td>–0.458</td>
<td>0.375</td>
</tr>
<tr>
<td>6 Information and communication technology usage</td>
<td>19.12</td>
<td>5.82</td>
<td>7.33</td>
<td>36.64</td>
<td>0.566</td>
<td>–0.005</td>
</tr>
<tr>
<td>7 Information health Internet usage</td>
<td>20.78</td>
<td>4.47</td>
<td>5.41</td>
<td>27.05</td>
<td>–0.870</td>
<td>1.180</td>
</tr>
<tr>
<td>8 Health Internet attitudes</td>
<td>18.22</td>
<td>4.29</td>
<td>4.91</td>
<td>24.54</td>
<td>–0.714</td>
<td>0.756</td>
</tr>
<tr>
<td>9 Empowerment of health Internet users</td>
<td>14.35</td>
<td>3.58</td>
<td>3.98</td>
<td>19.92</td>
<td>–0.637</td>
<td>0.491</td>
</tr>
<tr>
<td>eHealth usage composite indicator</td>
<td>80.85</td>
<td>14.24</td>
<td>24.19</td>
<td>117.06</td>
<td>–0.541</td>
<td>0.716</td>
</tr>
</tbody>
</table>

Figure 2 shows the histogram (frequencies and expected mean) of the values of the eHealth usage composite indicator. The mean value of this composite indicator was 80.85 points (SD 14.24, minimum to maximum range 24.19–117.06).

To capture the main predictors of eHealth usage in Europe, we performed a logistic regression using independent variables for European Internet users’ health status and sociodemographic circumstances. The first step in this analysis was to recode the eHealth usage composite indicator. We therefore constructed a dichotomous eHealth usage indicator, based on the mean of the composite indicator obtained. The dichotomous eHealth usage indicator takes the value 1 when the eHealth usage composite indicator is equal to or greater than the mean, and the value 0 when less than the mean. The mean value of this dichotomous composite indicator was 0.524 points (SD 0.499, minimum to maximum range 0–1, skew –0.097, kurtosis –1.991). Some 52.39% (6811/13,000) of European Internet users’ eHealth usage was more intensive (greater than the mean).

Figure 2. eHealth usage composite indicator histogram.

Health Status-Related Predictors of eHealth

Table 4 shows the results of the logistic regressions (ORs) between the dichotomous eHealth usage composite indicator and the health status independent variables. We found no significant differences between European Internet users’ perceived health status and more intensive eHealth usage—the variables with the highest predictive power were poor health (OR 1.30, 95% CI 1.12–1.51) and very good health (OR 1.02, 95% CI 0.94–1.11). However, the analysis of the existence of long-term health problems or illnesses did point to its predictive power. European Internet users with long-term health problems or illnesses (OR 1.20, 95% CI 1.12–1.29) or receiving long-term treatment (OR 1.11, 95% CI 1.03–1.20) had a much greater propensity toward more intensive eHealth usage. Likewise, the existence of specific health problems or illnesses determined a greater probability of more intensive eHealth usage. Specifically, these were diabetes (OR 1.01, 95% CI 0.88–1.16), stroke or cerebral hemorrhage (OR 0.95, 95% CI 0.72–1.23), cancer (OR 0.93, 95% CI 0.77–1.12), and cataract (OR 0.91, 95% CI 0.73–1.13). In contrast, users with health problems or illnesses related to chronic bronchitis and emphysema (OR 0.69, 95% CI 0.59–0.79) and osteoporosis (OR 0.63, 95% CI 0.51–0.77) had a lower propensity toward intensive eHealth usage. Finally, having family members with or caring for other people with long-term illnesses determined a greater propensity toward more intensive eHealth usage. Users with family members having long-term health problems or illnesses (OR 1.44, 95% CI 1.34–1.55) or who cared for other people with long-term health problems or illnesses (OR 1.58, 95% CI 1.40–1.77) had a greater propensity toward more intensive eHealth usage than users without such problems.
### Table 4. Logistic regression models for odds of dichotomous eHealth usage composite indicator reporting a value of 1 (eHealth usage composite indicator greater than or equal to eHealth usage composite indicator mean) by health status, 2011.

<table>
<thead>
<tr>
<th>Perceived general health</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very poor health</td>
<td>0.91</td>
<td>0.61–1.34</td>
</tr>
<tr>
<td>Poor health</td>
<td>1.30</td>
<td>1.12–1.51</td>
</tr>
<tr>
<td>Neither good nor poor health</td>
<td>0.99</td>
<td>0.91–1.10</td>
</tr>
<tr>
<td>Good health</td>
<td>0.94</td>
<td>0.88–1.01</td>
</tr>
<tr>
<td>Very good health</td>
<td>1.02</td>
<td>0.94–1.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Long-standing illness or health problem</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1.20</td>
<td>1.12–1.29</td>
</tr>
<tr>
<td>No</td>
<td>0.83</td>
<td>0.77–0.89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Long-term medical treatment</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1.11</td>
<td>1.03–1.20</td>
</tr>
<tr>
<td>No</td>
<td>0.90</td>
<td>0.84–0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specific illness or health problem</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>1.01</td>
<td>0.88–1.16</td>
</tr>
<tr>
<td>Allergy</td>
<td>0.82</td>
<td>0.77–0.88</td>
</tr>
<tr>
<td>Asthma</td>
<td>0.87</td>
<td>0.78–0.98</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.86</td>
<td>0.79–0.94</td>
</tr>
<tr>
<td>Long-standing muscular problem</td>
<td>0.78</td>
<td>0.72–0.85</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.93</td>
<td>0.77–1.12</td>
</tr>
<tr>
<td>Cataract</td>
<td>0.91</td>
<td>0.73–1.13</td>
</tr>
<tr>
<td>Migraine or frequent headache</td>
<td>0.83</td>
<td>0.77–0.90</td>
</tr>
<tr>
<td>Chronic bronchitis, emphysema</td>
<td>0.69</td>
<td>0.59–0.79</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>0.63</td>
<td>0.51–0.77</td>
</tr>
<tr>
<td>Stroke, cerebral hemorrhage</td>
<td>0.95</td>
<td>0.72–1.23</td>
</tr>
<tr>
<td>Peptic, gastric, or duodenal ulcer</td>
<td>0.78</td>
<td>0.68–0.91</td>
</tr>
<tr>
<td>Chronic anxiety or depression</td>
<td>0.72</td>
<td>0.66–0.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Family members with long-term illness or disability</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1.44</td>
<td>1.34–1.55</td>
</tr>
<tr>
<td>No</td>
<td>0.69</td>
<td>0.65–0.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taking care of a person with long-term illness or disability</th>
<th>ORa</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1.58</td>
<td>1.40–1.77</td>
</tr>
<tr>
<td>No</td>
<td>0.64</td>
<td>0.57–0.71</td>
</tr>
</tbody>
</table>

aOR: odds ratio.

Sociodemographic-Related Predictors of eHealth

Table 5 shows the results of the logistic regressions (ORs) between the dichotomous eHealth usage composite indicator and the sociodemographic independent variables. European Internet users who were female (OR 1.23, 95% CI 1.14–1.31) and who were aged 25–54 years (OR 1.12, 95% CI 1.05–1.21) had a greater propensity toward intensive eHealth usage than men (OR 0.82, 95% CI 0.76–0.88) or those in other age groups: 16–24 years (OR 0.97, 95% CI 0.89–1.06) and 55–74 years (OR 0.86, 95% CI 0.78–0.94). Households with more members (3 members: OR 1.25, 95% CI 1.15–1.36; 5 members: OR 1.13, 95% CI 0.97–1.28; ≥6 members: OR 1.31, 95% CI 1.10–1.57), more children <16 years of age (1 child: OR 1.29, 95% CI 1.18–1.41; 2 children: OR 1.05, 95% CI 0.94–1.17; 4 children: OR 1.35, 95% CI 0.88–2.08), and more members >65 years of age (1 member: OR 1.33, 95% CI 1.18–1.50; ≥4 members: OR 1.82, 95% CI 0.54–6.03) also had greater probabilities of more intensive eHealth usage.
Table 5. Logistic regressions models for odds of dichotomous eHealth usage composite indicator reporting a value of 1 (eHealth usage composite indicator greater than or equal to eHealth usage composite indicator mean) by sociodemographic conditions, 2011.

<table>
<thead>
<tr>
<th></th>
<th>OR (^a)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.82</td>
<td>0.76–0.88</td>
</tr>
<tr>
<td>Female</td>
<td>1.23</td>
<td>1.14–1.31</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16–24</td>
<td>0.97</td>
<td>0.89–1.06</td>
</tr>
<tr>
<td>25–54</td>
<td>1.12</td>
<td>1.05–1.21</td>
</tr>
<tr>
<td>55–74</td>
<td>0.86</td>
<td>0.78–0.94</td>
</tr>
<tr>
<td><strong>Number of members in the household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>0.69–0.83</td>
</tr>
<tr>
<td>2</td>
<td>0.87</td>
<td>0.81–0.94</td>
</tr>
<tr>
<td>3</td>
<td>1.25</td>
<td>1.15–1.36</td>
</tr>
<tr>
<td>4</td>
<td>1.07</td>
<td>0.98–1.16</td>
</tr>
<tr>
<td>5</td>
<td>1.13</td>
<td>0.97–1.28</td>
</tr>
<tr>
<td>≥6 or more</td>
<td>1.31</td>
<td>1.10–1.57</td>
</tr>
<tr>
<td><strong>Number of children &lt;16 years old in the household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.82</td>
<td>0.77–0.88</td>
</tr>
<tr>
<td>1</td>
<td>1.29</td>
<td>1.18–1.41</td>
</tr>
<tr>
<td>2</td>
<td>1.05</td>
<td>0.94–1.17</td>
</tr>
<tr>
<td>3</td>
<td>0.97</td>
<td>0.79–1.20</td>
</tr>
<tr>
<td>4</td>
<td>1.35</td>
<td>0.88–2.08</td>
</tr>
<tr>
<td>≥5</td>
<td>0.77</td>
<td>0.34–1.71</td>
</tr>
<tr>
<td><strong>Number of members &gt;65 years old in the household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.84</td>
<td>0.76–0.92</td>
</tr>
<tr>
<td>1</td>
<td>1.33</td>
<td>1.18–1.50</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>0.84–1.14</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>0.44–2.24</td>
</tr>
<tr>
<td>≥4</td>
<td>1.82</td>
<td>0.54–6.03</td>
</tr>
<tr>
<td><strong>Country of citizenship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>National of 13 sample countries</td>
<td>0.78</td>
<td>0.68–0.91</td>
</tr>
<tr>
<td>National of other EU(^b) member state</td>
<td>1.28</td>
<td>1.09–1.50</td>
</tr>
<tr>
<td>National of non-EU country</td>
<td>1.25</td>
<td>0.90–1.73</td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native of 13 sample countries</td>
<td>1.02</td>
<td>0.89–1.17</td>
</tr>
<tr>
<td>Native of other EU member state</td>
<td>0.80</td>
<td>0.67–0.95</td>
</tr>
<tr>
<td>Native of non-EU country</td>
<td>1.31</td>
<td>1.06–1.61</td>
</tr>
<tr>
<td><strong>Type of locality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Densely populated area (cities and large towns)</td>
<td>1.17</td>
<td>1.09–1.25</td>
</tr>
<tr>
<td>Intermediate area (towns)</td>
<td>0.92</td>
<td>0.86–0.99</td>
</tr>
<tr>
<td>Thinly populated area (villages and rural)</td>
<td>0.90</td>
<td>0.83–0.97</td>
</tr>
<tr>
<td><strong>Completed level of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or lower secondary education</td>
<td>0.87</td>
<td>0.80–0.95</td>
</tr>
<tr>
<td></td>
<td>OR^a</td>
<td>95% CI</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>1.08</td>
<td>1.01–1.16</td>
</tr>
<tr>
<td>Tertiary education</td>
<td>1.01</td>
<td>0.94–1.08</td>
</tr>
<tr>
<td><strong>Labor status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed or self-employed</td>
<td>1.07</td>
<td>0.99–1.15</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.98</td>
<td>0.87–1.10</td>
</tr>
<tr>
<td>Student</td>
<td>0.96</td>
<td>0.87–1.05</td>
</tr>
<tr>
<td>Not in the labor force (retired, inactive)</td>
<td>0.94</td>
<td>0.86–1.03</td>
</tr>
<tr>
<td><strong>Net monthly income range, (€)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–1000</td>
<td>1.66</td>
<td>1.48–1.87</td>
</tr>
<tr>
<td>1001–2000</td>
<td>0.78</td>
<td>0.69–0.98</td>
</tr>
<tr>
<td>2001–3000</td>
<td>0.78</td>
<td>0.68–0.91</td>
</tr>
<tr>
<td>3001–4000</td>
<td>0.80</td>
<td>0.64–0.99</td>
</tr>
<tr>
<td>≥4001</td>
<td>0.85</td>
<td>0.66–1.12</td>
</tr>
</tbody>
</table>

^aOR: odds ratio.
bEU: European Union.

From the viewpoint of residence and nationality, residence in other European Union countries (OR 1.28, 95% CI 1.09–1.50), and residence (OR 1.25, 95% CI 0.90–1.73) or birth (OR 1.31, 95% CI 1.06–1.61) outside the European Union determined higher probabilities of intensive eHealth usage. In contrast, European Internet users had a lower propensity toward more intensive eHealth usage if they had citizenship (OR 0.78, 95% CI 0.68–0.91) or were born in 1 of the 13 countries in the sample (OR 1.02, 95% CI 0.89–1.17). By municipality type, eHealth usage was more intensive among users residing in densely populated areas, such as cities and large towns (OR 1.17, 95% CI 1.09–1.25). Internet users residing in intermediate areas, such as towns (OR 0.92, 95% CI 0.86–0.99), or in less densely populated areas, such as village and rural areas (OR 0.90, 95% CI 0.83–0.97), had a lower propensity toward intensive eHealth usage.

Finally, European Internet users’ educational levels and occupational category presented an inverted U shape in relation to more intensive eHealth usage. Regarding levels of completed education, the propensity toward intensive eHealth usage was greater among those with a secondary education (OR 1.08, 95% CI 1.01–1.16). In contrast, users with primary (OR 0.87, 95% CI 0.80–0.95) and tertiary (OR 1.01, 95% CI 0.94–1.08) education had a lower propensity. In terms of occupational category, the propensity toward intensive eHealth usage was greater among the employed or self-employed (OR 1.07, 95% CI 1.00–1.15). Users who were unemployed (OR 0.98, 95% CI 0.87–1.10), students (OR 0.96, 95% CI 0.87–1.05), or not in the labor force (OR 0.94, 95% CI 0.86–1.03) had lower probabilities of more intensive eHealth usage. In explaining more intensive eHealth usage as a consequence of users’ net monthly income, the results suggest a higher propensity among the minimum wage stratum, earning ≤€1000 per month (OR 1.66, 95% CI 1.48–1.87).

**Discussion**

The widespread use of ICTs in general and of the Internet in particular, together with the economic and social changes arising therefrom, are creating a fast-paced and significant change in relationships formed among the stakeholders of the health care system. One of the main manifestations of this disruptive process of change is the watering down of the traditional doctor-patient relationship model. Health Internet (eHealth) usage creates new dynamics that put the patient at the heart of the health care process. Doctor-patient interaction is no longer limited to time and place or to a few minutes in a doctor’s office; nowadays, digital flows of information, communication, and knowledge go beyond the scope of health care centers and pervade the daily lives of citizens.

In this new context, the importance of evaluating the extent to which eHealth usage empowers citizens and involves them in their health status has been noted in the literature [30,39]. While there is considerable evidence in the literature about the predictors of some particular uses of eHealth, generally for population samples [41], attention has recently been drawn to the need to use more advanced methods and models to evaluate the participation of patients and citizens in the shared health care model that eHealth proposes [36].

This is why the goal of our study was to design and evaluate a predictive multidimensional model of eHealth usage, comprising 9 dimensions and 88 indicators. To that end, we used a broad sample of 13,000 European Internet users. Although we did not use a population sample, the results obtained are very useful, for two reasons. First, obtaining new evidence centered solely on Internet users allowed us to focus the analysis better, particularly with regard to inequalities (health status, sex, age, nationality, territory, education, and occupational category) that determine intensive eHealth usage. Second, the predictors we...
obtained provided evidence that complements studies that have taken a population approach.

**eHealth Usage Composite Indicator**

In recent years, eHealth usage has increased considerably [27,51]. More than half of the European population uses the Internet to look for health information [52], and more and more people are using it to access and manage their own personal health records [53], to buy health products and services, to communicate with their physicians [8,54], and to create digital content. In our study, we constructed a composite indicator using a 2-stage SEM methodology, and the results obtained are consistent with this evidence: they showed that, in 2011, 52.39% (6811/13,000) of European Internet users’ eHealth usage was intensive (higher than the mean). The dimensions with more explanatory power in the eHealth usage composite indicator were health Internet attitudes, information health Internet usage, empowerment of health Internet users, and usefulness of health Internet usage.

**Health Status-Related Predictors of eHealth**

Regarding eHealth predictors, while differences between European Internet users’ perceived general health status and more intensive eHealth usage were not significant, long-term health problems or illnesses in the user or a family member did determine predictive power. European Internet users with long-term health problems or illnesses or receiving long-term treatment, or who had family members or cared for people with long-term health problems or illnesses had a greater propensity toward more intensive eHealth usage. Likewise, the study also highlighted that the existence of certain illnesses among the European Internet user population had high explanatory power with respect to intensive eHealth usage. These health problems or illnesses were diabetes, stroke or cerebral hemorrhage, cancer, and cataract. In contrast, users with health problems or illnesses related to chronic bronchitis and emphysema, and to osteoporosis had a lower propensity toward intensive eHealth usage.

These results, which are clearly consistent with other studies of social networking sites, virtual communities, and support group usage by patients with chronic illnesses [55], point to these patients’ need for information and communication flows via eHealth to manage their health problems. The link between eHealth and chronic health problems determines the choice to develop specific practices in this field, and especially to provide those in this segment of the population (the chronically ill and caregivers) who are still not Internet users with greater digital competencies.

**Sociodemographic-Related Predictors of eHealth**

Our results suggest that women, those aged 25–54 years, and households with more members, more children <16 years of age, and more members >65 years of age were most likely to use eHealth intensively. In contrast, men, people in the age groups 16–24 years and 54–74 years, and households with fewer members or with fewer dependents were less likely to use eHealth intensively. The decisive importance of women [44], the middle age segments, and care of dependents is explained by the nature of health care in households and by the progressive aging of the population. It is important to underscore that women’s role as health caregivers in the household clearly determines the usefulness of eHealth practices. In this respect, practices for fostering eHealth usage should consider the sex dimension more carefully. To a large extent, household eHealth usage arises through the health care role that families assign to women.

Aging of the population poses a broad set of challenges for health care systems, which a more widespread implementation of eHealth could help to meet. Without doubt, the main challenge for sustainable health that Europe faces over the coming years is the aging of the population. This is a complex mix of genetic, environmental, lifestyle, and socioeconomic factors, with the rates of associated chronic illnesses. Indeed, the European population is changing dramatically because of longer life expectancy and lower fertility rates. The number of European citizens over the age of 80 years is expected to double by 2025, which will give rise to increasingly complex needs in terms of clinical care, health care, and social care. In this context, eHealth practices could become one of the main tools for delivering health care to older citizens, especially through female caregivers. While the new patient-centered model has increasingly underscored the empowerment of patients and users in health care, the aging care model should be characterized by interaction between an active and informed patient or caregiver and a proactive and versatile medical team [56,57]. To that end, and given that the results obtained from this study show that middle-aged Internet users had a high propensity toward eHealth usage, it is essential to provide older caregivers who are still not Internet users with greater digital competencies.

From the perspective of nationality and territory, significant results were also obtained from the study. European Internet users had a greater propensity toward more intensive eHealth usage if they resided in other European Union countries or outside the European Union, and if they were born outside the European Union. Similarly, European Internet users’ residence in densely populated areas (cities or large towns) also better predicted eHealth usage. In this context, a fairer promotion of eHealth usage in Europe should also consider the territorial dimension, with special emphasis on connecting national health systems and a greater Internet presence and usage in less densely populated areas.

Finally, the results obtained also provide us with significant information about educational, occupational, and income categories, which are crucial for redressing some of the social inequalities in eHealth usage. Users’ educational levels explain more intensive eHealth usage, in an inverted U form. Thus, users with a secondary education had a greater propensity toward intensive eHealth usage. In this sense, the study provides new evidence (beyond population studies) in relation to middle-educated (secondary education) Internet users, who perceived the usefulness of eHealth usage. The education dimension also determines a new area of health inequality, and hence the need to promote Internet usage among the less educated population. The results related to occupational and income categories suggest a higher propensity among the
employed or self-employed and among the minimum wage stratum earning ≤€1000 per month. Users who were integrated into the labor market, whether self-employed or employed, clearly had a greater propensity, whereas those who were not (students, unemployed, and not in the labor force) had a lower propensity to use eHealth. In this context, in order to achieve a more equitable eHealth usage, Internet usage among groups not actively integrated into the labor market should be promoted more vigorously. Regarding income, and in order to overcome inequalities, promoting eHealth usage skills (especially through education and learning) for workers with lower wages would also be very useful.

Limitations
Our study has several limitations. First, there was a time lag between the year we obtained the data and the year we wrote the paper. However, we felt that the availability of a single database of 13,000 Internet users in Europe deserved an analysis despite the time lag. In future research, and as they become available, we will use newer data and introduce dynamic comparisons. Second, the study provides information only from the perspective of health users. In the future, we intend to address the issue of eHealth usage by health professionals. By doing so, we will be able to improve our multidimensional approach and obtain results and conclusions for all actors involved in eHealth usage. Third, the empirical methodology could also be improved by looking at the intensity of eHealth usage (not simply usage or mean usage) and at a higher number of predictors.

Conclusions
The results obtained highlight the need for more in-depth research to be conducted into the link between eHealth usage and predictors, and the different health care systems in Europe. By doing so, it will be possible to increase the resolution of our results and to establish whether the intensity of eHealth usage varies depending on the health care systems, or the extent to which health care systems determine the prediction of eHealth usage. Similarly, strategic and public policy actions resulting from the research could be adapted more precisely to each health care system. Finally, the study results could be supplemented by the construction of a composite indicator of eHealth usage by health care professionals. The design, validation, and prediction of composite indicators of eHealth usage that take into consideration the perspectives of both users (ie, patients) and professionals in the different European health care systems would provide us with a very comprehensive view of the issue and would allow us to round off our multidimensional approach. We shall focus our efforts on all of these approaches in the near future.
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Abstract

Background: Most western countries are experiencing greater pressure on community care services due to increased life expectancy and changes in policy toward prioritizing independent living. This has led to a demand for change and innovation in caring practices with an expected increased use of technology. Despite numerous attempts, it has proven surprisingly difficult to implement and adopt technological innovations. The main established technological innovation in home care services for older people is the personal emergency response system (PERS), which is widely adopted and used throughout most western countries aiming to support “aging safely in place.”

Objective: This integrative review examines how research literature describes use of the PERS focusing on the users’ perspective, thus exploring how different actors experience the technology in use and how it affects the complex interactions between multiple actors in caring practices.

Methods: The review presents an overview of the body of research on this well-established telecare solution, indicating what is important for different actors in regard to accepting and using this technology in community care services. An integrative review, recognized by a systematic search in major databases followed by a review process, was conducted.

Results: The search resulted in 33 included studies describing different actors’ experiences with the PERS in use. The overall focus was on the end users’ experiences and the consequences of having and using the alarm, and how the technology changes caring practices and interactions between the actors.

Conclusions: The PERS contributes to safety and independent living for users of the alarm, but there are also unforeseen consequences and possible improvements in the device and the integrated service. This rather simple and well-established telecare technology in use interacts with the actors involved, creating changes in daily living and even affecting their identities. This review argues for an approach to telecare in which the complexity of practice is accounted for and shows how the plug-and-play expectations producers tend to generate is a simplification of the reality. This calls for a recognition that place and actors matter, as does a sensitivity to technology as an integrated part of complex caring practices.
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Introduction

Background

Western societies have an ageing population due to increased life expectancy and large cohorts in the postwar years, presenting growing challenges to long-term care services [1,2]. Independent living for older people is a policy priority in western countries [3], and this includes active ageing and maintenance of quality of life [4,5].

Meeting such demands through technology innovation is one suggested solution. Technological innovations in community care services are highly regarded, even though integration and adoption has proven difficult and many projects never pass the pilot stage [6,7]. Studying how different actors perceive and experience existing technologies in use is one way of providing a richer and more nuanced view of what promotes or inhibits adoption of new technology innovations [8]. This review seeks to do so by exploring research on the personal emergency response system (PERS). The PERS is a widespread, integrated, and accepted technology innovation in care practices. Through focusing on the users’ perspectives, this review explores how different actors experience the technology in use and how it affects the complex interactions between multiple actors in caring practices.

The Personal Emergency Response System

The PERS has proved sustainable over time. Since its launch in the late 1970s, it is widely used and spread throughout most western societies [9]. For example, there are approximately 1.4 million users in the United Kingdom [10] and 74,000 users in Norway [11]. Even after many years of use, no review article summarizing use of the PERS research has been identified. In fact, the research literature on the subject is rather sparse [12].

The PERS is a technological device and an integrated service, embodying three generations of alarm devices as a result of technical development, although some characteristics remain unchanged. The first generation alarm device had a unit placed centrally in the home, with a switch or a pull cord to use in emergency. The second generation has in addition a pendant, a necklace/wristband with a button that the user can press in case of emergency. This allows open communication between the user and a responder through the main unit, enabling the responders to effect a proper response. The range of the pendant is normally inside the home and partly outside. The third and newest generation of the PERS has the potential to incorporate a range of devices (eg, automatic fall alarms, fire alarms, and blood pressure devices [10,13]), providing remote care [14].

It is mainly the second and third generation versions that are in use today, although implementation of additional alarms, devices, and services has proven difficult and is done on a much smaller scale than expected with a slowly growing market. Thus, the PERS might be described as a foundation for further safety and monitoring telecare.

The organization of the PERS as a service varies from private arrangements, where the alarm goes to a nominated contact, to small or large public or private call centers answering and effecting proper responses [1,10]. The PERS as a service system is complex, dealing with a variety of contexts and services [15], and its organization and use are part of integrated caring practices with multiple actors. The different actors are, among others, the end user and their relatives and neighbors, home care nurses, and telecare facilitators. They are all users of the PERS but have different experiences, roles, meanings, and relationships with each other and the technology. The end user of the PERS with the alarm in his/her home is usually an older person [11,16].

Use of Technology in Caring Practices

Policy makers and advocates of such alarm systems often describe telecare technologies such as the PERS as “plug-n-play” solutions with placement of devices at home providing help in an effective way, enhancing quality of life, and reducing costs for the care service [15]. However, the use of telecare tends to be more complex than such promises suggest [17]. There are many indications that moving away from the rather naive technological determinism, where telecare technologies are simply viewed as plug-and-play devices, and instead acknowledging the complexity in technology practices would provide a more accurate view of practice.

Theorizing Use of Technology in Caring Practices

When studying practice, Nicolini [18] argues that the purpose of social science is to open up for a rich and nuanced understanding of practice [18]. He argues that there is no such thing as a unified practice theory and suggests using what he calls a toolkit approach by mobilizing different aspects of similar theories when exploring practice. This enables enriched understanding of what is going on. He suggests what he calls a “theory-method package,” which when utilized in this review involves zooming in on the practice of the PERS in use as displayed in the included articles, and zooming out following trails of connections. By zooming out, it is possible to draw on the local practice of the PERS in use to acquire a wider picture of technology in use in caring practices. Scholars such as Nelly Oudshoorn [19–21], Jeanette Pols [15,22,23], and Davide Nicolini [18,24,25] have studied different kinds of telecare that will provide tools for zooming out, exploring and theorizing technology in use in caring practices. Both Nicolini and Oudshoorn are inspired by science and technology studies (STS) and the fields of human geographies aiming to bridge these approaches by focusing on how place is important when shaping user and technology relations [18,20,24]. Technology, actors, society, and place must be thought of together since they are coconstructed, and technology is by definition technology in use.

Three main questions exploring how technology in use is integrated in caring practices arise from what research tells us about the users’ experiences with the PERS:

1. What has research focused on when studying use of the PERS over time?
2. How do actors in home care practices experience, integrate, and relate to the PERS in everyday life?
3. How does this established technology in use influence and affect caring practices?
Methods

An integrative review was conducted, characterized by explicit, rigorous, and transparent methodology using a systematic search, but allowing the inclusion of research with diverse methodologies and a broader range of studies [26]. Ethical approval was not required as this was secondary research. Textbox 1 presents inclusion criteria applied to articles before the searches.

Textbox 1. Inclusion criteria for articles to be included in the review.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Articles dealing with older people’s attitudes, experiences, interactions, feelings, use and nonuse, consequences, and effects of use of a personal emergency response system (PERS) in home care</td>
</tr>
<tr>
<td>• Peer-reviewed articles from academic journals describing and focusing on different aspects of the PERS in use rather than articles with a main focus on further technology innovation</td>
</tr>
<tr>
<td>• Articles written in the English language, no limitation in publication period, and no methodological restrictions</td>
</tr>
</tbody>
</table>

A systematic search of relevant terms was conducted in relevant databases and search engines. The search strategies and results are presented in Figure 1. All articles were reviewed according to the inclusion criteria. A thorough description of the steps describing the research strategy process is described in Multimedia Appendix 1. A data extraction sheet was a useful tool for quality in assessing the articles.

A descriptive, integrative, thematic analysis as described by Whittemore and Knafl [26] was used to analyze the articles. This required ordering, coding, categorizing, and summarizing data [26]. Table 1 presents a comparative and systematic organization of the included studies [9,16,22-52]. The next steps were exploring and displaying the extracted data around different variables and subgroups looking for patterns, themes, and relationships, and then drawing a map of the essential identified themes. This was followed by abstracting and grouping themes into categories, aiming to subsume the particulars into more general findings. To ensure quality, the included articles were checked to verify for accuracy and conformability. Uncertainties throughout the process were discussed with a group of supervisors. Methodological considerations are described in Multimedia Appendix 2.
## Table 1. An overview of the included articles in this integrative review.

<table>
<thead>
<tr>
<th>Article</th>
<th>Country</th>
<th>Methods</th>
<th>Main findings</th>
<th>Term used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boström et al 2011 [42]</td>
<td>Sweden</td>
<td>Focus group interviews with PERS users</td>
<td>The participants’ opinions and feelings with the PERS related to five themes: safety, anxiety, satisfaction, information, and older persons as active innovators.</td>
<td>PERS</td>
</tr>
<tr>
<td>De San Miguel and Lewin 2008 [43]</td>
<td>Australia</td>
<td>Mail survey to 2610 PERS users</td>
<td>Clients reported impacts on emergency response, living independently, sense of security and anxiety, and when and where they wear their alarm.</td>
<td>Personal alarms</td>
</tr>
<tr>
<td>Fallis et al 2007 [33]</td>
<td>Canada</td>
<td>Mixed-method design, survey, and qualitative feedback</td>
<td>Need for improvement. The PERS gave sense of security, comfort, and reassurance, with high satisfaction with service during an emergency.</td>
<td>PERS</td>
</tr>
<tr>
<td>Farquhar et al 1992 [47]</td>
<td>Australia</td>
<td>Assessment intervention with 125 persons</td>
<td>Respondents described high satisfaction with the alarm. Total of 38% gave up the alarm; 62% never used the alarm, but 84% felt they required it.</td>
<td>Personal emergency alarms</td>
</tr>
<tr>
<td>Fisk 1995 [38]</td>
<td>United Kingdom and Canada</td>
<td>Qualitative interviews with 38 users from Oldham and Ottawa</td>
<td>A majority experienced a feeling of security; 40-50% had used system in emergency. The alarm was not always used in emergencies.</td>
<td>Personal response services</td>
</tr>
<tr>
<td>Fleming and Brayne 2008 [48]</td>
<td>United Kingdom</td>
<td>1-year follow-up of 110 patients</td>
<td>Total of 54% of reported falls happened when person was alone; 80% did not use alarm to summon help. Users described different barriers.</td>
<td>Call alarm system</td>
</tr>
<tr>
<td>Heinbüchner et al 2010 [9]</td>
<td>Germany</td>
<td>333 PERS users approached; response rate 19.6%</td>
<td>Respondents were satisfied with their device, although 24% never wore the pendant. The PERS was not activated by 83% of the persons who fell.</td>
<td>PERS</td>
</tr>
<tr>
<td>Hyer and Rudick 1994 [44]</td>
<td>United States</td>
<td>Telephone survey of 117 patients monitored; maximum 1 year</td>
<td>One-third of PERS users requested emergency assistance (60 calls); significant cost savings; high patient satisfaction.</td>
<td>PERS</td>
</tr>
<tr>
<td>Johnston et al 2010 [35]</td>
<td>Australia</td>
<td>31 semistructured interviews</td>
<td>Identified four subgroups: 1) used alarm effectively, 2) had alarm, but not used effectively, 3) no alarm, but were receptive, 4) no alarm and would not use it.</td>
<td>Personal alarms</td>
</tr>
<tr>
<td>Johnston et al 2010 [37]</td>
<td>Australia</td>
<td>1-month retrospective audit of 1700 cases (alarms)</td>
<td>Difficult to separate false alarm from emergencies. Personal alarm might be helpful for people living alone, when alarm is accepted, understood, and used effectively.</td>
<td>Personal alarms</td>
</tr>
<tr>
<td>Lee et al 2007 [45]</td>
<td>Canada</td>
<td>RCT&lt;sup&gt;a&lt;/sup&gt;; recruited after admitted to ED&lt;sup&gt;b&lt;/sup&gt; after fall</td>
<td>There was no difference in mean change in anxiety between the groups. Alarm user had decreased fear of falling.</td>
<td>PERS</td>
</tr>
<tr>
<td>Levine and Tideiksaar 1995 [49]</td>
<td>United States</td>
<td>Structured interviews; 106 participants</td>
<td>Total of 45% of respondents were fully compliant; identified factors that increased compliance.</td>
<td>PERS</td>
</tr>
<tr>
<td>Article</td>
<td>Country</td>
<td>Methods</td>
<td>Main findings</td>
<td>Term used</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Mann et al 2005 [50]</td>
<td>United States</td>
<td>Surveyed 606 people; users and nonusers of PERS</td>
<td>Total of 92.7% were satisfied with their PERS; 84.3% rated their PERS as very important. The major reason for potential use was falling and feeling ill.</td>
<td>PERS</td>
</tr>
<tr>
<td>McWhirter 1987 [51]</td>
<td>United Kingdom</td>
<td>Quantitative client register questionnaire; 667 females, 194 males</td>
<td>Main reason for referral: problems with mobility (45.6%) and falls (43.4%); 40% of all calls were false alarms.</td>
<td>A dispersed alarm system</td>
</tr>
<tr>
<td>Melkas 2003 [55]</td>
<td>Finland and Sweden</td>
<td>40 interviews with service personnel</td>
<td>The study is mainly about information systems around use of the PERS; bottlenecks are identified.</td>
<td>Safety telephone services</td>
</tr>
<tr>
<td>Melkas 2010 [56]</td>
<td>Finland</td>
<td>Human impact assessment methodologies</td>
<td>Total of 8 care workers at 8 workplaces. Changes, problems, and strengths related to information environment; improving information environment.</td>
<td>Safety telephone services</td>
</tr>
<tr>
<td>Nyman and Victor 2014[41]</td>
<td>United Kingdom</td>
<td>A secondary analysis from an English study of ageing</td>
<td>Investigated self-reported users of personal call alarms among 3091 adults aged 65+. From a large sample of those aged 65+, use of call alarm was rare.</td>
<td>Personal call alarms</td>
</tr>
<tr>
<td>Olsson et al 2012 [39]</td>
<td>Sweden</td>
<td>Interview with 14 spouses of persons with dementia</td>
<td>Total of 4 spouses had safety alarm; used for different purposes (eg, if person with dementia had fallen or suddenly fell ill and they needed help).</td>
<td>Safety alarm</td>
</tr>
<tr>
<td>Pekkarinen and Melkas 2010 [16]</td>
<td>Finland</td>
<td>Mixed methods; qualitative interviews; survey with users and personnel</td>
<td>Describing different “potholes” in the technology, service, process, organization, marketing, and ethics and how these can be dealt with.</td>
<td>Safety alarm systems</td>
</tr>
<tr>
<td>Porter 2003 [27]</td>
<td>United States</td>
<td>56 qualitative interviews with 8 widows</td>
<td>Experiences of having the PERS. The findings were a basis for considering the potential influences of having a PERS on older people’s well-being.</td>
<td>PERS</td>
</tr>
<tr>
<td>Porter 2008 [28]</td>
<td>United States</td>
<td>Phenomenology; semistructured interviews with 14 women</td>
<td>How the PERS influenced what older people would do if an intruder got in their house.</td>
<td>PERS</td>
</tr>
<tr>
<td>Porter and Lasiter 2012 [29]</td>
<td>United States</td>
<td>Phenomenology; part of a larger RHQ® project; 95 interviews with 25 women</td>
<td>Life-world being influenced by a peer’s situation regarding adopting or using a PERS for reaching help quickly.</td>
<td>PERS</td>
</tr>
<tr>
<td>Porter 2005 [30]</td>
<td>United States</td>
<td>Phenomenology; interviews with 7 frail women during 3 years</td>
<td>The women’s experiences of PERS; a description of temporizing about the PERS button—deciding when to wear it and whether to use it.</td>
<td>PERS</td>
</tr>
<tr>
<td>Porter 2002 [31]</td>
<td>United States</td>
<td>Phenomenology; part of a longitudinal study; 71 interviews of 11 widows</td>
<td>Experiences of not having the PERS; exploring reasons and barriers for PERS use.</td>
<td>PERS</td>
</tr>
<tr>
<td>Article</td>
<td>Country</td>
<td>Methods</td>
<td>Main findings</td>
<td>Term used</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------</td>
<td>----------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Porter et al 2013 [32]</td>
<td>United States</td>
<td>Phenomenology; 99 interviews with 23 women</td>
<td>PERS subscribers’ and nonsubscribers’ intentions and context differ relative to reaching help quickly (RHQ).</td>
<td>PERS</td>
</tr>
<tr>
<td>Premik et al 1997 [53]</td>
<td>Slovenia</td>
<td>Quantitative data from the PERS</td>
<td>Total of 18,500 alarm calls in 4 years; 2.1% health related. The alarm could be a basic communication device for older people.</td>
<td>Community social alarm system</td>
</tr>
<tr>
<td>Raappana et al 2007 [57]</td>
<td>Finland</td>
<td>Human impact assessment methodology; 8 workplaces, 78 care workers</td>
<td>Safety alarms might be useful both for administration and actual care work.</td>
<td>Safety alarm system</td>
</tr>
<tr>
<td>Roush and Teasdale 2011 [34]</td>
<td>United States and Canada</td>
<td>Survey; 267 older persons</td>
<td>PERS users utilized emergency departments twice as often as those without. Strong relation between access to a PERS, sense of security, and higher levels of well-being.</td>
<td>PERS</td>
</tr>
<tr>
<td>Roush et al 1995 [40]</td>
<td>United States and Canada</td>
<td>Hospital utilization rates; 106 patients; 1-year follow-ups</td>
<td>PERS users had a significant decrease in per-person hospital admissions and inpatient days. No significant differences in ED visits.</td>
<td>PERS</td>
</tr>
<tr>
<td>Sjölander et al 2014 [52]</td>
<td>Sweden</td>
<td>Mixed-methods survey, interviews, and focus groups</td>
<td>The municipalities’ knowledge about the new technology was deficient. Focuses on possibilities for using alarms outside.</td>
<td>Social alarm system</td>
</tr>
<tr>
<td>Tinker 1993 [36]</td>
<td>United Kingdom</td>
<td>Literature summary from two major reports</td>
<td>Summary findings from two reports.</td>
<td>Dispersed alarms</td>
</tr>
<tr>
<td>Vincent et al 2006 [49]</td>
<td>Canada</td>
<td>Quantitative quasi-experimental design; 975 calls for 38 clients over 6-month period</td>
<td>Positive effect on caregiver burden. Number of home visits by care workers decreased. No improvement in quality of life.</td>
<td>Tele-surveillance</td>
</tr>
<tr>
<td>Youssef et al 2000 [41]</td>
<td>United Kingdom</td>
<td>Quantitative study; recorded calls to a control center for 6 months</td>
<td>Total of 542 alarms excluding false alarms. Caregiver solved most problems. GP² was called on 38 occasions, ambulance called on 91 occasions, 44 transported to ED, and 29 admitted.</td>
<td>Community alarm</td>
</tr>
</tbody>
</table>

aPERS: personal emergency response system.  
bRCT: randomized controlled trial.  
cED: emergency department.  
dRHQ: reach help quickly.  
eGP: general practitioner.
Results

Overview

A total of 33 peer-reviewed articles were included, all published between 1987 and 2014 [9,16,22-52]. The articles differ in purpose and study design and represent a wide range of methodology and research traditions. There has been a methodological development in the field. Simplified, descriptive, quantitative evaluation studies of predefined effects dominated the early studies. From the year 2000, we see both qualitative and quantitative studies increasingly displaying a perception of the complexity of the service and society, for example, in-depth views of frail old women’s personal experiences with the PERS through the phenomenological studies of Porter et al [27-32].

Table 1 shows that out of 33 studies, 20 (61%) focused directly on the end user, and were related to different aspects of having a PERS. A total of 5 studies (15%) used registered data from the alarm centers regarding use, malfunction, etc. A total of 2 studies (6%) looked mainly at how use of the alarm affects emergency admission, response time, and economy. The remaining studies focused on the service system, the service provider’s experience, and the service organization.

As shown in Table 1, different terms are used for the alarm system. The personal emergency response system (PERS) is the term most commonly used in articles from the United States, Australia, Germany, the United Kingdom, and Sweden. Other common terms mainly used in the United Kingdom, Scandinavia, and Australia are variations of personal, safety, social, and community alarms.

The following section will follow Nicolini’s [18] suggestions of “zooming in” on practice, what people do or say, patterns of relationships, and what mechanisms achieve durability in time. This is done by focusing on the included studies’ descriptions of the end users’ experiences with the PERS, followed by other actors’ experiences. Thereafter, I will describe how the included studies describe the interaction between the human actors and the technology, as well as the different actors’ wishes for future telecare.

The End Users’ Experiences With the Personal Emergency Response System

Summing up the demographic data from the included studies, the typical PERS end user is an old, fragile woman, living alone, over 80 years of age with physical problems and in need of assistance. The articles state that the end users find the alarm easy to use. Only 2 out of 33 studies (6%) describe demands for training and information and suggest that short learning sessions are preferable to one initial, long session [16,33].

Even though most studies indicate the usefulness of the alarm for fragile elderly people, the alarm does not seem suitable for everybody. Roush and Teasdale [34] found that it is difficult to establish who would utilize a PERS. It is a useful way of getting help faster when the alarm is accepted, understood, and used [35]. A significant proportion of the elderly are less likely to utilize the PERS when in need, especially confused persons [13,36]. Inability to press the button, forgetting to wear it, failing to remember that one is wearing it, or being unable to let helpers inside are reasons given for end users not using the alarm [31,37].
The most stated reason for getting a PERS was the possibility of getting help fast in an emergency [27,30,32,33,35,38-40]. Living in isolation, poor mobility, experiences with hospital stays after a “long lie” following a fall, and concern for personal safety were all catalysts for acquiring the alarm [29,35,37,41].

The articles found that many end users were satisfied with the PERS overall, since it enabled them to summon help if necessary, and that staff were patient despite false or repeated alarms [9,31,33,34,38,42-44]. The studies reported success stories involving activation of the alarm [33]. The ability to get help faster provides a sense of security. Roush et al. [40] found that PERS users experienced higher levels of well-being. Although a randomized controlled trial (RCT) assessing the impact of a PERS on anxiety found there was a slightly decreased fear of falling, there was, however, no reduction in anxiety [45]. Another study found that regardless of positive experiences, there was no significant improvement in quality of life [46].

Almost all included studies discussed reasons for activation of the alarm. They demonstrated quite different results regarding the frequency of activation due to emergencies. In one study, only 2.1% of alarm activations were due to emergencies whereas in another, the figure was 67%. Falling was the most common reason for emergency calls, and many users had fallen more than once. Other medical emergencies were also common [33,36,38,43,44,46-51]. End users with a positive experience from a previous emergency were more compliant and satisfied, and men were more likely than women to use the alarm more frequently [33,41,49].

Despite satisfaction with the service, the studies found challenging experiences for the alarm users as well. One study describes fear and insecurity regarding whether the PERS would function when needed, especially at nighttime [42]. The PERS was found to increase ability to live independently [43], and having the alarm was of importance in maintaining end users’ lifestyles. Some stated that the PERS helped them to keep their social networks intact [27] and to resume activities they had enjoyed previously [38]. Other studies reported a negative effect on the end user’s social life due to uncertainty about the pendant range [37]. To feel safe, the solution was to stay indoors [16,42,52].

Nyman and Victor [41] found that there was not necessarily a correlation between the perception of being satisfied/thinking it is important and actually wearing or using the alarm. They found that the PERS was highly accepted but rarely used. The included studies reported rather different results regarding whether the respondents wore the alarm pendant. End users who considered the PERS important for them wore the pendant significantly more [9,43,47,50]. A total of 2 studies out of 33 (6%) found that about 25% of the respondents never wore the pendant [9,34].

According to the articles, the end users had many reasons for not wearing the pendant: “forgot to put it on,” “worry it will get damaged,” “do not think they need it at the time,” “not satisfied with the PERS,” and “uncomfortable to wear” [27,30,45]. Porter [30] found that all women interviewed who wore the pendant did so unwillingly. The PERS made it possible to live alone, but also made life more complicated due to choices as to when to wear and activate the alarm, and fear of triggering it by accident.

It is clear that the alarms are also used for purposes that were not foreseen or intended [33,38,43,45,53,54]. Porter [28] found that some end users would use their PERS if an intruder came, believing that the loud voice when connecting would scare off a burglar. The number of false alarms varied considerably between the studies, and so did what counted as a false alarm.

Several studies found that some users would not activate the PERS even in emergencies [9,30,34,48]. Reasons given were as follows: “wanted to manage on their own,” “forgot,” “call neighbor,” “see if it passes,” “don’t want to be dragged off to hospital,” “afraid to bother,” “called 911,” “unsure whether serious enough emergency,” “don’t want strangers in the house,” and “unsure of helpers’ qualifications” [16,29,32,38,43]. Many respondents never felt in need, and therefore never activated their alarm [47]. There was little focus in the articles on how end users assessed the appearance of the PERS pendant, although there were comments on “stigmatizing” appearance in 5 out of 33 studies (15%) [16,30,38,42,54].

Economic issues were mentioned, mainly in studies from the United States and Canada. Users often paid a fee for having the PERS. Both users and responders raised concerns about the costs and felt it to be too expensive [27,33,49,50]. A total of 2 out of 33 studies (6%) described how some users would like to have the PERS but could not afford it [33,35].

How Other Actors Experience the Personal Emergency Response System

The included studies focused very little on how relatives experienced the PERS. Some studies mentioned that having the alarm gave families peace of mind and reduced their burden [27,30,33,35,38,40,43]. Studies in which private persons were first responders reported that most were happy to remain so [33,47] with the exception of the study of Sjölinde and Avatare Nöu [52].

The studies described different service organizations, from directly distributing the alarm call to a nominated contact, to larger or smaller private or public response centers. Control center operators’ tasks varied according to the service offered. Some response centers were staffed with health care workers [33,47,53,55]. The staff at different call centers had different experiences and attitudes toward the PERS. One large study in Finland found several bottlenecks in the service [55]. Care workers described how the alarm sometimes caused harm and extra work due to accidents, technical failures, and difficulties separating false alarms from emergencies [37]. Experiencing bureaucratic and organizational challenges, they found the alarm to be stressful, costly, and difficult. Others had positive experiences with increased work motivation and better workload planning with reduced visits to end users. The end users gained more privacy and received help only when needed, making night shifts easier [16,56].
How the Personal Emergency Response System Affects the Interaction Between the Actors

In the included studies, there was little focus on the interactions between the different actors involved in the PERS. Pekkarinen and Melkas [16] found in their study that the holistic situation of end users was not always understood and well-managed by the service providers [16,56]. Some end users reported a less than satisfactory response from the monitoring center and slow response time [16]. The operators were sometimes impolite or the end users’ needs were underestimated [49]. Misunderstandings caused by dialects or unclear speech, insufficient follow-up after hospital discharge, and fear of being a burden were problems described [37]. A total of 2 out of 33 studies (6%) found that users expressed fear of causing false alarms by setting the alarm off accidentally, resulting in strangers’ voices in their homes [30,31].

Studies described how respondents became motivated to request an alarm in different ways. Health care workers and family were the main source for suggesting a PERS. Respondents became more motivated to use a PERS if health care personnel rather than family suggested this [35,45]. Some articles reported that having the PERS reduced end users’ contact with family [43], leaving them feeling lonely, having only the alarm [56]. Both care workers and end users described fears that technology would replace personal service and the support of friends, family, etc. [16,51]. The PERS allowed users to get help when needed, but there was little description of what “when needed” implied. Some studies described the PERS merely as a medical emergency system [30,35,40,43,49,51,54]. Others indicated that PERS is a service that includes guidance in health and medication questions and social calls in addition to being an emergency system [53,54,57].

As reflected in the name, the PERS is a technical device integrated in a service system. Many of the included articles touched on technological problems, even though this is a well-established technology. There is no connection between the technical failure reported and the age of the studies. In addition to limited and confusing alarm range, reported problems included insufficient speaker capability, battery failure, varying needs for button sensitivity, and nonreplaceable parts of the device [16,33,42,47,52,54,55].

Wishes for the Future

Some studies described wishes for improvement of the PERS. End users wanted longer pendant range, smaller pendants, and for the PERS to be waterproof, personalized, include global positioning system (GPS) and relevant alarms, automatic connection to the nearest health personnel, and automatic dispatching sound when in need [16,42]. They also suggested how service could be improved by responders identifying themselves and speaking slowly and loudly, and that written materials in large print should be provided [33].

Discussion

Principal Findings

The key objectives of this integrative review were to explore existing research on the PERS and to seek insight into how actors experience this technology in use in home care services, thus providing a richer and more nuanced view of how actors interact with technologies in caring practices. By following the theory-method package, as described by Nicolini [18], the “zooming in” on the practice of the PERS in use as displayed in the Results section will be followed by “zooming out” in this Discussion section, following trails of connections between the PERS in use and other telecare practices. The focus for further discussion is how terms and place matter, and how different actors interact and create changes in roles, use, interactions, and practices. In this way, we can acquire a wider picture of technology in use in caring practices. This provides us with insights of what makes the practice of the PERS so durable over time and contributes to an understanding of what we can draw from this to other caring practices with telecare in use.

How Words Create Reality

The many different terms used for this technology may reflect different conceptions of the purpose of the technology. The term personal emergency response system indicates that the purpose is to respond to an emergency. The term safety or social alarm indicates that the alarm might include help with social issues and is there for the end user’s safety. Technologies are scripted, like a play or a film. This means that the designer and producer have context and users in mind when developing technology [58]. Oudshoorn [20] argues that a large part of the practice involving different kinds of telecare involves filling the gaps between the scripts and the technology practice. This diversity in terms, aim, and purpose seems to result in uncertainty among the end users about what is a legitimate use of the alarm as described in several of the included articles. Thus, this illustrates differences in the ways the script of the technology is presented and lived.

The Privacy of the Home

Oudshoorn [20] argues that implementing telecare in someone’s home creates changes. The home is no longer the same private sphere when connected to health care centers. She describes this as a medicalization of the home. The care personnel only come when the end user for some reason activates the alarm. Even so, the results show how end users’ fears of activating the alarm by accident with the subsequent arrival of “strangers” in the house increases their anxiety. Further development of the passive alarm in connection with the third generation of the PERS challenges the definition of a private home even more, turning the home into a place for monitoring health and daily living. Milligan and Wiles [59] describe this as technologies creating “cracks in the door,” allowing care personal to monitor and enter the home without physical presence [20,59]. On the other hand, this review shows how health care workers relate that they no longer have to disturb the patient’s privacy at night, knowing that he/she will use the alarm if in need. Some end users describe how knowing the connection is there makes them feel safe so that they dare to be more active. Hence, changing
the home from a private place to an arena for telecare in caring practices will change the home in complex and contradictory ways.

**Changing Roles in Caring Practices**

Telecare promises an opportunity to get help when needed in one’s home. Previous studies showed little reference to the shift this brings about in the redistribution of responsibility among the actors involved, with the delegation of major responsibility to care workers and the end user [21,24]. Use of telecare redefines the patient role from a passive recipient to actively participating in health care and safety monitoring, and demands that patients become competent users of the technology [20]. This demand for active participation largely delegates the responsibility for their own safety to end users. The results of this review found that the PERS, even though it is considered easy to use, is not for everybody. The PERS gives the end user an active role in their care. He/she has to press the pendant to reach help. The results describe how end users do not always remember or manage to activate the alarm. The PERS is therefore not suited for end users who are unable to activate the alarm when in need, for instance, mentally confused people.

This responsibility is further extended in devices developed for the third generation of the PERS, where patients are expected to some extent to manage and monitor their own health. This is a double-edged sword: patients on the one hand gain knowledge and ownership of their own health, but often face demanding requirements to master the technology within the strict frames decided by the system and the technology. This requires that the end user develop skills in using the technology in possibly stressful situations since the caregiver is not present in the home.

These changes in roles, responsibilities, and work were largely disregarded in the studies included in this review. The findings paid little attention to the changes in the role of the care personnel. However, this review reveals a diversity and complexity in health care workers’ experiences with the PERS, varying from finding that the technology enables them to give the users more privacy and freedom, to complicating the organization of the work and causing stress and failure in the caring practice.

**Resistance and Nonuse of Telecare**

Promoters of technology innovations tend to describe resistance and nonuse of technology due to lack of technological skills and access among older people as a generational issue [20,60]. Akrich and Latour found that instead of complaining about the technology, actors tend to adjust their practices or resist using the technology [20,58,61].

Despite the main finding of the studies included in this review of users showing great satisfaction with the PERS, the results described how many users acquire the alarm, but hardly ever wear or activate the alarm pendant. As previously described, it seems clear that some nonuse described in the results was related to lack of ability to utilize the alarm, but that is not the whole story. Those not using the alarm often had relevant reasons for doing so. In addition to the previously mentioned reasons, many end users described how they did not feel they needed the PERS, found other solutions for being safe, did not want to bother or be bothered, or found the PERS stigmatizing. It seems that nonuse is more complex than the users’ lack of skills and access, though that is also important. This review shows that resistance and nonuse are due to factors such as the change in caring practices and the way users experience the technology as changing their lives and homes. The results also indicate how end users experience challenges related to use of the PERS, including technological failure, fear of the alarm not working, and limited alarm pendant range.

Pols [15] affirmed that different user groups of telecare tend to be defined by similarities within the group, but she stresses that there are huge differences and heterogeneities within different groups. The studies included in this review described the end users of the alarm as fragile, high-dependence older people, often with an extensive medical history and often living alone; this indicates a need for the PERS. None of the studies discussed diversity within this group of end users, although some described how respondents talk about resistance to being considered “one of those.” It seems that having the PERS defines the end users as part of the group of frail, old, dependent people, and this causes resistance among some.

**How Telecare Creates New Interactions and Practices**

Telecare implies a different kind of care with complex interactions between multiple actors and a wide variety of technology and changed roles, thus redefining how actors live, work, and even identify their lives [20]. Results show that having the PERS affected the users in different ways socially. Some became more active because they felt safe having the alarm; others, however, felt restricted by the pendant range and therefore stayed inside their homes. Some actors feared that the alarm might replace human contact.

This review reveals a huge diversity in the experiences and roles of the actors involved, presenting a variety of experiences, both negative and positive, from end users, care personnel, and other actors. Therefore, we cannot really talk about one type of practice related to the PERS, but rather a variety of practices as a result of the interactions between the technology and the actors involved, and how the service is organized and carried out.

The history of integrating telecare in community care shows that the technology in use tends to work in unforeseen and different ways than intended [20]. The results of this review show how the end users activated the alarm for a number of reasons, and found new and other functions for the alarm than the one intended (eg, older women planning to use the PERS to scare away unwanted intruders). Users also had wishes for future functions that would increase the value of having the PERS, for example, increased pendant range, integrated GPS, and smaller pendants, to mention a few.

**What the Technology Does—and What We Think it Does**

Pols [15] found in her study of telecare in the Netherlands that use of telecare did not solve existing practice problems but was instrumental in creating new practices with different challenges and problems, and thereby changed the actors’ lives.

http://www.jmir.org/2016/7/e187/
The PERS is introduced as technology that makes users safe in their homes and enables them to reach help when needed. This review shows how end users in the included studies expressed satisfaction with the technology, and experienced well-being and a sense of security. However, having the PERS did not reduce anxiety or improve their quality of life. Some of the studies included in this review found that having the PERS did reduce hospital days and medical complications due to long lies after falls. Moreover, the material described success stories involving activating the alarm. To some extent, the alarm thereby fulfilled its promise of increasing safety at home. However, what the results show is that the picture is much more complicated than the PERS simply being an easy fix for anxiety and risk experienced by frail older people living alone.

Conclusions
This review reveals how rather simple and well-established telecare technologies such as the PERS are actually complex, integrated caring practices that interact with the different actors involved and create changes in daily living.

The PERS has proven to be durable over time, while many telecare technologies tend never to leave the pilot stage. The reasons for this are complicated, but the results describe some contributing factors. Many users find the PERS to be easy to use and it makes it possible for the end users to live independently by providing help and safety when needed, giving the end users an active role in the caring practice. The PERS in many ways delivers its promises of safety and independent living.

While the Results section describes how the PERS contributes to safety and independence and discusses what the PERS means for the actors involved, it also reveals unforeseen consequences of the alarm and possible improvements in both the device and the service. This review provides us with an understanding of the complexity of practice by showing how even rather simple technology interacts with actors and redefines how they live and work, and even how the technology affects their identities. The Discussion section problematizes this by “zooming out” and argues for an approach to telecare in which the complexity of practice is accounted for, where actors’ resources, attitudes, and abilities are considered when choosing technology.

This paper shows how technology, involved actors, network, and context must be thought of together as part of practice. This calls for a sensitivity to what it means for involved actors when we redistribute responsibility to the end users, and change the roles and work practices of the caring personnel. Another key factor is taking into account how implementing telecare changes the idea of home and all it represents for the actors.

There is a need to be sensitive to diversity in apparently homogenous groups when adopting new telecare technologies in home care practices, and to acknowledge that technology is never neutral. This review shows how understanding end users’ experiences is an important resource for understanding how technology innovations in caring practices are acts of creating new caring practices, thus acknowledging that there are many reasons for resisting and failing to use the technology.

It is time to move away from thinking of telecare technologies as black boxes that can be implemented without changing the caring practice. This review shows how the plug-and-play expectations producers tend to generate is a simplification of the reality. It seems clear that “one size doesn’t fit all.” This calls for a recognition that place and actors matter, and a sensitivity for the practices in which the technology is adopted is necessary.
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Abstract

Background: Consistent with the “attention, interest, desire, memory, action” (AIDMA) model of consumer behavior, patients collect information about available medical institutions using the Internet to select information for their particular needs. Studies of consumer behavior may be found in areas other than medical institution websites. Such research uses Web access logs for visitor search behavior. At this time, research applying the patient searching behavior model to medical institution website visitors is lacking.

Objective: We have developed a hospital website search behavior model using a Bayesian approach to clarify the behavior of medical institution website visitors and determine the probability of their visits, classified by search keyword.

Methods: We used the website data access log of a clinic of internal medicine and gastroenterology in the Sapporo suburbs, collecting data from January 1 through June 31, 2011. The contents of the 6 website pages included the following: home, news, content introduction for medical examinations, mammography screening, holiday person-on-duty information, and other. The search keywords we identified as best expressing website visitor needs were listed as the top 4 headings from the access log: clinic name, clinic name + regional name, clinic name + medical examination, and mammography screening. Using the search keywords as the explaining variable, we built a binomial probit model that allows inspection of the contents of each purpose variable. Using this model, we determined a beta value and generated a posterior distribution. We performed the simulation using Markov Chain Monte Carlo methods with a noninformation prior distribution for this model and determined the visit probability classified by keyword for each category.

Results: In the case of the keyword “clinic name,” the visit probability to the website, repeated visit to the website, and contents page for medical examination was positive. In the case of the keyword “clinic name and regional name,” the probability for a repeated visit to the website and the mammography screening page was negative. In the case of the keyword “clinic name + medical examination,” the visit probability to the website was positive, and the visit probability to the information page was negative. When visitors referred to the keywords “mammography screening,” the visit probability to the mammography screening page was positive (95% highest posterior density interval = 3.38-26.66).

Conclusions: Further analysis for not only the clinic website but also various other medical institution websites is necessary to build a general inspection model for medical institution websites; we want to consider this in future research. Additionally, we hope to use the results obtained in this study as a prior distribution for future work to conduct higher-precision analysis.

(J Med Internet Res 2016;18(7):e199) doi:10.2196/jmir.5139
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Introduction

To reduce the existing “asymmetry of information” between a patient and physician, patients routinely access Web-based information about their health problems and medical treatment options. Internet-based medical resources are constantly being developed and expanded on such an environment [1]. Consistent with the “attention, interest, desire, memory, action (AIDMA)” model of consumer behavior, patients collect information about the medical institutions available using the Internet to select information for their particular needs [2].

Because of this situation, recently, many medical institutions are intent on improving their websites. With the development in Internet environment and devices, we are now able to obtain information on many medical institutions in diverse ways. Many companies achieve greater advertising effects by active release of information on the Internet. Therefore, medical institutions actively using social media are also increasing. However, such actions and study are insufficiently advanced in Japan.

Market researchers and social psychologists routinely conduct various consumer behavior analyses based on the AIDMA model to predict factors influencing consumer action and purchase decisions and clarify consumer psychology and internal states [3].

Studies of consumer behavior may be found in areas other than medical institution websites. After the expansion of Web advertisements and publicity, Internet sales greatly increased the rate of Internet usage. Research can be conducted using the Web access logs on visitor search behavior. To investigate product sales over the Internet, searching behavior models such as the “search keyword” and “page view” assume that the searches are an expression of consumer needs. In this study, we determined the probability of visits to a certain webpage by the search keyword using the Markov Chain Monte Carlo (MCMC) methods [4,5]. Recently, marketing research has yielded positive results applying Bayesian statistics with improvements in computer count ability and expects to apply them to a greater degree in the future [6-8]. At this time, research applying the patient searching behavior model to medical institution website visitors is lacking.

In this study, we have developed a hospital website search behavior model using a Bayesian approach to clarify the behavior of medical institution website visitors and determine the probability of their visits classified by the search keyword.

Methods

Subject

The flowchart we propose for our research is shown in Figure 1.

We used the website data access log of a clinic of internal medicine and gastroenterology in the Sapporo suburbs for our research, collecting data (336 cases) from January 1 through June 31, 2011. We used Google Analytics to analyze the data access log [9]. The contents of the 6 website pages included the following: home, news, content introduction for medical examinations, mammography screening, holiday person-on-duty information, and other. We used all pages in the clinic for this study. The other page introduces the communication space attached to a hospital. A second visit to the website during the same visit session, distinguished from the first visit and to be counted more correctly as an index page, we classified as “the website (again).” The search keywords we identified as best expressing website visitor needs were listed as the top 4 headings from the access log: clinic name, clinic name + regional name, clinic name + medical examination, and mammography screening.

Methods of Analysis

In this study, we applied Bayes’ theorem as the analysis method. The obtained data were y, and the parameter was defined as θ. Both were random variables and are expressed using Bayes’ theorem as shown in Figure 2.

The left-hand side was called the posterior distribution. This represented the distribution of θ when data y were obtained.
The right-hand side of \( f(y|\theta) \) was the likelihood, and \( f(\theta) \) was the distribution of \( \theta \). This distribution was called the prior distribution. The distribution of the data expressed by the following equation was represented by \( f(y) \). We analyzed using this method as shown in Figure 3.

Using the search keyword as the explaining variable, we built a binomial probit model allowing the inspection of the contents of each purpose variable [10]. The binomial probit model is a discrete selection model used in marketing science. In our study, this model used the formulas as described in Figure 4.

The discrete selection model was formulated to address the behaviors of individuals choosing alternatives from their selection sets. In marketing science, this concept is applied to verify consumer selection behavior [11].

Using this model, we determined the beta value and generated a posterior distribution, showing the visit probability to each category classified by the search keywords.

We performed the simulation using MCMC with a noninformation prior distribution for this model and determined the visit probability classified by keyword for each category. We used the Gibbs sampling method, sampling 50,000 times. We also canceled the first 5000 samples, as an initial dependence period (burn-in) [12].

The joint distribution is expressed as shown in Figure 5.

Generally, to check the convergence of the sampling, autocorrelation function (ACF) is used. Thus, in this study, we used ACF to check sample convergence. With the vertical axis as the autocorrelation coefficient, when autocorrelation is high, the accuracy of the Markov chain is low.

Although the form of the ACF in the determined posterior distribution and convergence was observed, there was a problem in reproducibility. In this research, the log judged precedence research to reference completed by 30 or more and the auto correlation coefficient or less by 0.1. In this research, we used statistical software R (version 2.13.0) for the simulation analysis [12,13].

**Figure 2.** Bayes' theorem.

\[
f(\theta|y) = \frac{f(y|\theta)f(\theta)}{f(y)}
\]

**Figure 3.** Distribution of the data \( f(y) \).

\[
f(y) = \int f(y|\theta)f(\theta)d\theta
\]

**Figure 4.** Binomial probit model.

\[
y_i = x_i\beta + \varepsilon_i
\]

\( y_i \): Existence of a search keyword (yes : 1, no : 0)
\( x_i \): Existence of each page visit (yes : 1, no : 0)
\( \beta \): Parameter (noninformation prior distribution \( \theta - N(0,1 \times 10^3) \))
\( \varepsilon_i \): Error term (\( \varepsilon_i \) - i.i.d. \( N(0,1) \))

**Figure 5.** Joint distribution.

\[
p(y,\beta|X) = p(y|\beta,X)p(\beta)
\]

**Definition of Visit Probability**

To evaluate the posterior probability density function presumed by MCMC, we used the highest posterior density (HPD) interval. As the value was computed using the Bayesian approach and one of the point estimates, the value alone was not sufficient for evaluation purposes. Therefore, for the interval estimate, because all HPDs of the obtained frequency function were either positive or negative, we assumed this was significant and defined the median of the HPD as the visit probability to each category [14]. HPD is not the same as the probability; it may become larger than 1 or less than \(-1\) in value.

**Results**

The statistical results for each keyword are shown in Tables 1-4 and Figures 6-9.

When a visitor referred to the keyword “clinic name,” the HPDs to the main page, the website (again), and the contents page were positive. When a visitor referred to the keyword “clinic name + regional name,” the HPDs to the website (again) and the mammography screening page were negative. When a visitor referred to the keyword “clinic name + medical examination,” the HPD to the main page was positive and that to the information page was negative. When a visitor referred to the keyword “mammography screening,” the HPD to the mammography screening was positive.
Table 1. Posterior distribution presumption result by keyword “clinic name”.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Posterior mean</th>
<th>SD (^b)</th>
<th>2.50%</th>
<th>Median</th>
<th>97.50%</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top page</td>
<td>0.85</td>
<td>0.29</td>
<td>0.3</td>
<td>0.85</td>
<td>1.43</td>
<td>□</td>
</tr>
<tr>
<td>Top page (again)</td>
<td>0.54</td>
<td>0.17</td>
<td>0.2</td>
<td>0.54</td>
<td>0.87</td>
<td>□</td>
</tr>
<tr>
<td>News</td>
<td>0.12</td>
<td>0.41</td>
<td>−0.68</td>
<td>0.11</td>
<td>0.93</td>
<td>□</td>
</tr>
<tr>
<td>Contents</td>
<td>0.48</td>
<td>0.17</td>
<td>0.14</td>
<td>0.47</td>
<td>0.81</td>
<td>□</td>
</tr>
<tr>
<td>Mammography screening</td>
<td>0.03</td>
<td>0.15</td>
<td>−0.26</td>
<td>0.04</td>
<td>0.33</td>
<td>□</td>
</tr>
<tr>
<td>Information</td>
<td>0.32</td>
<td>0.17</td>
<td>−0.01</td>
<td>0.32</td>
<td>0.65</td>
<td>□</td>
</tr>
<tr>
<td>Holiday duty hospital</td>
<td>−0.27</td>
<td>0.19</td>
<td>−0.65</td>
<td>−0.27</td>
<td>0.11</td>
<td>□</td>
</tr>
<tr>
<td>Others</td>
<td>0.27</td>
<td>0.2</td>
<td>−0.12</td>
<td>0.28</td>
<td>0.68</td>
<td>□</td>
</tr>
</tbody>
</table>

^aHPD: highest posterior density.  
^bSD: standard deviation.

Table 2. Posterior distribution presumption result by keyword “clinic name + regional name”.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Posterior mean</th>
<th>SD (^b)</th>
<th>2.50%</th>
<th>Median</th>
<th>97.50%</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top page</td>
<td>0.31</td>
<td>0.28</td>
<td>−0.23</td>
<td>0.3</td>
<td>0.85</td>
<td>□</td>
</tr>
<tr>
<td>Top page (again)</td>
<td>−0.48</td>
<td>0.17</td>
<td>−0.81</td>
<td>−0.48</td>
<td>−0.15</td>
<td>□</td>
</tr>
<tr>
<td>News</td>
<td>0.33</td>
<td>0.37</td>
<td>−0.85</td>
<td>0.33</td>
<td>1.05</td>
<td>□</td>
</tr>
<tr>
<td>Contents</td>
<td>−0.23</td>
<td>0.16</td>
<td>−0.55</td>
<td>−0.23</td>
<td>0.1</td>
<td>□</td>
</tr>
<tr>
<td>Mammography screening</td>
<td>−0.5</td>
<td>0.15</td>
<td>−0.79</td>
<td>−0.5</td>
<td>−0.22</td>
<td>□</td>
</tr>
<tr>
<td>Information</td>
<td>0.01</td>
<td>0.16</td>
<td>−0.31</td>
<td>0.01</td>
<td>0.32</td>
<td>□</td>
</tr>
<tr>
<td>Holiday duty hospital</td>
<td>0.09</td>
<td>0.19</td>
<td>−0.27</td>
<td>0.09</td>
<td>0.46</td>
<td>□</td>
</tr>
<tr>
<td>Others</td>
<td>−0.06</td>
<td>0.2</td>
<td>−0.46</td>
<td>−0.06</td>
<td>0.34</td>
<td>□</td>
</tr>
</tbody>
</table>

^aHPD: highest posterior density.  
^bSD: standard deviation.

Table 3. Posterior distribution presumption result by keyword “clinic name + medical examination”.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Posterior mean</th>
<th>SD (^b)</th>
<th>2.50%</th>
<th>Median</th>
<th>97.50%</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top page</td>
<td>17.01</td>
<td>9.61</td>
<td>1.26</td>
<td>15.96</td>
<td>37.08</td>
<td>□</td>
</tr>
<tr>
<td>Top page (again)</td>
<td>−0.02</td>
<td>0.45</td>
<td>−0.92</td>
<td>−0.01</td>
<td>0.86</td>
<td>□</td>
</tr>
<tr>
<td>News</td>
<td>13.94</td>
<td>12.05</td>
<td>−0.59</td>
<td>10.49</td>
<td>40.41</td>
<td>□</td>
</tr>
<tr>
<td>Contents</td>
<td>0.01</td>
<td>0.41</td>
<td>−0.78</td>
<td>0</td>
<td>0.85</td>
<td>□</td>
</tr>
<tr>
<td>Mammography screening</td>
<td>−0.41</td>
<td>0.4</td>
<td>−1.24</td>
<td>−0.39</td>
<td>0.34</td>
<td>□</td>
</tr>
<tr>
<td>Information</td>
<td>−0.88</td>
<td>0.43</td>
<td>−1.80</td>
<td>−0.86</td>
<td>−0.09</td>
<td>□</td>
</tr>
<tr>
<td>Holiday duty hospital</td>
<td>0.25</td>
<td>0.48</td>
<td>−0.71</td>
<td>0.25</td>
<td>1.17</td>
<td>□</td>
</tr>
<tr>
<td>Others</td>
<td>0.03</td>
<td>0.56</td>
<td>−1.17</td>
<td>0.06</td>
<td>1.06</td>
<td>□</td>
</tr>
</tbody>
</table>

^aHPD: highest posterior density.  
^bSD: standard deviation.
Table 4. Posterior distribution presumption result by keyword “mammography screening”.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Posterior mean</th>
<th>SD\textsuperscript{b}</th>
<th>95% HPD\textsuperscript{a} interval</th>
<th>Median</th>
<th>97.50%</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top page</td>
<td>−2.34</td>
<td>0.51</td>
<td>−3.35 −2.33</td>
<td>−2.33</td>
<td>−1.37</td>
<td>○</td>
</tr>
<tr>
<td>Top page (again)</td>
<td>−0.27</td>
<td>0.4</td>
<td>−1.07 −0.27</td>
<td>−0.27</td>
<td>0.51</td>
<td>○</td>
</tr>
<tr>
<td>News</td>
<td>−0.29</td>
<td>0.75</td>
<td>−1.79 −0.29</td>
<td>−0.29</td>
<td>1.17</td>
<td>×</td>
</tr>
<tr>
<td>Contents</td>
<td>−0.5</td>
<td>0.33</td>
<td>−1.61 −0.5</td>
<td>−0.5</td>
<td>0.14</td>
<td>○</td>
</tr>
<tr>
<td>Information</td>
<td>−0.71</td>
<td>0.35</td>
<td>−1.41 −0.71</td>
<td>−0.71</td>
<td>−0.05</td>
<td>×</td>
</tr>
<tr>
<td>Holiday duty hospital</td>
<td>0.41</td>
<td>0.4</td>
<td>−0.37 0.41</td>
<td>0.41</td>
<td>1.22</td>
<td>○</td>
</tr>
<tr>
<td>Others</td>
<td>−0.43</td>
<td>0.46</td>
<td>−1.38 −0.42</td>
<td>−0.42</td>
<td>0.42</td>
<td>○</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HPD: highest posterior density.
\textsuperscript{b}SD: standard deviation.

Next, we showed the results of the simulations regarding the time it took for a visitor to refer to the keyword “clinic name.” Figure 10 shows the presumed posterior distribution, and the horizontal axis is the value of parameter beta. The vertical axis is probability density. Posterior distribution obtained from this simulation was a unimodal distribution. The posterior distribution obtained by the vertical axis expressing probability density was a unimodal distribution.

Figure 11 shows the sampling convergence by MCMC, with the vertical axis as the beta value and the horizontal axis as the sampling number. Figure 12 shows the ACF obtained by the simulation. For the keyword “clinic name,” the autocorrelation was small, and it was fully completed [15].

![Figure 6. HPD of posterior distribution by keyword "clinic name".](image-url)
Figure 7. HPD of posterior distribution by keyword "clinic name + regional name".

Figure 8. HPD of posterior distribution by keyword "clinic name + medical examination."
Figure 9. HPD of posterior distribution by keyword "mammography screening".

Figure 10. Posterior distribution by keyword "clinic name".

Figure 11. The simulation convergence situation by keyword "clinic name".
Discussion

Analysis of Searching Behavior of Medical Institution’s Website Visitors

From the MCMC results, the ACF converged on most pages. This means that we obtained consistent results. Therefore, we expect our results to be generally valid.

When a visitor referred to the keyword “clinic name,” the visit probability to the main, website (again), and contents pages addressing medical examinations was positive. Thus, search by keyword “clinic name” had the effect of increasing the probability of visits to the main, website (again), and contents pages. In particular, it is possible that the primary concern of a visitor who referred to a keyword “clinic name” was to reach the contents page addressing medical examinations. The visit probability to the holiday duty hospital page was negative. Visitors to the holiday duty hospital information page did not refer to a clinic name, and it is possible that many people visited this page from other linked pages.

When a visitor referred to the keyword “clinic name and regional name,” the visit probability to the website (again) and the mammography screening page was negative. Search by keyword “clinic name and regional name” had the effect of decreasing the probability of visits to the website (again) and mammography screening pages. The visit probability to the website (again) was also low. The visitor using this keyword did not visit the website for a second time within the same session, so, it is likely that they were uninterested in the mammography screening page.

When visitors referred to the keyword “mammography screening,” the visit probability to the mammography screening page was positive. Thus, the website did lead visitors who visited by the keyword “mammography screening” to the page they wanted. Search by keyword “mammography screening” had the effect of increasing the probability of visits to the mammography page. This indicated that the visitors could arrive at the page that they wanted. In this area, medical institutions that have implemented mammography screening are not many. Therefore, the results are expected.

As the visit probability to the main and information pages was negative, we concluded that visitors had no interest in these pages. Information about access to the clinic was published on the website. As the visit probability to the website was low, we concluded that visitors who referred to the keyword “mammography screening” had not yet become patients of the clinic.

These results reveal that the tendency of the visit probabilities in each category was different for different keywords. Therefore, it is possible to increase the visit probability to the page a visitor wants by understanding the search behaviors based on visitor needs and therefore improve website effectiveness.

Problems and Overview

This study identified 4 problems for consideration.

A Setup of an Interest Level

Page view, although used, could not be reflected in the result beyond recording the presence or absence of visits to each page, not the presence or absence of browsing behavior. How much browsing by visitors actually reflects their needs is unclear. Therefore, a model analysis that would include inspection time by visitors would improve our ability to gauge visitor interest.

Six-Month Study Period

The fact that medical institution patient numbers fluctuate with the seasons should be taken into account. In this research, the access log covered a period of 6 months only; therefore, the fluctuations in patient numbers by season were not considered. In the study of medical institution websites, seasonality has not
been studied. As we believe that visitor access to website pages may also follow seasonal patterns, future research periods should also span one full year. Moreover, we think that a larger dataset is needed to accurately determine convergence in website access samples. Regardless of whether the amount of data used in this study was sufficient, we think that it is necessary to compare the analysis results using more data.

**Problem of a Prior Distribution Setup**

In this study, because we had access only to data from the access log collection period, a noninformation prior distribution was assumed, so, no actual past data are reflected. To model a prior distribution, Ueda et al developed a prior distribution with high flexibility based on a nonparametric Bayesian model [15]. Bayesian estimation allows the determination of a posterior distribution, considering past data. We would like to consider using this technique for future research.

In this study, we used a noninformation prior distribution as the prior distribution. By setting the collected data with the prior distribution, we will be able to build a new model of medical institution webpage browsing behavior. In addition, using beta values obtained from improved prior distributions to estimate the behavior of website visitors, it becomes possible to build a website appropriate to medical institutions.

**Problem of Model Selection**

Although the binomial probit model was used in this research, we could not verify the validity of the model. As the logit model, the classic Bayesian model, the nonparametric Bayesian model, and so forth are proposed in the literature as discrete selection models for use with a Bayesian approach, it is necessary to validate our model by comparing it with those of others [15-17]. One feature of medical institutions is that patient region and age groups differ by hospital scale, department, and region. In our research, because the only clinic website we targeted was the one near Sapporo, we could not address the characteristics of regionality or hospital scale. To better identify the browsing characteristics of visitors to the websites of many medical institutions, we would like to analyze other departments, regional areas, hospital scale, and so forth.

Recently, branding has become a marketing technique for hospital networks, and many patients select hospitals by recognizing their brands. In these situations, some hospitals are adopting a differentiated marketing strategy. Moreover, they are beginning to undertake customer relationship management (CRM), recognizing the lifetime value of a customer. As a hospital is an organization providing medical treatment as a service, it essentially has the same marketing challenges of any other company, while varying to a considerable degree in terms of the services provided for the public benefit. However, research by Kim states that the health care field can effectively apply CRM as well as any other field. The Bayesian approach used in this research is also a useful technique in CRM. As it is possible to perform heterogeneity modeling between consumers, this tool can be developed as one of the database marketing strategies for medical treatment [18].

For the modeling of heterogeneity among consumers, purchasing history data analysis, estimating heterogeneous price thresholds, and e-commerce site visitor behavior analysis has been conducted recently. However, behavior analysis on the websites of medical institutions remains unstudied [19-21].

Selection of medical institutions, as in the case of selecting products and services other than medical services, is affected by such competitive relationships between the patient’s preferences and brand. In medical institution marketing activities, it is very important to know the variables. Therefore, it is necessary to further ascertain the heterogeneity between patients.

**Conclusion**

To clarify the information that citizens want when searching the Web, we developed a searching behavior model for visitors to a medical institution's website using a Bayesian approach and determined the visit probability to each category of interest, classified by search keyword. We targeted the website access log of a clinic near Sapporo, for the January 1 to June 31, 2011 period and determined the visit probability to each category using the predetermined search keywords. In the case of the keyword “clinic name,” the visit probability to the website, the website (again), and the contents page for medical examination was positive. For the holiday person-on-duty page, visit probability was negative. In the case of the keyword “clinic name + regional name,” the visit probability to the website (again) and the mammography screening page was negative. In the case of the keyword “clinic name + medical examination,” the visit probability to the website was positive, and the visit probability to the information page was negative. When visitors referred to the keywords “mammography screening,” the visit probability to the mammography screening page was positive. Further analysis for not only the clinic website but also various other medical institution websites is necessary to build a general inspection model for medical institution websites; we want to consider this in future research. In addition, we hope to use the results obtained in this study as a prior distribution for future work and to conduct higher precision analysis.
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Abstract

Background: Standardizing the background diet of participants during a dietary randomized controlled trial is vital to trial outcomes. For this process, dietary modeling based on food groups and their target servings is employed via a dietary prescription before an intervention, often using a manual process. Partial automation has employed the use of linear programming. Validity of the modeling approach is critical to allow trial outcomes to be translated to practice.

Objective: This paper describes the first-stage development of a tool to automatically perform dietary modeling using food group and macronutrient requirements as a test case. The Dietary Modeling Tool (DMT) was then compared with existing approaches to dietary modeling (manual and partially automated), which were previously available to dietitians working within a dietary intervention trial.

Methods: Constraint optimization techniques were implemented to determine whether nonlinear constraints are best suited to the development of the automated dietary modeling tool using food composition and food consumption data. Dietary models were produced and compared with a manual Microsoft Excel calculator, a partially automated Excel Solver approach, and the automated DMT that was developed.

Results: The web-based DMT was produced using nonlinear constraint optimization, incorporating estimated energy requirement calculations, nutrition guidance systems, and the flexibility to amend food group targets for individuals. Percentage differences between modeling tools revealed similar results for the macronutrients. Polyunsaturated fatty acids and monounsaturated fatty acids showed greater variation between tools (practically equating to a 2-teaspoon difference), although it was not considered clinically significant when the whole diet, as opposed to targeted nutrients or energy requirements, were being addressed.

Conclusions: Automated modeling tools can streamline the modeling process for dietary intervention trials ensuring consistency of the background diets, although appropriate constraints must be used in their development to achieve desired results. The DMT was found to be a valid automated tool producing similar results to tools with less automation. The results of this study suggest interchangeability of the modeling approaches used, although implementation should reflect the requirements of the dietary intervention trial in which it is used.

(J Med Internet Res 2016;18(7):e190) doi: 10.2196/jmir.5459
KEYWORDS
decision modeling; linear models; dietary requirements; clinical trial; food; programming, linear

Introduction

The measurement of nutrients and prescription of foods for clinical studies can be a difficult task requiring consideration of a number of different elements [1]. When conducting a dietary intervention, it is imperative that researchers ensure consistent allocations of macro- and micronutrients across participants, while also tailoring the required dietary approach to the food requirements, for example, food preferences, of the individual participants as needed. Many high-quality published dietary studies do not report on the use of such tailored approaches and rather apply the underlying assumption that usual dietary intake will be maintained by participants throughout the duration of a trial [2]. However, within a randomized controlled trial design, intervening using a food-/nutrient-based approach will inherently result in changes to dietary intake during the trial, potentially affecting the outcomes. This is particularly evident when a target food is provided to participants, with studies showing that the target food will be eaten in addition to rather than substituted into the usual diet [3], resulting in increased energy (calories or kilojoules) intake due to the intervention. To reduce the effect of these changes, predefined, personalized, energy-focused dietary prescriptions should be implemented via the use of dietary modeling before the intervention.

Modeling is employed to test logic, demonstrate a concept or an idea, and serve as a representation of reality. It often has a mathematical basis [4]. The term “model” also implies variability of the outcomes; hence, multiple options are often tested. In practice, modeling is a theoretical process allowing different scenarios [5] to be created. These scenarios typically stem from an idea, concept, or change of practice. For dietary modeling, the concept generally relates to achieving dietary targets (food or nutrient) by consumption of given amounts (servings) from a range of food groups. It utilizes a combination of food consumption data and/or food composition data [5], although it is not limited to these. In one example of modeling of dietary intake, the concentration of a known nutrient within a food is multiplied by the amount of the food consumed to determine the contribution to the total nutrient intake. This type of modeling requires access to food consumption data, such as that of a national survey [6,7]. Modeling conducted by the Australian regulatory authority, Food Standards Australia New Zealand, use tailored software based on the SAS statistical package using the following equation: dietary intake = \( \Sigma \) (nutrient/chemical concentration x food consumption) [6]. The software was custom developed to create high-level dietary models at a population level to address chemical exposure and the effect of food contamination [8]. Modeling may also be used to standardize dietary intake across a participant group at the point of intervention such as in a dietary intervention trial, although resource limitations are likely to reduce the opportunity to develop customized software.

The use of tailored tools, specifically for dietary modeling, has the potential to aid the translation from nutrient to food information and incorporate nutrition recommendations [4] related to diet-disease relationships. The tools should ensure a consistent and streamlined process is applied across the entire trial to minimize variability. Manual approaches to prescribing individualized diets are common to dietary studies [9-13]. They are heavily user dependent, providing the potential for a high degree of variability between prescribed outcomes. Manual methods do, however, allow some consideration of the practical issues related to dietary prescriptions at an individual level and food-based guidelines to be incorporated. Practice-based examples include a Microsoft Excel spreadsheet that is manually manipulated to achieve food group targets [14,15] whereby the user, often a dietitian or nutritionist, aims to achieve energy (calories or kilojoules) and macronutrient (total fat, protein, carbohydrate) proportions with minimal variability from the overall trial targets. Modeling is achieved by manually adjusting the number of prescribed servings within a given range (commonly based on dietary guidelines). This process is cumbersome and time consuming for the user and may have significant resource implications within a clinical trial if the dietitian is also needed to monitor the dietary intake of the participants.

Alternatively, adding automation to the modeling process has the potential to decrease the variability and time taken to create the models while still employing a user-dependent approach. The approach utilized to formulate the Australian Dietary Guidelines is an example of modeling with an element of automation, using the Solver Platform for Microsoft Excel [16]. Solver applies a computerized method for finding optimal solutions using predetermined constraints (data limits) to Excel-based spreadsheets. These constraints must be imputed into the tool before it is applied to a spreadsheet. Solver has the potential to minimize the user burden by minimizing inconsistencies from trial targets at a group level but does require extensive input of constraint details. Additionally, Solver does not present the ability to easily optimize across competing objectives that may be found in a clinical trial as it has been designed to primarily provide user-defined constraint satisfaction. The aforementioned spreadsheet-based tools are also limited to food-based output only. They do not consider the need for individualized modeling, a process that would require separate calculation of estimated energy requirements (EER). This individualized approach is common to the highly controlled environment of a dietary intervention clinical trial where each individual needs a targeted dietary prescription rather than a generic one.

The process of dietary modeling in food-based clinical trials when performed manually required dedicated time and resource commitments and the need to calculate energy requirements before development of each model. By applying constraint optimization techniques to this process, it can be automated, saving both time and resources and streamlining the overall approach used. The development of the Dietary Modeling Tool (DMT) [17] has the potential to provide an automated method for dietary prescription, tailored to individual characteristics within the food and/or nutrient-based constraints of a clinical
trial. The objectives of the DMT were that it would take on a simple, Web-based (widely accessible), and user-friendly format and target the individual energy requirements of participants. Its development would result in a reduction of between user variability that may become evident when calculating target servings for food groups based on energy requirements using manual and partially automated approaches. Development of streamlined models would also allow users who are not trained in dietetics to create the models, and the dietitians would be employed to address only those models where specific considerations such as food preferences or avoidance needs to be addressed. The context for the DMT applied the following assumptions. The clinical trial (study) targets would be generated based on selected food groups to match the nutrition targets defined in the trial. Modeling targets may be specific to the trial or may relate to default nutrition guidelines such as the Dietary Guidelines and Nutrient Reference Values. The clinical trial would have baseline measures for all participants, that is, age, gender, height, and weight (also used to calculate body mass index), available to generate individualized models. This type of demographic information is commonly collected. The overall aim of the tool was that the developed DMT could be easily reconfigured to use multiple macronutrient trial targets; could be adjusted to accommodate a wide range of participant dietary preferences, for example, vegetarian dietary patterns; and could be used across multiple studies, that is, maintain the default preferences for studies A, B, C...X, which may be occurring concurrently. This paper describes the first-stage developmental process of a tool to automatically perform dietary modeling using food group and macronutrient requirements as a test case. The DMT was then compared with existing approaches to dietary modeling (manual and partially automated), which were previously used by dietitians for dietary modeling.
A set of variables $x_1,...,x_2$ represent values that can be changed; their domain are the acceptable values that each variable can be assigned. For example, given a variable for “servings of vegetables per day” an acceptable domain is 0 to 10. A constraint over the set of variables is a restriction on variables; for example, the energy (calories or kilojoules) of all servings must be less than X. A constraint function is an abstraction function that takes a set of variables and their values and returns a True or False answer indicating if they violate the constraints or not. True is returned if all of the constraints are satisfied. A constraint solver is an application that takes in variables and their domain and changes the values of the variables until it can find a satisfactory solution. A satisfactory solution is one where all of the constraints are satisfied and the constraint function returns true. An objective function is a function that takes a set of solutions and determines the best given measure; for example, the objective function “minimize kilojoules” will take a set of results found by the constraint solver and pick the result with the lowest number of kilojoules.

In contrast to the AFGS, it is likely that these constraints will follow a nonlinear form because of the varied considerations needed when modeling a diet, as outlined earlier. The DMT will draw on existing food consumption data collected from published dietary intervention trials as the basis for the weighting of food groups rather than population-focused food consumption data as was applied to AFGS. Output will be provided as the number of servings of key food groups required by a participant, of given energy requirements, to meet the criteria of the clinical trial in which it is being used, optimized against key food group serving suggestions. This is so that a solution diet is not composed of one single food group or presented based on an irregular food group split. Development of the DMT followed a stepwise process. Food data from completed dietary trials [23-25] were pooled and the percentage contribution of common food groups determined based on macronutrient composition. These food groups were rank ordered under each macronutrient (total fat, protein, carbohydrate) to determine the primary sources. Foods seen to contribute to <75% of the total for each macronutrient were taken as the top foods consumed. Individual foods belonging to the food groupings determined were then categorized by the relative proportions of all macronutrients contained in a single serving. From this the mean energy (kilojoules) and macronutrient content (grams) were determined. Subcategories of food groupings were created based on secondary macronutrients (saturated, monounsaturated, and polyunsaturated fatty acids) and on other nutritive components such as the presence of starch or sugar, which may be required for particular participant groups such as persons with diabetes.

For each food group, the mean nutrient content, standard deviation (SD), range, and coefficient of variation (CV=SD/mean × 100) were determined for all foods within that group. Acceptable variation was set at a CV of < 15% for the macronutrients; otherwise, acceptability of the variation was assessed by comparison with an existing food guidance system. Standard deviation and range results were compared with those reported in the 2003 American Diabetes Association Exchange Lists for Meal Planning lists [26]. These lists were considered to be the only comprehensive food exchange lists suited to provide specific data on within-list variations from mean nutrient estimates.

**Setting Up the Interface**

Developed online, the DMT [17] relies on 2 data sources that are not seen by the user to populate the nutrient data (e.g., macronutrients) for each of the food groups (e.g., vegetables, fruits, and so on):

1. NUTTAB, a reference food composition database [27] for Australia containing a list of all available foods, food groups, their energy, and macro- and micronutrient composition.
2. Dietary intervention trial database containing pooled baseline food intake data from completed trials before intervention.

An overview of the process is shown in Figure 1. In summary, to use the tool, users (likely dietitians) access a website [17]. Initially, the user provides as input to the tool the following data related to the trial:

1. Macronutrient targets for the trial including total fat, protein, and carbohydrate.
2. Target servings $T_1$, $T_2$, $T_3$, ..., $T_n$ where $T_i$ is the target serving for a food group. For example, $T_1$ is the target serving for vegetables (eg, 5 serves), $T_2$ for grains (eg, 6.5), $T_3$ for fruits (eg, 3).

These values are maintained across the trial, and adjustment will be applied to all models created for participants of that trial. Via a separate interface (see Multimedia Appendix 1), the user then inputs the participant details (including height, weight, age, and gender).

The tool then computes the EER from resting energy expenditure (REE) [28] using the following formulae:

For females, $REE=9.99\times weight+6.25\times height–4.92\times age–161$

For males, $REE=9.99\times weight+6.25\times height–4.92\times age+5$

$EER=REE\times PA$

Physical activity (PA) is accounted for by standardized activity factors as used in dietetic practice. For the purpose of this first-stage development an activity factor of 1.6 (light activity) was applied [29]. The user may then enter any study-specific macronutrient percentages and desired food group servings (lean meats, dairy, and so on) to suit the participant food preferences. For example, if the participant follows a vegetarian diet the food group servings for meat may be removed by the dietitian and replaced with meat alternatives. This would return to the default trial criteria for the next participant who may not follow a vegetarian diet. The automated DMT would then provide the user with target servings per food group to meet the trial requirements suited to each participant.
Creation of the Models

Then, let \( X_1, X_2, \ldots, X_n \) be the servings described for the food groups, for example, \( X_1 \) for vegetables and \( X_2 \) for grains. The DMT is needed to determine the “best” value for \( X_i \) that meet the constraints and objective functions. Therefore, for carbohydrate (CHO), let \( \text{TotalCHO} \) be the total of carbohydrates in the servings prescribed shown in Figure 2, equation (a), where \( \text{CHO}_i \) is the CHO nutrient data for \( X_i \). Similarly, total protein and fat as per equations (b) and (c) in Figure 2 respectively. The resultant total energy of the servings prescribed is then calculated as:

\[
\begin{align*}
\text{TotalEnergy} &= \text{TotalCHO} + \text{TotalPTN} + \text{TotalFAT}, \\
\%\text{CHO} &= \left( \frac{\text{TotalCHO} \times 17}{\text{TotalEnergy}} \right) \times 100, \\
\%\text{PTN} &= \left( \frac{\text{TotalCHO} \times 17}{\text{TotalEnergy}} \right) \times 100, \\
\%\text{FAT} &= \left( \frac{\text{TotalCHO} \times 36}{\text{TotalEnergy}} \right) \times 100.
\end{align*}
\]

The Euclidean distance between \( (\%\text{CHO}, \%\text{PTN}, \text{Fat}) \) and \( (\text{TargetCHO}, \text{TargetPTN}, \text{TargetFAT}) \), referred to as \( d(\text{CHO}, \text{PTN}, \text{FAT}) \), was therefore calculated as seen in Figure 3, and, in turn, the tool needs to find the servings prescribed, \( X_i \), such that \( d(\text{CHO}, \text{PTN}, \text{FAT}) \) is minimized, that is, as close to 0 as possible, while the following constraints are satisfied:

1. For every food group \( i \), \( X_i \geq T_i \) (ie, the servings prescribed are greater than or equal to the target serving for every food group).
2. \( \text{TotalEnergy} \leq \text{EER} \) (ie, the total energy of the servings prescribed is less than or equal to EER).

By example, using the following constraints for prescribed servings the following might be used: \( X_1 \geq 6.5/\text{day} \) (grains), \( X_2 \geq 3/\text{day} \) (fruits), \( X_3 \geq 3/\text{day} \) (dairy).

Validation and Use in Practice

To evaluate validity, the automated process was compared with a partially automated and manual diet modeling process, and the consistency in servings was compared using the different methods, for a variety of energy levels. As there is no gold standard for validation of dietary models, the manual approach was considered the standard of reference.

For the manual process, a Microsoft Excel calculator [18] used in previous clinical trials conducted at the University of Wollongong was used, and for the partially automated process Microsoft Excel Solver [16] was applied. As all tools were developed based on the same underlying process of food groupings, a consistent food group–based approach could be compared across tools (for vegetables, breads and cereals, fruits, low fat dairy, lean meat, cheese, eggs, oily fish, monounsaturated fatty acid products, and polyunsaturated fatty acid products). Models were created in accordance with the recommendations of the Australian Guide to Healthy Eating [30]. They provided outcomes for the number and size of servings for each food group within the model. Diet models, by food group, were created for 5000 kJ through to 10000 kJ daily intakes, in 500-kJ increments. For comparative purposes the percentage of energy provided from macronutrients was set to be 50% carbohydrate, 20% protein, and 30% fat for all approaches (manual, partially automated, and DMT).

To create comparative data, EER values using sample participant height, weight, age, and gender were calculated using a separate spreadsheet. These data were applied to the Excel calculator and Solver modeling tools. Data for the number of food groups
and calculated energy and macronutrient levels were provided by each of the tools.

**Excel Spreadsheet Calculator (Manual)**
An experienced Accredited Practising Dietitian (APD) manually manipulated the number of target servings of food groups in order to achieve appropriate diet models for each kilojoule increment. For repeatability, a less experienced dietitian also performed the same task separately using the Excel spreadsheet calculator [18]. This process created a second comparative set of dietary models for each of the kilojoule targets.

**Excel Solver (Partially Automated)**
The Excel Solver add-in was applied to the aforementioned calculator. In order to determine the appropriate output and ensure consistency, the constraints outlined in Table 1 were applied.

**Dietary Modeling Tool (Automated)**
The sample data for a participant’s height, weight, age, and gender were entered directly into the DMT. Trial targets in the study interface were set to the default macronutrient distributions as outlined above.

### Table 1. Number of serving constraint details per food group applied to the Microsoft Excel Solver modeling tool based on the study by Gillen and Tapsell [19,26].

<table>
<thead>
<tr>
<th>Food group used for modeling</th>
<th>Number of serving constraint details (per day)</th>
<th>Additional number of serving constraints (required for 8500-10,000 kJ models)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetables</td>
<td>≥ 5, a</td>
<td></td>
</tr>
<tr>
<td>Whole grains</td>
<td>≥ 4,</td>
<td></td>
</tr>
<tr>
<td>Fruits</td>
<td>≥ 2, &lt;4</td>
<td></td>
</tr>
<tr>
<td>Sugar</td>
<td>≤ 3</td>
<td></td>
</tr>
<tr>
<td>Milk/yoghurt (low/reduced fat)</td>
<td>≥ 2.5</td>
<td></td>
</tr>
<tr>
<td>Milk/yoghurt (whole)</td>
<td>≤ 0</td>
<td></td>
</tr>
<tr>
<td>Soy milk (whole)</td>
<td>≤ 0</td>
<td></td>
</tr>
<tr>
<td>Meat (lean choice, per 30 g)</td>
<td>≥ 3</td>
<td>≥ 5</td>
</tr>
<tr>
<td>Cheese (reduced fat, per 30 g)</td>
<td>≥ 0</td>
<td></td>
</tr>
<tr>
<td>Eggs (per 30 g)</td>
<td>≥ 0</td>
<td></td>
</tr>
<tr>
<td>Oily fish</td>
<td>≥ 0.43b</td>
<td></td>
</tr>
<tr>
<td>Monounsaturated fatty acids</td>
<td>≥ 0</td>
<td></td>
</tr>
<tr>
<td>Polynsaturated fatty acids</td>
<td>≥ 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unrestricted</td>
</tr>
</tbody>
</table>

a: No upper constraint limit.
b Equates to at least 1 serving per week.

### Data Analysis
The variability of the percentage of energy from each of the macronutrient targets was calculated for all tools. The outcomes from each of the dietary modeling approaches were compared for grouped food data for each of the kilojoule increments tested. The percentage difference of each of the methods, in comparison with the reference method (output from the manual process created by an experienced dietitian), was calculated in order to determine the comparative validity of the processes.

### Results
Constraint optimization was found to be a suitable approach to tool development. As outlined earlier, the DMT was developed with 2 interfaces for users: a study interface, for defining default constraints for a study, and a user interface for modeling individual participant diets within the selected trial. Screenshots of these user screens are provided in Multimedia Appendix 1 [17]. This approach to development allows multiple users to model diets in different studies simultaneously. The forms were hosted online [17] also allowing multi-user access from varied locations.
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Table 2. Target servings prescribed for each food group using the manual, partially automated, and automated approaches applied to different energy
frameworks.
No. Modela (kJb target)

Vegetables
(%∆)

Grains (%∆) Fruits (%∆)

Dairy (%∆)

Lean meat,
30 g (%∆)

Cheesec, 30
g (%∆)

Eggsd, 1 egg Fishe, 90 g
(%∆)
(%∆)

1.

Reference (5000)

5.00

5.00

2.00

2.00

3.00

0.29

0.58

0.43

Partially automated

5.00 (0)

4.00 (20)

2.00 (0)

2.50 (25)

3.00 (0)

0.00 (100)

0.00 (100)

0.43 (0)

DMTf

5.00 (0)

4.50 (10)

2.00 (0)

2.00 (0.)

3.00 (0)

0.00 (100)

0.00 (100)

0.00 (100)

Manual

5.00 (0)

5.00 (0)

2.00 (0)

2.50 (25)

3.00 (0)

0.00 (100)

0.29 (51)

0.43 (0)

Reference (5500)

5.00

5.00

2.00

2.00

3.50

0.29

0.58

0.43

Partially automated

5.00 (0)

4.00 (20)

2.30 (15)

2.50 (25)

3.00 (14)

0.00 (100)

0.00 (100)

0.43 (0)

DMT

6.00 (20)

7.00 (40)

2.07 (4)

2.00 (0)

3.00 (14)

0.00 (100)

0.00 (100)

0.00 (100)

Manual

5.00 (0)

5.00 (0)

2.00 (0)

2.50 (25)

3.00 (14)

0.00 (100)

0.29 (51)

0.43 (0)

Reference (6000)

5.00

6.00

2.00

2.00

3.50

0.29

0.58

0.43

Partially automated

5.00 (0)

4.00 (33)

2.99 (50.)

2.50 (25)

3.00 (14)

0.00 (100)

0.00 (100)

0.43 (0)

DMT

6.44 (29)

7.00 (17)

2.50 (25)

2.17 (9)

3.00 (14)

0.00 (100)

0.00 (100)

0.12 (73)

Manual

5.00 (0)

6.00 (0)

2.00 (0)

2.50 (25)

3.50 (0)

0.00 (100)

0.29 (51)

0.43 (0)

Reference (6500)

5.00

6.00

2.00

3.00

4.00

0.29

0.58

0.43

Partially automated

5.00 (0)

4.21 (30)

4.00 (100)

2.50 (17)

3.00 (25)

0.00 (100)

0.00 (100)

0.43 (0)

DMT

7.00 (40)

7.38 (23)

2.50 (25)

2.49 (17)

3.20 (20)

0.09 (69)

0.03 (96)

0.43 (0)

Manual

5.00 (0)

6.00 (0)

2.00 (0)

2.50 (17)

3.50 (13)

0.29 (0)

0.29 (51)

0.43 (0)

Reference (7000)

5.00

6.00

2.00

3.00

4.00

0.29

0.58

0.43

Partially automated

5.00 (0)

5.21 (13)

4.00 (100)

2.53 (16)

3.31 (17)

0.09 (69)

0.16 (72)

0.18 (58)

DMT

7.00 (40)

9.25 (54)

2.50 (25)

2.51 (16)

3.00 (25)

0.04 (85)

0.00 (99)

0.17 (60)

Manual

5.00 (0)

6.00 (0)

3.00 (50)

2.50 (17)

3.50 (13)

0.29 (0)

0.29 (51)

0.43 (0)

Reference (7500)

5.00

7.00

2.00

3.00

4.00

0.29

0.58

0.86

Partially automated

5.00 (0)

5.78 (17)

4.00 (100)

3.00 (0)

3.04 (24)

0.00 (100)

0.00 (100)

0.43 (50)

DMT

7.00 (40)

9.25 (32)

4.00 (100)

3.07 (2)

3.00 (25)

0.00 (100)

0.01 (99)

0.86 (0)

Manual

5.00 (0)

7.00 (0)

3.00 (50)

2.50 (17)

4.00 (0)

0.00 (100)

0.29 (51)

0.43 (50)

Reference (8000)

5.00

8.00

3.00

3.00

4.50

0.29

0.86

0.86

Partially automated

5.00 (0)

6.27 (22)

4.00 (33)

3.00 (0)

4.50 (0)

0.00 (100)

0.00 (100)

0.43 (50)

DMT

7.00 (40)

9.25 (16)

4.00 (33)

4.00 (3)

3.00 (33)

0.26 (10)

0.00 (100)

0.75 (13)

Manual

5.00 (0)

7.00 (13)

3.00 (0)

2.50 (17)

5.00 (11)

0.29 (0)

0.58 (33)

0.43 (50)

Reference (8500)

5.00

8.00

3.00

3.00

5.00

0.43

0.86

0.86

Partially automated

5.00 (0)

7.34 (8)

4.00 (33)

3.00 (0)

5.00 (0)

0.00 (100)

0.00 (100)

0.43 (50)

DMT

7.00 (40)

9.25 (16)

4.00 (33)

4.00 (33)

3.32 (34)

0.26 (40)

0.00 (100)

0.43 (50)

Manual

5.00 (0)

7.50 (6)

3.00 (0)

3.00 (0)

5.00 (0)

0.29 (33)

0.58 (33)

0.43 (50)

Reference (9000)

5.00

9.00

3.00

3.00

5.00

0.29

0.86

0.86

Partially automated

5.00 (0)

8.12 (10)

4.00 (33)

3.00 (0)

5.00 (0)

0.00 (100)

0.04 (95)

0.58 (33)

DMT

7.00 (40)

9.25 (3)

4.00 (33)

4.00 (33)

5.00 (0)

0.29 (0)

0.17 (81)

0.50 (42)

Manual

5.00 (0)

8.00 (11)

3.50 (17)

3.00 (0)

5.00 (0)

0.43 (50)

0.58 (33)

0.86 (0)

Reference (9500)

5.00

9.00

4.00

3.00

6.00

0.43

0.86

0.86

Partially automated

5.00 (0)

9.01 (0)

4.00 (0)

3.00 (0)

5.23 (13)

0.00 (100)

0.18 (79)

0.58 (33)

DMT

7.00 (40)

9.25 (3)

4.00 (0)

4.00 (33)

5.00 (17)

0.29 (33)

0.57 (33)

0.50 (42)

Manual

5.00 (0)

8.50 (6)

4.00 (0)

3.00 (0)

5.00 (17)

0.43 (0)

0.58 (32)

0.86 (0)
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When data were compared with the other modeling forms, the general trend for the output across the 4 dietary models in each kilojoule increment was relatively similar (Table 2). The greatest consistency was seen between the 2 manual approaches. Notably, for a considerable number of food groups across the kilojoule targets, there was no difference between these 2 models, justifying use of the manual process as the standard of reference due to repeatability of the data. The DMT outcomes were the most varied from those created using the reference process. The outcomes for monounsaturated fatty acids and polyunsaturated fatty acids (subnutrients) across the modeling tools were highly variable, with differences of up to 200% for the 5000-kJ and 5500-kJ targets, data not shown. In this instance the reference model was prescribing 1 teaspoon monounsaturated fatty acids, as opposed to 3 teaspoons from the DMT. Less variation was evident for these particular food groups in the higher kilojoule targets (≥8000 KJ). The lean meat prescription was largely consistent across all of the dietary models. The largest difference in the lean meat outcomes was seen for the 8000-kJ and 8500-kJ targets, with 33% and 34% differences, respectively, between the DMT and reference model. This difference equated to one and a half servings (one serving = 30 g) of lean meats. Furthermore, the prescription of fish from the 5000-kJ to the 7000-kJ targets for the reference method and solver models all equated to 90-g servings of fish per week. The DMT produced the same results for the 6500-kJ target; however, for kilojoule targets between 5000 kJ and 7000 kJ it prescribed either much less or no oily fish for the dietary models. Furthermore, there was little difference in the prescription of vegetables for each of the kilojoule targets, although the DMT prescribed up to 2 extra servings (up to 1 cup extra) than the other models.

Discussion

Principal Findings

The study described in this paper addressed the first-stage development of and comparative validation of an automated DMT. Applying lessons from previous linear modeling work, a dietary modeling tool using constraint optimization and nonlinear programming was developed online incorporating the expected energy requirement calculations in the same system rather than as separate data as per other less automated tools. Having the DMT online has the potential for improved user access, and creating an algorithm with constraints applied to it should also minimize the variability by comparison with manual modeling approaches. The identified differences between the approaches were not found to be clinically relevant. Although it was not the focus of this paper, it is likely that improved time efficiencies were created by automation of the DMT because of the incorporation of the EER calculation into the user interface. Furthermore, a reduced need for “guess work,” as is common to manual approaches, is also a significant advantage.

When comparing the dietary models created by the APD as the reference for comparison, and the models created by the less experienced dietitian student (manual models), the results across each of the kilojoule increments were most similar. It is likely that because of their training both users were aware of practical servings of particular food groups. Resultantly, excessive or limited servings of certain food groups were not identified in these 2 methods. Furthermore, being trained in the field of nutrition and dietetics and working closely with the Australian Dietary Guidelines, the diet models created by both users were most consistent with these recommendations. The partially automated models produced the next most similar outcomes to the reference models, although they still produced acceptable output for the majority of the kilojoule increments based on the Australian Dietary Guidelines. A benefit of using the Solver add-on was the restrictions that were able to be placed on the variability of energy coming from the macronutrients, ensuring the maximum reliability of individualized diets within a trial. Where possible, these were set within 3 percentage points of the maximum reliability of individualized diets within a trial. Where possible, these were set within 3 percentage points of the maximum reliability of individualized diets within a trial. Where possible, these were set within 3 percentage points of the maximum reliability of individualized diets within a trial. Where possible, these were set within 3 percentage points of the maximum reliability of individualized diets within a trial.
based on the exact kilojoule increment required for comparison as the other 3 models, as the DMT results were created based on a subject’s exact EER rather than rounded to the nearest 500-kJ increment, demonstrating that it could be tailored to each individual participant of a clinical trial. The manual and partially automated methods were not tailored specifically to each individual because of the time-consuming nature of obtaining the modeling outcomes. Therefore, the outcomes gathered were closest to the required kilojoule increments. For a dietary intervention trial, diet models that have been specifically designed to meet the individual requirements of a participant are more desirable and, consequently, the method employed by the DMT would be preferable over the comparative methods in this study.

The largest variation across the dietary models was seen first, for the polyunsaturated fatty acids and second, for the monounsaturated fatty acids food groups. Interestingly, there is no exact recommendation in the Australian Dietary Guidelines in terms of servings related to these nutrients that could be referenced to create the models. It can be seen that these fats were largely used to make up the difference in energy and percentage of energy from fats required once all other food groups had been assigned, potentially explaining the difference. They also flag the need for a modification to the algorithms when nutrients beyond the macronutrient level are to be considered.

Limitations

Challenges arose with the partially automated method and the DMT in terms of gaining appropriate outcomes. The Solver had to be tested with a range of constraints until desirable outcomes were being achieved across the kilojoule increments, again taking additional time until the desired result was achieved. When too many restrictive constraints were added, the tool was unable to compute a result. Therefore certain limitations (particularly leniency with the degree of variability from the set macronutrient targets) had to be made more liberal. The dietary modeling framework described in this paper had a number of developmental challenges to be overcome in order to produce comparative data. This included having the same results produced for each participant, irrespective of significant differences in age, height, and weight. Second, the outcomes produced were excessive in certain food groups (prescribing up to 7 servings of fruit daily) and limited in others (food groups contributing fatty acids, which were adjusted to be more liberal). Each challenge was overcome by modifying the constraints of the algorithm. Furthermore, serving sizes were altered to those traditionally recommended in dietetics, such as half a cup of cooked vegetables and 30 g of cheese for a serving, to make the tool more practical for use in food-based trials rather than based directly on the Excel calculator, which was developed based on exchange lists. A final alteration required the number servings of food groups to change depending on the EER of the participant rather than manipulating the frequency (in hours) that a food group should be consumed. The latter method assumed that individuals eat continuously over a 24-hour period, a case where professional judgment was needed to adjust the algorithm. Again, overcoming these issues when validating the DMT has ensured it is much more practical and simple to use and demonstrated that it can produce dietary models for macronutrient-based targets. It does, however, emphasize the importance of a nutrition expert, using the professional judgment [31], and working alongside computer programmers when developing tools for use in practice. Some limitations that could not be overcome within the current project include the inclusion of key nutrients beyond macronutrients. Inclusion of key nutrients in DMT, beyond the current macronutrients, will allow for a wider application to practice. The current form limits the use of the tool to studies related to overall energy constraints such as weight management or diabetes. Studies that aim to control dietary intake of vitamins and minerals could not use the tool in its present form. Furthermore, there is still a degree of professional judgment required with regard to the development of diet models. Complete individualization for food allergies or intolerance is not possible, although the researchers believe care professional judgment of appropriately qualified professionals such as dietitians should still be maintained in this instance.

Comparison With Prior Work

It was also found that despite the type of modeling used in this study, careful consideration needed to be given to the rounding up or down of target servings. This was also identified in the AFGS [20] with rounding found to have minimal effect on the total energy being recommended. For the models of this study, models were largely rounded up to the nearest whole integer, although an underlying assumption was held that the final values would be used to create practical advice. Furthermore, the translation of food information from numbers determined in a model to practical suggestions provided by a dietitian in practice can vary significantly. This was also noted in the AFGS models as an additional consideration that needs to be addressed when liaising with an individual. Food allergies, food intolerances, and food preferences are only 3 of these considerations and are separate from those such as economic shifts, which may affect willingness to buy or purchase particular meat cuts, for example, or sustainable produce in relation to fish intake. Although DMT was developed to minimally address food preferences at a food group level, considerations in addition to this do require professional input and may not be appropriate to automate. Limitations were also apparent in comparing the data as certain food groups varied across the modeling methods. The DMT grouped fish with the other meats and protein-containing foods as is evident in the Australian Dietary Guidelines, instead of being a separate group as the other models. For the purpose of this study, to translate the information into practical suggestions for a participant and for the comparison to be made, these foods were separated by the dietitian into an appropriate amount of lean meats (based on what was prescribed by the tool) and the remaining portion considered as the fish.

Conclusions

Dietary modeling is essential for the formulation of food-based prescriptions and useful to standardize background diets within randomized controlled trials. In its present form DMT provides this by using predefined macronutrient proportions for all participants of a dietary trial at the point of intervention. As demonstrated in this study, different dietary modeling tools with
the same dietary targets produced similar results. Manual methods for dietary modeling are less ambiguous in terms of the desired outcomes, as the model creator is aware of quantity prescriptions classified as being “appropriate.” This method, however, requires trained dietary professionals to be able to produce desired results. When creating individualized prescriptions this can be a time-consuming process. Partially or fully automated methods such as the use of Solver and the developed DMT have the potential to be practically applicable for widespread use in dietary research. The DMT was found to be a valid automated tool producing similar results to tools with less automation. Once the underlying constraint systems have been formulated appropriately, use of such tools may not require trained professionals or those familiar with the Australian Dietary Guidelines for the development of all models, saving this expertise for practical translation of the models. This has significant resource implication for a research trial and even more so when considering the time saved when compared with the manual approaches used for dietary modeling. Future refinements are necessary to consider other nutrients such as key vitamins and minerals in the models to increase the flexibility of the tool and widen its application to practice. Further to this, inclusion of prompts within DMT related to food allergies or intolerances could also be included for further refinement of the model with a qualified practitioner.

Partially automated approaches such as that of Solver still require increased time to set the constraints; however, they will not produce results that are practically viable. Although by comparison with the manual method Solver does save some time, it continues to require the input of a professional to ensure the models produced are realistic. It is observed that although time was not monitored as part of this study, increased automation appears to relate to an increase in time saved and may in turn result in a reduction in resource allocations to the trial. With respect to the DMT the results of this study suggest interchangeability of the approaches, although implementation should reflect the requirements of the trial in which it is used and the available resources that can be used.
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Abstract

Background: The complex nature of the medical dialogue and the often emotional context in cancer care present challenges to health care professionals (HCPs) and patients. Patients are increasingly expected to be informed participants and to be able to make conscious decisions, which they often find very difficult. In an attempt to support patients with malignant lymphoma in clinical communication, we developed a stand-alone, Web-based intervention called “PatientTIME.” The development of PatientTIME was based on a participatory intervention mapping framework. Its primary aim is to boost patients’ self-efficacy in patient-professional communication (ie, their confidence when interacting with their HCP). Patients can use this intervention before their hospital visit to prepare for their clinical consultation. PatientTIME is fully automated and use is patient-initiated.

Objective: The aim of this study was to evaluate if and in what way patients benefit from PatientTIME and if it enhances their confidence in clinical communication.

Methods: The intervention was evaluated in a closed randomized controlled trial with continuous recruitment (using online and offline methods to reach potential participants) and data collection. In accordance with the Medical Research Council guidance, we started with a process evaluation. Subsequently, an outcome evaluation was performed focusing on the patients’ perceived confidence in communication with their HCP, measured with the validated PEPPI questionnaire at baseline and at 3 months after participation. Process and outcome data were obtained through Web-based questionnaires, log files (automatically generated files mapping the interactions between program and users), and a logbook (comprising a record of actions and interactions kept by the researchers). Participants were not blinded. A total of 146 patients registered online, of whom 97 gave their informed consent and were assigned at random to the control group (N=34) or 1 of the 2 intervention groups (N=63). Ultimately 87/97 (90%) of these patients actually participated in the study, producing 87 datasets for analysis.

Results: More than half of the intervention group patients reported that the intervention helped them prepare for a clinical consultation; it created awareness about the importance of communication and reinforced their existing communication skills. In the postvisit test, the control group showed a small, nonsignificant improvement in perceived communication efficacy. The intervention group showed a significant improvement in perceived efficacy. However, the interaction effect was not significant, indicating that the improvement solely as a result of the intervention may not be significant.
Introduction

The interaction between the health care professional (HCP) and the patient is the fundamental vehicle for exchanging information. For the HCP, effective communication is necessary to manage and resolve biomedical and psychosocial problems, which are key issues in cancer care. For the patients it is important to “know and understand,” and the communication serves a purpose in their need to “feel known and understood” [1].

It is important to have effective communication in order to deliver good care. Indirectly, effective communication has been linked to a range of improved patient outcomes such as satisfaction, treatment compliance, perceived quality of life, and physical health [2-6]. However, the complex nature of the medical dialogue and the often emotional context in cancer care are a challenge for HCPs and patients, and the quality of communication often remains suboptimal [7]. Although the HCPs are responsible for the communication process, the increased focus on patient empowerment and shared decision making has broadened the role of patients [8-10]. Patients are increasingly expected to be informed participants and to be able to make conscious decisions [11].

Research shows that such patient participation pays off: if patients participate actively, physicians provide significantly more information overall and respond better to questions [12]. Patients who reach their preferred level of participation experience less anxiety and are more satisfied with the clinical consultation [13]. However, most cancer patients do not achieve their desired level of participation [13,14]. Patients’ communicative contribution appears to be limited [15,16] and patients report unmet communication needs [7,17]. Research has highlighted the importance of not only training the HCPs in communication skills, but also providing cancer patients with support in communication [18-20].

So far, cancer communication studies in clinical settings focus mostly on specific types of cancer, especially breast, prostate, and colorectal cancer [21]. Disease-specific communication instruments are lacking for patients with malignant lymphoma. Via the Dutch patient association Hematon (for leukemia, malignant lymphoma, and stem cell transplantation), these patients have indicated that they often lack the skills needed to be more in control, participate more, and play a more active role during clinical consultations. Research confirms their need for support [22,23]. In an attempt to support patients with malignant lymphoma in communicating with their health professionals, we collaborated with these patients to develop the Web-based intervention “PatientTIME” [24]. Patients can use this stand-alone intervention before their hospital visit to prepare for clinical consultations (see Intervention). The primary aim of the intervention is to positively influence patients’ self-efficacy in patient-professional communication [25,26], that is, their confidence that they can interact with their HCP. Self-efficacy is an important predictor of actual communication behavior [21]. The effectiveness of PatientTIME was tested in a randomized controlled trial (RCT) with self-efficacy as the primary outcome measure.

Randomized controlled trials are considered to be the most rigorous way of evaluating effectiveness in the medical context. Traditionally, the main focus is on reporting prespecified outcomes. This evaluation method is predominantly applied in interventions with one active variable, for example, the effect of a drug on survival [27]. In interventions like PatientTIME, different active ingredients (Table 1) are combined and evaluated simultaneously. Oakley et al [28] argue that when evaluating such a “complex” intervention, incorporating a process evaluation would support and improve the interpretation of outcomes. Process evaluations look into the nature of the intervention, how it is delivered, and what actually happens during the intervention [29,30]. It can improve the validity and interpretation of outcomes, help refine the intervention, and provide necessary information for replication [27,30]. Despite the rise of complex interventions, few studies combine process and outcome evaluations.

In this study, knowledge about the process characteristics is expected to help in improving the PatientTIME intervention: it may show how to reach different patient groups and it can support the right interpretation of outcomes. Moreover, the process evaluation provides the context in which the data for the outcome evaluation are gathered. The main question to be answered by the outcome evaluation is “Does the intervention increase participants’ confidence in interacting with their HCP?”

The ultimate goal is to implement PatientTIME as a publicly available, stand-alone intervention, that is, without the research context and without the involvement of professionals. In addition to giving insight into the effectiveness, the results of the study can help us optimize PatientTIME as a stand-alone intervention.
Methods

Procedure and Ethical Approval
In accordance with the Medical Research Council (MRC) guidance, we started with a process evaluation focusing on the reach of the intervention and the extent to which it was used as intended [31]. Subsequently, the outcome evaluation was performed, focusing on the patients’ perceived confidence when interacting with their HCP. The research ethics committee of the Radboud University Nijmegen Medical Centre evaluated the RCT protocol and concluded that the study did not fall within the remit of the Dutch Medical Research Involving Human Subjects Act (WMO). The study is registered in the Netherlands National Trial Register (trial registration number NTR3779). Written informed consent forms were used.

Intervention
The Web-based PatientTIME intervention aims to support patients in gaining more control over the communication with their HCP. The intervention development was guided by the intervention mapping framework applied in close collaboration with patients [24] and makes use of different theory-based methods: modeling, tailoring information, previsit goal setting, and listening to visit recordings. The central source of information in the intervention consists of 58 short video fragments (47-180 seconds) showing simulated patients demonstrating different communication skills during medical encounters (eg, stating the need for support, dealing with emotions, or asking questions; Figure 1) [32]. The fragments are based on communication barriers identified by the targeted population in a previous study [22]. A question prompt sheet (QPS) and an option to replay an audio recording of the user’s hospital visit were also included in the intervention. The functionality and intended use of these individual components are described in Table 1. The collaborative partners (2 hospitals, the patient association, the funding organizations, and a research institution) were listed on an information page.

<table>
<thead>
<tr>
<th>Intervention component</th>
<th>Intended use</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Video library</strong></td>
<td>Before a clinical consultation, a subset is selected from the 58 video fragments available for use in the video library. The selection is tailored to the user’s preferences and needs at that time and stored in the user’s personal video library. When the intervention is used again, new video fragments are added to the library along with the previously viewed videos (which are still available for viewing). Per consultation, video clips regarding a maximum of 3 communication themes are provided (6 clips in total). When using the intervention for the first time, a maximum of 4 introductory clips are added to the theme clips.</td>
</tr>
<tr>
<td><strong>Question prompt</strong></td>
<td>A prompt was integrated to encourage patients to set goals and prepare questions before the consultation. Patients can also formulate questions or remarks while watching the video fragments. The question prompt sheet can be printed or emailed to the patient's address.</td>
</tr>
<tr>
<td><strong>Listening back to the consultation</strong></td>
<td>A consultation audio recording can be uploaded, attached to the consultation date in the agenda, and replayed at any time.</td>
</tr>
</tbody>
</table>

Recruitment
PatientTIME is a stand-alone intervention; that is, patients can register and use the intervention without referral or the involvement of a professional. Several online and offline actions were organized to create awareness of the availability of PatientTIME: (1) spreading leaflets at hospital waiting rooms, (2) giving short presentations during patient information meetings arranged by Hematon and at hospitals, (3) short news flashes in Hematon’s digital newsletter and magazine, (4) distributing our own project newsletters, and (5) using social media (Twitter, forums). Additional actions were initiated during the inclusion period: (6) we sent information packages and leaflets to hematologists asking them to distribute the information among their patients, and (7) we sent short news flashes about the study to local newspapers. Patients could express their interest in participating via registration on the PatientTIME website [21] between March 2013 and May 2015. After registration, the study’s inclusion criteria were verified. Patients were eligible for participation if they were aged 18 years or older, had been diagnosed with malignant lymphoma, had at least one (follow-up) consultation with their HCP per year, had a good understanding of the Dutch language, were receiving treatment or follow-up care in a Dutch hospital, and had access to a computer with an Internet connection.

If the inclusion criteria were met, patients received a consent form with additional information by post. As soon as they had returned the informed consent form, their account was activated and an email was automatically sent to the patient with log-in details. If no consent form was returned, the patient was reminded by email after 2 weeks and by phone 1 week after that.
The intervention was implemented in the form of a 3-armed RCT with continuous recruitment and data collection. The computer assigned participants randomly to 1 of 3 groups: (1) a control group, (2) an intervention group, and (3) an intervention audio group. Software that enabled blocked randomization (block size 3) was used to balance the groups.

The 2 intervention groups differed in one component: having or not having the opportunity to listen afterward to the audio recording of their clinical consultation. For the purpose of this outcome evaluation, the 2 intervention groups were evaluated as 1 group and compared with the control group. We made this decision for practical reasons. Patients who had the opportunity to listen afterward to their consultation generally did this after completing the postvisit questionnaire (Figure 2). Therefore, the experience of replaying and listening to the consultation could not have influenced their answers. Moreover, some patients in the intervention group where we did not actively encourage them to record their consultations (group 2) still made recordings on their own initiative.
All participants were given access to a personal secure Web account with questionnaires and an integrated digital agenda. The agenda had an automatic reminder system. This system led them through the study with personalized messages and questionnaires before and after clinical consultations (Figure 2). The date of the participant’s forthcoming hospital visit determined the start of his or her participation. One week before this visit, participants received an automatic email reminder with the request to complete the previsit questionnaire on their Web account. After having completed the previsit questionnaire, the control group received no further information. The 2 intervention groups were given access to the intervention content (Figure 3). The selection of video fragments taken from the video library was based on the participant’s self-reported previsit communication preferences and needs. The intervention audio group participants were also instructed—if permitted by their HCP—to record their consultations, upload the audio recordings, and listen afterward to them. The recordings were also available to the researchers for analyses. We provided these participants with a small audio-recording device and extra information about consultation audio recordings.

The day after the consultation, patients received an automatic reminder with a link to the postvisit questionnaire. If a second and third consultation was planned within the participation year, the cycle was repeated with less comprehensive questionnaires. If necessary, a maximum of 2 reminders were sent by the researcher reminding the participant to complete the questionnaires or register a consultation date. The control group had access to the educational content of the intervention after participation.

There was no downtime during the evaluation period. PatientTIME’s content and functionality were frozen for the duration of the trial. Necessary bug fixes were made relating to questionnaires that were not always directly available after the clinical consultation.
Participants were not blinded as they could see whether they had access to the content of PatientTIME or not. As self-confidence in communication was the primary outcome measure, the power calculation was based on the primary outcome measure of the RCT, the PEPPI (Perceived Efficacy in Patient-Physician Interactions) questionnaire (see Data Collection and Measures) [26]. We expected the intervention to result in a decrease of 5 points on the sum score (reflecting higher confidence), which corresponds to an effect size of 0.70. To detect this difference with a power of .80 and alpha of .05, we needed 50 patients in the intervention group and 50 patients in the control group.

### Data Collection and Measures

The process and outcome data were measured through (1) Web-based questionnaires (Qr, Q0, Q1, and Q2; see Figure 2), (2) log files, that is, automatically generated files mapping the interactions between the program and its users, and (3) a logbook, comprising a record of actions and interactions that was kept by the researchers.

According to the MRC guidance, the selection of dimensions that are evaluated should be adjusted to the intervention under study. A total of 7 process dimensions were selected that may influence outcome measures in this study (Table 2).

### Table 2. Dimensions of the PatientTIME process evaluation.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Purpose</th>
<th>Research questions (data source)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delivery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uptake</td>
<td>Insight into the procedures used to reach users, and information on who was reached</td>
<td>Were the publicity actions conducted as planned? (Logbook)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Who showed interest in participating? (Questionnaire Qr)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What were the reasons for not participating? (Logbook)</td>
</tr>
<tr>
<td>“Dose” delivered</td>
<td>Insight into the exposure to the intervention</td>
<td>To whom was the intervention delivered, and how does this compare to the population of interested patients? (Questionnaire Qr)</td>
</tr>
<tr>
<td>Participation rate</td>
<td>Insight into the characteristics of participants and their reasons for participating</td>
<td>Who participated in the evaluation, compared with the total group who were invited to participate in the intervention? (Questionnaire Qr, Q0)</td>
</tr>
<tr>
<td>Fidelity</td>
<td>Insight into the extent to which the intervention was provided as planned</td>
<td>Which adaptations made to the intervention for the benefit of the effect evaluation may have influenced use and outcomes? (Logbook)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What was the time between registration and the consultation date? (Questionnaire Qr, Q0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>To what extent were reminders necessary for the benefit of the effect evaluation? (Logbook)</td>
</tr>
<tr>
<td><strong>User-program interaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dose received (attrition)</td>
<td>Insight into the actual exposure to the intervention and the use of its different components</td>
<td>How many video fragments were watched per patient? (Log files)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How many patients used the question prompt sheet? (Log files)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>How many patients audio-recorded their consultation? (Log files)</td>
</tr>
<tr>
<td>Usability</td>
<td>Insight into the usability of the intervention</td>
<td>How was the satisfaction with the intervention rated? (Questionnaire Q1)</td>
</tr>
<tr>
<td><strong>Contextual factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient’s context</td>
<td>Insight into the contextual factors at the micro level</td>
<td>What influence does the patients’ context have and how could the context have influenced the outcome evaluation? (Logbook)</td>
</tr>
</tbody>
</table>

a A patient was defined as a “participant” if he or she registered the first consultation date and completed the previsit questionnaire Q0.

b The usability was evaluated with the System Usability Scale, a 10-item questionnaire that gives an overview of satisfaction with the program, resulting in a sum score (range 0-100) [33]. Usability tests had already been conducted with patients on a small scale during the development phase. However, as usability is strongly associated with use, attrition, and dropout, we decided to measure it on a larger scale as well.

In addition to the dimensions taken from the MRC guidance, the intervention group was asked if and in what way the intervention had helped them. All “evaluative” responses (answers to the question) were coded as “positive” or “negative.” To prevent subjective interpretation of the data, 2 researchers coded all fragments. The interrater reliability was good (81% agreement). Disagreements were discussed to come to an agreement.

For the primary outcome measure, participants were asked to complete the validated, 10-item PEPPI questionnaire twice: at t0 and t2. The PEPPI questions all begin with “How confident are you in your ability to...” and assess a patient’s confidence in their ability to communicate with their HCP on a 5-point Likert scale (1 = very confident to 5 = not confident at all) [26,34]. Item scores were summed (giving a range of 10-50), whereby lower scores reflect higher self-efficacy. The PEPPI questions used at t1 were reformulated so that they could also be used as a postvisit scale, measuring efficacy experienced directly after the visit.

### Statistical Analysis

Descriptive statistics were used to characterize the sample and to analyze the process measures. Differences between groups were analyzed using t tests and chi-square tests, where appropriate. To analyze short-term
effects, linear regressions were conducted to test for differences in experienced efficacy measured at t1 between the control and intervention groups, adjusting for the previsit PEPPi score. To analyze long-term effects, multilevel regressions were conducted to test for differences on the PEPPi scale between the control and intervention groups at t2 and t0. The analysis of the open questions was performed using MAXQDA 11 software [35]. Other process and outcome data were analyzed with Stata 13.

Results

Participant Flow

A total of 146 potential participants registered (uptake) of which 97/142 (68%) patients met the inclusion criteria and signed the informed consent form (dose delivered; Figure 3). This group included 5 patients who were not diagnosed with malignant lymphoma but with a hematologic malignancy with a comparable impact (eg, chronic lymphocytic leukemia or multiple myeloma).

Of the 49 potential participants who were not included, 4 were excluded by the researchers. The remaining 45 did meet the inclusion criteria but did not return the informed consent form. Compared with these 45 patients, the 97 participants had a significantly higher level of education, were more likely to be a member of a patient organization, had a longer elapsed time between diagnosis and registration, and were more likely to have had or started treatment (Table 3).

All 97 patients in the RCT registered their first consultation date, which was a precondition for being sent the previsit questionnaire (Q0). Subsequently, the participation rate was 90% as 87/97 patients completed Q0 and were marked as participants. Compared with the nonparticipants (N=10), the 87 participants had a higher level of education and used the Internet on a more regular basis. After having completed Q1, a total of 76 participants registered a second consultation date and 52 participants a third consultation date as well. There was no significant difference between the control and intervention groups in the proportion registering multiple consultations. Because not every participant had a second or third consultation planned within the participation time span (1 year after registration), the analysis of the outcomes is based on the first consultation only.

Process Evaluation

The identified process results that facilitated correct interpretation of the outcomes were part of the delivery domain (eg, fidelity, reach; see Table 2) and user-program interaction domain (eg, exposure, use of different components; see Table 2), in addition to the benefits perceived by the patients.
Table 3. Background characteristics and outcomes.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Registered N=142</th>
<th>Randomized N=97</th>
<th>Participant N=87</th>
<th>Control N=32</th>
<th>Intervention N=55</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (at registration)</td>
<td>Mean in years (SD)</td>
<td>57 (14)</td>
<td>55 (13)</td>
<td>56 (13)</td>
<td>56 (14)</td>
<td>55 (13)</td>
</tr>
<tr>
<td>Sex, n(%)</td>
<td>Male</td>
<td>63 (44)</td>
<td>40 (41)</td>
<td>34 (39)</td>
<td>14 (44)</td>
<td>20 (36)</td>
</tr>
<tr>
<td>Education&lt;sup&gt;a&lt;/sup&gt;, n(%)</td>
<td>Low</td>
<td>16 (11)</td>
<td>6 (6)</td>
<td>2 (2)</td>
<td>2 (6)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>39 (27)</td>
<td>23 (24)</td>
<td>19 (22)</td>
<td>7 (22)</td>
<td>12 (22)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>89 (61)</td>
<td>68 (70)</td>
<td>66 (76)</td>
<td>23 (72)</td>
<td>43 (78)</td>
</tr>
<tr>
<td>Member of a patient organization&lt;sup&gt;b&lt;/sup&gt;, n(%)</td>
<td>Yes</td>
<td>71 (50)</td>
<td>60 (62)</td>
<td>56 (64)</td>
<td>16 (50)</td>
<td>40 (73)</td>
</tr>
<tr>
<td>Internet use&lt;sup&gt;c&lt;/sup&gt;, n(%)</td>
<td>No</td>
<td>70 (49)</td>
<td>37 (38)</td>
<td>31 (36)</td>
<td>16 (50)</td>
<td>15 (27)</td>
</tr>
<tr>
<td></td>
<td>Daily</td>
<td>128 (90)</td>
<td>90 (93)</td>
<td>90 (93)</td>
<td>29 (91)</td>
<td>52 (95)</td>
</tr>
<tr>
<td></td>
<td>Weekly</td>
<td>10 (7)</td>
<td>6 (6)</td>
<td>6 (7)</td>
<td>3 (9)</td>
<td>3 (5)</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>2 (1)</td>
<td>1 (1)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Disease-related information</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis, n(%)</td>
<td>Hodgkin lymphoma</td>
<td>31 (22)</td>
<td>22 (23)</td>
<td>20 (23)</td>
<td>5 (16)</td>
<td>15 (27)</td>
</tr>
<tr>
<td></td>
<td>Non-Hodgkin lymphoma</td>
<td>105 (74)</td>
<td>70 (72)</td>
<td>63 (72)</td>
<td>26 (82)</td>
<td>37 (67)</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>6 (4)</td>
<td>5 (5)</td>
<td>4 (5)</td>
<td>1 (3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Type&lt;sup&gt;b&lt;/sup&gt;, n(%)</td>
<td>Indolent</td>
<td>57 (40)</td>
<td>38 (39)</td>
<td>35 (40)</td>
<td>13 (41)</td>
<td>22 (40)</td>
</tr>
<tr>
<td></td>
<td>Aggressive</td>
<td>41 (29)</td>
<td>26 (27)</td>
<td>23 (26)</td>
<td>8 (25)</td>
<td>15 (27)</td>
</tr>
<tr>
<td></td>
<td>Combination</td>
<td>13 (9)</td>
<td>10 (10)</td>
<td>8 (9)</td>
<td>4 (13)</td>
<td>4 (7)</td>
</tr>
<tr>
<td></td>
<td>Not known (yet)</td>
<td>30 (21)</td>
<td>23 (24)</td>
<td>21 (24)</td>
<td>7 (22)</td>
<td>14 (25)</td>
</tr>
<tr>
<td>Time elapsed since diagnosis</td>
<td>Mean in years (SD)</td>
<td>5.4 (7.7)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>6.5 (8.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6.2 (5.5)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.2 (3.7)</td>
<td>8.0 (10.0)</td>
</tr>
<tr>
<td></td>
<td>&lt; 1 year, n(%)</td>
<td>42 (30)</td>
<td>24 (25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 1 year, n(%)</td>
<td>100 (70)</td>
<td>73 (75)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treated, n(%)</td>
<td>Yes</td>
<td>121 (86)</td>
<td>89 (92)</td>
<td>79 (91)</td>
<td>4 (13)</td>
<td>4 (7)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>20 (14)</td>
<td>8 (8)</td>
<td>8 (9)</td>
<td>28 (88)</td>
<td>51 (93)</td>
</tr>
<tr>
<td>Current status&lt;sup&gt;b&lt;/sup&gt;, n(%)</td>
<td>Awaiting test results or treatment (plan)</td>
<td>19 (13)</td>
<td>9 (9)</td>
<td>9 (10)</td>
<td>4 (13)</td>
<td>5 (9)</td>
</tr>
<tr>
<td></td>
<td>Currently getting treatment</td>
<td>33 (32)</td>
<td>22 (23)</td>
<td>19 (22)</td>
<td>8 (25)</td>
<td>11 (20)</td>
</tr>
<tr>
<td></td>
<td>Wait-and-see</td>
<td>36 (26)</td>
<td>26 (27)</td>
<td>25 (29)</td>
<td>9 (28)</td>
<td>16 (29)</td>
</tr>
<tr>
<td></td>
<td>Remission</td>
<td>53 (38)</td>
<td>40 (41)</td>
<td>34 (39)</td>
<td>11 (34)</td>
<td>23 (42)</td>
</tr>
<tr>
<td>Confidence in communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(PEPPI&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>Perceived, previsit (t0)</td>
<td>Range 10-50</td>
<td>N/A</td>
<td>20.5 (6.3)</td>
<td>20.3 (6.0)</td>
<td>20.7 (6.4)</td>
</tr>
<tr>
<td></td>
<td>(Cronbach alpha .94)</td>
<td>(N/A&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Experienced, postvisit&lt;sup&gt;f&lt;/sup&gt; (t1)</td>
<td>Range 10-50</td>
<td>N/A</td>
<td>16.5 (7.8)</td>
<td>15.9 (6.7)</td>
<td>16.9 (8.3)</td>
</tr>
<tr>
<td></td>
<td>(Cronbach alpha .93)</td>
<td>(N/A&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Perceived after &gt; 3 months&lt;sup&gt;g&lt;/sup&gt; (t2)</td>
<td>Range 10-50</td>
<td>N/A</td>
<td>19.3 (5.4)</td>
<td>19.2 (6.4)</td>
<td>19.3 (4.7)</td>
</tr>
<tr>
<td></td>
<td>(Cronbach alpha .93)</td>
<td>(N/A&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Classification according to the guidelines of Statistics Netherlands.

<sup>b</sup> One missing.

<sup>c</sup> Two missing.

<sup>d</sup> PEPPI: Perceived Efficacy in Patient-Physician Interactions.
Regarding the delivery domain, we concluded that the publicity actions were conducted as planned. On the whole, the intervention was indeed used as a stand-alone program; most participants did not need any help or reminders from the researchers. The questions they asked (mainly by email) concerned problems with logging in or study questionnaires that were not yet accessible. For the first consultation, 18 of the 97 randomized patients received at least one reminder to complete their previst questionnaire.

We noted one issue regarding the “fidelity” that may have influenced outcomes. At registration, patients had to provide the date of their upcoming consultation. Of the potential participants who did this, 44/138 (32%) had their consultation planned within a fortnight. These patients were less likely to participate in the study (59%) compared with the patients who had their consultation later (76%).

Regarding the user-program interaction domain, we report the actual use of the different intervention components that may have influenced the outcomes. Of the participants assigned to the intervention group, 55/63 (87%) completed Q0 and had access to PatientTIME. This group viewed on average 6 (SD 3.5) of the 10 selected video fragments before their first consultation. Of all the fragments they watched, 76% were viewed from beginning to end. The QPS was used to write down questions, physical complaints, and concerns by 20/55 (36%) of the participants who had access to it. Of the intervention audio group 9/29 (31%) participants reported after consultation that they had recorded their visit, 13/29 (45%) reported that they had not, and 7/29 (24%) did not complete this question. Of the participants who did not record their consultation, 8/13 said that they decided that they did not want to make the recording, 2/13 said the HCP did not give permission, 2/13 said they did not want to ask the HCP and 1/13 forgot the recording device.

Regarding the “usability,” 50 intervention group participants completed the System Usability Scale questionnaire at Q1, revealing an average satisfaction score of 73 points (SD 16) on the 0-100 scale, which is considered “good” according to the study by Bangor et al [36].

As for perceived benefits, in the intervention group, 46/50 (92%) participants completed the open question “Did you benefit from the website?” at t1. The positively coded answers (59%) explained that (1) the website was instructive, insightful, or helpful for the preparation of a clinical consultation; (2) the website created awareness about the importance and role of communication; and (3) participants recognized the scenarios, which gave them the feeling that they were doing all right.

I’ve been thinking somewhat more about the questions I was going to ask the medical specialist.

It makes you more aware of yourself, but also of the doctor’s role.

The negatively coded answers (41%) referred to (1) bugs in the questionnaire or usability problems in the website and (2) the fact that the information did not add anything to what was already known or experienced.

Not that much. I have the idea that I am already quite outspoken during the consultations with my oncologists.

Not much because I have a good relationship with my physician. I can discuss everything.

Outcome Evaluation

The results on the PEPPi scale at t0 and t2 (Table 3) were skewed to the lower scores, reflecting a group of patients with a high level of self-confidence about interacting with their HCP. The same skewed trend was visible at t1, reflecting a group of participants who were well able to reach their goals.

Regarding the PEPPi score at t2 with the PEPPi score at t0, the control group showed a small improvement in the level of perceived efficacy. This improvement (~0.38 points) was not significant (P=.69). The intervention group also showed an improved level of perceived efficacy. This improvement (~1.97 points) was significant (P=.02). The interaction effect (~1.59), however, was not significant (P=.20), indicating that the improvement solely as a result of the intervention may not be significant. In addition to this primary analysis, we did not find an association between the PEPPi outcomes and the number of video fragments watched.

Discussion

Overview

In this paper, we described an integrated process and outcome evaluation of the Web-based intervention PatientTIME. PatientTIME was developed with the aim of helping patients with their communication during clinical consultations. With the process evaluation, we aimed to sketch the context in which the outcome evaluation was performed. The process evaluation was also used to obtain input on how to improve the intervention and its reach before making the intervention publicly available. In the outcome evaluation, we focused on the patients’ perceived confidence in interacting with their HCP.

The Process Evaluation

As a result of the process evaluation, we identified a substantial number of delivery and interaction aspects that will help to improve the functionality of PatientTIME and its reach. Looking at the delivery, we want to highlight the recruitment process.

http://www.jmir.org/2016/7/e206/
The chosen method may resemble how patients are informed in practice about publicly available Web-based interventions, but despite the various publicity actions during the recruitment period, this approach did not appear to be enough to recruit a large, diverse group of patients for the study (see also Trial Participants section).

The patient-program interaction evaluation showed how the different PatientTIME elements (video fragments, QPS, and consultation audio recordings) were used. The core content of the intervention, the video fragments, was well used. The percentage of fragments viewed entirely (76%) may even be an underestimate (fragments were only logged as “ended” when the screen switched back to start).

The QPS was used less frequently, and slightly less compared with other studies that evaluated the use of open QPS tools in oncology care [37,38]. We do not know if the limited use was due to the design of the QPS, the fact that patients found it difficult to articulate questions, or the fact that patients preferred to make their notes on paper. Albada et al found that patients need to be motivated to use a QPS. Information about why and how to use the QPS could have been made more explicit in the PatientTIME intervention [37]. In the intervention audio group, more than half of the participants did not record their consultation on audio. There appeared to be a variety of obstacles. Other studies show that cancer patients highly value consultation audio recordings and that the majority benefit from listening to the consultation afterward [39,40]. However, in these studies the HCP facilitated the recording, whereas in our study patients were encouraged to take the initiative. We may have failed to provide sufficient information to remove existing obstacles, or the fact that it was part of a trial may have caused patients to be reluctant. To conclude, the QPS and audio recording options should be improved in the PatientTIME intervention.

More than half of the intervention group patients explained that the intervention helped them prepare for a clinical consultation, created awareness, and/or reinforced their existing communication skills. Patients who reported no benefit explained that they already had a good understanding with their HCP, had a lot of experience, or considered themselves as sufficiently participative and empowered already.

The Outcome Evaluation

Looking at the data on confidence in interaction, we found a trend indicating that in the long run, patients with access to PatientTIME scored better on the perceived efficacy scale than patients without access. Differences were, however, small and we did not reach our aim of an improvement of 5 points. Therefore, we cannot conclude at this stage that the intervention positively influenced participants’ confidence in their ability to talk with their health professionals.

The Results in Perspective

The strengths and limitations related to the study and intervention put the results in perspective and illustrate our lessons learned. We identified four important aspects.

Trial Participants

The participants were mainly more educated, experienced patients who were already quite confident in their ability to talk with HCPs. It is a well-known phenomenon in eHealth research that patients with a high level of education are overrepresented in these studies [41,42]. However, a recent study in the Netherlands revealed that the majority of health care users are using the Internet to get information about care and health [43]. This makes it reasonable to assume that a broader group will find PatientTIME when it becomes publicly available. For the outcome evaluation, it is therefore a limitation that less experienced patients (patients who had only recently been diagnosed) and patients with a low initial confidence in their ability to interact were not well represented.

The possible explanations for this are (1) we did not reach them, (2) the idea of a communication support tool did not appeal to them, or (3) they did not want to be involved in a research project. Insight into the reach of the intervention is limited because of the lack of information about patients who read about the intervention but decided not to register for participation. The second explanation seems unlikely given the findings of a recent study among patients with a chronic illness (including cancer patients) that revealed that a considerable number (39%) are interested in communication support [44]. Participating in a study like this demands much more from patients than only using the PatientTIME intervention. We received many questions about the consultation audio recording in particular and patients had concerns about this component. All these extra elements may have made patients reluctant to take part.

Outcome Measure

The participants in this study appeared to be highly confident in their ability to talk with the HCP at baseline, which left little room for improvement (ceiling effect). On the one hand, this suggests that we reached a group who largely did not need support in communication. On the other hand, these patients did enroll for the study and the core information in the intervention tool was well used. This indicates that these patients were interested in improving their communication skills. Perhaps they saw a mismatch between their preferred role and their behavior in the consultation room. This casts doubts on our decision to measure effectiveness with the PEPPi questionnaire only. Bensing et al reported that patients’ behaviors in the consulting room are not necessarily a reflection of their self-reported preferred behavior [45]. Because we did not observe the consultations, we cannot describe participants’ actual behavior or how PatientTIME may have influenced this. Although the PEPPi questionnaire is a good measure for tracking confidence in medical communication, observations of actual communicative behavior can be a valuable addition. Moreover, the lack of power limits the usefulness of the PEPPi results, as the control group did not reach the required 50 participants. It would also have been interesting to have the patients complete the PEPPi questionnaire again immediately after viewing the PatientTIME content, to measure if their level of confidence had changed as an immediate result.
The One-Sided Intervention Approach

PatientTIME was solely focused on patients, without the interference of or intervening in the communication style of the HCPs. Butow et al found that their patient-targeted communication intervention was only effective when the patient consulted a clinician who endorsed the intervention [46]. The one-sided approach used in PatientTIME may have decreased the potential reach and effect.

Implicit Trial Effects

Two trial effects were identified that may have influenced outcomes. First, regardless of whether participants were allocated to the intervention group or the control group, it is likely that the mere fact of participating in a communication study highlighted the importance of the participant’s role in medical communication. Increased awareness of being observed in a trial setting may have affected outcomes (pre- and postvisit), which limits generalizability (Hawthorne effects).

Second, the relatively lengthy time between registration and getting access to the intervention tool (because study information needed to be provided and informed consent obtained) delayed the inclusion process. This may have excluded patients who were looking for communication support shortly before their planned consultation. Ideally, access should be given immediately.

Conclusions

A considerable number of patients indicated that the intervention was helpful in preparing for a clinical consultation, created awareness about the importance of communication, and reinforced their existing communication skills. These are valuable findings as such. However, at this stage we cannot conclude that PatientTIME improves patients’ confidence when interacting with health professionals. By integrating a process evaluation and an outcome evaluation in this way, we were able to demonstrate which elements of PatientTIME were used and appreciated, even though they did not lead to measurable changes in communication self-efficacy.

Future Research

We identified three themes for future research. First, when evaluating the effectiveness of stand-alone Web-based interventions like PatientTIME, it may be worthwhile to consider research methods that allow the intervention to be dynamic, rather than freezing it in a certain state. In practice, Web-based interventions also need to be optimized continuously. With a more dynamic approach, intermediate test results can be used to improve the intervention and new versions of the intervention can be released during the evaluation phase. Second, when evaluating stand-alone interventions in a trial setting, the involvement of HCPs as informants might be crucial as a means of reaching a more diverse group of patients. More than half of the intervention group patients explained that the intervention helped them in the preparation for a clinical consultation, created awareness, and/or reinforced their current communication skills. Patients who reported no benefit explained that they already had a good understanding with their HCP, had a lot of experience, or considered themselves as sufficiently participative and empowered. Finally, it will be interesting to continue monitoring the use and effectiveness of PatientTIME once it is publicly available in order to provide input for other interventions and to keep PatientTIME up-to-date.
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Abstract

Background: The Institute of Medicine recommends Survivorship Care Plans (SCPs) for all cancer survivors. However, it is unclear whether certain patient groups may or may not benefit from SCPs.

Objective: The aim was to assess whether the effects of an automatically generated paper SCP on patients’ satisfaction with information provision and care, illness perceptions, and health care utilization were moderated by disease-related Internet use.

Methods: Twelve hospitals were randomized to either SCP care or usual care in the pragmatic cluster randomized Registrationsystem Oncological GYnecology (ROGY) Care trial. Newly diagnosed endometrial cancer patients completed questionnaires after diagnosis (N=221; response: 74.7%, 221/296), 6 months (n=158), and 12 months (n=147), including patients’ satisfaction with information provision and care, illness perceptions, health care utilization (how many times patients visited a medical specialist or primary care physician about their cancer in the past 6 months), and disease-related Internet use (whether patients used the Internet to look for information about cancer).

Results: In total, 80 of 221 (36.2%) patients used the Internet to obtain disease-related information. Disease-related Internet use moderated the SCP care effect on the amount of information received about the disease (P=.03) and medical tests (P=.01), helpfulness of the information (P=.01), and how well patients understood their illness (P=.04). All stratified analyses were not statistically significant. However, it appeared that patients who did not seek disease-related information on the Internet in the SCP care arm reported receiving more information about their disease (mean 63.9, SD 20.1 vs mean 58.3, SD 23.7) and medical tests (mean 70.6, SD 23.5 vs mean 64.7, SD 24.9), finding the information more helpful (76.7, SD 22.9 vs mean 67.8, SD 27.2; scale 0-100), and understanding their illness better (mean 6.6, SD 3.0 vs mean 6.1, SD 3.2; scale 1-10) than patients in the usual care arm did. In addition, although all stratified analyses were not significant, patients who did seek disease-related information on the Internet in the SCP care arm appeared to receive less information about their disease (mean 65.7, SD 23.4 vs mean 67.1, SD 20.7) and medical tests (mean 72.4, SD 23.5 vs mean 75.3, SD 21.6), did not find the information more helpful (mean 78.6,
SD 21.2 vs mean 76.0, SD 22.0), and reported less understanding of their illness (mean 6.3, SD 2.8 vs mean 7.1, SD 2.7) than patients in the usual care arm did.

Conclusions: Paper SCPs appear to improve the amount of information received about the disease and medical tests, the helpfulness of the information, and understanding of the illness for patients who do not search for disease-related information on the Internet. In contrast, paper SCPs do not seem beneficial for patients who do seek disease-related information on the Internet.

Trial Registration: ClinicalTrials.gov NCT01185626; https://clinicaltrials.gov/ct2/show/NCT01185626 (Archived by WebCite at http://www.webcitation.org/6fpaMXsDn)
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Introduction

Information provision has been demonstrated to play an essential role in the support for cancer survivors [1,2]. To improve patient information provision, the Institute of Medicine (IOM) recommends the use of Survivorship Care Plans (SCPs), described as personal treatment summaries and follow-up care plans, for all cancer survivors [3]. However, there is still an ongoing debate about the benefits of SCPs [4-12].

Recent results of the pragmatic cluster randomized Registrationsystem Oncological GYnecology (ROGY) Care trial [8], in which cancer patients were provided with a paper-based SCP, showed that SCPs increased the amount of information received. However, the trial showed no evidence of SCPs benefitting satisfaction with information and care. Furthermore, SCPs increased patients' concerns, emotional impact, experienced symptoms, and the amount of cancer-related contact with the primary care physician. Moreover, it remains unclear whether patient characteristics influence the effects of SCPs and whether certain groups of patients may or may not benefit from SCPs [8].

The SCPs are usually provided by patients' health care providers, who are patients' main source of information about their cancer [1,13]. However, the Internet is also increasingly used as a source of information. Several studies have shown that a significant proportion of cancer survivors, ranging from 30% to 60%, are using the Internet to seek information about their cancer [14-19]. Especially those cancer survivors who are younger [15,17,19], higher educated [15,17,19], male [15], and have a partner [19] use the Internet.

Using the Internet to obtain disease-related information has been associated with considerable benefits for cancer survivors [20]. For instance, it has been found that cancer survivors who use the Internet to access disease-related information feel better informed [15], report receiving more information about their disease and medical tests [21], find the received information more helpful [21], communicate more effectively with their health care providers [22], and are more actively involved in decision making [23]. Therefore, it is possible that receiving an SCP has a different impact on patients who search for information about their cancer on the Internet compared to patients who do not search for information about their cancer on the Internet.

The ROGY Care trial evaluates the impact of an automatically generated SCP on outcomes reported by gynecological cancer patients and health care providers. The trial protocol [24], the primary patient-reported outcomes up to 12 months after diagnosis [8], and the evaluation of the oncology providers [28] and primary care physicians [46] have been previously described. The aim of this analysis of the ROGY Care trial was to assess whether the effects of an automatically generated paper SCP on patients' satisfaction with information provision and care, illness perceptions, and health care utilization were moderated by (ie, different for) disease-related Internet use. It was hypothesized that paper SCPs may be a helpful tool to reach out to patient groups who do not search for information about their cancer on the Internet, whereas SCPs may be of limited value for patients who already benefit from accessing information about their cancer on the Internet.

Methods

Design

In the pragmatic cluster randomized controlled ROGY Care trial, 12 hospitals in the Netherlands were randomized to either SCP care or usual care. Patients were included immediately after initial surgery and followed for 24 months. The trial was centrally approved by the Medical Research Ethics Committee of the St Elisabeth Hospital in Tilburg, as well as by the Medical Research Ethics Committees of each participating center [24], and has been registered on ClinicalTrials.gov (NCT01185626). This study describes the results of subgroup analyses of the primary patient-reported outcomes up to 12 months after diagnosis.

Participants and Recruitment

Participants were women newly diagnosed with endometrial cancer. Exclusion criteria (ie, undergoing palliative care or unable to complete a Dutch questionnaire) [24] were minimal to maximize generalizability [25]. Between April 2011 and October 2012, all eligible patients were invited to participate after initial diagnosis by their own gynecologist by sending a letter, questionnaire, and informed consent form [8,24]. After the first contact through the gynecologist and obtaining informed consent, follow-up questionnaires were sent directly to the home address of the patient at 6 and 12 months after diagnosis.
Randomization and Blinding

Randomization at the hospital level was chosen to avoid potential contamination of usual care with increased information provision of SCP care and was performed with a table of random numbers by a researcher not involved in the study and blind to the identity of the hospitals. As is common in cluster randomized trials [27], patients were unaware of the assignment to trial arms. Health care providers could not be blinded to trial arm assignment.

Survivorship Care Plan Versus Usual Care

In the usual care arm, the oncology providers (ie, gynecologists, gynecologic oncologists, oncology nurses) were instructed to continue providing patient information in the way they were used to: they gave standard care according to the Dutch follow-up guidelines, which recommend verbal and written information about the period after treatment and follow-up, signs of recurrence, and hospital contact details. None of the oncology providers in the usual care arm provided SCPs [28].

In the SCP care arm, the oncology providers were instructed to provide an SCP to patients after surgery (ie, during the consultation in which the final histological diagnosis was discussed); to provide an updated SCP during follow-up visits if there were changes in the cancer, treatment, or specialists; and to send a copy of the SCP to the patient’s primary care physician. Because of the pragmatic approach of the trial, the delivery of the intervention was allowed to vary between hospitals and oncology providers, fitting their own clinical practice [24].

Survivorship Care Plan

The Web-based ROGY has been used by all participating oncology providers in both arms since 2006. For each patient, a detailed registration is made in a uniform way, including tumor stage and grade, treatment, comorbidity, complications, follow-up, and information about the involved specialists (eg, gynecologist/gynecologic oncologist, medical oncologist, radiation oncologist). For this trial, an application was built in ROGY enabling automatic generation of an SCP combining patient and disease data by simply pressing a button. The ROGY system was used by all participating oncology providers in both arms, but the SCP button was only visible for oncology providers in the SCP care arm. Any changes related to the cancer, treatment, or specialists were registered in ROGY and automatically updated in the SCP during follow-up.

For the development of the SCP, the Dutch SCP template (based on the IOM format) [3], was adjusted to the local situation [29] by a subgroup of gynecologists/gynecologic oncologists, oncology nurses, a radiation oncologist, a medical oncologist, a primary care physician, and patients [24]. The SCP was pilot-tested on patients with a low/intermediate educational level to ensure that the SCP was understandable.

The SCP consisted of a tailored treatment summary, including information on diagnostic tests, type of cancer, stage, grade, treatment, and contact details of the hospital and specialists. In addition, the SCP contained a tailored follow-up care plan, including detailed information on possible short-term and long-term effects, effects on social and sexual life, possible signs of recurrence and secondary tumors, and information on rehabilitation, psychosocial support, and supportive care services [24].

Measures

All questionnaires were assessed after initial diagnosis and after 6 and 12 months.

Moderator Variable

Disease-related Internet use was assessed by asking whether patients had used the Internet to look for information about cancer, which could be answered by either yes or no.

Dependent Variables

Satisfaction with information provision was assessed with the European Organisation for Research and Treatment of Cancer (EORTC) Quality of Life Group information (QLQ-INFO25) questionnaire [30]. This questionnaire includes four information provision subscales: perceived receipt of information about the disease (four items regarding diagnosis, spread of disease, cause(s) of disease, and whether the disease is under control), medical tests (three items regarding purpose, procedures, and results of tests), treatment (six items regarding medical treatment, benefits, side effects, effects on disease symptoms, social life, and sexual activity) and other care services (four items regarding additional help, rehabilitation options, managing illness at home, psychological support). The question format was as follows: “During your current disease or treatment, how much information have you received on...?” In addition, four single-items were included (information about different places of care, things you can do to help yourself get well, satisfaction with the information, and helpfulness of the information). The answer categories were “not at all,” “a little,” “quite a bit,” and “very much.” The scales were converted to 0-100 linear scales, with higher scores indicating better-perceived information provision. Internal consistency for all scales (Cronbach alphas=.70-.87) and test-retest reliability (intraclass correlations=.71-.91) were good [30].

Satisfaction with care was assessed with two multi-item and two single-item scales of the EORTC cancer in-patient satisfaction with care measure (IN-PATSAT32) [31]. This questionnaire was designed to assess cancer patients’ perception of the quality of medical care, nursing care, and care organization and services received in the hospital. The multi-item scales included doctors’ and nurses’ interpersonal skills. The single-item scales included exchange of information between caregivers and general satisfaction with care. The question format was as follows: “How would you rate...?” The answer categories were “poor,” “fair,” “good,” “very good,” and “excellent.” The scales were converted to 0-100 linear scales, with higher scores indicating better-perceived quality of care. Internal consistency (Cronbach alphas=.67-.96) and test-retest reliability (intraclass correlations=.66-.85) were good [31].

Illness perception was assessed with the Brief Illness Perception Questionnaire (B-IPOQ) [32], consisting of eight single-item scales, measuring cognitive representations (consequences,
Health care utilization was assessed by asking how many times patients visited a medical specialist or primary care physician in relation to cancer in the past 6 months. These questions were asked in a similar way as is done by Statistics Netherlands.

**Control Variables**

Sociodemographic and clinical information were obtained from ROGY (ie, date of birth, date of diagnosis, disease stage, primary treatment) and the questionnaire (ie, marital status, educational level as an indicator for socioeconomic status [SES], employment status). Comorbidity was assessed by the adapted Self-administered Comorbidity Questionnaire (SCQ) [33].

**Statistical Analyses**

Statistical analyses were conducted using SPSS version 19.0 (IBM Corp, Armonk, NY, USA). Tests were two-sided and considered significant if $P < .05$. Both intention-to-treat and per protocol analyses were conducted. Intention-to-treat analyses compared all respondents in the SCP care arm to all respondents in the usual care arm. Per protocol analyses compared respondents in the SCP care arm who indicated receiving an SCP in the first questionnaire to all respondents in the usual care arm. Because intention-to-treat and per protocol analyses revealed similar results, only the results of the intention-to-treat analyses are reported in this study.

Means with standard deviations were used to describe continuous variables and frequencies with percentages to describe categorical variables. Differences in sociodemographic and clinical characteristics between respondents and nonrespondents, between the SCP care arm and the usual care arm, and between patients who did or did not use the Internet to obtain information about their disease were compared using $t$ tests for continuous variables and chi-square tests for categorical variables.

Moderation of disease-related Internet use on the dependent variables (ie, 22 scales in total: eight on information provision, four on satisfaction with care, eight on illness perceptions, and two on health care utilization) was tested by assessing the significance of the interaction term “trial arm $\times$ disease-related Internet use” in the overall linear multilevel regression model. Multilevel analysis corrects for missing data (assumed missing at random) by using information from the observed outcomes to provide information about the unobserved outcomes [34,35]. The model included two random intercepts (ie, hospital- and patient-level) to account for both clustering at hospital-level and intrapatient dependency of repeated measures [36], the independent variables intervention arm (ie, SCP care vs usual care) and time, the covariates age, time since diagnosis, marital status, employment, educational level, comorbidity, disease stage, and treatment, and the dependent variables information provision and care, illness perceptions, and health care utilization. For the models that did not converge, hospital was included as covariate instead of as random intercept [37].

When an interaction term was significant, this was an indication that the effect of providing an SCP was different for patients who did or did not use the Internet to search for disease-related information and that stratified analyses were warranted to further explore the direction of the moderation effects. For significant interaction terms, the intervention effects were re-examined in subgroups by performing the overall linear multilevel regression analyses stratified by the levels of the moderator variable (ie, disease-related Internet use). Unstandardized betas were presented with 95% confidence intervals.

The trial was originally powered to detect a clinically meaningful difference on the overall primary outcomes of the intervention, targeting 75 patients per arm [8,24]. The trial was not powered to detect differences in moderation analyses or stratified analyses. In this study, moderation analyses and stratified analyses were performed despite this lack of power because we merely wanted to explore the potential moderating role of Internet use. These analyses can be justified because they are exploratory and because the exploration was a priori restricted to a selected moderator with a specific rationale [38].

**Results**

**Patient Characteristics**

Of the 296 eligible patients, 221 (74.7%) patients completed the first questionnaire. After 6 months, 158 patients completed the questionnaire; after 12 months, 147 patients completed the questionnaire (Figure 1) [8]. At baseline, participants were younger (mean 67.4, SD 8.9 years) than nonparticipants (mean 70.2, SD 9.5 years, $P = .02$), and more often had an International Federation of Gynecology and Obstetrics (FIGO) staging level of stage I (85.5%, 189/221 vs 69%, 52/75; $P = .003$; Table 1) [8]. In total, 80 of 221 (36.2%) patients indicated that they used the Internet to obtain information about their disease. This did not differ between the SCP care arm and the usual care arm (Table 2).
Table 1. CONSORT table of baseline sociodemographic and clinical characteristics of participants according to trial arm and of nonparticipants.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>SCP care (n=119)</th>
<th>Usual care (n=102)</th>
<th>Total participants (N=221)</th>
<th>Nonparticipants (n=75)</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at diagnosis, mean (SD)</td>
<td>67.1 (9.1)</td>
<td>67.7 (8.8)</td>
<td>.65</td>
<td>67.4 (8.9)</td>
<td>70.2 (9.5)</td>
</tr>
<tr>
<td>FIGO stage, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>102 (85.7)</td>
<td>87 (85.3)</td>
<td>.75</td>
<td>189 (85.5)</td>
<td>52 (69)</td>
</tr>
<tr>
<td>II</td>
<td>5 (4.2)</td>
<td>2 (2.0)</td>
<td></td>
<td>7 (3.2)</td>
<td>10 (13)</td>
</tr>
<tr>
<td>IV</td>
<td>8 (6.7)</td>
<td>7 (6.8)</td>
<td></td>
<td>15 (6.8)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>Treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>117 (98.3)</td>
<td>97 (95)</td>
<td>.46</td>
<td>214 (96.8)</td>
<td>72 (96)</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>44 (37.0)</td>
<td>37 (36.3)</td>
<td>.99</td>
<td>81 (36.7)</td>
<td>34 (45)</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>6 (5.0)</td>
<td>12 (11.8)</td>
<td>.06</td>
<td>18 (8.1)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Hospital, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>22 (18.5)</td>
<td>22 (10.0)</td>
<td></td>
<td>4 (5)</td>
<td>.51</td>
</tr>
<tr>
<td>2</td>
<td>12 (10.1)</td>
<td>12 (5.4)</td>
<td></td>
<td>7 (9)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>28 (23.5)</td>
<td>28 (12.7)</td>
<td></td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>28 (23.5)</td>
<td>28 (12.7)</td>
<td></td>
<td>9 (12)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11 (9.2)</td>
<td>11 (5.0)</td>
<td></td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>18 (15.1)</td>
<td>18 (8.1)</td>
<td></td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>25 (24.5)</td>
<td>25 (11.3)</td>
<td></td>
<td>13 (17)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>21 (20.5)</td>
<td>21 (9.5)</td>
<td></td>
<td>6 (8)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>26 (25.5)</td>
<td>26 (11.8)</td>
<td></td>
<td>7 (9)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12 (11.8)</td>
<td>12 (5.4)</td>
<td></td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3 (2.9)</td>
<td>3 (1.4)</td>
<td></td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>15 (14.7)</td>
<td>15 (6.8)</td>
<td></td>
<td>7 (9)</td>
<td></td>
</tr>
</tbody>
</table>

*P* values report comparisons between the intervention arm and the usual care arm, and between the trial participants and nonparticipants according to *t* tests and chi-square tests.
### Table 2. Sociodemographic and clinical characteristics at the first questionnaire according to trial arm.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>SCP care (n=119)</th>
<th>Usual care (n=102)</th>
<th>( p^{a} )</th>
<th>Total (N=221)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at time of survey, mean (SD)</td>
<td>67.4 (9.1)</td>
<td>67.8 (8.9)</td>
<td>.71</td>
<td>67.6 (9.0)</td>
</tr>
<tr>
<td>Months since diagnosis, mean (SD)</td>
<td>2.6 (1.7)</td>
<td>1.8 (1.2)</td>
<td>&lt;.001</td>
<td>2.1 (1.5)</td>
</tr>
<tr>
<td>Months since diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>12 (10.1)</td>
<td>24 (23.5)</td>
<td>36 (16.3)</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>40 (33.6)</td>
<td>46 (45.0)</td>
<td>86 (38.9)</td>
<td></td>
</tr>
<tr>
<td>2-3</td>
<td>33 (27.7)</td>
<td>20 (19.6)</td>
<td>53 (24.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;3</td>
<td>34 (28.6)</td>
<td>12 (11.8)</td>
<td>46 (20.8)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>19 (16.0)</td>
<td>18 (17.6)</td>
<td>37 (16.7)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>32 (26.9)</td>
<td>20 (19.6)</td>
<td>52 (23.5)</td>
<td></td>
</tr>
<tr>
<td>( \geq 2 )</td>
<td>64 (53.8)</td>
<td>62 (60.8)</td>
<td>126 (57.0)</td>
<td></td>
</tr>
<tr>
<td>Marital status, b n (%)</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>85 (71.4)</td>
<td>76 (74.5)</td>
<td>161 (72.9)</td>
<td></td>
</tr>
<tr>
<td>No partner</td>
<td>31 (26.1)</td>
<td>25 (24.5)</td>
<td>56 (25.3)</td>
<td></td>
</tr>
<tr>
<td>Educational level, c n (%)</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>17 (14.3)</td>
<td>7 (6.9)</td>
<td>24 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>71 (59.7)</td>
<td>72 (70.6)</td>
<td>143 (64.7)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>30 (25.2)</td>
<td>19 (18.6)</td>
<td>49 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (18.5)</td>
<td>15 (14.7)</td>
<td>37 (16.7)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>85 (71.4)</td>
<td>79 (77.5)</td>
<td>164 (74.2)</td>
<td></td>
</tr>
<tr>
<td>Disease-related Internet use, n (%)</td>
<td>.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>41 (34.5)</td>
<td>39 (38.2)</td>
<td>80 (36.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>76 (63.9)</td>
<td>60 (58.8)</td>
<td>136 (61.5)</td>
<td></td>
</tr>
</tbody>
</table>

\( p \) values report comparisons between the intervention arm and the usual care arm, according to \( t \) tests and chi-square tests.

Marital status: partner=married/living together, no partner=divorced/widowed/never married.

Educational level: low=no/primary school, intermediate=lower general secondary education/vocational training, high=preuniversity education/high vocational training/university.

Patients who used the Internet to obtain disease-related information were younger (mean 62.8, SD 7.5 years) than patients who did not use the Internet to obtain disease-related information (mean 70.3, SD 8.7 years; Table 3). In addition, patients who used the Internet to obtain disease-related information more often had a partner (83%, 66/80 vs 67.6%, 92/136), more often had a high educational level (20%, 16/80 vs 5.1%, 7/136), and were employed more often (28%, 21/80 vs 11.8%, 16/136) than patients who did not use the Internet to obtain disease-related information.
Table 3. Patient characteristics at the first questionnaire according to disease-related Internet use.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Disease-related Internet use (n=80)</th>
<th>No disease-related Internet use (n=136)</th>
<th>p a</th>
<th>Total (N=216)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at time of survey, mean (SD)</td>
<td>62.8 (7.5)</td>
<td>70.3 (8.7)</td>
<td>&lt;.001</td>
<td>67.5 (9.0)</td>
</tr>
<tr>
<td>Months since diagnosis, mean (SD)</td>
<td>2.0 (1.3)</td>
<td>2.3 (1.6)</td>
<td>.10</td>
<td>2.2 (1.5)</td>
</tr>
<tr>
<td>Months since diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>19 (24)</td>
<td>16 (11.8)</td>
<td></td>
<td>35 (16.2)</td>
</tr>
<tr>
<td>1-2</td>
<td>31 (39)</td>
<td>53 (39.0)</td>
<td></td>
<td>84 (38.9)</td>
</tr>
<tr>
<td>2-3</td>
<td>12 (15)</td>
<td>41 (30.1)</td>
<td></td>
<td>53 (24.5)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>18 (23)</td>
<td>26 (19.1)</td>
<td></td>
<td>44 (20.4)</td>
</tr>
<tr>
<td>FIGO stage, n (%)</td>
<td></td>
<td></td>
<td>.37</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>70 (88)</td>
<td>115 (84.6)</td>
<td></td>
<td>185 (85.6)</td>
</tr>
<tr>
<td>II</td>
<td>4 (5)</td>
<td>3 (2.2)</td>
<td></td>
<td>7 (3.2)</td>
</tr>
<tr>
<td>II</td>
<td>3 (4)</td>
<td>12 (8.8)</td>
<td></td>
<td>15 (6.9)</td>
</tr>
<tr>
<td>IV</td>
<td>2 (3)</td>
<td>4 (2.9)</td>
<td></td>
<td>6 (2.8)</td>
</tr>
<tr>
<td>Treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>77 (96)</td>
<td>132 (97.1)</td>
<td>.90</td>
<td>209 (96.8)</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>26 (33)</td>
<td>54 (39.7)</td>
<td>.31</td>
<td>80 (37.0)</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>7 (9)</td>
<td>10 (7.4)</td>
<td>.70</td>
<td>17 (7.9)</td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
<td></td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>18 (23)</td>
<td>19 (14.0)</td>
<td></td>
<td>37 (17.1)</td>
</tr>
<tr>
<td>I</td>
<td>15 (19)</td>
<td>35 (25.7)</td>
<td></td>
<td>50 (23.1)</td>
</tr>
<tr>
<td>≥2</td>
<td>45 (56)</td>
<td>78 (57.4)</td>
<td></td>
<td>123 (56.9)</td>
</tr>
<tr>
<td>Marital status, b n (%)</td>
<td></td>
<td></td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>66 (83)</td>
<td>92 (67.6)</td>
<td></td>
<td>158 (73.1)</td>
</tr>
<tr>
<td>No partner</td>
<td>12 (15)</td>
<td>42 (30.9)</td>
<td></td>
<td>54 (25.0)</td>
</tr>
<tr>
<td>Educational level, c n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>16 (20)</td>
<td>7 (5.1)</td>
<td></td>
<td>23 (10.6)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>59 (74)</td>
<td>83 (61.0)</td>
<td></td>
<td>142 (65.7)</td>
</tr>
<tr>
<td>Low</td>
<td>5 (6)</td>
<td>42 (30.9)</td>
<td></td>
<td>47 (21.8)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td></td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21 (28)</td>
<td>16 (11.8)</td>
<td></td>
<td>37 (17.1)</td>
</tr>
<tr>
<td>No</td>
<td>54 (72)</td>
<td>107 (78.7)</td>
<td></td>
<td>161 (74.5)</td>
</tr>
</tbody>
</table>

aP values report comparisons between patients reporting disease-related Internet use and patients not reporting disease-related Internet use according to t tests and chi-square tests.
bMarital status: partner=married/living together, no partner=divorced/widowed/never married.
cEducational level: low=no/primary school, intermediate=lower general secondary education/vocational training, high=preuniversity education/high vocational training/university.
Moderation of Disease-Related Internet Use

Four statistically significant moderation tests were found. Disease-related Internet use moderated the intervention effect on the amount of information received about the disease ($P=\cdot0.03$), the amount of information received about medical tests ($P=\cdot0.01$), the helpfulness of the information ($P=\cdot0.01$), and how well patients understand their illness ($P=\cdot0.04$). All other interaction terms were not significant.

Although the stratified analyses were all not statistically significant, it appeared that patients who did not seek disease-related information on the Internet may have benefitted from receiving an SCP because patients in the SCP care arm reported receiving more information about their disease (mean 63.9, SD 20.1 vs mean 58.3, SD 23.7) and medical tests (mean 70.6, SD 23.5 vs mean 64.7, SD 24.9), found the information more helpful (mean 76.7, SD 22.9 vs mean 67.8, SD 27.2), and understood their illness better (mean 6.6, SD 3.0 vs mean 6.1, SD 3.2) than patients in the usual care arm did (Table 4 and Figures 2-5). On the other hand, although the stratified analyses were all not statistically significant, it appeared that patients who did seek disease-related information on the Internet did not benefit from receiving an SCP because patients in the SCP care arm did not report receiving more information about their disease (mean 65.7, SD 23.4 vs mean 67.1, SD 20.7) and medical tests (mean 72.4, SD 23.5 vs mean 75.3, SD 21.6), did not find the information more helpful (mean 78.6, SD 21.2 vs mean 76.0, SD 22.0), and reported less understanding of their illness (mean 6.3, SD 2.8 vs mean 7.1, SD 2.7) than patients in the usual care arm did (Table 4 and Figures 2-5).
### Table 4. Regression outcomes from the stratified analyses for the effect of SCP care on the outcomes according to disease-related Internet use.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>SCP care, mean (SD)</th>
<th>Usual care, mean (SD)</th>
<th>Total, mean (SD)</th>
<th>Beta (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use</td>
<td>65.7 (23.4)</td>
<td>67.1 (20.7)</td>
<td>66.4 (22.1)</td>
<td>−1.36 (−12.7, 10.0)</td>
<td>.79</td>
</tr>
<tr>
<td>No Internet use</td>
<td>63.9 (20.1)</td>
<td>58.3 (23.7)</td>
<td>61.4 (21.9)</td>
<td>5.51 (−3.9, 14.9)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Information medical tests</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use</td>
<td>72.4 (23.5)</td>
<td>75.3 (21.6)</td>
<td>73.9 (22.6)</td>
<td>−3.83 (−13.5, 5.8)</td>
<td>.43</td>
</tr>
<tr>
<td>No Internet use</td>
<td>70.6 (23.5)</td>
<td>64.7 (24.9)</td>
<td>68.0 (24.3)</td>
<td>4.87 (−3.3, 13.0)</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Helpfulness information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use</td>
<td>78.6 (21.2)</td>
<td>76.0 (22.0)</td>
<td>77.3 (21.6)</td>
<td>1.13 (−7.4, 9.6)</td>
<td>.79</td>
</tr>
<tr>
<td>No Internet use</td>
<td>76.7 (22.9)</td>
<td>67.8 (27.2)</td>
<td>72.9 (25.2)</td>
<td>6.89 (−1.6, 15.4)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>How well understand illness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet use</td>
<td>6.3 (2.8)</td>
<td>7.1 (2.7)</td>
<td>6.7 (2.8)</td>
<td>−0.98 (−2.11, 0.14)</td>
<td>.09</td>
</tr>
<tr>
<td>No Internet use</td>
<td>6.6 (3.0)</td>
<td>6.1 (3.2)</td>
<td>6.3 (3.1)</td>
<td>0.30 (−0.73, 1.33)</td>
<td>.56</td>
</tr>
</tbody>
</table>

aOutcomes are presented only for the statistically significant interaction terms. Linear multilevel regression analyses were performed, adjusted for age, time since diagnosis, marital status, educational level, employment, comorbidities, stage, and treatment. For the models that did not converge, hospital was included as covariate instead of random intercept.
bCrude means and standard deviations are reported for SCP care and usual care.
cUnstandardized betas and 95% confidence intervals are reported for SCP care (ref=usual care).
dEORTC-QLQ-INFO25 scale range from 0-100: higher scores reflect better-perceived information received.
eB-IPQ scale range from 1-10: higher scores indicate more endorsement of that item.

**Figure 2.** Patients’ reported amount of information received about their disease according to disease-related Internet use for the SCP care and the usual care arms. Crude means are reported. Error bars represent ±1 SD. EORTC-QLQ-INFO25 scale ranges from 0-100 (higher scores reflect better perceived information received).
Figure 3. Patients’ reported amount of information received about their medical tests according to disease-related Internet use for the SCP care and the usual care arms. Crude means are reported. Error bars represent $+1$ SD. EORTC-QLQ-INFO25 scale ranges from 0-100 (higher scores reflect better perceived information received).

Figure 4. Patient-reported helpfulness of the information received according to disease-related Internet use for the SCP care arm and the usual care arm. Crude means are reported. Error bars represent $+1$ SD. EORTC-QLQ-INFO25 scale ranges from 0-100 (higher scores reflect better-perceived information received).
Discussion

The results of this secondary analysis of the ROGY Care trial suggest that paper-based SCPs appear to improve the amount of received information about the disease and medical tests, the helpfulness of the information, and the understanding of the illness for patients who do not search for information on the Internet themselves. In contrast, paper-based SCPs do not appear helpful for patients who already search for information on the Internet themselves. All other outcomes did not differ for patients who did or did not use the Internet to search for disease-related information.

Patients Who Did Not Use the Internet to Search for Disease-Related Information

Nearly two-thirds of all patients in this study did not use the Internet to search for disease-related information. These patients were older, lower educated, and less often had a partner or a job than patients who did use the Internet to search for information about their cancer. This has consistently been found in previous studies [15,17,19] and has raised the concern that some patient groups do not equally benefit from the various resources available on the Internet [19]. Because educational level is an indicator for SES [39,40], patients with a higher SES search the Internet more for disease-related information than patients with a lower SES. This “digital divide” may pose a threat to equity in health care when important information can only be or best be accessed online [19]. Even today, a large number of cancer survivors do not have access to the potential benefits of the Internet. The results of this study suggest that paper-based SCPs may be a useful tool to empower this patient group by increasing the amount of information they receive about their disease and medical tests, the helpfulness of the information, and their understanding of their illness.

Patients Who Did Use the Internet to Search for Disease-Related Information

A third of all patients in this study did use the Internet to search for disease-related information, which is consistent with previous studies [14-19]. The results of this study suggest that paper-based SCPs may not be of added value for this patient group. A possible explanation for this finding could be that these patients already benefit from accessing information on the Internet because using the Internet to obtain disease-related information has been associated with considerable benefits for cancer survivors [20]. Previous studies have found that cancer survivors who use the Internet to access disease-related information feel better informed [15], report receiving more information about their disease and medical tests [21], find the received information more helpful [21], communicate more effectively with their health care providers [22], and are more actively involved in decision making [23].

Surprisingly, the results of this study suggest that paper-based SCPs may actually even decrease patients’ understanding of their illness for those patients who search for disease-related information on the Internet. A possible explanation could be that patients who receive an SCP and also search for information on the Internet may find information on the Internet about their illness that conflicts with information within the SCP. This may confuse patients and may lower their understanding of the illness. Because these patients have access to more information, they may also be more aware of aspects of their illness that they do not (completely) understand (ie, the more you know, the more you realize how little you know). Future research needs

Figure 5. Patients’ reported understanding of their illness according to disease-related Internet use for the SCP care and the usual care arms. Crude means are reported. Error bars represent +1 SD. B-IPQ scale ranges from 1-10 (higher scores indicate more endorsement of that item).
to investigate why SCPs may not be helpful for patients who search for disease-related information on the Internet. Another possibility is that paper-based SCPs in their current form are not suitable for patients who search for disease-related information on the Internet. A possible way to increase the value of SCP care for patients who search for disease-related information on the Internet may be to provide these patients with access to a tailored online SCP instead of a paper-based SCP. Previous research showed that most patients who use the Internet prefer to get their information from reliable websites, such as their hospital’s website, and would like to have online access to their own medical file and test results [15]. Internet-based SCPs may be a useful way to support these patients in finding reliable information online that is tailored to their specific situation. The results of previous studies investigating cancer patients’ satisfaction with an Internet-based SCP tool seem promising [41-43]. Future research needs to examine whether dissemination of tailored online SCPs does have added value for patients who search for cancer-related information on the Internet.

Considerations

It is important to take into consideration that this study was conducted in the Netherlands, a developed country where 95% of the population has access to the Internet at home [44]. Furthermore, only endometrial cancer patients were included in this study. In general, endometrial cancer patients have a lower educational level than patients with other types of cancer [45] and lower educational levels have been found to be strongly associated with lower Internet use [15,17,19]. In addition, men tend to use the Internet more often than women [15]. Consequently, the percentage of patients who used the Internet to search for disease-related information in this study may be an underestimation of the Internet use of cancer survivors in the Netherlands. A previous study conducted in the Netherlands in 2006 that included both male and female patients with different types of cancer found that 60% reported using the Internet by themselves [15].

Other effects of SCP care found in the ROGY Care trial [8], such as increased concerns about the illness, emotional impact, experienced symptoms, and health care utilization, did not differ for patients who did or did not use the Internet to search for disease-related information. This finding indicates that SCPs increase patients’ concerns, emotional impact, experienced symptoms, and health care utilization for both patients who do and do not search for disease-related information on the Internet. It is possible that certain aspects of the SCP that are not found on the Internet (eg, receiving information from the physician, receiving personalized information, and receiving information about additional care) lead to increased concerns, emotional impact, experienced symptoms, and health care utilization.

However, it is important to consider that the ROGY Care trial was not originally powered to detect differences in moderation analyses or stratified analyses. Therefore, it is unclear whether insignificant outcomes in these analyses indicate that disease-related Internet use did not moderate these outcomes or that the power was merely too small to find the effects. On the other hand, this does make the moderation effects that were found in this study more convincing.

Strengths and Limitations

A limitation of this study is that self-reported information provision and health care utilization were assessed, which makes it unclear how much information was actually provided and how much health care was actually used. In addition, Internet utilization was measured with a single dichotomous item. Consequently, this study can only make a distinction between patients who did or did not use the Internet to search for disease-related information. For instance, it remains unknown how many times patients searched the Internet, what they searched for (ie, did they use the Internet to search for similar topics as addressed in the SCP?), or what information they found. For future research, we recommend using a more elaborate measure of Internet utilization that is psychometrically tested.

Despite these limitations, this study provides important new insight into whether certain groups of patients may or may not benefit from paper-based SCPs in routine clinical practice. The pragmatic cluster randomized design, limited exclusion criteria, and high response rate improve the generalizability of the findings. However, there is not enough evidence to recommend that patients who search for information on the Internet should not receive a paper-based SCP. More research is needed to get a more nuanced understanding of these findings before health care providers can use the information to decide whether providing a paper-based SCP is of added value or not. In addition, future research needs to examine whether other patient characteristics could also possibly influence the impact of SCPs.

Conclusions

The results of this secondary analyses of the ROGY Care trial suggest that paper-based SCPs may improve the amount of received information about the disease and medical tests, the helpfulness of the information, and the understanding of the illness for patients who do not search for information on the Internet themselves. In contrast, paper-based SCPs do not seem beneficial for patients who do search for disease-related information on the Internet. With the increasing importance of the Internet as a source of information for cancer survivors, future research needs to examine whether dissemination of tailored online SCPs may have added value for patients who use the Internet to obtain disease-related information.

Acknowledgments

The ROGY Care trial was supported by grant no. UVT 2010-4743 from the Dutch Cancer Society. Prof Lonneke van de Poll-Franse was supported by a Cancer Research Award from the Dutch Cancer Society (#UVT-2009-4349). The Dutch Cancer Society did not contribute to the design and conduct of the study; collection, management, analysis, and interpretation of the data; preparation, review, or approval of the manuscript; or decision to submit the manuscript for publication.
The authors would like to thank all patients and health care providers for their participation in the study. Special thanks go to the research assistants, in particular Mrs E de Winter, who helped to collect the data for this study. In addition, we would like to acknowledge Dr M van Bommel, who was willing to function as an independent advisor and to answer patients’ questions. We would like to thank the following hospitals and institutions for their cooperation: Amphia Hospital, Breda and Oosterhout; Catharina Hospital, Eindhoven; Elisabeth-Tweesteden Hospital, Tilburg and Waalwijk; Elkerliek Hospital, Helmond; Jeroen Bosch Hospital’s-Hertogenbosch; Institute Verbeeten, Tilburg; Maastricht University Medical Center, Maastricht; Maxima Medical Center, Eindhoven and Veldhoven; Orbis Medical Center, Sittard; St. Anna Hospital, Geldrop and Eindhoven; St. Jans Hospital, Weert; and VieCuri Hospital, Venlo and Venray.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Example of the ROGY Care SCP.

[PDF File (Adobe PDF File), 1MB - jmir_v18i7e162_app1.pdf ]

References


46. Ezendam NP, Thong MS, Nicolaije KA, Kruitwagen RF. ISurvivorship Care Plans to inform the primary care physician: results from the ROGY care pragmatic cluster randomized controlled trial.. J Cancer Surviv 2014(8):595-602. [doi: 10.1007/s11764-014-0368-0] [Medline: 24866923]

Abbreviations

B-IPQ: Brief Illness Perception Questionnaire
EORTC: European Organisation for Research and Treatment of Cancer
FIGO: Federation of Gynecology and Obstetrics
IOM: Institute of Medicine
ROGY: Registrationsystem Oncological GYnecology
SCP: Survivorship Care Plan
SES: socioeconomic status

©Kim AH Nicolaije, Nicole PM Ezendam, Johanna MA Pijnenborg, Dorry Boll, Maria Caroline Vos, Roy FPM Kruitwagen, Lonneke V van de Poll-Franse. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 08.07.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Sustained Use of Patient Portal Features and Improvements in Diabetes Physiological Measures

Stephanie L Shimada, PhD; Jeroan J Allison, MD, MS; Amy K Rosen, PhD; Hua Feng, MS, PhD; Thomas K Houston, MD, MPH

1Center for Healthcare Organization and Implementation Research (CHOIR), Edith Nourse Rogers Memorial Veterans Hospital, Bedford, MA, United States
2Department of Health Law, Policy, and Management, Boston University School of Public Health, Boston, MA, United States
3Division of Health Informatics and Implementation Science, Department of Quantitative Health Sciences, University of Massachusetts Medical School, Worcester, MA, United States
4Center for Healthcare Organization and Implementation Research (CHOIR), VA Boston Healthcare System, Boston, MA, United States
5Department of Surgery, Boston University School of Medicine, Boston, MA, United States

Abstract

Background: Personal health records (PHRs) have the potential to improve patient self-management for chronic conditions such as diabetes. However, evidence is mixed as to whether there is an association between PHR use and improved health outcomes.

Objective: The aim of this study was to evaluate the association between sustained use of specific patient portal features (Web-based prescription refill and secure messaging—SM) and physiological measures important for the management of type 2 diabetes.

Methods: Using a retrospective cohort design, including Veterans with diabetes registered for the My Health e Vet patient portal who had not yet used the Web-based refill or SM features and who had at least one physiological measure (HbA1c, low-density lipoprotein (LDL) cholesterol, blood pressure) in 2009-2010 (baseline) that was above guideline recommendations (N=111,686), we assessed portal use between 2010 and 2014. We calculated the odds of achieving control of each measure by 2013 to 2014 (follow-up) by years of using each portal feature, adjusting for demographic and clinical characteristics associated with portal use.

Results: By 2013 to 2014, 34.13% (38,113/111,686) of the cohort was using Web-based refills, and 15.75% (17,592/111,686) of the cohort was using SM. Users were slightly younger (P<.001), less likely to be eligible for free care based on economic means (P<.001), and more likely to be women (P<.001). In models adjusting for both features, patients with uncontrolled HbA1c at baseline who used SM were significantly more likely than nonusers to achieve glycemic control by follow-up if they used SM for 2 years (odds ratio—OR=1.24, CI: 1.14-1.34) or 3 or more years (OR=1.28, CI: 1.12-1.45). However, there was no significant association between Web-based refill use and glycemic control. Those with uncontrolled blood pressure at baseline who used Web-based refills were significantly more likely than nonusers to achieve control at follow-up with 2 (OR=1.07, CI: 1.01-1.13) or 3 (OR=1.08, CI: 1.02-1.14) more years of Web-based refill use. Both features were significantly associated with improvements in LDL cholesterol levels at follow-up.

Conclusions: Although rates of use of the refill function were higher within the population, sustained SM use had a greater impact on HbA1c. Evaluations of patient portals should consider that individual components may have differential effects on health improvements.
**Introduction**

Diabetes affects over 29 million Americans [1] and was estimated to have cost between $245 billion [2] and $322 billion [3] in 2012. Despite advances in effective treatments [4], almost half of those with type 2 diabetes do not meet recommended targets for glycemic control, low-density lipoprotein (LDL) cholesterol control, or blood pressure control [5]. Poor control of diabetes is associated with poor health outcomes, increased morbidity, and mortality [1,3]. Type 2 diabetes affects a large portion of US Veterans, with 25% of Veterans having the diagnosis [6,7].

Patients with diabetes and other chronic diseases do not do well with episodic, transactional care limited to in-person visits. The Institute of Medicine [8] has called for a shift toward continuous, coordinated care, leveraging information technology to support self-management and communication between clinic visits. Type 2 diabetes requires patient self-management and effective patient–provider communication to tailor treatments, manage side effects, monitor physiological processes, and screen for complications. Personal health records (PHRs) and patient portals are technologies with the potential to increase patient self-management and enable patients to better communicate with their clinical teams [9,10].

Evidence for patient portal effectiveness for chronic disease management is limited, and association with outcomes is mixed [11]. Tenforde et al [12] found that portal use was associated with improvements in diabetes-related quality measures but did not find a dose-response association with varying intensity of portal use and did not separate out effects by specific portal feature. Potential benefits of portal use have included patient reports of enhanced satisfaction, improved access outside of face-to-face visits, and improved efficiency and quality of face-to-face visits [13]. Studies from Kaiser [14] and Group Health Cooperative [15,16] found significant associations between use of secure messaging (SM) and improvements in diabetes care, with significant performance improvements in glycemic testing and control. Other studies have documented improvements in medication adherence among diabetic patients on statins exclusively using Web-based prescription refill through a patient portal [17]. Association of portal use and improvements in cholesterol and blood pressure effectiveness of care measures [14] have also been documented among patients with diabetes and hypertension.

Portals vary widely, adding to the difficulty in evaluating any effects they may have on patients’ health outcomes. Some are tethered to a health care system, others are not, some are disease specific, whereas most are not [18,19]. The Department of Veterans’ Affairs provides its patients with a portal, My HealtheVet (MHV), including features allowing them to refill VA prescriptions and send secure messages to their providers [20-22]. These two features, SM and Web-based prescription refill, are among the most common across portals and are the most frequently used [23]. Veterans with diabetes have relatively high adoption of MHV and of these key features [7].

This study examines whether diabetes outcomes are improved for patients with type 2 diabetes who initiate use of key features of the MHV patient portal compared with similar patients with type 2 diabetes who are also registered for the portal but do not initiate use of any of these features. To answer this question, we focused on patients with a diagnosis of type 2 diabetes who had at least one uncontrolled physiological measure (hemoglobin A1c, LDL cholesterol, blood pressure) at baseline (2009-2010) to examine whether those who had used the portal’s Web-based prescription refill or SM features for the first time between 2010 and 2013 were more likely than nonusers to achieve control at follow-up (2013-2014). We also sought to explore both the separate and combined effects of Web-based refill and SM use on physiological measures and whether sustained use was associated with a greater probability of achieving control.

**Methods**

**Study Design and Overview**

We conducted a 5-year retrospective cohort study of Veterans with type 2 diabetes registered for the MHV portal. Data for these analyses came from the Veteran’s Health Administration’s Corporate Data Warehouse, including administrative data, clinical records for inpatient and outpatient care, and MHV registration and use data. We used International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) diagnosis codes (October 1, 2007-March 31, 2009) to determine type 2 diabetes diagnosis and determine patient characteristics at baseline. Data from April 1, 2009 through March 31, 2014 were used to assess MHV use over time. Intermediate physiological measures obtained during clinical care were obtained at baseline and follow-up. In addition, we linked income and educational attainment variables from the US Census Bureau’s 2007-2011 American Community Survey (5-year estimates) to each Veteran via postal code.

**Cohort Eligibility**

We identified patients who had at least two outpatient records or one inpatient record with an ICD-9-CM diagnosis code for type 2 diabetes by March 2009 (N=1,207,703). Use of two or more diabetes-related ICD-9-CM codes from inpatient or outpatient visits has previously been determined to be the most accurate way to identify patients with diabetes in VA administrative data [24]. We then excluded patients who had not used the VA for primary care in 2009 to 2010, who had controlled or missing diabetes outcome measures, who were not registered for the portal, or who had used the MHV Web-based prescription refill or SM features before 2010 (see Figure 1). We limited our analyses to those who were registered to use the MHV portal to minimize differences in access to the portal or in willingness to use the portal among users and nonusers.
nonusers so that we could focus on associations with actual use. Our previous work has shown patients registered for the portal (but not using features) to be a more appropriate and comparable reference group [7]. Because our goal was to understand how a patient portal could assist in achieving improvements in physiological control, we also excluded those who were controlled at baseline from the main analyses as those patients had already successfully managed to control their physiological measures without the use of MHV. The final analysis cohort included 111,686 patients.

Figure 1. Cohort Selection.

Variables

Dependent Variables—Diabetes-Related Physiological Measures: HbA1c, LDL, Systolic and Diastolic Blood Pressures

We used the American Diabetes Association’s guidelines to define cutoffs for glycemic, cholesterol, and blood pressure control [25]. We defined uncontrolled blood glucose at baseline (April 2009-March 2010) if the patient’s average hemoglobin A1c (HbA1c) during that period was greater than or equal to 7.0% (53 mmol/mol) and uncontrolled LDL cholesterol at baseline if the patient’s average cholesterol reading during that same period was greater than or equal to 100 mg/dL (2.586 mmol/L). Similarly, we determined that a patient had uncontrolled blood pressure if the average systolic blood pressure at baseline (assessed by averaging all readings during the baseline year) was 140 mmHg or higher, or the average diastolic blood pressure (similarly averaged across the baseline year) was 80 mmHg or higher. To achieve control by follow-up, patients had to lower their readings to below the cutoffs (blood glucose and LDL cholesterol) or achieve control over both systolic and diastolic blood pressures (blood pressure). A binary
We characterized the overall cohort and examined means and distributions of patient demographic and clinical characteristics by use, both overall and for those with specific uncontrolled physiological measures at baseline. We calculated the proportion of patients with diabetes in our cohort using each feature over each year of the study and the average number of prescriptions refilled or secure messages sent during each year. Our primary goal was to assess the association of use of patient portal features with change in diabetes-relevant physiological measures (HbA1c, LDL, BP). To achieve this goal, we first calculated means and binomial confidence intervals (CIs) for the proportion of patients who were uncontrolled at baseline who achieved control at follow-up, stratified by the number of years of use of the SM or Web-based refill features. We then constructed a series of logistic regression models predicting control of each physiological measure at follow-up based on categorical measures of portal use (years of use of each feature), adjusting for the covariates described previously. All logistic regression models were adjusted for patient age; gender; race or ethnicity; eligibility for free VA health care; number of Elixhauser comorbidities at baseline; number of primary care visits at baseline (in 2009-2010) and during the study period (2010-2014); urban, suburban, rural, or highly rural residence; median income by postal code; and the percentage of college graduates in the patient’s residential postal code. In addition, models for control of blood pressure, cholesterol, and HbA1c at follow-up (2013-2014) were adjusted for the patient’s mean baseline blood pressure, LDL cholesterol, or HbA1c value in 2009 to 2010, respectively. Separate models were first run for each feature (Web-based prescription refill use and SM use) because there was a moderate correlation between uses of the two features. To further evaluate the independent effect of each feature, we also ran combined logistic models, which included both Web-based prescription refill use and SM use in the same models. To test for dose response, we then ran tests of trend treating the number of years of use of each feature as a continuous variable. We also conducted sensitivity analyses to see whether results changed depending on (1) our definition of use (ie, defining use as one or more uses of a feature in a given year) or (2) inclusion of patients who met other inclusion criteria but were controlled at baseline in the analysis sample.

Results

Feature Use

Within our cohort of 111,686 patients (see Figure 1), 50,482 (45.20%) used Web-based prescription refills or SM or both at least twice per year between April 2010 and March 2014, and 61,204 (54.80%) used neither.

Patient Characteristics

Table 1 describes the characteristics of the overall sample and examines differences between patients who used the Web-based prescription refill feature or the SM feature or both in MHV between April 2010 and March 2014 and those who did not.
Table 1. Characteristics of patients with type 2 diabetes registered for My HealtheVet, overall and by use or nonuse of the Web-based refill or secure messaging features as of March 2014.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall</th>
<th>Used neither Web-based refill nor SM as of March 2014 (nonusers)</th>
<th>Used Web-based refill or SM or both as of March 2014 (users)</th>
<th>Difference between user and nonuser groups (Pearson’s chi-square or 2-sided t-test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>111,686</td>
<td>61,204</td>
<td>50,482</td>
<td></td>
</tr>
<tr>
<td>Age (mean (SD))</td>
<td></td>
<td>62.05 (9.6)</td>
<td>63.22 (9.6)</td>
<td>( t_{111684} = 45.2, P &lt; .001 )</td>
</tr>
<tr>
<td>Gender (% female)</td>
<td>3.58%</td>
<td>3.16%</td>
<td>4.08%</td>
<td>( \chi^2 = 67.2, P &lt; .001 )</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>68.87%</td>
<td>67.25%</td>
<td>70.84%</td>
<td>Reference group for ( \chi^2 )</td>
</tr>
<tr>
<td>African-American</td>
<td>16.95%</td>
<td>18.64%</td>
<td>14.90%</td>
<td>( \chi^2 = 280.3, P &lt; .001 )</td>
</tr>
<tr>
<td>Latino</td>
<td>5.69%</td>
<td>5.63%</td>
<td>5.76%</td>
<td>( \chi^2 = 1.1, P = .294 )</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>1.10%</td>
<td>1.08%</td>
<td>1.12%</td>
<td>( \chi^2 = 0.1, P = .755 )</td>
</tr>
<tr>
<td>Asian</td>
<td>0.81%</td>
<td>0.73%</td>
<td>0.90%</td>
<td>( \chi^2 = 5.9, P = .015 )</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0.71%</td>
<td>0.73%</td>
<td>0.70%</td>
<td>( \chi^2 = 1.8, P = .178 )</td>
</tr>
<tr>
<td>Unknown to patient, refused, or missing</td>
<td>5.87%</td>
<td>5.94%</td>
<td>5.79%</td>
<td>( \chi^2 = 9.1, P = .003 )</td>
</tr>
<tr>
<td>Percent eligible for free VA health care based on income</td>
<td>20.43%</td>
<td>21.71%</td>
<td>18.87%</td>
<td>( \chi^2 = 137.6, P &lt; .001 )</td>
</tr>
<tr>
<td>Median income in postal code of residence US$ (mean (SD))</td>
<td>33,548.86 (8,926.98)</td>
<td>33,532.67 (8,996.24)</td>
<td>33,568.51 (8,842.24)</td>
<td>( t_{108985} = -0.6596, P = .5095 )</td>
</tr>
<tr>
<td>Percent of adults with a university degree or higher in postal code of residence (mean (SD))</td>
<td>23.46% (12.7)</td>
<td>23.39% (12.8)</td>
<td>23.54% (12.7)</td>
<td>( t_{109086} = -1.9398, P = .0524 )</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban (%)</td>
<td>73.23%</td>
<td>73.27%</td>
<td>73.19%</td>
<td>Reference group for ( \chi^2 )</td>
</tr>
<tr>
<td>Suburban (%)</td>
<td>13.40%</td>
<td>13.46%</td>
<td>13.32%</td>
<td>( \chi^2 = 0.3, P = .597 )</td>
</tr>
<tr>
<td>Rural (%)</td>
<td>7.23%</td>
<td>7.32%</td>
<td>7.12%</td>
<td>( \chi^2 = 1.3, P = .259 )</td>
</tr>
<tr>
<td>Highly rural (%)</td>
<td>6.14%</td>
<td>5.95%</td>
<td>6.38%</td>
<td>( \chi^2 = 7.5, P = .006 )</td>
</tr>
<tr>
<td>Number of Elixhauser comorbidities at baseline (mean (SD))</td>
<td>5.57 (2.5)</td>
<td>5.56 (2.6)</td>
<td>5.59 (2.5)</td>
<td>( t_{111357} = -1.826, P = .0679 )</td>
</tr>
<tr>
<td>Number of primary care visits at baseline (mean (SD))</td>
<td>4.40 (3.6)</td>
<td>4.37 (3.6)</td>
<td>4.43 (3.6)</td>
<td>( t_{111684} = -3.0046, P = .0027 )</td>
</tr>
<tr>
<td>Number of primary care visits from 2010 to 2014 (mean (SD))</td>
<td>17.59 (12.8)</td>
<td>16.97 (12.6)</td>
<td>18.34 (13.0)</td>
<td>( t_{111684} = -17.86, P &lt; .001 )</td>
</tr>
</tbody>
</table>

Compared with patients who did not use either of the features, patients who used Web-based refill or SM were slightly younger (60.6 years vs 63.2 years, \( P < .001 \)), more likely to be female (4.08% vs 3.16%, \( P < .001 \)), and less likely to be eligible for free VA care based on low economic means (18.87% vs 21.71%, \( P < .001 \)). There were significant differences in race or ethnicity between users and nonusers, with African-American (\( P < .001 \)), Asian (\( P = .015 \)), and patients of unknown race (\( P = .003 \)) less likely than white patients to be users. The difference was most marked between African-American and white patients (39.73% (7,521/18,931) of African-American patients were users vs 46.49% (35,759/76,920) of white patients, \( P < .001 \)). Although most patients resided in urban areas, urban patients were slightly less likely to be users than patients residing in areas designated as highly rural (45.06% (36,078/80,060) vs 46.80% (3,143/6,716), \( P = .006 \)). There were no significant differences in the number of Elixhauser comorbidities at baseline (\( P = .0679 \)), median income...
by postal code of residence ($P=.5095$), percentage of adults with a bachelor’s degree or higher in postal code of residence ($P=.0524$). There was a statistically significant difference in the number of primary care visits at baseline in the overall cohort (4.37 visits for nonusers vs 4.43 visits for users at baseline, $P=.0027$), but this difference vanished when looking at analysis subgroups based on uncontrolled measure at baseline (see Table 2). There was a highly significant difference in the number of primary care visits between 2010 and 2014 (16.97 for nonusers vs 18.34 visits for users, $P<.001$). Users also showed evidence of higher primary care utilization in all analysis subgroups (see Table 2).

Further detail describing the characteristics based on each uncontrolled measure (ie, the sample for each logistic regression model) is summarized in Table 2.

### Table 2. Demographics of patients with type 2 diabetes registered for My HealtheVet by uncontrolled physiological measure at baseline and by use of the portal.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hemoglobin A1c A1c ≥7.0%</th>
<th>Low-density Lipoprotein LDL ≥100mg/dL</th>
<th>Blood Pressure BP ≥140/80 mmHg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Registered, no use</td>
<td>Used SM or Web-based refill</td>
<td>Registered, no use</td>
</tr>
<tr>
<td>N</td>
<td>36,305</td>
<td>30,917</td>
<td>18,898</td>
</tr>
<tr>
<td>Age (mean (SD))</td>
<td>62.66 (9.2)</td>
<td>60.28 (9.2)</td>
<td>61.47 (9.6)</td>
</tr>
<tr>
<td>Gender (% female)</td>
<td>2.86%</td>
<td>3.71%</td>
<td>4.87%</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>66.88%</td>
<td>70.98%</td>
<td>64.21%</td>
</tr>
<tr>
<td>African-American</td>
<td>19.12%</td>
<td>14.84%</td>
<td>22.14%</td>
</tr>
<tr>
<td>Latino</td>
<td>6.08%</td>
<td>6.03%</td>
<td>5.79%</td>
</tr>
<tr>
<td>Native Hawaiian Pacific Islander</td>
<td>1.08%</td>
<td>1.11%</td>
<td>1.04%</td>
</tr>
<tr>
<td>Asian</td>
<td>0.75%</td>
<td>0.89%</td>
<td>0.71%</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>0.73%</td>
<td>0.70%</td>
<td>0.69%</td>
</tr>
<tr>
<td>Unknown to patient, refused, or missing</td>
<td>5.36%</td>
<td>5.45%</td>
<td>5.42%</td>
</tr>
<tr>
<td>Percent eligible for free VA health care</td>
<td>22.38%</td>
<td>19.40%</td>
<td>21.61%</td>
</tr>
<tr>
<td>Median income in postal code US$ (mean (SD))</td>
<td>33,453.54 (8925.47)</td>
<td>33,548.58 (8839.33)</td>
<td>33,111.41 (8813.43)</td>
</tr>
<tr>
<td>Percent adults with a university degree or higher in postal code (mean (SD))</td>
<td>23.12% (12.7)</td>
<td>23.32% (12.6)</td>
<td>22.95% (12.6)</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban (%)</td>
<td>73.21%</td>
<td>73.12%</td>
<td>73.32%</td>
</tr>
<tr>
<td>Suburban (%)</td>
<td>13.34%</td>
<td>13.15%</td>
<td>13.64%</td>
</tr>
<tr>
<td>Rural (%)</td>
<td>7.41%</td>
<td>7.24%</td>
<td>7.18%</td>
</tr>
<tr>
<td>Highly rural (%)</td>
<td>6.04%</td>
<td>6.50%</td>
<td>5.86%</td>
</tr>
<tr>
<td>Number Elixhauser comorbidities at baseline (mean (SD))</td>
<td>5.70 (2.6)</td>
<td>5.72 (2.5)</td>
<td>5.40 (2.5)</td>
</tr>
<tr>
<td>Number of primary care visits at baseline (2009-10; mean (SD))</td>
<td>4.64 (3.8)</td>
<td>4.66 (3.7)</td>
<td>4.32 (3.5)</td>
</tr>
<tr>
<td>Number of primary care visits; 2010 to 2014, mean (SD)</td>
<td>18.04 (12.9)</td>
<td>19.17 (13.3)</td>
<td>17.09 (12.4)</td>
</tr>
</tbody>
</table>
Portal Use

Use of Web-based refills and SM increased steadily from 2010 to 2014 (Figure 2). Among registered patients with diabetes who had not used the portal before 2010, only 7.98% (8,917/111,686) used Web-based prescription refills in 2010 to 2011, and the average number of refills per year was 3.13 per user. In the same year, as SM was just being implemented at most facilities, only 0.22% (241/111,686) used SM and sent an average of 0.059 messages per user. By 2013 to 2014, the numbers had risen to 34.13% (38,113/111,686) of new users using Web-based refills, filling an average of 27.84 prescriptions each, and 15.75% (17,592/111,686) were using SM, sending an average of 9.46 messages each.

Figure 2. Proportion of patients with type 2 diabetes registered for My HealtheVet and first using Web-based prescription refills or secure messaging after 2010, increase in feature adoption over time, and average number of uses per user per year.

Association of Patient Portal Use and Change in Diabetes Physiological Measures over 5 Years

The logistic regression results are presented in Table 3.

Our single-feature logistic regression models (Models 1a-c and Models 2a-c) showed that patients with uncontrolled HbA1c at baseline (2009-2010) were significantly more likely to achieve glycemic control at follow-up (2013-2014) if they used SM for 2 or more years. The odds of having an HbA1c below 7.0% (53 mmol/mol) at follow-up were 22% higher (after 2 years of use, odds ratio: OR=1.22, CI: 1.13-1.32) and 28% higher (after 3 or more years, OR=1.28, CI: 1.13-1.44), for those using SM compared with those who never used it.

However, use of Web-based prescription refills was only associated with glycemic control at follow-up after 3 or more years of use (OR=1.07, CI: 1.01-1.14). Those with uncontrolled blood pressure at baseline were significantly more likely to achieve control at follow-up only with 2 (OR=1.06, CI: 1.01-1.12) or 3 or more years (OR=1.05, CI: 1.00-1.11) of Web-based refill use, compared with nonusers. Use of SM was not significantly associated with improvements in blood pressure control. Both Web-based refill use and SM use were significantly associated with improvements in LDL cholesterol levels at follow-up. Compared with nonusers, the odds of users having LDL cholesterol below 100 mg/dL (2.586 mmol/L) were 12% higher with 2 years of Web-based refill use (OR=1.12, CI: 1.05-1.20), 16% higher with 3+ years of Web-based refill Use (OR=1.16, CI: 1.08-1.24), 9% higher with 1 year of SM use (OR=1.09, CI: 1.01-1.18), 17% higher with 2 years of SM use (OR=1.17, CI: 1.07-1.27), and 22% higher with 3+ years of SM use (OR=1.22, CI: 1.06-1.40).

We also ran logistic regression models identical to those mentioned previously that included both years of SM and Web-based refill use in the same model (Models 3a-c), as well as logistic regression models that included years of SM or Web-based refill use as a continuous variable as a test for trend (Models 4a-c). The conclusions remained largely unchanged, although ORs for the association between SM use and LDL were more attenuated (and no longer significant with the exception of 2 years of SM use) in the combined model. The combined model (and test for trend) did not show a significant association between SM use and blood pressure control (P=.370 for trend), or between Web-based refill use and glycemic control (P=.585 for trend); however, tests for trend revealed significant dose-response relationships between use of SM and glycemic control (P<.001), use of Web-based refill and blood pressure control (P=.001), and use of both features and LDL control (P<.001 and P=.015 for trend, respectively, for refills and SM use).
Table 3. Adjusted odds of being in control at follow-up (OR (95% CI)) for a patient with uncontrolled physiological measures (HbA1c, LDL, or blood pressure) at baseline, based on years of portal feature use.

<table>
<thead>
<tr>
<th>Models</th>
<th>Health Outcomes in 2013-14</th>
<th>Low-density Lipoprotein</th>
<th>Blood Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hemoglobin A1c</td>
<td>LDL &lt; 100 mg/dL</td>
<td>SBP&lt;140 mmHg</td>
</tr>
<tr>
<td></td>
<td>HbA1c&lt;7%</td>
<td>(2.586 mmol/l)</td>
<td>DBP&lt;80 mmHg</td>
</tr>
<tr>
<td></td>
<td>(53 mmol/mol)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Models 1a-c: adjusted odds ratios (95% CI) for being controlled in 2013-2014 among patients with uncontrolled physiological measures in 2009-10 based on years of Web-based prescription refill use

<table>
<thead>
<tr>
<th>Web-based prescription refill use</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>1 year</td>
<td>0.99 (0.93, 1.05)</td>
<td>1.01 (0.95, 1.08)</td>
<td>1.02 (0.97, 1.08)</td>
</tr>
<tr>
<td>2 years</td>
<td>1.01 (0.95, 1.08)</td>
<td>1.12 (1.05, 1.20)</td>
<td>1.06 (1.01, 1.12)</td>
</tr>
<tr>
<td>3 or more years</td>
<td>1.07 (1.01, 1.14)</td>
<td>1.16 (1.08, 1.24)</td>
<td>1.05 (1.00, 1.11)</td>
</tr>
</tbody>
</table>

Models 2a-c: adjusted odds ratios (95% CI) for being controlled in 2013-2014 among patients with uncontrolled physiological measures in 2009-2010 based on years of secure messaging use

<table>
<thead>
<tr>
<th>Secure messaging use</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>1 year</td>
<td>1.03 (0.96, 1.10)</td>
<td>1.09 (1.01, 1.18)</td>
<td>1.03 (0.97, 1.09)</td>
</tr>
<tr>
<td>2 years</td>
<td>1.22 (1.13, 1.32)</td>
<td>1.17 (1.07, 1.27)</td>
<td>1.03 (0.96, 1.10)</td>
</tr>
<tr>
<td>3 or more years</td>
<td>1.28 (1.13, 1.44)</td>
<td>1.22 (1.06, 1.40)</td>
<td>1.00 (0.90, 1.12)</td>
</tr>
</tbody>
</table>

Models 3a-c: adjusted odds ratios (95% CI) for being controlled in 2013-2014 among patients with uncontrolled physiological measures in 2009-2010 based on years of both features

<table>
<thead>
<tr>
<th>Web-based prescription refill use</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>1 year</td>
<td>0.96 (0.91, 1.03)</td>
<td>1.13 (1.05, 1.21)</td>
<td>1.07 (1.01, 1.13)</td>
</tr>
<tr>
<td>2 years</td>
<td>1.00 (0.94, 1.07)</td>
<td>1.13 (1.05, 1.22)</td>
<td>1.08 (1.02, 1.14)</td>
</tr>
<tr>
<td>Secure messaging use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>1 year</td>
<td>1.04 (0.97, 1.12)</td>
<td>1.05 (0.97, 1.14)</td>
<td>1.00 (0.94, 1.07)</td>
</tr>
<tr>
<td>2 years</td>
<td>1.24 (1.14, 1.34)</td>
<td>1.10 (1.00, 1.21)</td>
<td>0.98 (0.91, 1.05)</td>
</tr>
<tr>
<td>3 or more years</td>
<td>1.28 (1.12, 1.45)</td>
<td>1.12 (0.96, 1.30)</td>
<td>0.95 (0.85, 1.07)</td>
</tr>
</tbody>
</table>

Models 4a-c: combined tests for trend predicting controlled outcomes in 2013-2014 among patients with uncontrolled physiological measures in 2009-2010 based on years of use for both features

| Web-based prescription refill use | 0.585            | <0.001           | 0.001            |
| Secure messaging use             | 0.001            | 0.015            | 0.370            |

a All models adjust for patient characteristics in Table 1 including age, gender, race or ethnicity, eligibility for free care, geographic location, number of Elixhauser comorbidities, and baseline number of primary care visits in 2009 to 2010. In addition, models adjusted for patient’s physiological measure (blood pressure, LDL cholesterol, or HbA1c value) in 2009 to 2010, median income in the patient’s residential zip code, and the percentage of college graduates in the patient’s residential postal code.
b Odds ratios are significant at the P<.05 level as indicated.
c Odds ratios are significant at the P<.01 level as indicated.
d Odds ratios are significant at the P<.001 level as indicated.
The figure illustrates how sustained use of each tool is associated with improvements in control of physiological measures.

**Sensitivity Analyses**

We conducted sensitivity analyses to see whether our results would change with the inclusion of those whose physiological measures were controlled at baseline, but otherwise met criteria for inclusion. Although the ORs were attenuated, significant tests for trend revealed the same relationships between feature use and being in control at follow-up for all the measures. Similarly, when use was defined as use of a feature even once in a given year, ORs were again somewhat attenuated; however, the results, including the tests for trend, led to identical conclusions about the associations between feature use and controlled physiological outcomes at follow-up.

**Discussion**

**Principal Findings**

Within this cohort of patients with type 2 diabetes and uncontrolled physiological measures, we saw increasing activity on the MHV patient portal between 2010 and 2014. The rate of use and increase in use was greater for Web-based refills than for SM. We observed small, statistically significant, and potentially meaningful improvement in physiological measures among diabetic patients who initiated and sustained use of Web-based refill or SM or both via MHV. However, the association varied by specific MHV feature. Where a significant association was found, use of SM was associated with higher odds of improved outcomes than use of Web-based refills.

**Comparison With Prior Work**

The association between use of SM and improved diabetes physiological measures is consistent with that of prior research [14-16]; however, we were able to add information on the effects of sustained use over many years. For most measures, we found a dose-response effect on outcomes, suggesting that sustained use of the feature was associated with greater likelihood of being controlled at follow-up. The more years the patient used the feature, the greater the odds of achieving control compared with those who did not use the feature. Use of SM was associated with improvements in glycemic control with sustained use over 2 to 3+ years. Type 2 diabetic patients with uncontrolled blood pressure were more likely to achieve blood pressure control with 2 to 3+ years’ use of Web-based medication refills through MHV. Both prescription refills and SM were associated with improvements in lipid levels with sustained use. Adjusting for use of both the features in the model did shift the magnitude of the odds of achieving control. This suggests that the association between patient portal use and health outcomes will vary based on the combination of different features used and how patients are using each feature for self-management of their health conditions.

One mechanism by which Web-based medication refills may affect health outcomes may be through improved adherence to prescribed medications. In prior work, MHV use has been associated with improvements in antiretroviral adherence [28]. To the extent that Web-based refills increase the likelihood of refilling prescriptions, they may improve availability of medications, which may lead to improvements in adherence. If the Web-based refill feature improves adherence to antihypertensives and statins, they are likely to improve hypertension and lipid control over time. However, we did not see an association between sustained use of Web-based refills and improvements in HbA1c levels. Because HbA1c is a measure of blood sugar levels over several months, it may take a longer time for improved adherence to diabetes medications to result in measurable improvements, unlike blood pressure and LDL cholesterol, which can result in more rapid improvements even with improved short-term adherence to antihypertensives and statins. A patient’s blood sugar levels are also more sensitive to patient diet and self-management, as well as adequate medication titration, both of which may require more patient–provider communication and clinician support to achieve.

SM has been shown to improve patient ratings of patient–provider communication [29]. Thus, SM may also affect adherence by facilitating patient–provider communication about medication or behavioral concerns, which are barriers to adherence. It may also facilitate coordination of care and make it easier for primary care clinicians to refer patients to other related services such as nutrition consults, diabetes counseling, or weight loss programs [30]. This may explain why glycemic control, which requires significant and often complex patient self-management in addition to medication management, was found to be significantly associated with sustained use of SM.

This work also expands on previous research that has often focused generally on the patient portal or PHR use [12] or the use of a particular feature such as SM [9,14,17], without...
accounting for their relative effects when used in combination with other features. As features continue to be added to portals, further research should continue to examine the effects of different portal features both separately and in combination, to determine which features are most effective at improving the specific patient outcomes of interest.

Patients who used one or both features during the study period were more likely to be younger, female, white, and were less likely to be socioeconomically disadvantaged than other patients with diabetes who met our inclusion criteria. Numerous studies have documented sociodemographic differences in patient portal access and adoption [26,31-33]. Although we attempted to minimize differences in access by limiting our analyses to patients who had registered for the portal, we still observed differences across groups. It is important to ensure that any improvements in health status achieved through the patient portal do not further widen existing disparities in health because of disparities in portal access or adoption. Lyles et al found that racial or ethnic difference in diabetic patients’ shared medical record use was not fully explained by differences in patient sociodemographics, patient health status, or provider encouragement of SM [26]. We will have to be mindful of these potential disparities and specifically target vulnerable patients with support interventions for use of portal features found to significantly affect health outcomes.

Limitations

There are a number of limitations to this study. The VA patient portal has been deployed nationwide. As all patients are free to choose whether to use the patient portal, it is difficult to limit access or to randomize access to various features to conduct a randomized controlled trial. Because this is an observational study, it is impossible to ensure that the comparison group (ie, the nonusers) is similar in all ways to the portal users. As discussed, we limited the sample to those who had registered to use the portal to reduce heterogeneity in measured and unmeasured confounders. In our prior research [7], we have demonstrated that demographic characteristics were more similar when comparing registered users and nonusers, versus comparing those registered and those not registered. By using patients with diabetes who had registered for MHV (but not used the prescription refill or SM features more than once, if ever,) as a comparison group, we minimized some of this bias by limiting our analyses to patients who had access to the portal and who had attended a training or otherwise shown an interest in using it at some point. We saw that the patients in the comparison group for each logistic regression model were very similar in terms of their baseline health care utilization (number of primary care visits) and number of Elixhauser comorbidities (see Table 2). However, without a measure of patient engagement, there is still the possibility that patients may self-select to use these features precisely because they are already more engaged in their care; the lack of a measure of patient engagement is another limitation of this study. Randomized encouragement trials [34] may be one method to strengthen the rigor of future work.

Conclusions

Recognizing that our study is an observational study and that the associations cannot be considered causal, the availability of multiple years of observational data, detection of a dose response, and adjustment for patient characteristics known to influence technology use and diabetes outcomes strengthen the potential conclusions we can draw from this analysis about the differential effects use of patient portal features may have on physiological outcomes. The results in this study suggest that measuring the relative use and relative association of each feature of a patient portal is critical because each can have a different effect on changes in health care and health outcomes.

Future research should also focus on uncovering the mechanisms (causal pathways) through which portal use leads to physiological improvements. Does improved communication with providers via SM lead to greater patient engagement between visits, sustained behavior changes, better continuity of care, improved medication titration by the clinical team, or improved adherence to medications by the patients? What portion of the engagement might be explained by other portal features such as the ability to track and chart their blood glucose or blood pressure measurements? A study of adult diabetes patients at Kaiser Permanente found that both patient nonadherence to medications for glycemic, lipid, or blood pressure control and lack of provider treatment intensification occurred frequently among patients whose outcomes are above desired target levels [35]. It may be that portal use assists with patient adherence to medications by facilitating prescription refills, and that patient–provider communication between face-to-face visits can lead to improvements in levels of appropriate treatment intensification by providers. These pathways must be better understood to leverage portal features for interventions.
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Abstract

Background: Patient safety culture is an integral aspect of good standard of care. A good patient safety culture is believed to be a prerequisite for safe medical care. However, there is little evidence on whether general education can enhance patient safety culture.

Objective: Our aim was to assess the impact of a standardized patient safety course on health care worker patient safety culture.

Methods: Health care workers from Intensive Care Units (ICU) at two hospitals (A and B) in Hong Kong were recruited to compare the changes in safety culture before and after a patient safety course. The BASIC Patient Safety course was administered only to staff from Hospital A ICU. Safety culture was assessed in both units at two time points, one before and one after the course, by using the Hospital Survey on Patient Safety Culture questionnaire. Responses were coded according to the Survey User’s Guide, and positive response percentages for each patient safety domain were compared to the 2012 Agency for Healthcare Research and Quality ICU sample of 36,120 respondents.

Results: We distributed 127 questionnaires across the two hospitals with an overall response rate of 74.8% (95 respondents). After the safety course, ICU A significantly improved on teamwork within hospital units (P=.008) and hospital management support for patient safety (P<.001), but decreased in the frequency of reporting mistakes compared to the initial survey (P=.006). Overall, ICU A staff showed significantly greater enhancement in positive responses in five domains than staff from ICU B. Pooled data indicated that patient safety culture was poorer in the two ICUs than the average ICU in the Agency for Healthcare Research and Quality database, both overall and in every individual domain except hospital management support for patient safety and hospital handoffs and transitions.

Conclusions: Our study demonstrates that a structured, reproducible short course on patient safety may be associated with an enhancement in several domains in ICU patient safety culture.
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Introduction

Good medical practice is based on the classic maxim of “primum non nocere,” and yet it is estimated that at least 1 in 10 patients may be harmed by adverse events during their hospital stay [1,2]. The landmark US Institute of Medicine’s report in 1999, To Err is Human: Building a Safer Health System, ignited the interest in improving patient safety. Studies into harm suggest that a significant proportion of adverse events is preventable [3]. These include prescription mistakes, handover lapses, surgical errors, diagnostic mishaps, and other errors attributable to the human factor [4-7].

Changing and adopting health care technology has been shown to reduce medical errors and improve patient safety [8]. However, technology itself improves patient safety only to a limited extent, and further error reduction requires human factors and organizational change [9]. Clinical human interventions such as additional pharmacist inspection of electronic prescriptions can further reduce medication errors [6]. Using targeted education to change clinical practice seems to be effective as well. Specific interventions adopted for central venous catheter insertions have been shown to reduce central venous access-related infection and improve patient outcome [10]. However, it has also been shown that although targeted educational interventions could improve clinical staff knowledge, this did not translate to improved outcomes [11]. This highlights multiple challenges in studying the effect of education. First, knowledge itself may be a prerequisite for safety culture. However, attitudes and perception are equally important but more difficult to measure and define. Second, education is often not standardized, as such the findings may not be generalizable. Third, it is difficult to conduct blinded randomized trials with appropriate controls. Studies on patient safety education programs have generally not assessed the effectiveness of these interventions with adequate controls and rigor [12].

Recent reports on the failings of a hospital in the United Kingdom have highlighted issues with a lack of an appropriate patient safety culture [13]. The likely causal relationship between poor culture and poor patient care stresses the importance of improving culture to improve standards of care. Therefore, we decided to conduct a prospective controlled study to assess the impact of a standardized, free license, patient safety course on patient safety culture.

Methods

Study Design and Hospitals

The study protocol was approved by the Chinese University of Hong Kong Survey and Behavioural Research Ethics Committee. This was a prospective controlled, before and after, study design that used the Hospital Survey on Patient Safety Culture (HSOPSC) questionnaire instrument to evaluate the impact of the BASIC (Basic Assessment and Support in Intensive Care) Patient Safety Course on safety culture. The course was delivered to doctors, nurses, and health care assistants in the Intensive Care Unit (ICU) of hospital A (ICU A) only. In order to control for temporal changes or changes resulting from policies implemented across the entire public hospital system, the questionnaire was also administered to equivalent staff in the ICU of hospital B, a neighboring hospital (ICU B). The two hospitals are publicly funded, located in the same hospital cluster, and share a common cluster chief executive. Hospital A is a tertiary teaching hospital with 1400 beds and 22 ICU beds. Hospital B is an acute general hospital with 600 inpatient beds and 14 ICU beds. A comparison of clinical data between ICU A and ICU B is shown in Table 1.

Table 1. Comparison Statistics of ICU A and B.

<table>
<thead>
<tr>
<th></th>
<th>Admissions per year</th>
<th>Severity of Illness (APACHE III Acute Physiology Score)</th>
<th>Average ICU length of stay</th>
<th>Risk-adjusted hospital mortality ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICU A</td>
<td>1500</td>
<td>50</td>
<td>4 days</td>
<td>0.80</td>
</tr>
<tr>
<td>ICU B</td>
<td>600</td>
<td>55</td>
<td>5 days</td>
<td>0.75</td>
</tr>
</tbody>
</table>

BASIC Patient Safety Course

The BASIC Patient Safety course is a blended learning course that uses a flipped classroom approach in which didactic teaching is carried out prior to participants attending face-to-face teaching. This allows face-to-face time to be dedicated to interactive sessions involving application of the knowledge already acquired. In our course, preparatory material consists of a short printed course manual and e-learning.

The e-learning material comprises short narrated lectures, typically based around a modified clinical case, formative assessment, an interactive electronic lesson, and a video of an incident involving a serious medication error. The e-lectures were created in PowerPoint and Camtasia and were produced as MP4 files so that they could be played on different platforms including Windows, iOS, and Android. The files were uploaded to a Moodle 2.0 platform that was configured to be accessible both on personal computers and mobile devices. Each lecture is supplemented by a formative assessment, in the form of a multiple choice test, which emphasizes the key points covered in the lecture. The system is configured to allow participants to access the assessment only after watching the corresponding lecture for its entire duration.

The interactive lesson is a more complex form of formative assessment. Each participant’s individual pathway through the lesson is dependent on their answers to questions posed during the lesson. Candidates with a poorer understanding of the material take a longer pathway, receiving greater explanation of basic aspects before moving on to more complex issues, while those with a greater understanding rapidly progress to the more complex material. Teaching is thus adjusted to the participant’s needs. All activity on the e-learning site is recorded and evaluated.

Table 1. Comparison Statistics of ICU A and B.

<table>
<thead>
<tr>
<th></th>
<th>Admissions per year</th>
<th>Severity of Illness (APACHE III Acute Physiology Score)</th>
<th>Average ICU length of stay</th>
<th>Risk-adjusted hospital mortality ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICU A</td>
<td>1500</td>
<td>50</td>
<td>4 days</td>
<td>0.80</td>
</tr>
<tr>
<td>ICU B</td>
<td>600</td>
<td>55</td>
<td>5 days</td>
<td>0.75</td>
</tr>
</tbody>
</table>

To Err is Human: Building a Safer Health System, [1,2]. The landmark US Institute of Medicine’s report in 1999, ignited the interest in improving patient safety. Studies into harm suggest that a significant proportion of adverse events is preventable [3]. These include prescription mistakes, handover lapses, surgical errors, diagnostic mishaps, and other errors attributable to the human factor [4-7].
automatically logged (with the knowledge of participants). Completion of all e-learning is required before attending the face-to-face teaching. Computers are made available to participants who are unable to access the material on their own devices, but no participants required this facility during the study.

Face-to-face teaching consists of small group teaching involving a simulated emergency (to practice communication and team and leadership skills), practicing Situation Background Assessment Recommendation (SBAR) communication, practicing breaking news of an error, discussion of the video shown on the e-learning site, and reflection on patient safety in one's own unit. This was followed by a group debriefing session. The face-to-face component of the course lasts 3 hours.

The course was written specifically for health care professionals whose primary function is to provide clinical care. It is not aimed at those with a predominantly managerial role. Participants are expected to gain detailed knowledge of the definitions and scope of patient safety, human factors engineering and why it is important to patient safety; cause and reduction of errors, preventing errors leading to harm, cognition, communication with colleagues and patients and the importance of full disclosure, root cause analysis, quality improvement, teamwork, medication safety, and coping with errors. They are expected to enhance the skills required to be an effective team player, understand and learn from errors, understand and manage clinical risk, engage with patients and caregivers, and communicate with full disclosure after adverse events. The course material is available free of charge, and the course is disseminated on a train-the-trainers basis. Facilitators/instructors for the small group teaching are given detailed written guidance on the content for each discussion/tutorial. One instructor is required for every 6 participants.

Between April to December 2011, 117 participants attended the course, of whom 91 nurses and 8 doctors worked in ICU A. No staff from ICU B attended the course. The course was taught predominantly by senior nursing and medical staff from ICU A.

Measurements

A convenience sample of doctors, nurses, and health care assistants in the ICU from the two hospitals were asked to complete a Hong Kong Chinese version of the HSOPSC before and after the course was implemented to measure their attitudes towards patient safety. The survey consisted of 44 questions predominantly by senior nursing and medical staff from ICU A.

The pre-course (baseline) survey was carried out immediately before the first time the course was run, and the post course survey within 3 months of completion of the series of courses. We wanted to assess the effects of the course on general staff patient safety culture rather than specifically on the attitudes of course attendees. Therefore, the survey respondents were selected randomly from the staff of ICU A and ICU B. Course feedback was collected from participants using anonymized electronic feedback forms.

Statistical Analyses

We entered the responses into the AHRQ Hospital Survey on Patient Safety Culture Excel tool (version 1.5). Positive responses were coded according to the Survey User's Guide. For each hospital, the percentage change was estimated as the follow-up percentage minus the baseline percentage. The 95% confidence interval (95% CI) around the positive response percentage for each AHRQ patient safety domain was estimated, and baseline results were compared to the 2012 AHRQ ICU sample of 36,120 respondents to provide a contextual reference for interpretation of the applicability of our findings.

Separate generalized estimating equations (GEE) were used to account for the correlation in participants responding to both pre- and post-workshop questionnaires. Separate difference-in-differences models were constructed for each of the 12 AHRQ patient safety domains using participant-level data [14]. The outcome “positive response” was modelled as a function of ICU (A or B), period (baseline or post-intervention), and an interaction term between ICU and period, adjusted for duration of work in Intensive Care (≤10 years vs >10 years). The coefficient for the interaction term in the GEE model indicated whether ICU A improved more or less than ICU B from baseline to follow up. All statistical analysis was carried out using SPSS version 22.0.

Results

Response Rates and Participant Characteristics

The total number of questionnaires distributed across the two hospitals was 127 with an overall response rate of 74.8% (95 respondents). Three respondents answered both pre- and post-workshop questionnaires. The pre- and post-intervention response rates from ICU A were 88% (37/42) and 79% (23/29), respectively. The response rates from ICU B were 63% for both pre- (20/32) and post-intervention (15/24) survey.

Of the 95 participants, 78 were registered ICU nurses, 11 patient care assistants, and 6 physicians. Most respondents (90/95, 95%) had direct contact or interactions with patients. Over half (53/95, 56%) had worked in the hospital system for less than 10 years. There was no difference in the proportion of participants working less than or equal to 10 years in the current work area/unit between hospitals: ICU A 58% (33/57) versus ICU B 74% (28/38), P=.12.

Survey Responses

ICU A had lower positive responses at baseline on 7 of 12 domains when compared to baseline responses of ICU B (see Table 2). These included overall perception of safety (P=.007),
organization learning/continuous improvement \((P = .03)\), teamwork within hospital units \((P = .003)\), communication openness \((P = .03)\), feedback and communication about error \((P < .001)\), staffing \((P < .001)\), and hospital management support for patient safety \((P = .02)\).

After the safety course, ICU A had significantly improved responses in teamwork within hospital units \((P = .008)\) and hospital management support for patient safety \((P < .001)\), but decreased in the frequency of reporting mistakes \((P = .006)\) compared to baseline. For ICU B, there was a decrease in the proportion of positive responses in 6 measured domains during the same period (see Table 2).

There was a significant interaction between ICUs and period, after adjusting for the duration of work in current area/unit, indicating that ICU A showed greater improvement in positive responses than ICU B in 5 domains (see Table 3).

### Table 2. Unadjusted difference in positive responses at baseline and follow-up between hospitals.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Baseline responses (%)</th>
<th>Follow-up responses (%)</th>
<th>Changes from baseline (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of reporting</td>
<td>32/60 (53.3)</td>
<td>14/43 (32.6)</td>
<td>-20.8</td>
</tr>
<tr>
<td>Overall perception of safety</td>
<td>39/80 (48.8)</td>
<td>21/60 (35.0)</td>
<td>-13.8</td>
</tr>
<tr>
<td>Supervisor/manager expectations and actions promoting safety</td>
<td>55/80 (68.8)</td>
<td>33/60 (55.0)</td>
<td>-13.8</td>
</tr>
<tr>
<td>Organization learning/continuous improvement</td>
<td>45/60 (75.0)</td>
<td>27/45 (60.0)</td>
<td>-15.0</td>
</tr>
<tr>
<td>Teamwork within hospital units</td>
<td>71/80 (88.8)</td>
<td>40/60 (66.7)</td>
<td>-22.1</td>
</tr>
<tr>
<td>Communication openness</td>
<td>31/60 (51.7)</td>
<td>12/45 (26.7)</td>
<td>-25.0</td>
</tr>
<tr>
<td>Feedback and communication about error</td>
<td>47/60 (78.3)</td>
<td>18/45 (40.0)</td>
<td>-38.3</td>
</tr>
<tr>
<td>Nonpunitive response</td>
<td>19/60 (31.7)</td>
<td>6/45 (13.3)</td>
<td>-18.4</td>
</tr>
<tr>
<td>Staffing</td>
<td>48/80 (60.0)</td>
<td>24/60 (40.0)</td>
<td>-20.0</td>
</tr>
<tr>
<td>Hospital management support for patient safety</td>
<td>39/60 (65.0)</td>
<td>27/45 (60.0)</td>
<td>-5.0</td>
</tr>
<tr>
<td>Teamwork across hospital units</td>
<td>41/80 (51.3)</td>
<td>23/60 (38.3)</td>
<td>-13.0</td>
</tr>
<tr>
<td>Hospital handoffs and transitions</td>
<td>40/79 (50.6)</td>
<td>34/59 (57.6)</td>
<td>-7.0</td>
</tr>
</tbody>
</table>

a Follow-up percentage minus the baseline percentage. Denominators for each item are the product of the number of questions in that domain and the number of respondents. Numerators are the total number of positive responses to all questions in that domain.
Table 3. Relative risk (95% CI) of improvement in patient safety domains: Baseline to follow-up in hospitals with and without educational intervention.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Relative risk (95% CI for difference between groups)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of reporting</td>
<td>0.90 (0.33-2.49)</td>
<td>.84</td>
</tr>
<tr>
<td>Overall perception of safety</td>
<td>1.94 (1.11-3.37)</td>
<td>.02</td>
</tr>
<tr>
<td>Supervisor/manager expectations and actions promoting safety</td>
<td>1.48 (0.99-2.20)</td>
<td>.06</td>
</tr>
<tr>
<td>Organization learning/continuous improvement</td>
<td>1.45 (0.96-2.20)</td>
<td>.08</td>
</tr>
<tr>
<td>Teamwork within hospital units</td>
<td>1.55 (1.10-2.19)</td>
<td>.01</td>
</tr>
<tr>
<td>Communication openness</td>
<td>1.66 (0.73-3.76)</td>
<td>.23</td>
</tr>
<tr>
<td>Feedback and communication about error</td>
<td>2.47 (1.28-4.80)</td>
<td>.007</td>
</tr>
<tr>
<td>Nonpunitive response</td>
<td>1.68 (0.54-5.18)</td>
<td>.37</td>
</tr>
<tr>
<td>Staffing</td>
<td>1.92 (1.15-3.19)</td>
<td>.01</td>
</tr>
<tr>
<td>Hospital management support for patient safety</td>
<td>1.88 (1.16-3.04)</td>
<td>.01</td>
</tr>
<tr>
<td>Teamwork across hospital units</td>
<td>1.23 (0.75-2.00)</td>
<td>.41</td>
</tr>
<tr>
<td>Hospital handoffs and transitions</td>
<td>0.86 (0.44-1.70)</td>
<td>.67</td>
</tr>
</tbody>
</table>

*Adjusted for duration of work in current area/unit (≤10 years vs >10 years)

Participants in ICU A were seven times more likely to report “feeling safe being treated in this hospital as a patient” than those in ICU B after adjusting for duration of work in the current area/unit (P=.01; see Table 4).

Table 4. Response to statement “I would feel safe being treated in this hospital as a patient.”

<table>
<thead>
<tr>
<th></th>
<th>ICU B</th>
<th>ICU A</th>
<th>ICU B</th>
<th>ICU A</th>
<th>Changes from baseline responses (%)</th>
<th>Relative risk* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feel safe</td>
<td>11/19 (57.9)</td>
<td>14/35 (40.0)</td>
<td>3/15 (20.0)</td>
<td>12/22 (54.5)</td>
<td>-37.9</td>
<td>14.5</td>
</tr>
</tbody>
</table>

*Interaction effect (risk ratio of improvement from base to follow-up between ICUs, adjusted for duration of work in current area/unit (≤10 years vs >10 years).

Pooled data of all participants from both ICUs indicate that patient safety culture was poorer than the average ICUs in the 2012 AHRQ database (see Table 5). Responses from both ICUs were lower (at least 5% point difference) for every individual domain except hospital management support for patient safety and hospital handoffs and transitions.

Table 5. Domain-level comparative average percentage (95% CI) positive responses of Hong Kong ICUs (N=95) to 2012 AHRQ database (N=36,120).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Hong Kong ICUs, % (95% CI)</th>
<th>2012 AHRQ ICUs, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of reporting</td>
<td>37 (28-47)</td>
<td>59</td>
</tr>
<tr>
<td>Overall perception of safety</td>
<td>37 (28-47)</td>
<td>60</td>
</tr>
<tr>
<td>Supervisor/manager expectations and actions promoting safety</td>
<td>61 (51-70)</td>
<td>73</td>
</tr>
<tr>
<td>Organization learning/continuous improvement</td>
<td>62 (52-71)</td>
<td>72</td>
</tr>
<tr>
<td>Teamwork within hospital units</td>
<td>72 (62-80)</td>
<td>84</td>
</tr>
<tr>
<td>Communication openness</td>
<td>34 (25-44)</td>
<td>61</td>
</tr>
<tr>
<td>Feedback and communication about error</td>
<td>49 (40-59)</td>
<td>60</td>
</tr>
<tr>
<td>Nonpunitive response</td>
<td>19 (12-28)</td>
<td>40</td>
</tr>
<tr>
<td>Staffing</td>
<td>39 (30-49)</td>
<td>58</td>
</tr>
<tr>
<td>Hospital management support for patient safety</td>
<td>56 (46-65)</td>
<td>64</td>
</tr>
<tr>
<td>Teamwork across hospital units</td>
<td>45 (36-55)</td>
<td>57</td>
</tr>
<tr>
<td>Hospital handoffs and transitions</td>
<td>50 (39-59)</td>
<td>51</td>
</tr>
<tr>
<td>Average across domains</td>
<td>47 (38-57)</td>
<td>62</td>
</tr>
</tbody>
</table>
Of the 117 safety course participants, 90 (77%) answered the course feedback questionnaire. The vast majority of these 90 participants agreed or strongly agreed with positive statements about the course (see Figure 1), with 32% strongly agreeing and another 56% agreeing that the course was useful to improve patient safety. Notably, participants were as likely to agree or strongly agree with positive statements about the electronic lectures as they were to agree or strongly agree with positive statements about other aspects of the course.

Figure 1. Participants responses to the feedback questionnaire.
Discussion

Principal Findings

Our data suggest that a structured, reproducible, short blended learning course on patient safety may improve perceived ICU patient safety culture. After controlling for duration of working in the respective ICUs, there was a significant improvement in 5 of 12 domains and a trend towards improvement in 2 others in the ICU where the course was given. Furthermore there was a substantial difference in the change of response to the additional statement “I would feel safe being treated in this hospital as a patient” in favor of ICU A.

However, it is notable that there was a deterioration in patient safety culture in ICU B during the study period. This could be due to factors unique to that ICU or hospital or to systemic changes that would also have affected ICU A. If the decline in ICU B was due to systemic factors, then our results suggest that our course not only arrested but largely reversed the deterioration. On the other hand, if the deterioration was due to unique factors affecting only ICU B, then the positive effect of our course could be less than our results would suggest. Nevertheless, if one compares only pre- and post-course results in ICU A in isolation (see Table 2), it can be seen that there were still significant improvements in the domains of teamwork within hospital units and hospital management support for patient safety, and weak evidence supporting an improvement in the feedback and communication about error and overall perception of safety domains.

There was a significant deterioration in the frequency of reporting domain in both ICUs during the study period. In ICU B, this may simply reflect the general deterioration seen across multiple domains. In ICU A, the change is difficult to explain as it is the only domain in which there was a significant reduction. One possibility is that the changes in ICU B did reflect a systemic deterioration in patient safety culture across the two hospitals that was reversed in most, but not all, domains in ICU A by the course. However, we cannot exclude the possibility that this was an inadvertent adverse effect of the course.

Limitations

Our study has a number of other weaknesses. Similar to all before and after studies, we cannot exclude the possibility of confounding factors that affected only ICU A. Rather than a direct comparison between two ICUs, this study evaluated the temporal change in each unit. Therefore the relevant confounding factors are ones that affect temporal changes rather than the baseline differences between the two ICUs. What we have shown is a temporal relationship between our course and changes in patient safety attitudes, not a causal relationship. The feedback data suggest that the course may have changed attitudes. However, it is possible that the responses of some of the participants from ICU A may have been influenced by the fact that the course was taught by senior staff from the same ICU, even though the feedback was anonymous. Furthermore, any change in attitude may have been due to the involvement of senior staff signaling to other staff that patient safety is an important issue rather than the educational content of the course itself.

We studied only two ICUs; therefore, our results may not be generalizable to other ICUs or to other hospital departments. Previous studies on patient safety culture in Chinese countries such as China and Taiwan showed some important ethnic and cultural factors that may result in differences to western patient safety culture [15-18]. Furthermore, the baseline data suggest that the patient safety culture was poor in both ICUs, relative to ICUs contributing to the AHRQ database, and it is possible that the course may have little effect in units where patient safety culture is well developed. Finally, we have studied only the short-term effect of the course, and although appropriate patient safety culture is considered a pre-requisite to patient safety behavior in practice, this has not been rigorously tested [19].

Study Strengths

Our study does have the advantage that we studied the effect of a standardized, freely available, educational intervention with a parallel control group [14,20]. The standardized nature of the course both facilitates further research (ie, the same intervention is tested each time) and the applicability of the results (course material may be obtained directly from the authors). Studies of educational interventions that are not in the public domain cannot be reproduced, and it is unclear whether the results can be applied to other individual educational packages. Previous studies of educational interventions to improve patient safety show variable results suggesting that the exact nature of the intervention may be important [10,11,21-24]. In particular, our course incorporates e-learning, interactive modules, and formative assessments. Active involvement and formative assessment are key elements for effective adult learning. A similar educational approach has been used by the Canadian “Managing Obstetric Risks Efficiently” safety program and proven to be effective in advancing safety knowledge (culture was not examined) [25].

Although the course is labor-intensive with a high ratio of instructors to participants, the face-to-face contact time is short as a result of the pre-course reading and e-learning. This facilitates its use as part of in-service training, by minimizing disruption to clinical staffing. It is notable that the e-learning components of the course were highly rated by participants. Although we did not test the specific effect of the e-learning, a study of one of our other courses suggests it enhances learning [26]. The same study revealed that participants value the flexibility of listening to e-lectures at their own convenience and the ability to re-play lectures.

Conclusions

Our results suggest that the course may improve patient safety culture. Further research is required to establish whether the temporal association can be reproduced when more units are studied in a variety of different cultures and if so, an attempt should be made to determine whether the relationship is causal. In conclusion, introduction of a standardized patient safety course was temporally associated with an improvement in several domains of patient safety culture in a single ICU.
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Abstract

Background: The study of video games is expanding, and so is the debate regarding their possible positive and deleterious effects. As controversies continue, several researchers have expressed their concerns about substantial biases existing in the field, which might lead to the creation of a skewed picture, both in the professional and in the lay literature. However, no study has tried to examine this issue quantitatively.

Objective: The objective of our study was to examine possible systematic biases in the literature, by analyzing the publication trends of the medical and life sciences literature regarding video games.

Methods: We performed a complete and systematic PubMed search up to December 31, 2013. We assessed all 1927 articles deemed relevant for their attitude toward video games according to the focus, hypothesis, and authors’ interpretation of the study results, using a 3-category outcome (positive, negative, and neutral). We assessed the prevalence of different attitudes for possible association with year of publication, location of researchers, academic discipline, methodological research, and centrality of the publishing journals.

Results: The attitude toward video games presented in publications varied by year of publication, location, academic discipline, and methodological research applied (P<.001 for all). Moreover, representation of different attitudes differed according to centrality of the journals, as measured by their impact factor (P<.001).

Conclusions: The results suggest that context, whether scientific or social, is related to researchers’ attitudes toward video games. Readers, both lay and professional, should weigh these contextual variables when interpreting studies’ results, in light of the possible bias they carry. The results also support a need for a more balanced, open-minded approach toward video games, as it is likely that this complex phenomenon carries novel opportunities as well as new hazards.
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video games; publication trends; bias
Introduction

Playing video games is a worldwide, significant social phenomenon with possible effects on life and health. Two main attitudes, often polarized, have dominated the interpretation of the consequences of playing video games on well-being since the early days of research in this field [1], with this heated debate continuing today [2]. On one hand, there are those who emphasize the advantages of video games, including beneficial uses of the media [3] such as cognitive enhancement [4,5], rehabilitation [6,7], and prosocial behavior [8]. On the other hand, studies have reported harmful effects of video games on players, including academic deterioration [9], attention and psychosocial problems [10-12], violent behavior [13], and further deleterious effects.

Many possible applications of video games, either commercial or goal-oriented (“serious games”), in the fields of health and medicine were studied in the literature: promoting health behaviors [14,15], motor skills and balance [16,17], cognitive rehabilitation [6,18], medical training [19,20], and even psychotherapy [21,22]. As the literature indicates the possible negative outcomes of video games, and recurrent warnings are being published by leading medical authorities [23], clinicians and policy makers face a complex challenge: to translate the possibilities and applications of video games into clinical practice and official statements, in light of the confusing and contradictory evidence.

These dichotomous views of video games may drive professionals to choose a dichotomous stance, either positive or negative, on video games. These stances have a major impact, especially among physicians, as they may be transmitted, in turn, to their patients and students.

As video game variety, usage, content, and context are widely diverse and have become a part of modern life, Bavelier and Green stated that “One can no more say what the effects of video games are, than one can say what the effects of food are,” implying that “the devil is in the details” [2].

Ideally, we look for science to bring forth results and data that will reveal the costs and benefits of this practically universal behavior. However, this optimistic view overlooks the fact that research only answers the hypothesis suggested. Thus, when studying new, emotion-provoking phenomena, the biases of researchers, on which the basic hypotheses are based, might affect and skew the focus of research and the interpretation of its results.

Such biases have been suggested in the literature concerning video games, which might cause a disconnect between the studies’ findings and their interpretations in the public and professional literatures [24-26]. Along this line of thought, familiarity with computer games has been identified as a possible moderator of one’s beliefs about computer games [27].

In this study, we set forth to examine trends and possible bias in the medical literature focusing on video games, by examining trends by time of publication, country of origin, medical discipline, and research methodology. Revealing such trends may raise awareness of researcher bias, thus helping to formulate a clearer understanding of the interpretation of studies evaluating the risks and rewards of video games. We set forth to examine such biases by examining the researchers’ attitudes reflected in the study publication. By attitude, we mean “A settled way of thinking or feeling about something” [28].

Methods

Search Strategy

We conducted a systematic search on the PubMed database for all articles published up to December 31, 2013, using synonyms for video games (plural): videogames, video games, “video games”[MeSH] (major and subtypes), electronic games, and “computer games.”

Database Assembly and Variables of Interest

We classified all results according to the following parameters: year of publication, publishing journal, and country of origin (based on the affiliations of the first author). Using the ISI Web of Knowledge (now the Web of Science), we added subject categories to each record, as well as the impact factor of the publishing journal. We then manually accessed each article and read all possible abstracts. If an abstract was not available, or not coherent, we accessed and read the article itself. That process allowed 3 fields to be added to each record: (1) relevance of the article was assessed (relevant/not relevant), based on the role computer games had in the study, because articles may describe video gamers as a control group or as the placebo task for a cognitive test, (2) article type was determined (eg, case study, expert opinion, cross-sectional study, randomized controlled trial), and (3) attitude was assessed on a 3-category variable (as either positive, neutral, or negative), based on the focus, hypothesis, and the article authors’ interpretation of the study results and conclusions. Studies hypothesizing that video games increase aggressiveness would be considered to have a negative attitude, but negative results in such a study and a conclusion encouraging doubts about the concept of video game-induced aggressiveness would be considered neutral. On the other hand, a study examining the contribution of active video games to balance rehabilitation would be classified as positive. Similarly, a study examining this issue and reporting a negative result and urging caution when implementing video games in balance rehabilitation would also be classified as neutral.

Data Quality Assurance

We divided the process of determining the attitude of the article and ensuring interrater reliability into several steps. Initially, 4 classifiers (MR, DIA, AWA, MR) classified 150 articles, each of which was also examined by the lead researcher (AS); all of the researchers discussed conceptual questions. Next in the classification, each of the classifiers worked alone, while every question that arose was discussed with the lead researcher. If considerations about the classification process seemed to have generalization potential, the discussion was relayed to the other classifiers.

After finishing the classification, and to ascertain reliability, a different classifier, who was blinded to the previous categorization, reanalyzed 10% of the sample, randomly selected
by computer. These decisions were compared in order to examine agreement.

**Statistical Analysis**

Statistical analysis was performed using IBM SPSS version 16 software (IBM Corp). First, we examined each variable of interest. Spearman correlation examined trends over time. For categorical variables (researchers’ location, medical discipline, research methodology, and impact factor), we used chi-square analysis with a follow-up post hoc \(2 \times 3\) chi-square for each of the subcategories of variables.

**Results**

We retrieved 3223 articles in total, of which 170 were duplicates, leaving 3053 articles. For 230 of those (7.53%), we gathered the information from the article itself, as the article had no abstract, or we deemed the abstract not to be informative enough for classification. Only 75 articles (2.46%) had no abstract and the article itself was unattainable, leaving only the title, affiliations, and PubMed’s medical subject headings (MeSH) to rely on for classification. In those cases, if the information was not sufficient, we excluded the article from the analysis. For all other articles (n=2748, 90.01%), we based classification on the abstract. We deemed 1126 articles to be irrelevant, as video games were not the focus of the article, leaving 1927 articles, published in 300 different journals, from 64 different countries.

Blinded agreement between researchers on the article’s attitude was substantial (\(\kappa=.77, P<.001\)). Furthermore, virtually all of the disagreements were either positive versus neutral or negative versus neutral. Only 1 study of the 186 in the verification process was assigned a contrasting attitude (negative-positive); thus, agreement regarding attitude direction was almost perfect (\(\kappa=.99, P<.001\)).

Overall, we classified 812 of the 1927 (42.14%) as negative-attitude publications, 301 (15.62%) as neutral, and 814 (42.24%) as positive-attitude publications.

**Change in Publication Number and Attitudes Over Time**

We found a significant and meaningful Spearman correlation between the number of publications and the year \((r=.946, P<.001)\), from the first and only publication in 1980, to 312 articles in 2013 (Figure 1). Furthermore, the proportion of video game publications was also positively correlated with the year \((r=.927, P<.001)\), from 1 out of 279,486 (0.00049%) in 1980, to 312 out of 1,136,703 (0.027%) in 2013, for growth by a factor of 55.1 (Figure 2).

As the number of publications per year was very low until 1999 (<15 per year, for a total of 101 articles in 19 years), we excluded these years from this specific analysis only, as even a single article would create a major shift in the said year. As the years progressed, the proportion of negative publications dropped \((r=-.907, P<.001)\), while the number of positive and neutral publications increased \((r=.87, P<.001\) and \(r=.519, P=.047\), respectively) (Figure 3). As we excluded the first 19 years of video game studies due to the scarcity of articles each year, we analyzed those years in 2 large fragments: 1980–1989 and 1990–1998.

Over the first 10 years of research, 34 articles were published, 19 (56%) of them with positive attitude, and 11 (32%) with negative attitude. Over the next 9 years (1990-1998), an additional 67 articles were published, 25 (37%) of them with positive attitude and 32 (48%) with negative attitude.

![Figure 1. Number of video game-related publications, 1980–2013.](http://www.jmir.org/2016/7/e196/)
Change in Attitudes Across Regions

As 64 different countries contributed to the pool of articles dealing with video games, we grouped countries according to location (United States, Canada, Europe, Eastern Europe, Australia and New Zealand, Middle East, Asia, Africa, and South America). We combined groups of countries that contributed fewer than 100 articles into 1 group, leaving 6 regions: Australia, Canada, Europe, Asia, United States, and other. A chi-square test revealed a significant association between attitude distribution (positive, negative, or neutral) and the region from which the article originated ($P < .001$). A post hoc test of $2 \times 3$ chi-square revealed a significant increase in positive articles (with a reciprocal decrease in negative articles) in the United States ($P < .001$) and Canada ($P = .045$) and a decrease in positive articles (with a reciprocal increase in negative and neutral articles) in Asia ($P < .001$) (Table 1). In Europe there was a trend to increased negative articles and decreased positive articles ($P = .05$).
### Table 1. Changes in attitudes toward video games across regions, 1980–2013, as reflected in the change in proportion of video game-related articles.

<table>
<thead>
<tr>
<th>Region</th>
<th>Countries</th>
<th>Total no. of articles</th>
<th>Change in attitude (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Negative attitude</td>
<td>Neutral attitude</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
<td>804</td>
<td></td>
<td>-5.7%</td>
</tr>
<tr>
<td>Canada</td>
<td>Canada</td>
<td>119</td>
<td></td>
<td>-9.3%</td>
</tr>
<tr>
<td>Australia</td>
<td>Australia, New Zealand</td>
<td>103</td>
<td></td>
<td>+4.5%</td>
</tr>
<tr>
<td>Europe</td>
<td>Austria, Belgium, Denmark, Finland, France, Germany, Iceland, Italy, Ireland, Luxembourg, the Netherlands, Norway, Portugal, Scotland, Spain, Sweden, Switzerland, United Kingdom</td>
<td>554</td>
<td></td>
<td>+3.9%</td>
</tr>
<tr>
<td>Asia</td>
<td>Bangladesh, China, Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Philippines, Singapore, South Korea, Taiwan, Thailand, Vietnam</td>
<td>176</td>
<td></td>
<td>+11.9%</td>
</tr>
<tr>
<td>Other</td>
<td>Eastern Europe (Bosnia-Herzegovina, Croatia, Czech Republic, Hungary, Lithuania, Poland, Romania, Russia, Serbia, Ukraine); Middle East (Egypt, Greece, Iran, Israel, Lebanon, Oman, Saudi Arabia, Turkey); South America (Argentina, Brazil, Chile, Colombia, Jamaica, Mexico, Puerto Rico); others (Georgia, Nigeria, South Africa, mixed countries)</td>
<td>171</td>
<td></td>
<td>+5.9%</td>
</tr>
</tbody>
</table>

*aSignificance remains after Bonferroni correction.

### Change in Attitudes Across Disciplines

Using subject categories, as defined by the Journal Citation Reports (Thomson Reuters, New York, NY), we classified articles by discipline according to the journal in which they were published. Thus, we classified a portion of the 1927 articles in more than 1 domain: 1352 publications (70.16%) were classified to 1 discipline, 490 (25.43%) to 2 disciplines, 38 (1.97%) to 3 disciplines, and 4 (0.21%) to 4 disciplines. We did not assign 43 publications (2.23%) to any discipline, as the publishing journals were not listed in ISI and we could not unequivocally derive the journal discipline from the name of the journal.

The 8 defined disciplines were pediatrics, psychiatry and psychology, neurology, basic sciences, nonmedical and technology, public health and environment, rehabilitation, and internal and general medicine (comprising several fields in medicine in which the number of publications was low, such as ophthalmology, nursing, and family practice). Other than general and internal medicine, the most prominent field was psychiatry and psychology, with 572 (29.68%) of all publications in the field of video games. The next most prominent field was pediatrics (326, 16.92%), followed by public health and environment (311, 16.14%).

A chi-square test revealed a significant association between attitude distribution and disciplines (P < .001).

A post hoc test of 2x3 chi-square revealed a reduced number of positive articles (with a reciprocal increase in neutral articles) in psychiatry and psychology (P < .001), an increased number of positive articles (with a reciprocal decrease in neutral articles) in general and internal medicine (P = .001), an increased number of positive articles (with a reciprocal decrease in neutral and negative articles) both in rehabilitation and in nonmedical and technology domains (P < .001 for both), an increased number of negative articles (with a reciprocal increase in positive articles) in pediatrics (P < .001), and an increased number of negative articles (with a reciprocal decrease in neutral articles) in public health and environment (P < .001). No correlation was found for neurology and basic sciences (Table 2).
### Table 2. Change in attitudes toward video games across different disciplines, 1980–2013, as reflected in the change in proportion of video game-related articles.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Total no. of articles</th>
<th>Change in attitude (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative attitude</td>
<td>Neutral attitude</td>
<td>Positive attitude</td>
</tr>
<tr>
<td>Psychiatry and psychology</td>
<td>572</td>
<td>+1.1%</td>
<td>+13.9%</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>326</td>
<td>+17.4%</td>
<td>−1.2%</td>
</tr>
<tr>
<td>Rehabilitation</td>
<td>135</td>
<td>−39.1%</td>
<td>−10.4%</td>
</tr>
<tr>
<td>Nonmedical and technology</td>
<td>206</td>
<td>−29.0%</td>
<td>−6.4%</td>
</tr>
<tr>
<td>Neurology</td>
<td>161</td>
<td>−5.5%</td>
<td>+1.8%</td>
</tr>
<tr>
<td>Basic sciences</td>
<td>93</td>
<td>−3.4%</td>
<td>−0.5%</td>
</tr>
<tr>
<td>Public health and environment</td>
<td>311</td>
<td>+8.7%</td>
<td>−5.3%</td>
</tr>
<tr>
<td>General and internal medicine</td>
<td>658</td>
<td>−1.4%</td>
<td>−5.6%</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significance remains after Bonferroni correction.

### Change in Attitudes Across Methodological Approaches of Studies

We then divided the articles into 3 categories based on study design: observational studies, interventional studies, and study aggregations (reviews and meta-analyses).

As methodological requirements and evidence-based approaches have shifted greatly since 1980, we examined the correlation between study methodology and the year of publication.

We found a significant and meaningful Spearman correlation between the methodological approach and the year: as the years progressed, the proportion of observational studies declined ($r = −.75, P = .001$) and that of interventional studies increased ($r = .63, P = .01$). No correlation was found with the number of aggregation-based articles ($r = −.086, P > .1$). We then examined whether there was an association between the research methodology and attitude. The correlation was significant ($P < .001$): positive articles increased in interventional studies ($P < .001$), with a reciprocal decline in negative articles, while negative articles increased in observational studies, with a reciprocal decline in positive articles (Table 3).

### Table 3. Change in attitudes toward video games across methodological approaches, 1980–2013, as reflected in the change in proportion of video game-related articles.

<table>
<thead>
<tr>
<th>Type of study</th>
<th>Total no. of articles</th>
<th>Change in attitude (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative attitude</td>
<td>Neutral attitude</td>
<td>Positive attitude</td>
</tr>
<tr>
<td>Observational</td>
<td>1081</td>
<td>+16.0%</td>
<td>+1.1%</td>
</tr>
<tr>
<td>Interventional</td>
<td>686</td>
<td>−25.8%</td>
<td>−0.9%</td>
</tr>
<tr>
<td>Aggregated</td>
<td>160</td>
<td>+2.9%</td>
<td>−3.1%</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significance remains after Bonferroni correction.

### Change in Attitude Across Journal Centrality

Based on the impact factor (defined by Journal Citation Reports), we divided the journals into 3 groups: lower impact factor (ranging from 0 to 2.0 or nonlisted), medium impact factor (ranging from 2.001 to 4.0), and high ($≥4.001$). The groups comprised, respectively, 908 (47.12%), 668 (34.67%), and 351 (18.21%) of the 1927 publications. A chi-square test revealed a significant association between the impact factor group and attitude of the articles ($P < .001$). The low impact factor group tended to publish more positive articles (with a reciprocal decrease in neutral and negative articles) ($P < .001$), whereas both the medium and high impact factor groups tended to publish fewer positive articles, with a reciprocal increase in neutral articles in the medium group ($P < .001$) and a reciprocal increase in negative articles in the high impact factor group ($P = .008$) (Table 4).
The number of articles reporting studies of video games is increasing rapidly. It seems that the attitude toward video games is affected by the year of publication, the region of origin of the lead researcher, the discipline from which the article stems, and the research method applied. Moreover, it seems that the representation of different attitudes varies according to the centrality of the journal, as measured by its impact factor.

Surprisingly, in the early years of video games research, while opinion leaders were speaking against video games and their deleterious effects [1], most articles presented a positive attitude. The positive trend prevailing in the 1980s was reversed during the 1990s, when negative attitudes toward video games were reflected in nearly half of the publications. A possible explanation for the proliferation of positive articles in the 1980s is the novelty of this subject, with enthusiastic researchers focusing on this new field and its opportunities. When viewed by year of publication, positive attitudes increased over time (excluding the early “pioneer” years). One possible explanation is that attitudes toward video games are affected by prior experience with the field, and that gaining experience with the medium, and integrating younger researchers who have been exposed to video games all their lives, would lead to a more positive approach. Another possibility would be to view the attitude of the medical research community in a similar way to the patterns of technology adoption. The temporal curves, delineating a rise of positive articles in the 1980s, a strong shift toward negative articles in the 1990s, and then a gradual incline of positive attitudes, follows the trends depicted in Gartner’s hype cycles portraying the adoption of new technologies [29].

The assessment based on the country of origin supports the “acquaintance” hypothesis [27]: articles from the United States, a leader in the video game industry, tended to be positive. Articles from Asia, which comprises a mesh of traditional and modern cultures, and with exponential growth of technological penetration and video games, leaned toward negative attitudes. This is possibly a reflection of the repercussions of a rapidly changing culture and assimilation of changes in lifestyle.

Among the different medical disciplines, most of the findings can seem trivial. One could assume that basic science, by its very nature, would tend to lack a polarized attitude. Also, it is not surprising that the field of rehabilitation, which seeks a measure of improvement, would be positively biased. The same bias would be very plausible in the technological disciplines. Public health, though, a discipline that tends to look for risk factors and prevention measures, would understandably be biased toward the more negative attitudes. Neurology seems to be balanced. This leaves 2 disciplines with an intriguing tendency toward the negative: psychiatry and psychology, and, even more so, pediatrics. One can hypothesize that the rapid dissemination of and increase in the number of video games used in the field of pediatrics, along with a more protective and more pronounced generation gap, could be a possible explanation. Another possible explanation would be a specific “toxic” effect specific to early development and mental health. This view is in accord with when video games are being considered as a type of behavioral addiction. However, the positive-attitude studies published in the educational field, as well as in neurology and cognitive rehabilitation, strengthen the suspicion of a negative-attitude bias both in pediatrics and in psychiatry and psychology research.

The methodological partition results may not be surprising. Observational studies are often directed toward negative outcomes (eg, risk factor), while interventional studies usually seek benefits (although difficult to examine systematically, it seems that it is less common for a study to manipulate an intervention that will intentionally cause negative effects than to intervene in order to achieve a more favorable outcome).

The results of this study suggest a possible publication bias as a factor in the basic attitude of the article: negative-attitude articles are more likely to get published in a high impact factor journal. When studying a common phenomenon, such as video games, observational studies (which, as suggested, may favor a negative attitude) offer access to large populations, thus enabling stronger methodology. This might explain the bias of the higher impact factor journals toward publishing studies with a negative attitude. One can expect that, in the coming years, as the technological possibilities of interventional studies improve and as the mass of interventional studies increases, more methodologically robust interventional studies will find their way to more influential journals.

Principal Findings

The number of articles reporting studies of video games is increasing rapidly. It seems that the attitude toward video games is affected by the year of publication, the region of origin of the lead researcher, the discipline from which the article stems, and the research method applied. Moreover, it seems that the representation of different attitudes varies according to the centrality of the journal, as measured by its impact factor.

Surprisingly, in the early years of video games research, while opinion leaders were speaking against video games and their deleterious effects [1], most articles presented a positive attitude. The positive trend prevailing in the 1980s was reversed during the 1990s, when negative attitudes toward video games were reflected in nearly half of the publications. A possible explanation for the proliferation of positive articles in the 1980s is the novelty of this subject, with enthusiastic researchers focusing on this new field and its opportunities. When viewed by year of publication, positive attitudes increased over time (excluding the early “pioneer” years). One possible explanation is that attitudes toward video games are affected by prior experience with the field, and that gaining experience with the medium, and integrating younger researchers who have been exposed to video games all their lives, would lead to a more positive approach. Another possibility would be to view the attitude of the medical research community in a similar way to the patterns of technology adoption. The temporal curves, delineating a rise of positive articles in the 1980s, a strong shift toward negative articles in the 1990s, and then a gradual incline of positive attitudes, follows the trends depicted in Gartner’s hype cycles portraying the adoption of new technologies [29].

The assessment based on the country of origin supports the “acquaintance” hypothesis [27]: articles from the United States, a leader in the video game industry, tended to be positive. Articles from Asia, which comprises a mesh of traditional and modern cultures, and with exponential growth of technological penetration and video games, leaned toward negative attitudes. This is possibly a reflection of the repercussions of a rapidly changing culture and assimilation of changes in lifestyle.

Among the different medical disciplines, most of the findings can seem trivial. One could assume that basic science, by its very nature, would tend to lack a polarized attitude. Also, it is not surprising that the field of rehabilitation, which seeks a measure of improvement, would be positively biased. The same bias would be very plausible in the technological disciplines. Public health, though, a discipline that tends to look for risk factors and prevention measures, would understandably be biased toward the more negative attitudes. Neurology seems to be balanced. This leaves 2 disciplines with an intriguing tendency toward the negative: psychiatry and psychology, and, even more so, pediatrics. One can hypothesize that the rapid dissemination of and increase in the number of video games used in the field of pediatrics, along with a more protective and more pronounced generation gap, could be a possible explanation. Another possible explanation would be a specific “toxic” effect specific to early development and mental health. This view is in accord with when video games are being considered as a type of behavioral addiction. However, the positive-attitude studies published in the educational field, as well as in neurology and cognitive rehabilitation, strengthen the suspicion of a negative-attitude bias both in pediatrics and in psychiatry and psychology research.

The methodological partition results may not be surprising. Observational studies are often directed toward negative outcomes (eg, risk factor), while interventional studies usually seek benefits (although difficult to examine systematically, it seems that it is less common for a study to manipulate an intervention that will intentionally cause negative effects than to intervene in order to achieve a more favorable outcome).

The results of this study suggest a possible publication bias as a factor in the basic attitude of the article: negative-attitude articles are more likely to get published in a high impact factor journal. When studying a common phenomenon, such as video games, observational studies (which, as suggested, may favor a negative attitude) offer access to large populations, thus enabling stronger methodology. This might explain the bias of the higher impact factor journals toward publishing studies with a negative attitude. One can expect that, in the coming years, as the technological possibilities of interventional studies improve and as the mass of interventional studies increases, more methodologically robust interventional studies will find their way to more influential journals.

Limitation

Though the study covered the entire literature indexed in PubMed, our scope was limited to medical and life sciences-related publications. As such, we cannot attest to attitudes in other academic branches dealing with video games, such as education or communications. However, as few such articles have been indexed in PubMed, and consequently analyzed in this study, the general approach toward computer
games seems to be more positive. It should be noted that, as the study focused on attitudes in the medical literature, we searched only the PubMed database. Furthermore, we might have captured additional studies dealing with video games by using different keywords in our search strategy.

An additional limitation that should be noted is that we coded attitudes manually, according to human judgment, which is vulnerable to mistakes and disagreements. However, as the blinded agreement among the authors was very high, it is not likely that misclassification of articles interfered with the results. We chose to focus in this study on video games rather than social media or the internet as a whole, as the topic of video games is grounds for even greater disagreement. As internet use and email can be considered an essential part of the normal modern world (eg, for work, in the household, and for academic assignments), video games are considered “avoidable” and not a necessity, and thus their costs and benefits should be studied more carefully. Although we chose to focus on video games, in reality, the line between social media and video games has become blurred, because, unlike in the past [30], video games now comprise extensive social media and multiplayer options [31], a problem that has been raised in the debate surrounding the new definition of internet gaming disorder in the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders [32,33].

Conclusions

As suggested in the literature [24-26], biases do seem to exist, and recognizing these biases is important for the scientific community studying video games. It allows the reader to put a new study into a wider context, which seems to play a major role, according to our study, and thus could provide a better perspective when interpreting information. Furthermore, these biases should serve as a wake-up call and remind us to keep an open mind about this phenomenon, carrying (as all new phenomena do) both positive and negative perspectives, which are probably intertwined with one another more often than not. Further research should examine possible biases within specific subjects, particularly subjects that are fiercely debated, such as violence, addiction, and physical health implications.
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Abstract

Background: Health information is increasingly presented on the Internet. Several Web design guidelines for older Web users have been proposed; however, these guidelines are often not applied in website development. Furthermore, although we know that older individuals use the Internet to search for health information, we lack knowledge on how they use and evaluate Web-based health information.

Objective: This study evaluates user experiences with existing Web-based health information tools among older (≥ 65 years) cancer patients and survivors and their partners. The aim was to gain insight into usability issues and the perceived usefulness of cancer-related Web-based health information tools.

Methods: We conducted video-recorded think-aloud observations for 7 Web-based health information tools, specifically 3 websites providing cancer-related information, 3 Web-based question prompt lists (QPLs), and 1 values clarification tool, with colorectal cancer patients or survivors (n=15) and their partners (n=8) (median age: 73; interquartile range 70-79). Participants were asked to think aloud while performing search, evaluation, and application tasks using the Web-based health information tools.

Results: Overall, participants perceived Web-based health information tools as highly useful and indicated a willingness to use such tools. However, they experienced problems in terms of usability and perceived usefulness due to difficulties in using navigational elements, shortcomings in the layout, a lack of instructions on how to use the tools, difficulties with comprehensibility, and a large amount of variety in terms of the preferred amount of information. Although participants frequently commented that it was easy for them to find requested information, we observed that the large majority of the participants were not able to find it.

Conclusions: Overall, older cancer patients appreciate and are able to use cancer information websites. However, this study shows the importance of maintaining awareness of age-related problems such as cognitive and functional decline and navigation.
difficulties with this target group in mind. The results of this study can be used to design usable and useful Web-based health information tools for older (cancer) patients.

Introduction

An increasing amount of health information is delivered on the Internet [1]. At the same time, more and more patients search the Internet to find information regarding their illness or treatment [2]. This is a fortunate development as the use of Web-based health information tools (eg, Web-based patient education, patient portals, and health-related apps) improves patients’ health-related outcomes [3]. These tools can serve different functions, such as providing information or improving communication with health care providers through the use of so-called “preparatory tools” that support the patient in preparing for consultations and/or in making treatment decisions. Examples of preparatory tools are question prompt lists (QPLs) and decision aids. QPLs are structured lists of questions or topics that patients can use to prepare for a medical encounter by choosing questions they would like to ask their provider during the consultation. QPLs have been found to enhance patient participation and improve emotional and cognitive outcomes in cancer patients [4]. Decision aids are tools that help patients make decisions about their treatment by informing them of treatment options and helping them clarify their values. This helps patients communicate their values and wishes to their health care provider who can use this information to create an optimal treatment plan tailored to the patient [5].

Older patients are an important target group for Web-based health information considering the fact that many diseases (eg, cancer, diabetes, and hypertension) are diseases of older adults [6]. A recent literature review revealed that an increasing number of Web-based health information tools for older patients have been developed and that older patients benefit from the use of these tools as evidenced by improved outcomes such as self-efficacy, blood pressure, hemoglobin levels, and cholesterol levels [7]. These results were especially prevalent for Web-based health information tools with a variety of functions. However, descriptions of development processes are often not published, raising questions about the extent to which these Web-based health information tools are optimally adapted to older patients’ needs and abilities [8]. Hence, we know that older individuals use the Internet to search for health information and that this may result in positive health outcomes, but we lack knowledge on how they use and evaluate Web-based health information. Older patients experience more difficulties using Web-based technologies compared with younger age groups as they are simply less experienced in using Web-based technologies. Although this problem might resolve itself in the future decades as new generations of older adults have more experience with Web-based technologies, it is to be expected that future older generations will still face usability issues due to age-related problems such as cognitive decline and sensory and functional limitations [9,10]. First, sensory limitations such as visual decline can affect the readability of a website, for example, when small font sizes are used. Second, functional limitations such as the worsening of fine motor skills can cause problems when precise mouse movements are required, for example, using pull-down menus, which only stay open when someone moves over the area with the mouse [11]. Therefore, the use of static navigational elements, such as drop-down menus that stay open until one clicks on a link, has been recommended [9,12]. Third, (age related) cognitive decline can hinder someone’s ability to process information. The more information that is presented on websites, the more difficult it becomes for people with cognitive decline to find required information [12]. For example, Czaja et al [13] demonstrated that the influence of age on the use of technology (ie, computer and Internet use) is mediated by such age-related problems. Involvement of the end user at an early stage in the development process for Web-based health information tools is of high importance to tailor the tools to address such problems [14,15]. Still, literature on user experiences with Web-based health information tools for patients is scarce [16,17]. As a result, cumulative knowledge to be used for the development of Web-based health information tools for older patients is largely missing.

Many studies consider usability, that is, “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction,” as the main outcome to evaluate Web-based health information tools [18]. However, usability is only 1 dimension of the user experience [19]. According to the technology acceptance model, technology acceptance and usage can be predicted by ease of use (ie, usability) and perceived usefulness [20,21]. Putting user experience in the context of Web-based health information tools, for which a patient is the end user, we therefore argue that we must evaluate not only usability but also perceived usefulness in terms of content and intention to use the tool. Where usability is related to the ease of use of a system, perceived usefulness addresses “the degree to which a person believes that using a particular system would enhance his or her job performance” [22]. The aim of this study is, therefore, to evaluate user experience (ie, usability and perceived usefulness) of Web-based health information tools among older patients. Important aspects of usability are the extent to which the tool meets the patients’ needs and abilities in terms of navigation strategy and navigation problems [23]. A Web-based health information tool high in perceived usefulness delivers its content in a way that satisfies the information needs of the user and increases their intention to use [24]. First, the content of Web-based health information tools should be considered in user experience evaluations for Web-based health information tools for older patients as the information needs of older patients might differ from those of younger patients [25]. Second, older patients who
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might be used to receiving health information through traditional media sources must perceive the Web-based information to be useful to develop an intention to actually use it.

As cancer is frequently a disease among older people [6], we will assess user experience with existing Web-based health information tools among older (≥65 years) cancer patients and survivors and their partners. We selected 7 Web-based health information tools with different functions (ie, information provision tools and preparatory tools). The results of this study can be used in the systematic development of Web-based health information tools for older cancer patients.

Methods

Study Design, Setting, and Sample

This study is part of a larger project in which we systematically developed a Web-based health information tool for older colorectal cancer patients. Participants were recruited from PanelCom, a panel of cancer patients who participated in previous studies with our research group and consented to be contacted again to participate in future studies. Participants were included if they were: (1) aged 65 years or older and (2) had been diagnosed with colorectal cancer or were a partner of a colorectal cancer patient or survivor. Approval for the study was obtained from the Institutional Review Board of the University of Amsterdam (2014-CW-64).

Think-aloud observations are a classic method to assess user experience of Web-based interfaces [26]. As older individuals might have short-term memory problems, valuable data might get lost when asking participants questions after using Web-based health information tools. The think-aloud methodology allows us to observe the actual reactions of the participants during the use of the tools. Another advantage is that the think-aloud method requires low numbers of participants. Throughout the literature, it has been found that only 5 to 9 participants can detect 80% to 90% of usability problems on a website [27-29]. However, the think-aloud method has also been criticized with respect to the validity of the self-reported data that it generates [30]. Previous research has therefore suggested combining think-aloud data with observational data [31]. Therefore, we recorded all sessions by video to be able to systematically observe how participants used the websites and preparatory tools. The think-aloud method enabled us to identify usability problems via observation and self-report. Moreover, the interview setting enabled us to query the participant concerning the perceived usefulness of the tools, specifically with regard to the content and intention to use the tool (see “Materials”). This combination of think-aloud data and interview data has been used previously to investigate usability and perceived usefulness [32].

Materials

Cancer Information Websites

To identify characteristics of cancer information websites that best match the needs of the target group, we selected 3 existing websites that cancer patients might find when searching for information on the Internet, but the sources offering the information differed. When searching for Web-based health information, people commonly use general search engines such as Google, use short phrases or keywords, and tend not to look further than the first page of the search results [33]. We therefore selected a website that is the first hit on Google in the Netherlands when searching for the Dutch word for chemotherapy, which is 1 of the 3 most used treatments for cancer in the Netherlands [34]. This is a website with general information on chemotherapy that is owned by a pharmacist (website 1; [35]). As many Web-based health information consumers have difficulties in assessing the credibility of Web-based information [33], we next searched for a website from a seemingly reliable source, specifically a hospital. When searching for the Dutch words for “cancer” and “hospital,” the first hit on Google refers to a website for a specialized hospital for cancer patients in the Netherlands (The Antoni van Leeuwenhoek Hospital; website 2; [36]). As this study is part of a larger project in which we systematically developed a Web-based health information tool for older colorectal cancer patients, we selected the website of an expertise center for gastrointestinal cancer in the Netherlands (Gastrointestinal Oncology Cancer Center Amsterdam; website 3; [37]). Furthermore, we made sure in selecting the 3 websites that they differed from each other in terms of offering different modalities (ie, textual, visual, and audiovisual information) through which the information was presented and that they differed from each other with respect to various usability recommendations (eg, minimum 12-point font size, a button to increase text size, and static navigational elements), as proposed by Pernice and Nielsen [9]. Website 1 provided patients with textual information and used illustrations that clarified the text. The text on this website had a font size larger than 12 points but did not have the option to increase text size. The website did not have static navigational elements. Website 2 contained textual and audiovisual information. The text of this website had a smaller font size than 12 points and did not have the option to increase text size. The website did have static navigational elements. Website 3 contained textual and audiovisual information. The text on this website had a font size smaller than 12 points but had a button to increase text size. This website also had static navigational elements (eg, links and menus that do not change or move).

Question Prompt Lists

We used 3 Dutch Web-based QPLs for cancer patients. The first QPL was integrated into the website with chemotherapy information described previously (QPL 1; [38]). On this website, 4 QPLs were available concerning “preparation,” “a good conversation,” “side effects,” and “after the treatment.” The QPLs were in PDF format and were no longer than 1 page. The QPLs consisted of questions that patients might ask during consultations. Questions could be selected by ticking a checkbox in front of each question.

The second QPL was developed by the Dutch Breast Cancer Association for breast cancer patients and their family members (QPL 2; [39]). The homepage of the QPL contained 11 buttons that consisted of the main themes of the QPL and 3 other buttons for explanations and instructions, advice on preparing for consultations, and contact with an expert. The 11 main themes
were further divided into 86 subthemes. The main themes were “diagnosis and treatment,” “questions for family members,” “hereditary and familial breast and ovarian cancer,” “breast cancer among older patients,” “breast cancer among younger patients,” “symptoms of breast cancer,” “work and re-integration,” “breast reconstruction,” “metastasized breast cancer,” “nutrition and exercise,” and “breast cancer among men.”

The third QPL was developed by researchers from the Academic Medical Center in Amsterdam for patients with esophageal cancer to prepare for their first consultation with the surgeon after surgery (as this tool was developed for research purposes and is not publicly available, we included a screenshot in Multimedia Appendix 1: QPL3). This QPL started with an explanation of the goal and content of the QPL and gave instructions to use the QPL. The QPL contained 76 questions across 9 themes: “operation and hospitalization,” “additional care,” “physical activity,” “social or emotional problems,” “nutrition,” “the probe,” “the future,” “physical assumptions,” and “medical care.” In addition, users could add their own questions.

**Decision Aid: Values Clarification Tool**

To the best of our knowledge, there was no publicly available Web-based decision support tool for cancer patients available at the start of our study. Therefore, we used a decision aid developed by researchers at the Leiden University Medical Center (this tool has been previously used for study purposes only; see Multimedia Appendix 2). This decision aid uses the values clarifications method, which aims to encourage the consideration of all relevant treatment options and/or attributes of options while lowering the processing burden so patients can adequately identify and integrate their values in forming a preference [40]. Values clarification methods can aid older patients to individually tailor treatment decision making according to their life values. The values clarification tool aimed to assess the relative importance of rectal cancer treatment outcomes. Patients were first asked to rate the importance of the occurrence of the best and worst probability of each possible treatment outcome (all else being equal) on a 4-point scale ranging from “not at all important” to “very important.” Next, patients were asked to rate the importance of 10 paired outcome scenarios on a 7-point scale, ranging from “a strong preference for scenario 1” to “a strong preference for scenario 2.” An example of a paired scenario was “Scenario 1: Fecal incontinence. Out of 100 people: 65 will have this, 35 will not. Sexual problems. Out of 100 people: 60 will have this, 40 will not.” Scenarios 2: Fecal incontinence. Out of 100 people: 50 will have this, 50 will not. Sexual problems. Out of 100 people: 70 will have this, 30 will not.” The questions in the values clarification tool were adaptive conjoint analysis based, meaning that the paired scenarios were tailored to each individual patient based on what they consider important tradeoffs [5].

**Procedure**

Each participant evaluated the usability and perceived usefulness of 3 Web-based health information tools (ie, 1 of the 3 websites providing information, 1 of the 3 QPLs, and the values clarification tool; see Materials). Participants were first allocated to 1 of the 3 cancer information websites. We strove for an equal distribution of gender and being a cancer patient or survivor or a partner. All participants used the tools individually. Participants who were assigned to website 1 (ie, the website providing information on chemotherapy treatment for cancer) were also assigned to QPL 1, as this QPL was part of the same cancer information website. As QPL 2 was designed for female breast cancer patients, only female participants were assigned to this tool. As we had only 1 values clarification tool, all participants evaluated their user experience with this tool (see Table 1 for the distribution of participants across the tools).

We visited the participants at their homes. The sessions started with an explanation of the procedure, signing informed consent, and a short survey that assessed demographic information (ie, age, gender, and education), illness-related information (ie, diagnosis and treatment), and computer experience (ie, amount and purpose of computer use and usage of Web-based health information tools). Education was divided into low level of education (ie, primary education, lower vocational education, preparatory secondary vocational education, and intermediate secondary vocational education), middle level of education (ie, senior secondary vocational education and university preparatory vocational education), and high level of education (ie, higher vocational education and university). We provided all participants with the same hardware, using the same settings. Participants were instructed to perform several tasks according to the protocol. Participants were explicitly instructed to think aloud while executing tasks. It was emphasized that the goal of these tasks was not to test the quality of their computer skills but rather to test the usability of the Web-based health information tools. After finishing the tasks in the protocol, participants received a monetary reward of €20 for their participation.

To assess user experience, we developed an interview protocol containing different tasks (ie, search tasks, application tasks and evaluations; see Textbox 1). Some search tasks aimed to obtain insight in terms of the general navigation behavior of participants and contained the instruction to imagine a certain scenario and search for information one would like to receive in a particular situation. Other search tasks contained more elaborate instructions to search for specific information to assess information preferences. Evaluation tasks offered participants the opportunity to give their opinion about the content and usefulness for (parts of) the website or tool. Application tasks provided information about how participants use the website or preparatory tool. The protocol changed depending on the content of the Web-based health information tool visited for 1 search task (see Textbox 1; search task 7). The amount and types of tasks and questions remained the same.
**Textbox 1.** Description of questions in the observation protocol.

1. Open the website (application task)
2. What is your first impression of this website? (evaluation)
3. Imagine you just got diagnosed with cancer. What information would you like to find on this website? Try to find that information (search task)
4. Were you able to find the information? Was it easy to find the information? What made it easy or difficult? Was the information understandable? (evaluation)
5. Go to the homepage (application task)
6. Was it easy to go back to the homepage? (evaluation)
7. Try to find (search task):
   - information on how to prepare for a consultation with your health care provider (website 1)
   - information on colorectal cancer (website 2)
   - experiences of other patients on this website (website 3)
8. Were you able to find the information? Was it easy to find the information?
9. What made it easy or difficult? Was the information understandable? (evaluation)
10. Would you use this tool in the case that you were a patient for whom this tool is designed? (evaluation—intention to use)

**Analysis**

All think-aloud observations were transcribed and coded independently by 2 researchers. Disagreements were resolved through discussion. We analyzed user experience on the basis of 2 dimensions: usability and perceived usefulness. Regarding the *usability*, the data from the think-aloud protocols were analyzed from 2 different perspectives as suggested by Van Waes [23]: (1) *navigation strategy* (ie, which navigation tools did the participant use?) and (2) *navigation problems* (ie, what were the navigation barriers the participant came across?). During the first round of coding, we initially used these 2 perspectives as coding categories.

All comments regarding usability could be classified under these codes, but as navigation strategy often led to navigation problems, we combined the 2 codes into 1 code: navigation strategy and problems. We subsequently identified 3 categories of navigation strategies and problems: (1) use of navigational elements, (2) layout, and (3) instructions. These 3 categories were used as subcodes during the second round of coding; all comments regarding usability could be classified under these subcodes.

Regarding the *perceived usefulness* of the Web-based health information tools, we coded whether participants had negative or positive remarks regarding the *content* presented on the website and whether participants had an *intention* to use the tools.

Regarding the negative and positive remarks regarding the *content* presented on the website, we identified 3 subcodes during the first round of coding: (1) satisfaction with information modality, (2) information preferences, and (3) satisfaction with comprehensibility. During the second round of coding, all positive and negative remarks regarding the *content* could be classified under these subcodes.

Regarding intention to use the tools, we coded whether and why participants indicated that they would or would not use the tool in the case they were a cancer patient or a partner of a cancer patient again. The codetree is shown in Figure 1.

**Figure 1.** Code tree.
Results

Participants and Their Characteristics

Participants were (colorectal) cancer survivors (diagnosed more than 2 years ago; n=12), colorectal cancer patients (diagnosed less than 2 years ago; n=3), and their partners (n=8). The median age of the participants was 73 (interquartile range 70-79). Participants’ characteristics are listed in Table 1.

Table 1. Participants’ characteristics.

<table>
<thead>
<tr>
<th>W1&lt;sup&gt;a&lt;/sup&gt; (n=6)</th>
<th>W2&lt;sup&gt;b&lt;/sup&gt; (n=8)</th>
<th>W3&lt;sup&gt;c&lt;/sup&gt; (n=9)</th>
<th>QPL 1&lt;sup&gt;d&lt;/sup&gt; (n=6)</th>
<th>QPL 2&lt;sup&gt;e&lt;/sup&gt; (n=7)</th>
<th>QPL 3&lt;sup&gt;f&lt;/sup&gt; (n=10)</th>
<th>Total or values clarification&lt;sup&gt;g&lt;/sup&gt; (n=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (75)</td>
<td>2 (25)</td>
<td>5 (67)</td>
<td>4 (67)</td>
<td>0 (0)</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (25)</td>
<td>6 (75)</td>
<td>4 (33)</td>
<td>2 (33)</td>
<td>7 (100)</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>74.5</td>
<td>76</td>
<td>70</td>
<td>74.5</td>
<td>73</td>
<td>73.5</td>
</tr>
<tr>
<td>IQR&lt;sup&gt;h&lt;/sup&gt;</td>
<td>73-77.5</td>
<td>72.25-81.25</td>
<td>67.5-79.5</td>
<td>73-77.5</td>
<td>72-82</td>
<td>67.5-79</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>2 (33)</td>
<td>3 (38)</td>
<td>4 (44)</td>
<td>2 (33)</td>
<td>3 (43)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Middle</td>
<td>1 (17)</td>
<td>2 (25)</td>
<td>1 (11)</td>
<td>1 (17)</td>
<td>2 (29)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>High</td>
<td>3 (50)</td>
<td>2 (25)</td>
<td>4 (44)</td>
<td>3 (50)</td>
<td>2 (29)</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal cancer (patient)</td>
<td>2 (33)</td>
<td>1 (13)</td>
<td>0 (0)</td>
<td>2 (33)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Colorectal cancer (survivor)</td>
<td>2 (33)</td>
<td>2 (25)</td>
<td>6 (67)</td>
<td>2 (33)</td>
<td>2 (29)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Other cancer (patient)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (11)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Other cancer (survivor)</td>
<td>1 (17)</td>
<td>1 (13)</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No diagnosis (ie, partners)</td>
<td>1 (17)</td>
<td>4 (50)</td>
<td>2 (22)</td>
<td>1 (17)</td>
<td>5 (71)</td>
<td>1 (10)</td>
</tr>
<tr>
<td><strong>Computer use per week&lt;sup&gt;i&lt;/sup&gt; (in hours)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>3 (50)</td>
<td>6 (67)</td>
<td>5 (63)</td>
<td>3 (50)</td>
<td>5 (71)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>2-10</td>
<td>1 (17)</td>
<td>1 (11)</td>
<td>0 (0)</td>
<td>1 (17)</td>
<td>0 (0)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>10+</td>
<td>2 (33)</td>
<td>2 (22)</td>
<td>3 (38)</td>
<td>2 (33)</td>
<td>2 (29)</td>
<td>3 (30)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Website 1: website about chemotherapy.
<sup>b</sup> Website 2: website for Antoni van Leeuwenhoek Hospital.
<sup>c</sup> Website 3: website for Gastrointestinal Oncology Center Amsterdam.
<sup>d</sup> QPL 1: QPL on www.chemotherapie.nl.
<sup>e</sup> QPL 2: QPL of the Dutch Breast Cancer Association.
<sup>f</sup> QPL 3: developed by researchers of the Academic Medical Center in Amsterdam for patients with esophageal cancer.
<sup>g</sup> Values clarification tool: a values clarification tool developed by researchers at the Leiden University Medical Centre.
<sup>h</sup> IQR: interquartile range.
<sup>i</sup> Computer use: personal computer and/or tablet.
Usability

Navigation Strategy and Problems

Although participants frequently commented that it was easy for them to find requested information (n=16; 70%), we observed that the large majority of the participants encountered problems in their navigation strategy and hence were not able to find the requested information (n=21; 91%). We identified 3 categories of navigation strategies that led to problems in optimally navigating the Web-based health information tools: (1) use of navigational elements, (2) layout, and (3) instructions.

Use of Navigational Elements

Participants often started to search for information in the center of a webpage (n=18; 78%) without paying attention to the structure of the website (i.e., using a menu on the website to search for information). Website 3, for example, presented a large amount of information in the center of the webpage. The text contained several clickable links to other webpages. When we asked participants to search for specific information, most participants read the text in the center of the webpage and clicked on links provided in the text. They did not consider the menus at the top and on the left side of the webpage (n=8; 89%). Some participants commented that websites with 2 or more menu bars were too complex (n=5; 22%). Only 1 participant (4%) wanted to use the search bar to search for information but could not find the search bar.

For all Web-based health information tools, participants were required to scroll down to see an entire webpage. Overall, participants were able to and did not mind scrolling up and down (n=19; 83%), although 2 participants (9%) commented that the structure of the homepage would be easier to understand if they did not need to scroll.

QPL 2 presented a pop-up after the first question was selected. The pop-up presented the option to save the questions and to return to the QPL without saving the questions or leaving their anonymously,” some participants did not understand how to notice this or were unable to see this change in colors (n=3; 43%). In addition, the same participants did not see that the question was added to their checklist after they clicked on a question. These symbols were not always clear for participants (n=3; 43%).

When participants were given the task of returning to the homepage, they mostly used the arrow at the left top corner of the browser (n=12; 61%). Participants were not aware of the possibility of returning to the homepage of the website by clicking on the home button or on the logo of the website (n=17; 74%). Only website 1 had a “home” button to return to the homepage. However, this button was very small, and only 1 participant noticed it. One participant commented that they wanted to have a button with the text “back to the previous page” or “back to the homepage.” Website 3 had a button titled “back to care.” This button did not lead back to the previous page but to a completely different page on the website, which was confusing (n=5; 56%).

QPL 3 had 2 navigation possibilities. The first possibility was to go through all the questions in the QPL consecutively. The second option was to click on themes that were of interest to the participant and select the questions that were categorized under the specific theme and proceed by clicking on the next theme that was of interest. Participants mostly used the first option (n=9; 90%). Although participants went through the different themes and questions one by one, 2 (20%) did mention that they appreciated the subdivision into themes. The values clarification tool presented participants with one question at a time, which did not cause navigation difficulties.

Layout

Some participants were not able to read the text due to small font sizes (n=6; 26%) and/or a lack of contrast (n=5; 22%). Participants were not aware of the option to increase font size or were not able to find this option (n=2; 25%) that was presented by website 2. When we gave these participants instructions on how to increase the font size, they did appreciate this function.

Website 2 had a background consisting of a blurred illustration. Two participants commented that this was distracting because they did not know whether the illustration was blurred on purpose or whether this was due to their own visual decline (25%). The other 2 websites had plain backgrounds with colors that contrasted the text, which was greatly appreciated by the participants. Website 1 used different shades of brown colors. One participant (17%) mentioned that it was too difficult to see the differences, which made it difficult to read the text and to distinguish between buttons.

Website 1 and the values clarification tool presented buttons that were too small and too close together, resulting in participants clicking on the wrong button (n=7; 24%). Sometimes, participants were not aware of clicking the wrong button, leading to confusion as they saw a webpage with information that they did not expect or could not continue using the values clarification tool (n=5; 22%).

QPLs 1 and 3 used checkboxes that could be clicked on to select a question. QPL 2 used “+” and “−” symbols to select or deselect a question. These symbols were not always clear for participants (n=3; 43%). In addition, the same participants did not see that the question was added to their checklist after they clicked on it and when the “+” symbol changed into a “−” symbol. Furthermore, in the same QPL, the selected question changed from a black font into a gray font. Some participants did not notice this or were unable to see this change in colors (n=3; 43%).

The values clarification tool had a colored progress bar, which was appreciated by 2 participants (9%) but not noticed by the rest of the participants. One participant (4%) was color blind and could not see the progress in the bar.

Instructions

QPL 2 presented users with short instructions to help them with navigation while using the tool. Participants appreciated these instructions (n=2; 29%). One participant (14%) commented that they wanted instructions to navigate the website, for example, an instruction such as “click here if you want to have information on this topic.” QPL 3 started with an instruction...
on how to use and navigate through the tool. However, given that the instructions disappeared when participants were using the tool, some participants forgot these instructions (n=3; 30%). The instruction text was also considered too long, which resulted in some participants lacking the motivation to read the entire instruction (n=2; 20%). One participant commented that it would have been useful to receive smaller sections of the instructions while using the QPL (n=1; 10%).

**Perceived Usefulness**

Perceived usefulness was measured in terms of satisfaction with the content of the Web-based health information tools and intention to use the Web-based health information tools. Regarding satisfaction with the content of the Web-based health information tools, we identified 3 categories: (1) satisfaction with information modality, (2) information preferences, and (3) satisfaction with information comprehensibility.

**Satisfaction With Information Modality**

Regarding the modality with which information was presented, the combination of text with a video was highly appreciated. Most participants commented that watching a video had added value after reading the text because it was difficult for them to process textual information only (n=11; 79%). Regarding illustrations, participants only found these useful when they clarified the text (n=6; 67%). One anatomical illustration on website 3 that used both Arabic and Latin numbers was difficult to understand. Illustrations that did not clarify the text, for example, a picture of a health care professional or a patient, received mixed comments. Some participants appreciated these illustrations (n=3; 13%), whereas other participants did not understand the reason why these illustrations were on the website and found these distracting (n=4; 17%).

**Information Preferences**

When we asked participants what information they would search for after having received a cancer diagnosis and/or starting a cancer treatment, they indicated a need for the following information: (1) information about cancer type and/or treatment (n=14; 61%), (2) personally relevant information, for example, information on a specific treatment they would receive (n=10; 43%), and (3) contact information for hospitals and health care providers (n=6; 26%).

Website 3 offered testimonials of patients’ experiences. Participants’ opinions about these testimonials differed greatly: most (n=7; 78%) highly appreciated this information, whereas some had no need for this information at all (n=2; 22%).

One participant (17%) mentioned that information about alternative treatment options was missing on website 1. According to this participant, a health care provider should give the patient the choice to undergo a treatment or not, and (s)he preferred to retrieve not only information about the recommended treatment but also about the alternatives.

There were some comments on the amounts of questions and themes in QPLs 2 and 3. Some participants indicated that there were too many questions or themes in these QPLs, which demotivated them to use the tool (n=4; 24%). One participant was overwhelmed by the amount of questions: when I see all these questions, I think that there are so many things I should worry about.

**Satisfaction With Comprehensibility**

Despite extensive instructions and example questions presented before using the tool, most participants mentioned that they had difficulties understanding the questions in the values clarification tool (n=21; 91%). The illustration to visualize, for example, a 2 of 100 chance that the tumor would come back, was not clear to the participants (n=6; 26%). Furthermore, participants had difficulties understanding the questions in which 2 paired scenarios were offered (n=16; 70%; see Materials—Decision Aid: Values Clarification Tool—for an explanation on the paired scenarios). The instructions were followed by example questions, which aimed to help the user understand the types of questions. However, the fact that the example questions were not cancer related was considered confusing by some participants (n=3; 13%). Two participants (9%) commented that the text was easy to understand as no foreign languages or medical jargon was used.

The answer categories for the questions in which participants had to answer whether they had a preference for one scenario over the other were considered too ambiguous, as participants were asked to give their preference and to state how strong their preference was in 1 question (n=12; 52%). One participant commented that it would have been easier to just answer whether one has a preference for one scenario over the other or whether one has no preference at all.

Another participant, while thinking aloud, said:

I will just answer that I have no preference, because I do not understand this question.

Other participants were also observed to answer with the “no preference” option (n=8; 35%).

Participants were bothered by the number and apparent similarity of questions (n=9; 39%). Two participants (9%) commented that it would take them too long to finish the tool and that it took too long before they came to the relevant questions. This is because the tool started with questions about each of the treatment consequences first, followed by questions on the combined consequences of the treatment. Concerning the instructions, these were perceived as containing too much text, although it was not clear for participants what they could expect. Participants mentioned that they would rather see the question while reading the instructions (n=7; 30%).

**Intention to Use**

Most participants mentioned that receiving information about their disease and treatment at home was very valuable, as it was very difficult for them to remember all the information presented during consultations (n=16; 70%). For example, 1 participant said that receiving information after the consultation is very useful as one can be too emotional to process information during the medical encounter. However, some participants mentioned that they would not use these types of websites as they expect to receive information from interpersonal communication with their health care providers and printed materials distributed by
their health care providers. Another participant commented that they did not want any information at the time of diagnosis. However, the participant continued,

> the added value of a website with information is that one can select the information that one needs at the moment one wants to have the information.

Participants had various needs regarding the amount of information. Some participants indicated that they were overwhelmed by large amounts of information (n=9; 39%), whereas other participants had a need for as detailed information as possible (n=4; 17%). One website offered the possibility of expanding the text for certain topics. This function was greatly appreciated by participants with both high- and low-information preferences (n=3; 33%).

Participants mentioned that the questions in the QPLs were useful for them and would help them to ask questions to their health care provider that they would not have thought of themselves (n=17; 74%). One participant, for example, mentioned that

> you do not know what to expect before you have the consultation with your health care provider. It is very useful to see a list of possible topics that can be discussed.

Although most participants thought the QPLs were useful when preparing for consultation, 2 (9%) had doubts about actual usage during the consultation as they thought that the health care provider did not have time to answer all the questions. Two (9%) other participants considered preparing for a consultation by thinking of possible questions to be useful but would not use a Web-based tool for this as they are used to doing this by pen and paper. Some other participants commented that they would not use a QPL or would prepare questions for a consultation in another way, as they expect to receive the information they need from the health care provider (n=3; 13%).

Participants mentioned that they had difficulties understanding the aim of the values clarification tool. When the researcher explained the aim of the tool, some participants did mention that such a tool would be useful for them as they could understand that the topics in the values clarification tool were important to think about (n=11; 48%). However, 1 participant mentioned that this goal could have been achieved by asking just 1 question: “what is important in your life?” Another participant commented that the goal of the tool would also have been achieved simply by asking “what is most important for you: recurrence of the tumor or the side effects of the treatment?” Most participants would not use the tool themselves as they did not understand the questions (n=16; 70%). Another reason for not using the tool was because some participants preferred to discuss the issues presented in the values clarification tool with their health care provider rather than using a tool (n=7; 30%).

### Discussion

#### Principal Findings

The aim of this study was to provide insight into the user experience with existing Web-based health information tools among older cancer patients. We evaluated 7 different Web-based health information tools in terms of usability (ie, navigation strategy and navigation problems) and perceived usefulness (ie, content evaluations and intention to use).

Regarding usability, we identified how older cancer patients navigate through a website and which navigation problems they encounter. Older cancer patients had difficulties navigating through websites that had complex structures (eg, multiple navigation bars). Moreover, some navigation problems were attributable to the layouts of the websites. For example, some buttons were too small to click on for older patients suffering from physical decline. In addition, the age-related problem of visual decline played a role in navigation problems due to layout in that older patients had difficulties distinguishing colors that had low levels of contrast. Regarding the content that was presented on the websites, we found that older patients appreciated it when information was presented in different modalities (ie, text combined with illustrations or video). However, this combination was mostly appreciated if it was used to clarify the text and less for aesthetic reasons. Next, we found that older cancer patients and their partners varied greatly in terms of the amount of information they wanted to receive. Some patients wanted to receive as much information as possible, whereas other patients wanted to receive less information or no information at all. This finding is consistent with literature that found that older patients do not always want complete information on their disease [25]. All patients appreciated a website for which there was a possibility to expand information so that they could select the information they wanted to receive themselves.

The great effort it took for older adults to digest large amounts of information is probably also the reason why they preferred to only read what is applicable to their own situation, without having to filter it from among general information. This is in line with previous research that suggests that people find it increasingly difficult to concentrate on relevant information as they get older [41] and that older patients read large amounts of text when available [42].

Regarding the perceived usefulness of the Web-based health information tools, older adults overall indicated willingness to use both the health information websites and the preparatory tools. Reasons for not using the tools were that they would rather receive or discuss the information with a health care provider, that they preferred to receive offline information, or that they did not understand the content, which was the case for the values clarification tool. Similar results were found in usability testing of a comparable DA for chronic obstructive pulmonary disease patients [43].

#### Strengths and Limitations

Although our participants were cancer patients or survivors and their partners, we asked participants to project themselves into
the hypothetical situation that they were just diagnosed with cancer or just about to receive a treatment. The use of such so-called “analog patients” is documented in meta-analysis as a valid method [44]. However, it may be more difficult even for cancer survivors to imagine the perceived usefulness of the system to a person newly diagnosed with cancer. To illustrate, not all information that was presented on the websites that we selected was applicable to the situations of the patients and their partners, which might have resulted in information that was not personally relevant. This possibly resulted in participants that were not as committed as the intended users of the websites and tools would be. Furthermore, although the usability problems of newly diagnosed patients might be similar to those of our analog patients, newly diagnosed patients may be more upset by usability problems that would make them unsure of whether the information they found applied to them or whether the decision they reached with the aid of the tool was the right one. This might affect the interpretation of the results and indicates that we must take even small usability problems very seriously. Moreover, prototypes of newly developed Web-based health information tools for older people should also be tested among recently diagnosed patients and partners.

We observed a difference between self-reported data and our observational data regarding the self-reported ease of finding information and the observed difficulty with actually finding the requested information, which points to the importance of using both self-reported data and observational data in user experience research. A possible explanation for this discrepancy is that participants may have given a socially desirable answer as the researcher was sitting next to the participant, although the researcher explained beforehand that the goal of the study was not to test the skills of the participant but the usability of the website.

**Comparison With Prior Work and Practical Implications**

Previous guidelines focused on usability aspects of Web-based health information tools for older people, whereas this study also provides insights into perceived usefulness. Regarding usability, our study confirms some of the existing recommendations, refutes others, and suggests recommendations that are not mentioned in the existing guidelines. As Internet experience is increasing rapidly among older adults, some prior recommendations are no longer applicable to the current generation of older people. For example, our study showed that older website users can easily navigate through a pull-down menu—a nonstatic navigational element, whereas Pernice and Nielsen [9] more than a decade ago found that older Internet users had difficulties using these. The same authors [9] advise against scrolling down in a webpage. However, this study shows that most older users have no problems in doing so anymore.

The findings of this study confirm other existing recommendations. First, participants still had difficulties in reading small font sizes. It is important that websites designed for older users have adequate font sizes by default as participants were not able to find the button to increase font size. Second, similar to what we found in our study, Pernice and Nielsen [9] described that older users clicked on the back button in the browser to return to the homepage. Older users in our study were also not aware that clicking on the company logo would lead them back to the homepage. The recommendation to add a link called “Home” on all website pages except on the homepage and preferably in the horizontal navigation bar is therefore still applicable. Third, Pernice and Nielsen [9] recommended leaving space between links and to make the immediate area surrounding the link part of the link as older users have more difficulties with accurately clicking on small targets. This result is confirmed in our study, in which we found older users to be confused when they clicked on the wrong link or button or when nothing happened after misclicking the link.

Pernice and Nielsen [9] recommend presenting informational messages, including error messages, clearly and in a nonthreatening way. Although error messages were not common on the websites we tested in this study, we noticed that older users react in a confused or anxious manner when a pop-up unexpectedly shows up. Even when the pop-up is not an error message, participants interpreted it as such, which made them anxious. Another recommendation that was not found in the existing guidelines but that we would like to add is based on our finding that older users focus on the main text on a website instead of navigational elements such as navigation bars. We therefore recommend presenting navigational elements in the center of the homepage, which will help older users immediately make a navigational choice without being distracted by possible irrelevant information. We also recommend avoiding large amounts of main text on the homepage and to display options on one page. For instance, if a clear overview with options is provided first, users can make a conscious choice regarding which information they want to read and click on the link or button with information that is relevant to them. To satisfy both users who prefer detailed information and users who want to read only key information, give text the ability to “pull out” for users who want to read more detailed information. This was highly appreciated by both groups on website 2. Make sure to use static menus and to not use more than 1 layer for pull-out menus to avoid users getting lost in the website.

Finally, this study builds on the existing guidelines in terms of providing insights regarding how to incorporate preparatory tools such as QPLs and values clarification tools. Based on the results of the think-aloud observations, we recommend providing clear instructions on how these tools can be used that are also available when using the tool. It is also recommended to limit the number of questions and themes in QPLs to a maximum of 20 predefined questions per QPL, to make 1 question visible at a time and to provide the possibility of adding additional personal questions. To be able to provide the user with a personal overview of all selected questions in order of priority, the option to add or to not add a selected question to this personal list (QPL) or answer (values clarification tool) should be provided, as well as the ability to prioritize the importance of questions, for example, by asking the user to indicate whether the topic or question is “not important (0)” to discuss, “rather important (1),” “important (2),” or “extremely important (3).” The ability to store this personal list, to print it out, or to email it should be incorporated into the tool. Textbox 2 gives a
summary of recommendations that can be derived from this study and previous studies.

One of the benefits of Web-based health information tools compared with traditional health information sources (eg, printed patient leaflets) is that information can be tailored to meet the individual preferences of individual patients [45]. Moreover, tailored information has been found to be processed more deeply, contain less redundant information, and is perceived more positively by users [46]. Although these results were found in a different context and in a younger sample, we expect that these benefits could also apply to older cancer patients as our results confirm that older cancer patients vary greatly in terms of their information preferences (ie, the amount and type of information they want to receive), literally evidenced by comments regarding the need to receive information that is personally relevant. Tailoring information according to patients’ preferences would therefore make information more personally relevant, allow deeper information processing [47], and would contain less redundant information, which could be particularly beneficial to older patients considering age-related cognitive limitations [48].

Although the text of the values clarification tool was often perceived as too difficult to understand, participants thought that the goal of the values clarification tool (ie, a tool that would support them in thinking about which treatment consequences are most important for them) would be very useful. This is in line with a study [49] in which it was found that patients perceive such a values clarification tool as useful. A Web-based values clarification tool should therefore offer text or questions that are easy to understand and that prompt them to start thinking about their preferences. For example, a QPL consisting of 3 simple questions (ie, “what are my options?,” “what are the possible benefits and harms of those options?,” and “how likely are the benefits and harms of each option to occur?”) has been designed [50]. The authors found that health care providers took patient preferences concerning treatment options into consideration after patients asked these 3 questions.

All Web-based health information tools were easier to use for older patients when they were provided with short instructions during use. Instructions that were given before Web-based health information tools were not remembered, if read at all. Short instructions should be provided while using the tool and should only apply to the specific function that is used at that time.
Textbox 2. Recommendations for the development of Web-based health information tools for older patients.

**General guidelines**

Recommendations based on current think-aloud observations:
- older people often use tablets: it is important that the site is suitable for a tablet;
- provide the ability to print information or to save as a PDF or send to email.

Recommendation based on both the current think-aloud observations and literature:
login must be simple.

Recommendation based on prior guidelines or literature:
ensure that the home page loads quickly.

**Access to information (structure and navigation)**

Recommendation based on current think-aloud observations:
avoid large amounts of information on a page. If possible, display options on 1 page, for example, first provide an overview with options, and then (after visitors choose what information they wish to read) the relevant information.

Recommendations based on both the current think-aloud observations and literature:
the design must focus on easy-to-use navigation tools:
- show a navigation bar on every page on the same place. (top)
- use a prominent homepage button on each page.

hyperlinks must be distinguishable from other text and easy to click on (eg, not too close to other text). Change the color if a link is clicked.

Recommendation based on prior guidelines or literature:
make sure that links go directly to the content.

**Information (text, illustrations, video, multimedia)**

Recommendations based on current think-aloud observations:
- allow text to “pull out” for users who want to read more detailed information (see eg., http://www.avl.nl/behandelingen/chirurgie-bij-dikke-darmkanker/ under “What is going to happen”);
- provide a clear explanation of illustrations: what exactly is there to see?

Recommendations based on both the current think-aloud observations and literature:
- combine strategies (audiovisual and text) so that older people have a choice. This is important because older people often want to control the pace at which they obtain information (which may be less possible with audiovisual information);
- a combination of personalization and audiovisual information enhances information memorization;
- adding images to a website improves satisfaction with the attractiveness of a website. Illustrations that explain the text are considered most useful. The images need to be carefully tested in the target group;
- large, readable font (so that a button to enlarge text is not required);
- text in a contrasting color background;
- write for users; do not use difficult language or technical terms;

Recommendations based on prior guidelines or literature:
- a website with a personal video (information provided by a patient) and text can increase satisfaction with the website;
- terms such as senior, older, or age-related terms can be used on the site. However, do not use stereotypes or patronizing text.

**Usability**

Recommendation based on both the current think-aloud observations and literature:
a search function is rarely used by the elderly. If this function is installed:
- make the search field very clear (eg, put the word “Search” clearly in front of open fields where users can search);
- the search engine should be easy to use and also work when punctuation is used;
- always repeat the search terms clearly above the search results;
• make sure the results are visible on the page without scrolling.
• buttons and other interactive objects must be easily clickable;
• error messages should be understandable and visible;
• when a pop-up is used, ensure that all information fits into the screen so that users do not have to scroll.

Recommendation based on prior guidelines or literature:
use static menus (no pull-down menus or other moving elements).

If something needs to be filled in on the website:
Recommendation based on prior guidelines or literature:

if you are asked for a date, use this format:
• select month by means of a drop-down list of months in chronological order;
• type date into an empty field;
• type year in 4-digit format in an empty field.

• if there are errors in a form, accept all the correct information and show users only the fields that need to be changed. Explain what the user should do to correct the error at the top of the form;
• ask users not to enter a salutation. Use a drop-down list if this information is required.

Preparatory tools (QPLs or values clarification tools)
Recommendations based on current think-aloud observations:
• provide clear instructions, which are also available when using the tool;
• limit the number of questions and themes in QPLs (up to 20 questions per topic);
• make 1 question at a time visible with the ability to add or not add the question to a personal list (QPL) or answer (values clarification tool);
• give an overview of all selected questions in order of priority and the option to add additional (personal) questions;
• provide the ability to store the list, print it out, or email it.

Directions for Future Research
In addition to using existing guidelines for website development for older adults in general, our study shows the importance of taking the specific target group, in this case, older cancer patients, into consideration, as this group differs from a more general older target group. Future studies should investigate the user experience of other older patient groups as patients with other diseases might have different information needs or Web-based health information tools might have other functions such as medication reminders for patients with chronic diseases. Next, as the Netherlands is one of the countries with the highest Internet access among adults aged 65 years and older [51], future research is needed in countries where there are lower levels of Internet access.

Previous research concluded that QPLs can improve communication and psychological and cognitive outcomes in cancer patients (see [4] for a systematic review of the literature), and this was also found for older cancer patients [52]. This suggests that QPLs are useful tools to be developed and implemented for various diagnostic tests and treatments in cancer care. Although most participants considered a QPL to be a highly useful tool, this was not true for every older cancer patient. We identified certain reasons why older cancer patients would not intend to use a (Web-based) QPL, such as a preference for paper and pen and relying solely on interpersonal communication during consultation. The impression that the health care provider would not have time to answer the questions was also mentioned as a barrier, which is in line with previous research identifying barriers that patients have when discussing certain topics during consultations [53]. We therefore recommend that QPLs should not contain a large number of questions and should prioritize questions so that patients can ask their most important questions first, without increasing the consultation time (see Practical Implications). Future research should further investigate barriers for using Web-based health information tools such as QPLs.

The values clarification tool was also designed to be used to prepare patients for their consultation with their health care provider and to support the conversation about the weighing of benefits and harms of treatment. Participants indicated that the number of questions used in the values clarification tool was too extensive and that the importance of the outcomes could have been assessed by asking them in one direct question. However, the purpose of the adaptive conjoint analysis is that the relative values are assessed, that is, the importance of an outcome in relation to the other outcomes. Participant comments indicated that they would rather discuss the advantages and disadvantages of a treatment with their health care provider instead of using the tool, which might differ when participants actually used the tool in combination with interpersonal communications with their health care provider. As the values
clarification tool is designed and had been used in the context of a clinical study only in which the tool was combined with consultations with health care providers, the comments of the participants in this think-aloud study were that they would rather discuss these benefits and harms of treatment with their health care provider are therefore not unexpected. A recent literature review on the effectiveness of decision aids for older adults indicated that patient outcomes seemed to be better when participants received the decision aid from their clinician during the consultation than when it was delivered by a researcher before the consultation [54,55]. This suggests that decision aids might be particularly useful for older adults when successfully integrated with interpersonal communication during the consultation. However, only 2 studies in which the decision aid was delivered during the consultation were included in the review [56]. The same might hold true for the QPLs. Future studies should therefore examine the added value of these tools when offered by the health care provider during the consultation.

Conclusions
This study shows how older cancer patients use and evaluate Web-based health information tools. Older cancer patients are fully able to use Web-based health information tools and perceive these tools as highly useful in their search for health information and to prepare for interpersonal communication with their health care providers. However, older patients experienced navigational problems that can hinder optimal user experience with these tools. This study unmasked these navigation problems along with specific user preferences. We used our results to propose improvements for the design of Web-based health information tools for optimal user experience among older patients.
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Abstract

Background: Social media, mobile and wearable technology, and connected devices have significantly expanded the opportunities for conducting biomedical research online. Electronic consent to collecting such data, however, poses new challenges when contrasted to traditional consent processes. It reduces the participant-researcher dialogue but provides an opportunity for the consent deliberation process to move from solitary to social settings. In this research, we propose that social annotations, embedded in the consent form, can help prospective participants deliberate on the research and the organization behind it in ways that traditional consent forms cannot. Furthermore, we examine the role of the comments’ valence on prospective participants’ beliefs and behavior.

Objective: This study focuses specifically on the influence of annotations’ valence on participants’ perceptions and behaviors surrounding online consent for biomedical research. We hope to shed light on how social annotation can be incorporated into digitally mediated consent forms responsibly and effectively.

Methods: In this controlled between-subjects experiment, participants were presented with an online consent form for a personal genomics study that contained social annotations embedded in its margins. Individuals were randomly assigned to view the consent form with positive-, negative-, or mixed-valence comments beside the text of the consent form. We compared participants’ perceptions of being informed and having understood the material, their trust in the organization seeking the consent, and their actual consent across conditions.

Results: We find that comment valence has a marginally significant main effect on participants’ perception of being informed ($F_2=2.40, P=0.07$); specifically, participants in the positive condition (mean 4.17, SD 0.94) felt less informed than those in the mixed condition (mean 4.50, SD 0.69, $P=0.09$). Comment valence also had a marginal main effect on the extent to which participants reported trusting the organization ($F_2=2.566, P=0.08$). Participants in the negative condition (mean 3.59, SD 1.14) were marginally less trusting than participants exposed to the positive condition (mean 4.02, SD 0.90, $P=0.06$). Finally, we found that consent rate did not differ across comment valence conditions; however, participants who spent less time studying the consent form were more likely to consent when they were exposed to positive-valence comments.

Conclusions: This work explores the effects of adding a computer-mediated social dimension, which inherently contains human emotions and opinions, to the consent deliberation process. We proposed that augmenting the consent deliberation process to incorporate multiple voices can enable individuals to capitalize on the knowledge of others, which brings to light questions, problems, and concerns they may not have considered on their own. We found that consent forms containing positive valence annotations are likely to lead participants to feel less informed and simultaneously more trusting of the organization seeking
consent. In certain cases where participants spent little time considering the content of the consent form, participants exposed to positive valence annotations were even more likely to consent to the study. We suggest that these findings represent important considerations for the design of future electronic informed consent mechanisms.

(J Med Internet Res 2016;18(7):e197) doi:10.2196/jmir.5662
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Introduction

Social media, mobile and wearable technology, and connected devices have significantly expanded the opportunities for conducting research online. Already recognized as a rich resource for psychological and social research [1], biomedical research is taking increasing interest in these digital methods. Apple’s launch of ResearchKit in April 2015 provides an example of a tool created specifically to facilitate biomedical research through online processes and interactions [2]. The reduced barrier to entry for participation in online biomedical research and the sensitivity of the resultant data highlight the importance of informed online consent processes and require us to reevaluate their effectiveness and potential to enhance the consent deliberation process in this new context.

Electronic consent poses new challenges when contrasted to traditional consent processes. Whereas individuals were formerly able to engage with a professional in additional face-to-face dialogue, potential online research participants have fewer opportunities to ask questions and express their concerns in real time. Furthermore, the use of certain presentation techniques and design interventions may influence an individual’s decision to participate [3, 4], raising concerns regarding voluntariness. In response to these and other concerns, federal agencies are drafting guidelines for electronic consent [5].

While electronic consent can reduce the participant-researcher dialogue, the online environment allows the consent deliberation process to move from solitary to social settings. A computer-supported social environment could enable individuals deliberating on their consent decision to connect with each other, share information, formulate and evaluate different perspectives, and ultimately understand the risks and benefits of the research beyond the scope of one-on-one dialogue with a research staff member.

In a previous study [6], we hypothesized that incorporating user-generated social annotations into online consent forms with complex content would allow individuals to benefit and learn from others’ perspectives, knowledge, and ideas by encouraging discussion and helping to focus attention on the issues that users find important. We designed such a tool and evaluated it compared to a control condition of an online consent form with no social annotation. Specifically, we compared participants’ perceptions of the extent to which they felt informed when they made their consent decisions, the extent to which they felt that they understood the content of the consent form, and the extent to which they trusted the organization seeking consent with the perceptions and beliefs of participants in the control condition. While the social annotation intervention did not influence the consent rate, we found that individuals exposed to social annotations in consent forms felt more informed compared to those exposed to traditional online consent forms, and furthermore, that the effect of exposure to social annotation was stronger among users who were less concerned about privacy. Interestingly, we also found that participants felt that they understood the consent form and trusted the organization more in the control condition than when exposed to social annotation. Taken together, the results indicated that social annotations can serve to highlight individuals’ own limitations in comprehension and engage participants around the negative aspects of the consent form rather than the positive aspects, leading to lower levels of trust and perceived comprehension.

Following our first study, a number of questions remained concerning the extent to which annotations containing bias or emotional valence may influence users’ deliberative processes and consent decisions, and the necessity of “policing” such information contributed by anonymous users in a high-risk context. User-generated content contains human emotion and bias by its very nature and can influence others: “...affect appears to influence what we notice, what we learn, what we remember, and ultimately the kinds of judgments and decisions we make” (p. 273) [7]. This study builds on and extends our previous research to understand the influence of annotations’ valence on perceptions and behaviors surrounding online consent. In doing so, we hope to shed light on how social annotation can be incorporated into digitally mediated consent forms responsibly and effectively.

Application Domain: Personal Genomics

Traditionally, medical genetic testing targeted individual loci and was performed for specific medical contexts (eg, when investigating a suspected genetic condition). A medical expert mediated the consent process for testing and returning results. A precipitous decline in the costs of genome-scale testing, however, has led to widespread access of personal genomic data. Several companies currently offer genome-scale testing services directly to consumers. Direct-to-consumer genetic testing (DTCGT) is a relatively new and developing online service that enables individuals to acquire genetic information without the mandatory involvement of a health care provider by sending a saliva sample to a DTCGT company at the cost of a few hundred dollars. DTCGT users are often asked to share their genetic and family history information with biomedical researchers who partner with the DTCGT provider. Genetic results, including traits, ancestry, and in some cases, health information, are reported using interactive online apps [8, 9]. With DTCGT, computer-mediated consent and the presentation of results have become core aspects of giving individuals access
to their genome-scale test results. At the same time, these aspects raise concerns that policy makers as well as researchers attempt to address [5]. Many of the risks associated with digitally mediated genetic testing are related to data privacy; the technical limitations of keeping genomic data safe and secure, the possibilities for unintended public disclosure and identifiability if those records become public, the potential for genetic discrimination by the law, employers, or insurance agencies, and the handling and potential for misuse by research personnel. The consent form is responsible for communicating the gravity and significance of these risks and others to participants with varying degrees of knowledge of genomics and data privacy, as well as varying degrees of concern with privacy-related issues.

Informed Consent

The decision to consent to participate in biomedical research is generally mediated by two main factors: participants’ comprehension of the details of the study and their trust in the research organization [10]. Informed consent consists of four core tenets (ie, disclosure, comprehension, voluntariness, competence) and describes the process of educating individuals on a procedure so that they are able to make a well-reasoned decision about their voluntary agreement to participate [3,11]. The moral obligation of consent seekers is widely recognized as providing “those facts that all rational persons would want to know, namely, the various goods and evils that result from alternative modes of treatment, including severity and probability” [12]. Ubel and Lowenstein [13] suggest that this approach falls short of helping individuals make decisions that fit with their own values. They propose to find a way to combine medical facts with attributes and considerations that are relevant to participants with suspicions, hopes, fears, and anxieties. With this study, we assert that adding a computer-supported social aspect to the consent deliberation process means bringing in other perspectives on what “information” is valuable for informed consent.

Consent Forms

Prior research on the design of consent forms has not yielded consistent results. Early studies on the design of consent forms focused on text readability [14,15]. Following the realization that readability does not necessarily relate to comprehension [16], research shifted to explore different ways to communicate the content of consent forms and other legal documents. Recent studies on consent form design focused predominantly on the impact of content structure, graphical enhancements, and multimedia on comprehension. Dresden and Levitt [17] demonstrated greater comprehension when a consent form was shortened to contain only details that the researchers believed most relevant to a potential participant. In a test comparing comprehension of a traditional consent form and a graphically enhanced form, however, Stiles et al [18] found no significant difference in the rate of comprehension. Murphy et al [19] showed a significant increase in consent form comprehension scores with a combination of restructured text, simplified vocabulary and sentence structure, and the use of illustrations to communicate key concepts. Dunn et al [20] found that the participants assigned to read a consent form formatted as a structured, computerized slideshow scored higher in comprehension tests than participants assigned to a traditional consent form condition. Other studies, however, show that replacing a traditional consent form with an interactive computer-based presentation does not result in consistent improvements in comprehension [21,22]. Multimedia interventions have used video to replace or complement textual consent forms, though comprehension tests have widely demonstrated that video has little effect on consent form comprehension [22,23].

Social Annotation

Social annotations consist of three elements: the resource (ie, the text in question), the users, and the metadata created by the users. In a paper on the collective dynamics of social annotation, Catutto et al [24] define social annotation as “freely established associations between Web resources and metadata [keywords and descriptive labels, categories, ratings, comments and notes] performed by a community of Web users with little or no central coordination” (p. 10511) that captures the relevant collective knowledge of all users. Gao [25] asserts that access to this type of social annotation allows users to discuss content collaboratively and asynchronously, and presents evidence that there is more discussion that is more thoughtful, focused, and related to the text when users had access to social annotations. Further, Nelson et al [26] demonstrated substantial learning effects among participants in exploratory learning tasks who had access to social annotations during a controlled laboratory experiment. Within the context of consent forms, incorporating social information may allow individuals to benefit and learn from others’ novel perspectives, knowledge, and ideas by encouraging discussion and helping focus attention on the issues they find important.

Cross and Sproull [27] argue that the value of social information is fundamental and not limited to the online environment. In a qualitative study of information relationships, the authors found that individuals tend to seek out relationships that support problem reformulation (in which others help to define or redefine dimensions of a problem not previously considered). In the context of the social consent form, Cross and Sproull’s [27] findings show that individuals would perceive the information relationships embodied in social annotations as valuable resources for vetting the risks and benefits of participation.

Access to socially constructed information can impact the decisions an individual makes in areas ranging from consumer products [28] to travel [29] and security feature adoption [30]. Das et al [30] found that information exchanges on the topic of security tend to begin with an individual’s desire to warn others of immediate or novel threats, or to acquire information useful for understanding a particular system or solving a problem. This suggests to us that participants would be motivated to use social annotations in the context of consent for biomedical research and that the decisions they make about consenting could be influenced in turn by the knowledge and experiences of others.

When user-contributed information is generated and added voluntarily to digitally mediated documents, they are not usually policed by a centralized authority [23] and therefore annotations...
may contain inaccurate information or perceptions. Though Bernstein et al [31] used the social features of Collabio to show that the tags produced by users had a high degree of accuracy, they attributed this accuracy to social motivators that prevented serious misuse or off-topic tags. These social motivators may not necessarily exist in a context like medical research where anonymity is not only valued, but also legally mandated. Further, in the absence of personal identifiers, potential participants may perceive certain others as “experts,” who are more valuable and more persuasive than others, where they might not necessarily be [32,33].

Any potential for false information can have significant impacts on prospective participants. An individual’s ability to respond appropriately to a situation requires the ability to correctly interpret and react to incoming information, particularly in compliance-gaining settings [34]. The individual relying on socially constructed information may therefore be making decisions based on erroneous information or misplaced beliefs, which can impact not only the participant, but in cases like genomic research, also participants’ ancestors and offspring.

Message Valence and Social Annotation

Social annotations communicate both information and emotion: as a form of human communication they inherently carry information about the contributor’s emotional state or judgment about the content [35]. One outcome of this is the development of an emotional connection with content that would otherwise be static or impersonal [36]. The utility of social annotations in the process and experience of deliberation, however, is not well understood.

Prior research on the influence of user-generated comment valence has largely been done in the context of consumer reviews. Chen and Xie [37] argue that consumer reviews generated by users based on their individual experiences can help subsequent customers find products matching their needs. They also assert that the information provided by the institution and user-generated content act as substitutes for each other, rather than complements, when the cost of the product is high and reviews are generated by novice reviewers.

Studies on text with affective dimensions suggest that positive and negative sentiment could lead to greater cognitive involvement in terms of attention as well as better memory of the text [38,39]. Smith and Petty [40] showed that message framing impacts the extent to which an individual processes the message. Specifically, they found that messages whose framing was unexpected led to more extensive message processing. The authors drew on Kahneman and Tversky’s Prospect Theory [41] to define positive framing as the characterization of uncertain alternatives in terms of potential gains, and negative framing in terms of potential losses. The individual is engaged because the message is more salient. Applying prospect theory to persuasion, they also noted that negatively framed messages should be more persuasive than positively framed messages.

Messages evoking or communicating particular sentiments result in different forms of engagement with the message. Berger [42] found that content evoking particular sentiments can ultimately lead to higher levels of arousal resulting in higher rates of sharing. In a study on the relationship between blog sentiment and the volume of feedback, Dang-Xuan and Stiegler [43] found that blog posts with negative and positive valence elicited significantly more comments compared with neutral or mixed valence blog posts. Affect, as an impetus for reaction, seems to exist in other contexts as well: online leadership in discussion forums appears to be positively correlated with the use of emotional valence in messages [44]. Furthermore, negative and positive valence messages do not necessarily produce the same outcomes: messages with positive valence tend to evoke a sense of community that encourages participation, whereas negative valence comments can result in more hostile and heated exchanges [45].

Trust and Social Annotation

Beyond the effective and appropriate communication of information, previous research shows that trust plays a crucial role in the decision to disclose sensitive information online [46]. Similarly, trusting the physician or research organization plays a fundamental role in the decision to participate in medical research [47]. We view trust in the medical context as “the expectation that institutions and professionals will act in one’s interests” (pg. 661); this view follows from [48]. In this context, trust consists of five dimensions: expectations about the research organization’s competence, the extent to which the organization is concerned with their patient’s welfare, the organization’s control over decision making, the organization’s management of confidential information, and the organization’s openness in providing and receiving information [48]. In traditional consent-seeking procedures, the individual independently examines the information provided by the authors of a consent form along these five dimensions before making a decision about consent. By implementing social annotations, we enable prospective participants to capitalize on the experiences of others to discern trustworthiness and therefore add a social perspective to the user’s development of trust in the organization seeking consent.

Hypotheses

Drawing from the literature above, our research model is depicted in Figure 1. Independent variables include comment valence (listed on the left); dependent variables include consent, the extent to which users felt that their decision was informed, the extent to which users felt that they understood the material, and the extent to which they trust the organization offering the study (listed on the right). A measure of participants’ concern for privacy-related issues in the digital environment served as an interaction term (listed on the bottom of the diagram). We also measured interactivity with the annotations to give us a more general idea of how participants used the annotations. The arrows denote the hypotheses addressed in this study.

Deliberating whether to participate in medical research can be a complex process, though individuals’ decision-making abilities are limited [13]. Prior research has shown that in such scenarios, individuals tend to simplify these deliberations by ignoring large amounts of information while focusing on a subset of information relevant to their value system [18,41]. In the context of consent, we suggest that social annotations serve to connect individuals’ value systems to the content of the consent form.
in an explicit manner. Prospective participants are able to observe, identify with, and learn from the issues, questions, concerns, and emotions communicated by previous participants on topics relevant to their values, thus focusing their deliberations on these issues and improving the efficiency and effectiveness of their deliberative process. Nelson et al. [26] showed that social annotations can be useful in helping individuals learn unfamiliar topics. Social annotations provide a mechanism for bringing others’ knowledge and insights to bear on difficult-to-understand topics, allowing participants to capitalize on the collective knowledge of previous participants. Following from [38–40], who found that messages containing emotional affect also tend to be more cognitively engaging, our first hypotheses are that comments with emotional valence will amplify these deliberative effects:

H1a. Participants exposed to negative- and positive-valence annotations will feel more informed about their decision to consent or not when participants exposed to mixed-valence comments.

H1b. Participants exposed to negative- and positive-valence annotations will feel that they understand the content of the consent form better than participants exposed to mixed-valence comments.

Dinev and Hart [49] have asserted that concern for privacy issues is based on two processes: “(1) interaction with information technology (the Internet in this case), which requires a set of skills and a level of technical literacy, and (2) a social process of communication and transaction with sometimes anonymous or little-known social entities (companies or individuals) in the networked environment.” (p. 8). Individuals with low levels of privacy concern therefore tend to have relatively basic mental models of privacy-related issues [50] and do not benefit from the predictive and explanatory power of informed mental models for understanding risky situations and interactions [50], as individuals who are knowledgeable about privacy-related issues do. Kittur et al. [51] showed that having access to others’ mental models and knowledge representations can help individuals build and refine their own schemas. Furthermore, considering Smith and Petty’s [40] assertion that messages with negative affect can be more persuasive than those with positive affect, it is possible that these individuals with low privacy concern are also more prone to the influence of comments with negative valence. Thus:

H2a. The effect of exposure to social annotation on the extent to which participants feel informed will be stronger for individuals with lower privacy concern when exposed to negative valence comments than when exposed to mixed- or positive-valence comments.

H2b. The effect of exposure to social annotation on the extent to which participants feel they understand the content of the consent form will be stronger for individuals with lower privacy concern when exposed to negative-valence comments than mixed- or positive-valence comments.

We propose that annotation valence also plays a role in how individuals assess the trustworthiness of the organization seeking consent. Prior research has examined the role of technology-mediated social influence in protecting users in trust-related situations such as security and privacy threats [30], as well as from antisocial or exploitative behavior [52]. Potential concerns, shared by prior users, about the information provided to current users may therefore influence their perception of the information [53]. Prior studies demonstrate that negatively framed information is significantly more effective than positively framed information in shaping users’ perceptions [54, 55]. In the context of trust, researchers note a “negativity bias” for information communicating risk [56]. That is, individuals tend to trust negative messages more than they trust positive messages in the context of hazard-related information. We therefore propose the following:

H3a. Participants exposed to negative-valence annotations will trust the organization less than participants exposed to either mixed- or positive-valence comments.

Prior research has shown that individuals with high and low privacy concern form trust in online contexts differently from each other [57] and that individuals’ existing attitudes about a topic can moderate the effect of message valence on trust [58]. Specifically, Petty and Cacioppo [59] suggest that individuals with less experience in a topic are more likely to focus on peripheral cues (such as design or reputation) compared with experienced individuals to infer trustworthiness. Taken together with findings around the “negativity bias” associated with communicating risk [56], we propose the following:

H3b. The effect of exposure to social annotation on the extent to which participants trust the organization will be stronger for individuals with lower privacy concern when exposed to negative-valence comments than mixed- or positive-valence comments.
Methods

Procedure

We conducted a between-subjects experimental study to explore the effects of message valence in online social annotations on users’ beliefs and behavior surrounding consent.

A website was developed specifically for this experiment. A link to the study was made available on Amazon Mechanical Turk, and participants were paid US $5.00 for completing the questionnaires. Participation in the study was limited to English speakers with a record of at least 100 prior tasks at an approval rate exceeding 99%. Since DTCGT is marketed to the general population, we chose to recruit users via Amazon Mechanical Turk. The population of Amazon Mechanical Turk is diverse and reflective of the general population, making it a viable venue for data collection [60,61]. The choice of high prior approval rate and the relatively high pay was made in order to increase the likelihood that participants will be reliable and that they will take their time when considering the various choices they have to make as they go through the study.

Participants were asked to take part in a study seeking to understand how users engage and learn from personal genomic information. They were first asked to answer several questions about their Internet usage (ie, privacy questionnaire) and to complete a tutorial on genomics. They were then asked to review the consent form for an additional study in which they could participate that would result in the mapping of their own genome. Users were randomly assigned to view an online consent form with social annotations that exhibited positive, negative, or mixed valence.

In order to maintain ecological validity, participants were led to believe that the additional genome mapping study was a real study in which they could participate. Participants were told that if they consented, they would be linked to an external page where they would be asked to provide their email address, phone number, and basic health information and would be contacted by an administrator of the genomics study to coordinate further (Figure 2). This deception was used to increase the likelihood that participants would take the time to make an informed and honest decision based on the information provided in the consent form. We did not disclose to participants that the genomic study was fictional until the end of the Mechanical Turk study when they were told the true objective of the study was to learn about the process of consent. No identifying information (email, phone number, etc) was ultimately collected.
Research Instruments

Privacy Questionnaires

A privacy questionnaire and personal genomics tutorial preceded the consent form. Because the majority of the risks and issues with digitally mediated research center on data privacy, particularly in the context of genomics research, we used a measure of pre-existing privacy concern to assess an individual’s existing attitude towards online privacy-related issues. We used a validated 16-item measure for privacy concern developed by Buchanan et al [62] based on Westin’s privacy index [63] (see Table 1). Each question was answered using a 5-point Likert scale between “Not at all concerned” and “Extremely concerned.”

Table 1. Buchanan et al’s [62] measure of privacy concern.

<table>
<thead>
<tr>
<th>Question #</th>
<th>Question content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In general, how concerned are you about your privacy while using the Internet?</td>
</tr>
<tr>
<td>2</td>
<td>Are you concerned about online organizations not being who they claim they are?</td>
</tr>
<tr>
<td>3</td>
<td>Are you concerned that you are asked too much personal information when you register or make online purchases?</td>
</tr>
<tr>
<td>4</td>
<td>Are you concerned about online identity theft?</td>
</tr>
<tr>
<td>5</td>
<td>Are you concerned about people online not being who they say they are?</td>
</tr>
<tr>
<td>6</td>
<td>Are you concerned that information about you could be found on an old computer?</td>
</tr>
<tr>
<td>7</td>
<td>Are you concerned who might access your medical records electronically?</td>
</tr>
<tr>
<td>8</td>
<td>Are you concerned about people you do not know obtaining personal information about you from your online activities?</td>
</tr>
<tr>
<td>9</td>
<td>Are you concerned that if you use your credit card to buy something on the Internet your card number will be obtained/intercepted by someone else?</td>
</tr>
<tr>
<td>10</td>
<td>Are you concerned that if you use your credit card to buy something on the Internet your card will be mischarged?</td>
</tr>
<tr>
<td>11</td>
<td>Are you concerned that an email you send may be read by someone else besides the person you sent it to?</td>
</tr>
<tr>
<td>12</td>
<td>Are you concerned that an email you send someone may be printed out in a place where others could see it?</td>
</tr>
<tr>
<td>13</td>
<td>Are you concerned that a computer virus could send out emails in your name?</td>
</tr>
<tr>
<td>14</td>
<td>Are you concerned about emails you receive not being from whom they say they are?</td>
</tr>
<tr>
<td>15</td>
<td>Are you concerned that an email containing a seemingly legitimate Internet address may be fraudulent?</td>
</tr>
</tbody>
</table>

Genomics Tutorial

The personal genomics tutorial comprised learning materials on the human genome and personal genomics developed by the Personal Genetics Education Project [64]. Participants’ understanding of the material was assessed using a short 6-question quiz. Participants were then presented with a sample personal genomics report for an imaginary individual named Jamie, followed by another comprehension task. This task was used to demonstrate the type of information provided by genetic testing. Jamie’s report was developed for this study using a fictional dataset in which sex and ethnicity did not have a specific effect and was modeled on GET-Evidence [64], Harvard’s Personal Genomes Project’s personal genomics report. Participants were asked to study the report and to answer three comprehension questions. Figure 3 shows the personal genomics report presented to users.
Social Consent Form

Following the genomics tutorial, participants were presented with the consent form for an additional, optional study in which their genomes would be mapped and their family health history and trait information would be collected online. The study was framed as a voluntary contribution to research (rather than a commercial service in exchange for payment), but those who chose to participate would receive their results in a free, online report. The content of the consent form was based on Office for Human Research Protections guidelines [65], the Personal Genome Project consent form [66], and the 23andMe informed consent document (publicly available online [67]). Modifications to improve the clarity of the text were made based on feedback provided in pilot tests with other Amazon Mechanical Turk users.

The experimental consent form included comment boxes with social annotations in the margins of the screen (Figure 4). Participants were told that these annotations had been contributed by previous prospective participants who had seen the same consent form. In reality, the content was derived from feedback provided by participants during earlier pilot tests and included questions, concerns, personal perspectives, and contextual information related to the content of the consent form. We used our best judgment to select feedback in which the sentiment expressed was not unreasonably extreme. The selected comments were then edited such that each had positive and negative valence versions of itself, allowing us to standardize and control the topics of social annotations across conditions. Though they were manipulated, deriving the annotations from real content allowed us to use material that touched on topics likely to be meaningful to current participants.

The three experimental conditions included one iteration of the consent form in which the onscreen annotations contained all of the positive-valence comments, one iteration that contained only the negative-valence comments, and a final iteration that contained mixed-valence comments: positive and negative valence comments were alternated equally in the text, beginning with a positive-valence comment. To compare across these conditions, we placed comments at the same point in the text, referencing the same passages and topics in the text of the consent form.

Prior research on the effects of message valence has largely compared positive- to negative-valence messages to each other, or messages containing some valence with neutral messages. Participants’ feedback in early stages of the study indicated that comments in this context are rarely neutral: personal genomics is an important topic that evokes emotionally charged responses. To preserve ecological validity, we therefore chose to examine the effects of mixed-valence annotations rather than neutral annotations or annotations whose overall effect was neutral.

Annotations in each condition also displayed an indicator showing how many other (hypothetical) study participants “liked” the comments. The number of “likes” for each comment was determined by the researchers and ranged from 0-46 likes on a comment. The same number of likes were displayed for each comment, in each condition (ie, both the positive and negative valence instances of a comment in each of the three conditions had the same number of likes).

Participants in this study had the ability to interact with the annotations and likes embedded in the consent form (unlike in our first study where the comments were entirely static). We wanted to provide the participants the opportunity to engage with the annotations more directly and in ways that you might...
find elsewhere online. In our study, we used the SideComments application programming interface to implement functionality that allowed participants to respond to or “like” existing comments or to create their own highlights and textual annotations. They could also click on a comment to open or close it or could hover over an in-text highlight to open the associated comment. Stylized profile photos were used to improve the ecological validity of the annotations: websites that incorporate social annotations frequently implement some mechanism for signaling to participants that the comments came from multiple authors.

To ensure that the added level of interactivity did not present a confound in our study of message content, we devised and tested an iteration of the interface in which the comments were non-interactive. The comments were identical in message and placement to the annotations in the interactive mixed-valence condition. We recruited 137 participants and presented them with the same study as participants in the interactive conditions, and Student’s t tests were used to compare measure ratings between the interactive and non-interactive conditions with mixed-valence comments. The differences between the two conditions were not statistically significant in any of the measures examined in this study (see Table 2). We can therefore conclude that the additional level of interactivity does not present a confound in our study.

Table 2. Comparison of measures between an interactive, mixed-valence condition, and a non-interactive, mixed-valence condition.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Interactive, mixed-valence condition</th>
<th>Non-interactive, mixed-valence condition</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptual, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision was informed</td>
<td>4.5 (0.69)</td>
<td>4.46 (0.65)</td>
<td>.74</td>
</tr>
<tr>
<td>Understood all the material</td>
<td>4.19 (0.93)</td>
<td>4.25 (0.76)</td>
<td>.72</td>
</tr>
<tr>
<td>Trust the organization seeking my consent</td>
<td>3.82 (0.82)</td>
<td>3.66 (0.94)</td>
<td>.26</td>
</tr>
<tr>
<td>Consent</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consent, n (%)</td>
<td>20 (43%)</td>
<td>65 (49%)</td>
<td>.61</td>
</tr>
<tr>
<td>No consent, n</td>
<td>26</td>
<td>67</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Screenshot of consent form with highlighted text and social annotations.

Measures

Following their decision to consent to the personal genomic study described in the consent form, users were presented with questions about their deliberative process and perceptions of the consent form (see Table 2). All measures were single-item and self-reported using a 5-point Likert scale (strongly disagree to strongly agree). Studies on informed consent have traditionally equated how informed a participant felt with how well they understood the material and therefore used comprehension tests of subject matter to infer informed consent[68] or to assess participants’ ability to give informed consent[69]. Similarly, trust was historically measured using trust games[70] to form an “objective” measurement. In this study, we were interested in the perception of feeling informed, of having
understood the material, and that the organization is trustworthy. We therefore drew from Sepucha et al’s [71] single-item measure of the perception of being informed. The measures for their perception of understanding and trust are modifications of that question and contextually relevant. Table 3 lists the questions used to address each hypothesis.

### Table 3. Questions used to evaluate each hypothesis.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a, H2a</td>
<td>I feel that my decision (to consent or not) was an informed decision.</td>
</tr>
<tr>
<td>H1b, H2b</td>
<td>I feel that I understood the material presented and I have no additional questions.</td>
</tr>
<tr>
<td>H3a, H3b</td>
<td>Based on what I have seen and read in this consent form, I feel like I can trust the HCIPGP to use and protect my data in the ways outlined in the consent form.</td>
</tr>
</tbody>
</table>

### Demographics and Disclosure

Prior research has shown that demographic variables can influence how informed participants feel [71] and an individual’s likelihood of participation in medical research [72]. We therefore collected demographic data that included education, age, and gender. After answering the demographic questions, they were informed that the study was fictitious and that the true research question related to the process of consent and consent forms.

### Data Analysis

Analysis of variance with covariates was used to identify main effects of condition and interaction effects where applicable, while controlling for demographic variables and participants’ pre-existing attitude towards information privacy. Post-hoc Tukey tests were performed to further examine the results pairwise. The interactivity measures (ie, number of times participants opened, liked, or hover over comments, and how many comments they wrote) were found to contain positive skew (ie, a larger number of participants interacted relatively little with the interactive features of the consent form). To correct for this skew and produce a relatively symmetrical distribution of actions, we transformed the counts for each interactive measure by using its square root in the analysis [73].

### Results

#### Demographics

A total of 152 participants took part in this study; 56 participants were assigned to the negative valence condition, 46 participants to the mixed valence condition, and 47 participants to the positive valence condition. The average age of participants was 34.25 years (SD 10.78), and 72 (48.3%) participants were female. One participant had some high-school education, 12 participants had high school diplomas, 58 participants had some college education, 59 participants had bachelor degrees, 14 participants had master’s degrees, 3 participants had doctoral degrees, and 2 participants declined to state their education.

#### Domain Comprehension

Participants spent 3.88 minutes on average (SD 3.14 min) studying the genomics tutorial, and 3.96 minutes on average (SD 2.21 min) studying Jamie’s sample genomics test results. Only 3 (out of 152) answered fewer than 3 out of 6 genome tutorial questions, or fewer than 2 out of 3 of the genome report questions, incorrectly. These individuals were removed from the dataset, leaving 149 viable participants.

Correlation analysis was used to test whether the domain comprehension scores from the entire population impacted the extent to which they felt their decision was informed (ie, informed consent). Within the subset of viable participants, the correlation analysis between participants’ comprehension scores and perceptual variables failed to reach significance. The domain comprehension score was therefore not controlled for going forward.

Participants had a mean rating of 2.93 (between 1 and 5, SD 0.87) on our measure of privacy concern.

#### Time on Consent Form

In the condition with the negative-valence comments, participants spent an average of 7.57 minutes (SD 8.56 min) studying the consent form before deciding whether to consent. In the mixed condition, participants spent 8.18 minutes (SD 7.14 min), and in the positive condition participants spent 5.82 min (SD 4.20 min) prior to deciding whether to consent. An analysis of variance testing the distribution of time across conditions shows that condition does not have a significant main effect on time: the amount of time spent studying the consent form did not differ significantly between social annotations’ valence. We did observe, however, a significant effect of gender on time: female participants took significantly longer to read the consent form (mean 4.88, SD 4.88) than male participants (mean 357.38, SD 300.65; \( F_1 = 6.177, P = .014 \)).

Overall, participants who consented spent significantly less time studying the consent form than participants who did not consent (mean 5.62 min, SD 7.36 min and mean 8.39, SD 5.86 min, respectively; \( F_1 = 6.477, P = .012 \)). Further inspection shows that the difference in time to consent differed significantly only in the positive affect condition: participants who consented spent significantly less time (mean 4.05 min, SD 2.77 min) studying the consent form than participants who did not consent (mean 7.88 min, SD 4.18 min; \( F_2 = 14.3, P < .001 \)). The time spent in the other three conditions did not differ significantly between those who did and did not consent.

#### Interactivity Measures

The number of times participants liked, opened, or added comments to the consent form did not differ significantly across conditions (see Table 4). The number of times participants hovered over in-text highlights, however, did differ significantly
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by condition \((P=0.008)\). Specifically, participants in the mixed-valence condition (mean 4.36, SD 6.50) were significantly more likely to hover over highlights than participants in the positive condition (mean 1.56, SD 2.98). We also found a marginally significant effect of age on behavior: older participants tended to hover over the in-text highlights more frequently than younger participants \((F=2.86, P=0.09)\). The differences between the negative and mixed conditions, and the positive and negative conditions, on the other hand, failed to reach significance.

**Dependent Variables**

Our main findings are presented in Table 4.

### Table 4. Results from the comparison between the negative-, mixed-, and positive-valence conditions.

<table>
<thead>
<tr>
<th>Perceptions, mean (SD)</th>
<th>Negative valence comments</th>
<th>Mixed valence comments</th>
<th>Positive valence comments</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision was informed</td>
<td>4.45 (0.63)</td>
<td>4.5 (0.69)</td>
<td>4.17 (0.94)</td>
<td>0.07</td>
</tr>
<tr>
<td>Understood all the material</td>
<td>3.98 (1.05)</td>
<td>4.19 (0.92)</td>
<td>4.28 (0.69)</td>
<td>ns</td>
</tr>
<tr>
<td>Trust the organization seeking my consent</td>
<td>3.59 (1.14)</td>
<td>3.82 (0.82)</td>
<td>4.02 (0.90)</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interaction terms, mean (SD)</th>
<th>Negative valence comments</th>
<th>Mixed valence comments</th>
<th>Positive valence comments</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liked comments</td>
<td>1.43 (2.62)</td>
<td>1.80 (2.52)</td>
<td>1.53 (2.67)</td>
<td>ns</td>
</tr>
<tr>
<td>Commented</td>
<td>1.62 (3.04)</td>
<td>1.61 (2.27)</td>
<td>1.19 (1.65)</td>
<td>ns</td>
</tr>
<tr>
<td>Opened comment</td>
<td>5.46 (7.30)</td>
<td>7.54 (9.11)</td>
<td>5.72 (5.87)</td>
<td>ns</td>
</tr>
<tr>
<td>Hovered over in-text highlight</td>
<td>2.88 (7.61)</td>
<td>4.36 (6.50)</td>
<td>1.56 (2.98)</td>
<td>0.08</td>
</tr>
<tr>
<td>Time (s)</td>
<td>454.12 (513.87)</td>
<td>461.89 (392.68)</td>
<td>341.00 (234.09)</td>
<td>0.012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Negative valence comments</th>
<th>Mixed valence comments</th>
<th>Positive valence comments</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consent, n (%)</td>
<td>27 (48.21%)</td>
<td>20 (43.48%)</td>
<td>27 (57.44%)</td>
<td>ns</td>
</tr>
<tr>
<td>No consent, n</td>
<td>29</td>
<td>26</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

**Consent**

The rate of consent did not differ significantly across conditions: 48% (27/56) of participants consented in the negative valence condition, 43% (20/46) consented in the mixed-valence condition, and 57% (27/47) consented in the positive condition. There was, however, a significant interaction between condition and the amount of time participants spent studying the consent form on the consent rate \((Z=-2.686, P=0.007)\); participants in the negative condition were less likely to consent when they spent more time studying the consent form. Participants exposed to the positive condition, on the other hand, were significantly more likely to consent than participants in other conditions when they had spent less time studying the consent form (Figure 5). We also found a marginally significant effect of age on the probability of consenting to the study: the mean age of participants who consented (mean 32.63, SD 8.95) was marginally lower than participants who did not consent (mean 35.85, SD 12.17; \(F_1=3.57, P=0.06\)).
Perceptions About Consent

Decision Was Informed

The experimental intervention had a marginally significant main effect on participants’ beliefs ($F_2=2.40, P=.07$). Specifically, Tukey’s post-hoc tests indicate that participants in the positive condition (mean 4.17, SD 0.94) felt marginally less informed than those in the mixed condition (mean 4.50, SD 0.69, $P=.09$), though the differences between ratings in the mixed- and negative-valence conditions and the positive and negative conditions were not significant. We therefore reject hypothesis H1a. We also reject hypothesis H2a as there appear to be no significant interactions between condition and privacy concern, or a main effect of privacy concern on how informed a participant felt. We did find, however, a significant main effect of gender on the dependent variable. Specifically, female participants felt more informed (mean 4.5, SD 0.65) than male participants (mean 4.26, SD 0.85; $F_1=5.151, P=.02$).

Understood the Material

Our results indicate that condition does not have a main effect on participants’ belief that they understood the content of the consent form, and this effect does not differ according to participants’ prior privacy preserving attitudes and behavior. We therefore reject hypotheses H1a and H2b.

Trust the Research Organization

Condition had a marginal main effect on the extent to which participants reported trusting the organization ($F_2=2.566, P=.08$). In particular, Tukey post-hoc tests show that participants in the negative condition (mean 3.59, SD 1.14) were marginally less trusting than participants exposed to the positive condition (mean 4.02, SD 0.90, $P=.06$) in partial support of hypothesis H3a. However, neither participants in the positive nor the negative conditions differed significantly from participants in the mixed-valence condition.

Although we observed a significant, negative main effect of privacy concern on participants’ trust in the organization ($F_1=12.80, P=.0005$), the interaction between condition and participants’ privacy concern failed to reach significance, leading us to reject hypothesis H3b. We do, however, find a significant interaction between the experimental intervention and the number of times participants clicked “like” next to an annotation ($F_1=3.47, P=.04$): participants who clicked “like” a high number of times reported trusting the organization less when exposed to the negative condition than participants exposed to the mixed- and positive-valence conditions. Because a high proportion of participants never clicked “like” (59%, 88/149 of participants), Figure 6 depicts this interaction based on whether or not the user use “like” button.

We also observed a marginally significant effect of age (older participants tended to trust the organization less than younger participants: $B=-0.01$, $t_{148}=-1.89$, $P=.06$) and gender (male participants tended to trust the organization more [mean 3.93, SD 0.93] than female participants [mean 3.65, SD 0.94]; $t_{148}=1.692$, $P=.09$) on the extent to which a participant trusted the organization.
Discussion

Principal Findings

In this study, we found that the valence communicated in social annotations, which are embedded in an interactive informed consent form, can influence individuals’ perceptions and beliefs about consent. In particular, we show that consent forms containing positive valence annotations are likely to lead participants to feel less informed and simultaneously more trusting of the organization seeking consent. In certain cases where participants spent little time considering the content of the consent form, participants exposed to positive valence annotations were even more likely to consent to the study.

While our findings that participants in the mixed-valence condition felt more informed than participants in the positive-valence condition may seem surprising in the context of previous studies comparing positive- and negative-valence messages, we argue that it contributes to our understanding of social influence in contexts where sentiment is effectively mixed. Prior research shows that individuals tend to focus on the negative elements of the consent process as a result of the information provider’s desire to warn others about threats, and the information seeker’s desire to acquire more information about a potential problem [30]. Drawing attention to limitations of the consent form using social annotation highlights the limitations in participants’ own knowledge and the shortcomings of the consent form, contributing to participants’ simultaneously feeling more informed [6]. By this logic, participants in the positive condition would feel less informed because these limitations would be trivialized or framed positively, which is indeed consistent with the relatively lower ratings of feeling informed measured in this study. Participants in the mixed condition may report feeling relatively more informed precisely because the comments are both positive and negative: alternating valence may engage participants around negative aspects of the consent form as well as create the perception of debate and deliberation with the addition of positive comments. Participants who have mixed feelings or are conflicted around issues presented in the consent form may be able to match their needs more easily and engage more deeply with variegated valence [37]. Another explanation may follow from Smith and Petty [40] who found that messages with unexpected framing, regardless of valence, tend to be more cognitively engaging. It is possible that comments with mixed valence are more “surprising” to participants and therefore more engaging than instances where they can expect that the annotations will be positively or negatively framed. Regardless, existing research on mixed-valence social annotations is sparse: authors focus on comparing positive to negative valence comments [38] or comments containing valence to neutral comments [42]. This study therefore contributes to the relatively understudied (and more ecologically valid) instances where valence is mixed.

Our results show that participants’ trust in the organization also differs across condition: participants in the negative valence condition were significantly less trusting than participants in the positive valence condition. This finding is supported by previous research showing that negative messages tend to be more persuasive in general [40]. From the literature on consent processes, we also know that people tend to look to socially constructed information to understand the negative aspects of
consenting (eg, risks and consequences) rather than the positive aspects (eg, the benefits of participation) [30]. This interpretation is supported by the significant interaction observed between the valence condition and the number of times participants clicked “like.” “Liking” a comment is an explicit way for an individual to agree with the questions, perspectives, or opinions of the author of the comment. In this study, we observed that participants who agreed more frequently with negative valence comments reported trusting the organization less than participants who agreed with comments less frequently, or participants in other conditions. We argue that this highlights the persuasive nature of these types of comments.

Notably, even when valence was extreme (as in the positive and negative manipulations), there was no significant impact on the ultimate metric of consent rates. This seems to indicate that implementing social comments on consent processes may risk little in terms of actual consent rates, while giving participants an increased sense of autonomy by helping them feel more informed. This is generally consistent with the results of our previous study [6], in which we found that consent rate did not differ significantly between a condition containing social annotations and a control. The interaction effect between time and condition is a surprising and important result, however, because it calls into question the tenet of voluntariness for informed consent for participants exposed to comments with positive valence: participants in that condition who studied the consent form for less time were more likely to consent. This result may be explained by Joyce and Kraut’s [45] findings that messages containing positive valence tend to evoke a sense of community and encourage individuals to participate, whereas messages with negative valence provoke heated exchanges. It may be the case that participants who spend less time considering the content of the consent form are more susceptible to these effects, whereas participants who spend more time engaging with the material and debating the content on their own are more likely to act on their own opinions of the content.

**Contributions**

This study has demonstrated that social annotation interventions can have an impact in a biomedical informed consent decision-making context. In contrast to the spaces where social annotation studies have traditionally been conducted (eg, consumer products, online search platforms, and security feature adoption), human subjects research requires decisions that are intensely personal and can have substantial ramifications for the individual as well as their families. Our research demonstrates that strangers’ perspectives, knowledge, and opinions can play a significant role in how individuals make these decisions for themselves, implying a shift in the way that we think about and execute consent-seeking processes.

Social influence in online environments and its effect on users in social recommender systems has been the topic of substantial research in recent years [30,74,75]. These studies have largely examined the effects of explicit organizational and social structures (eg, interpersonal relationships, professional hierarchy, physical proximity) on social influence [27]. Our study contributes to this body of literature by exploring the impact of anonymous message content, and in particular, the emotional valence communicated in messages, on social influence in socially enabled, digitally mediated consent processes when explicit organizational and social structures are necessarily missing due to the sensitive context of biomedical research.

Our results also contribute to the literature on valence in social annotation. The existing research on mixed-valence social annotations is sparse: authors focus on comparing positive to negative valence comments [38] or comments containing valence to neutral comments [42]. It is rarely the case that the annotations in a document will be uniformly negative or positive; this study therefore contributes to our understanding of the relatively understudied, yet frequent, instances where valence is mixed.

This study represents a new and expanded understanding of the multidimensionality of social annotation in a high-risk decision-making context. Our previous study showed that the inclusion of social annotation does not merely improve or worsen the user’s experience (as put forth in existing studies); rather, it changes how participants reflect on their ability to make informed decisions for themselves in complex ways. Here we extend that line of research to provide a unique and nuanced perspective on how inherent qualities of user-generated content, namely emotional valence, can influence and engage individuals. This is particularly salient in the context of informed consent because the focus of deliberation is not among members for the purpose of consensus agreement, but within the individual [76]. These findings may be further expanded to inform the decisions around how comments are to be implemented. The designers of systems containing user-generated content must decide whether or not to moderate user-generated comments—a decision for which we have outlined several important considerations with this research.

**Limitations and Future Research**

While this study demonstrates how exposure to computer-supported social annotations impacts individuals’ perceptions in the context of informed consent, it has a number of limitations. Though we believe that the demonstrated increase in the perception of being informed suggests that social annotations can benefit prospective participants, the experiment was structured to study the effects of exposure to annotations on participants’ perceptions and did not examine whether they objectively benefitted from the intervention. Future research is needed to explore whether improvements in the perception of making an informed decision we observed result in quantifiable and objective improvements in the process of analyzing complex consent forms, and whether it results in objectively “better” outcomes for the individual.

Furthermore, we look at the impact of a narrow range of emotional valence that is operationalized in their extremes; that is to say that it is unlikely that the user will be confronted with only positive, only negative, or perfectly mixed-valence comments. It is more likely that they would be confronted with some complex mix of the two that leans toward an overall positive or negative effect. Furthermore, we prioritized using...
Conclusion

Electronic consent has become increasingly popular in Internet research in general and biomedical research in particular. The work presented here explores the effects of adding a computer-supported social dimension, which inherently contains human emotions and opinions, to the consent deliberation process. In our first study we found that exposure to social annotations results in participants’ feeling that their decision was more informed, but simultaneously less confident in their understanding of the genomics material presented in the consent form as well as less trusting of the organization soliciting the consent. Based on these findings, we proposed that augmenting the consent deliberation process with multiple voices can enable individuals to capitalize on the knowledge of others, which brings to light questions, problems, and concerns they may not have considered on their own. In this study, we examined the influence of human emotion contained in these voices on participants’ perceptions and beliefs about consent. We found that consent forms containing positive valence annotations are likely to lead participants to feel less informed and simultaneously more trusting of the organization seeking consent. In certain cases where participants spent little time considering the content of the consent form, participants exposed to positive valence annotations were even more likely to consent to the study. We suggest that these findings represent important considerations for the designers of such systems. We also call for future research that may extend the research on socially enabled online consent forms to examine the role of novel user-generated sources of information, and may develop new measures and indicators for evaluating social informed consent.
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Abstract

Background: Human immunodeficiency virus (HIV) disease in the United States disproportionately affects minorities, including Latinos. Barriers including language are associated with lower antiretroviral therapy (ART) adherence seen among Latinos, yet ART and interventions for clinic visit adherence are rarely developed or delivered in Spanish.

Objective: The aim was to adapt a computer-based counseling tool, demonstrated to reduce HIV-1 viral load and sexual risk transmission in a population of English-speaking adults, for use during routine clinical visits for an HIV-positive Spanish-speaking population (CARE+ Spanish); the Technology Acceptance Model (TAM) was the theoretical framework guiding program development.

Methods: A longitudinal randomized controlled trial was conducted from June 4, 2010 to March 29, 2012. Participants were recruited from a comprehensive HIV treatment center comprising three clinics in New York City. Eligibility criteria were (1) adults (age ≥18 years), (2) Latino birth or ancestry, (3) speaks Spanish (mono- or multilingual), and (4) on antiretrovirals. Linear and generalized mixed linear effects models were used to analyze primary outcomes, which included ART adherence, sexual transmission risk behaviors, and HIV-1 viral loads. Exit interviews were offered to purposively selected intervention participants to explore cultural acceptability of the tool among participants, and focus groups explored the acceptability and system efficiency issues among clinic providers, using the TAM framework.

Results: A total of 494 Spanish-speaking HIV clinic attendees were enrolled and randomly assigned to the intervention (arm A: n=253) or risk assessment-only control (arm B, n=241) group and followed up at 3-month intervals for one year. Gender distribution was 296 (68.4%) male, 110 (25.4%) female, and 10 (2.3%) transgender. By study end, 433 of 494 (87.7%) participants were retained. Although intervention participants had reduced viral loads, increased ART adherence and decreased sexual transmission risk behaviors over time, these findings were not statistically significant. We also conducted 61 qualitative exit interviews with participants and two focus groups with a total of 16 providers.
Conclusions: A computer-based counseling tool grounded in the TAM theoretical model and delivered in Spanish was acceptable and feasible to implement in a high-volume HIV clinic setting. It was able to provide evidence-based, linguistically appropriate ART adherence support without requiring additional staff time, bilingual status, or translation services. We found that language preferences and cultural acceptability of a computer-based counseling tool exist on a continuum in our urban Spanish-speaking population. Theoretical frameworks of technology’s usefulness for behavioral modification need further exploration in other languages and cultures.

Trial Registration: ClinicalTrials.gov NCT01013935; https://clinicaltrials.gov/ct2/show/NCT01013935 (Archived by WebCite at http://www.webcitation.org/6ikaD3MT7)
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Introduction

Human immunodeficiency virus (HIV) disease in the United States disproportionately affects minorities, including Latinos [1]. Barriers such as language are associated with lower antiretroviral therapy (ART) adherence among Latinos, yet ART and interventions for clinic visit adherence are rarely developed or delivered in Spanish. Although treatment of HIV has advanced tremendously with the development of ARTs, these medication regimens require lifelong adherence to achieve therapeutic goals [2-5].

The computer-based counseling tool known as the Computer Assessment & Rx Education for HIV-positives (CARE+) is an evidence-based intervention for people living with HIV and acquired immune deficiency syndrome (AIDS) (PLHA) [6,7]. The purpose of the program is to support users in achieving medication adherence and reduce their risk of secondary HIV infections (also known as “positive prevention”). This program, when evaluated in a university-affiliated public HIV clinic and a community-based AIDS service organization in an English-speaking population in Seattle, was found to be effective in reducing HIV-1 viral load and sexual transmission risk behaviors [6]. Technology tools such as CARE+ present significant opportunities to bridge the gap in health promotion delivery, especially if linguistically and culturally adapted for often-neglected groups such as Latinos. In this paper, we use the term Latino; however, in the literature, Latino and Hispanic are used interchangeably, reflecting a lack of consensus as well as the political and demographic implications of both terms [8].

Latinos make up approximately 17% of the US population, but according to the Centers for Disease Control and Prevention, account for 23% of all new HIV infections reported in 2013 in the United States [9]. Furthermore, Latino men account for 85% of all new infections among Latinos in the United States and 81% acquired HIV infection through sexual contact with another male [9]. In contrast, in 2013, Latino women accounted for 15% of all new infections among Latinos in the United States [9]. It is estimated that one in 36 Latino men and one in 106 Latino women will be diagnosed with HIV at some point in their lives [1].

In this manuscript, we describe the adaptation of the CARE+ tool for a Spanish-speaking population (CARE+ Spanish; Figure 1). The Technology Acceptance Model (TAM) [10] was the conceptual framework that guided the Spanish adaptation of the computer-based counseling program. New information and communication technologies (ICT) must be culturally acceptable if they are to be effective in daily clinical practice, rather than just in the context of a controlled trial. Acceptability is defined as the “degree to which an intervention or any one of the attributes of the...intervention is perceived by the patient/consumer to be consonant with well-being” [11]. Acceptability centers on perception of an innovation (ie, ICT tool) as clusters of perceived attributes. These can be categorized as follows, using ART as an example: (1) perceived inherent attributes (eg, ART is effective or requires scheduling); (2) perceived associational attributes (eg, ART demands periodic clinic visits; is encouraged by medical personnel, but perhaps not by others); and (3) perceived effects (eg, lifestyle and other changes). Each perceived attribute has cultural meaning, and the individual continually weighs the positive and negative aspects of the attributes throughout treatment. The resulting balancing act influences the acceptability of the intervention. Cultural and linguistic factors determine the perception of relevancy of these attributes, as well as other factors, such as age, life cycle stage, health status, motivation to be healthier, and perceptions of the source of the information and intervention [11,12].

The study aims were to (1) conduct usability testing of CARE+ Spanish; (2) establish a real-world utility of CARE+ Spanish by conducting a 12-month longitudinal randomized controlled trial (RCT) to evaluate the impact of the CARE+ Spanish intervention on outcomes, which included ART adherence, sexual transmission risk behaviors, and HIV-1 viral loads; and (3) to assess technology uptake factors, explore the cultural acceptability of the tool, and perceived technology barriers/facilitators among participants and health care providers using the TAM framework.
Methods

The CARE+ program incorporates motivational interviewing and principles of chronic HIV disease self-management to enhance health-promoting behavior. Formative research to test the usability and acceptability of the CARE+ computer-based counseling tool has been previously described [7], and the tool was shown in an English-speaking population to improve ART adherence, viral suppression, and reduced secondary sexual transmission risk behavior [6]. Given that computer-based counseling proved promising in an English-speaking population in Seattle, translation into practice and applicability to other populations that could benefit, such as Spanish-speaking Latinos or Spanish-dominant bilingual Latinos living with HIV, guided the adaptation of the CARE+ tool for a Spanish-speaking population.

The recommended process for adaptation and translation from English to a different language version is the forward-back translation method in order to ensure cultural and linguistic equivalence [13]. Given budgetary constraints, and the large amount of software content, an expert panel review was utilized in place of back translation of the CARE+ tool. The expert panel consisted of clinical experts who were bilingual and bicultural with ancestry from major Latino subgroups (ie, Mexican and Puerto Rican). For the forward translation, a translator with a master’s degree experienced with HIV health-related materials...
translated the CARE+ content into Spanish. Because the professional translator’s work had been used with predominantly Mexican-American populations, a member of our study team (JAP), who is of Puerto Rican origin and has experience in AIDS research with Mexican and Puerto Rican populations, took on the role of assuring quality of translation and applicability across Latino subgroups. Additionally, there was a secondary reviewer, a health educator and curriculum writer with a master of public health, who has done substantial translation work for HIV interventions in California, Florida, Puerto Rico, and the Northeastern United States. She performed final reviews of the translated software content. Spanish-speaking actors of Mexican and Colombian heritage recorded the narration, and text changes were also made if the two voice actors reading the script made recommendations. Then, a panel of bilingual HIV health care providers (two physicians, a nurse practitioner, a nurse, and a health educator) reviewed the translation of the content independently to confirm the appropriateness of the terminology and the minimization of idiomatic regional expressions unique to their culture. After discussion to reach consensus, words identified as idiomatic were deleted and substituted with words that were not specific to only one Latino subgroup. Furthermore, an additional local expert advisory panel (composed of one Spanish-speaking person living with HIV, and HIV providers from medicine, nursing, and social work) was convened in New York City to review the CARE+ Spanish tool content and shorten it for use in a real-world high-volume HIV clinic setting. Once a test-ready version of CARE+ Spanish was available, the program was tested with HIV-positive Spanish-speaking individuals to explore acceptability and usability of the intervention. Feedback from the usability testing was incorporated into the final version of the CARE+ Spanish program used for the RCT. In addition, we conducted exit interviews to explore cultural acceptability of the tool among purposively selected intervention participants, and focus groups among clinic providers to explore program acceptability and system efficiency issues.

Participants

Usability Testing

Participants for the usability portion of the study were recruited and verbally consented from St Vincent’s Catholic Medical Center HIV clinic in New York City the last week of March 2010 (IRB #09-096). Because we were interested in the participants’ opinions about CARE+ Spanish, and not its efficacy or effectiveness, participants were informed that they could make up answers and skip questions to avoid disclosing personal health information. Using the “think aloud” method [14,15], participants were observed as they completed the CARE+ Spanish program. The observation was timed and careful notes were taken, paying attention to any difficulties navigating the program or understanding the content. While working with the program, the participant was encouraged to “think aloud” and share thoughts in their own words as they worked through the various tasks. A series of structured questions and verbal prompts were also used to elicit participants’ reactions to the program. Participants were given a US $20 MetroCard for their time and to reimburse their transportation costs. As a result of St Vincent’s closing in April 2010, the study was moved to St Luke’s-Roosevelt Hospital for the initiation of the RCT and remainder of the project.

Randomized Controlled Trial

Study participants for the RCT were recruited in the waiting areas from three urban HIV clinic sites of St Luke’s-Roosevelt Hospital in New York City from June 4, 2010 to January 3, 2011. Eligibility criteria were (1) adults (age ≥18 years), (2) Latino birth or ancestry, (3) speaks Spanish (monolingual or bilingual), and (4) on antiretrovirals at any of the three clinic study sites.

Written informed consent was obtained from all RCT participants. All study procedures were approved by St Luke’s-Roosevelt Hospital, Center for Health Sciences, Institutional Review Board (#10-068) and New York University School of Medicine’s Institutional Review Board (#09-0740). This RCT is reported according to the CONSORT checklist [16] and the CONSORT-EHEALTH extension [17] (Multimedia Appendix 1). The RCT participants received a US $20 MetroCard for their time and to reimburse their transportation costs at the end of each study visit (five sessions total and an additional US $20 MetroCard if they participated in the exit interview).

The RCT participants were enrolled by research assistants, some of whom were part of the HIV-positive peer program at St Luke’s-Roosevelt Hospital. Participants of the peer program were Spanish-speaking PLHA, who were also receiving care at the St Luke’s Roosevelt Hospital HIV clinics. Peers in the program were selected as study staff based on their language skills and experience working with other Spanish-speaking PLHA in the HIV clinics. All research assistants completed human subjects’ protection certification, which included Health Insurance Portability and Accountability Act (HIPAA), and received training on the study protocol and procedures, and the use of the CARE+ Spanish program.

Focus Groups

The health care providers who participated in the focus groups were engaged in the care of participants (eg, prescribed antiretrovirals and/or supported ART adherence) and were recruited from the same three urban HIV clinic sites of St Luke’s-Roosevelt Hospital in New York City as the RCT participants. The two focus groups took place on February 21, 2012 and February 28, 2012. Participants in the health care focus groups were a variety of psychological and medical professionals who had provided care to PLHA for a wide range of years.

Intervention

The CARE+ Spanish computer-based counseling program was delivered on touchscreen computers with content based on the following theoretical frameworks: information-motivation-behavior [18], social cognitive role modeling [19], and motivational interviewing [20]; and it was evaluated in a prospective longitudinal two-arm RCT design. Participants were automatically randomized by the software to control or intervention arms following an anonymous study log in by the user. All participants were guided through the
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The health care providers who participated in the focus groups were engaged in the care of participants (eg, prescribed antiretrovirals and/or supported ART adherence) and were recruited from the same three urban HIV clinic sites of St Luke’s-Roosevelt Hospital in New York City as the RCT participants. The two focus groups took place on February 21, 2012 and February 28, 2012. Participants in the health care focus groups were a variety of psychological and medical professionals who had provided care to PLHA for a wide range of years.

Intervention
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Health care providers who participated in the focus groups gave health care provider focus groups notes were taken by research assistants in English and/or impact the Latino community, such as stigma related to HIV, main concepts of TAM and other cultural factors known to performed using a semistructured interview guide by research assistants in either English or Spanish as requested by the face-to-face exit interview. We purposively sampled females and males, older (age ≥35 years) and younger (age ≤35 years), and US- or foreign-born participants. Exit interviews were performed using a semistructured interview guide by research assistants in either English or Spanish as requested by the participant. The interview guide was developed to explore the main concepts of TAM and other cultural factors known to impact the Latino community, such as stigma related to HIV, language, health insurance coverage, and immigration status. Notes were taken by research assistants in English and/or Spanish, including verbatim quotes to capture illustrative comments from respondents.

Health Care Provider Focus Groups

Health care providers who participated in the focus groups gave written informed consent and received US $50 for their time and travel. Two focus groups were conducted; the sessions lasted approximately 2 hours. The focus groups were conducted using a semistructured interview guide (Multimedia Appendix 3), which outlined topics to be discussed along with suggested probes. Topics included challenges that providers faced in delivering care to HIV-positive patients, adherence-related issues, and usefulness of the CARE+ Spanish computer-based counseling tool. To improve attendance of the providers, the focus groups were conducted before required staff meetings. Prior to the start of the focus group, the providers were given an opportunity to view the counseling program (tablet and headphones), as well as a sample session printout. Due to scheduling issues, different teams of study staff conducted the two focus groups.

Outcome Measures

The primary outcome was HIV-1 viral load collected from medical chart reviews. This biomarker, along with adherence to medications (measured by 30-day visual analog scale [VAS]) and sexual transmission risk behaviors (defined as lack of condom use with either a main or other partner) identified through the CARE+ Spanish program, were the outcome measures for the assessment of intervention effectiveness. These outcome measures were collected at 0, 3, 6, 9, and 12 months. Although the outcome measures were not collected from every participant at each time interval, a minimum of three data points were collected from all participants.

Sample Size Determination

For the usability testing, sample sizes greater than five participants have been shown to have sufficient power to detect the majority of usability problems [22]. For the RCT, sample size was calculated based on the target intervention effect on the proportion of participants who are ART adherent, HIV viral load at log10 scale, and occurrence of unprotected sex with HIV-negative/unknown partner(s). All calculations control type I error rate at 0.05. Considering a decrease of 0.5 log10 HIV viral load as a meaningful reduction, with 200 retained participants in each group in a time point-specific post hoc test, there was an expected >97% power to detect this difference with a standard deviation of 1.25 (effect size=0.4).

Statistical Analysis

Fisher exact and Wilcoxon rank sum tests assessed differences between intervention and control groups in population study characteristics at the baseline assessment. Linear and generalized mixed linear effect models were used to longitudinally assess differences between the intervention and control groups at all available time points for sexual transmission risk behavior, medication adherence (30-day VAS), and viral load variables. These models accommodate missing data (equal numbers of measurements and time intervals between measurements were not required) and, therefore, do not require deletion of participants with incomplete data. A P ≤0.05 was used as the cutoff for significance. Primary outcomes included ART adherence, sexual transmission risk, and HIV-1 viral loads. Baseline analyses were performed using SAS version 9.3 (SAS Institute Inc, Cary, NC, USA) and, for the longitudinal analysis, the lme4 package [23] of the R statistical computing.
Given that the control group received the intervention at 12 months, data analysis was limited to four time periods (0, 3, 6, and 9 months). Effect sizes for undetectable viral load and sexual transmission risk were presented in the odds ratio metric. For viral load and 30-day VAS, Cohen’s $r^2$ was calculated to convey effect sizes for group differences in change over time [25].

### Interview Analysis

Data from the exit interviews were transcribed onto spreadsheets by two researchers from the study team (MGS and MCF), while the focus groups were recorded by a stenographer, with transcripts provided from the two sessions. Data were analyzed using content analysis within a framework of technology transfer [10] to identify factors affecting acceptability, utilization, and impact. The exit interview spreadsheets and the focus group transcripts were analyzed by MS and MCF; emergent themes and issues were categorized by each. Saturation of themes was determined after 61 participant exit interviews and the two provider focus groups. Inconsistencies in the themes were discussed between MS and MCF until consensus was reached; selected quotations were agreed on as salient examples of themes.

### Results

#### Usability Testing

Software usability testing was conducted with eight Spanish-speaking PLHA (6 male, 2 female). Five of six males identified their language preference as bilingual and one as English-dominant; one female identified as bilingual and the other as English-dominant. All usability participants reported the program was easy to use and navigate; questions were clear, specific, and understandable. All participants who identified as bilingual (6/8) reported that the Spanish used was basic and easy to understand. The two English-dominant participants reported there were some “big (high-register) words,” but they were able to navigate the program and follow instructions without any major problems. All participants agreed that the counseling tool supported privacy and confidentiality, especially for people who are more quiet and reserved about their HIV status. They agreed when using this counseling tool, one can be more open and honest about responses because of the feeling of not being judged. Seven of eight reported that they would prefer to use this tool rather than counseling with a person. Overall, the counseling tool met with everyone’s expectations; on average, it was rated a nine out of 10. It was described as user friendly and self-explanatory.

#### Randomized Controlled Trial

We approached 1224 individuals at three study sites; 556 consented (45.42% acceptance), 494 were randomized and completed baseline assessments, and 86.2% (426/494) were retained for the 12-month study duration (Figure 2).

Table 1 illustrates participant characteristics at baseline by study arm. There were no significant differences between the treatment and control groups at baseline except that the CARE+ intervention group had a higher proportion of transgressed individuals (4.0%, 9/225 vs 0.50%, 1/206; $P=0.05$) and were younger than those in the control group (mean 46.8, SD 9.7 vs mean 48.9, SD 9.1; $P=0.02$, respectively).

Figure 3 shows the mean and 95% confidence intervals for outcome means or proportions by time point and treatment condition. Although intervention participants had reduced viral loads, increased ART adherence, and decreased sexual transmission risk behaviors over time, patterns of change in the intervention group were not more favorable than in the control group.

Figure 4 summarizes main outcomes of interest at each follow-up time point. Figure 4 A illustrates 95% confidence intervals for log10 viral load mean differences and change at each different time point as well as overall change in the control versus the CARE+ intervention group. Although there was a decrease in viral loads among participants with a detectable load at baseline (greater in the intervention vs control group), this difference in change was not statistically significant. In addition, among those with detectable viral loads at baseline, the CARE+ intervention group had higher odds of being undetectable at the 9-month follow-up when compared to controls (Figure 4 B), but this difference was not statistically significant. Figure 4 C shows 95% confidence intervals for VAS differences at each follow-up time point; although ART adherence was higher in the CARE+ intervention group vs control in the total sample overall and among participants with detectable viral loads at baseline, no differences in change or at any follow-up point were statistically significant. Finally, although sexual transmission risk behaviors decreased over time, when intervention and control groups were compared, no differences in change or at any follow-up point were statistically significant.

Differences between the CARE+ intervention group and the control group in change on viral load were small both for the total sample ($f^2=0.003$) and for those with detectable viral load at baseline ($f^2=0.006$). Similarly, group differences in change on VAS were small for both the total sample ($f^2=0.002$) and for those with detectable viral load at baseline ($f^2=0.005$). Figures 4 B and 4D show effect sizes for the sexual transmission risk and undetectable viral load outcomes in the odds ratio metric. Differences in undetectable viral load between the CARE+ intervention group and the control group were consistently small at baseline and across follow-ups. Differences in sexual transmission risk were small at baseline and became even smaller with each follow-up.
Table 1. Demographic characteristics of CARE+ Spanish intervention and control groups (N=433).

<table>
<thead>
<tr>
<th>Variable</th>
<th>CARE+ Spanish (n=226)</th>
<th>Control (n=207)</th>
<th>P*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>153 (68.0)</td>
<td>143 (69.4)</td>
<td>.05</td>
</tr>
<tr>
<td>Female</td>
<td>56 (24.9)</td>
<td>54 (26.2)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>9 (4.0)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>7 (3.1)</td>
<td>8 (3.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>46.8 (9.7)</td>
<td>48.9 (9.1)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino</td>
<td>218 (96.9)</td>
<td>191 (92.7)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>12 (5.3)</td>
<td>13 (6.4)</td>
<td>.33</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (0.8)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>13 (5.8)</td>
<td>19 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>2 (0.8)</td>
<td>3 (1.5)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>38 (16.8)</td>
<td>42 (20.4)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>151 (66.8)</td>
<td>118 (57.3)</td>
<td></td>
</tr>
<tr>
<td>Multiple race</td>
<td>3 (1.3)</td>
<td>5 (2.4)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (2.2)</td>
<td>7 (3.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No high school diploma/GED</td>
<td>79 (35.0)</td>
<td>72 (34.8)</td>
<td>.13</td>
</tr>
<tr>
<td>High school diploma/GED only</td>
<td>65 (28.8)</td>
<td>75 (36.2)</td>
<td></td>
</tr>
<tr>
<td>More than high school</td>
<td>75 (33.2)</td>
<td>56 (27.1)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>7 (3.1)</td>
<td>4 (1.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Substance use behavior, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever injecting drug use</td>
<td>12 (5.3)</td>
<td>10 (4.8)</td>
<td>.55</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>44 (19.6)</td>
<td>41 (19.8)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Methamphetamine use</td>
<td>12 (5.5)</td>
<td>12 (6.1)</td>
<td>.84</td>
</tr>
<tr>
<td>Crack/cocaine use</td>
<td>24 (11.2)</td>
<td>25 (12.6)</td>
<td>.76</td>
</tr>
<tr>
<td>Intimate partner violence, n (%)</td>
<td>16 (7.2)</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual behavior, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any sex past 3 months</td>
<td>139 (63.8)</td>
<td>124 (62.3)</td>
<td>.76</td>
</tr>
<tr>
<td>Risky sexb</td>
<td>35 (25.9)</td>
<td>26 (21.7)</td>
<td>.46</td>
</tr>
<tr>
<td>Condom use with problems</td>
<td>47 (33.8)</td>
<td>36 (29.0)</td>
<td>.43</td>
</tr>
<tr>
<td>Any sex without condoms or with condom problems</td>
<td>69 (50.7)</td>
<td>56 (46.3)</td>
<td>.53</td>
</tr>
<tr>
<td>Discordant sex with main partner</td>
<td>8 (3.7)</td>
<td>7 (3.5)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Discordant sex with other partner</td>
<td>11 (5.1)</td>
<td>6 (3.1)</td>
<td>.46</td>
</tr>
<tr>
<td><strong>ART Adherence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence VAS, mean (SD)</td>
<td>87.0 (22.4)</td>
<td>89.6 (19.5)</td>
<td>.20</td>
</tr>
<tr>
<td>VAS Scale ≥95%, n (%)</td>
<td>135 (59.7)</td>
<td>122 (58.9)</td>
<td>.92</td>
</tr>
<tr>
<td>Missed doses, mean (SD)</td>
<td>1.5 (8.0)</td>
<td>1.6 (8.2)</td>
<td>.86</td>
</tr>
<tr>
<td>1 or more missed doses past 7 days, n (%)</td>
<td>74 (37.2)</td>
<td>64 (35.2)</td>
<td>.75</td>
</tr>
<tr>
<td>2 or more missed doses past 7 days, n (%)</td>
<td>41 (20.6)</td>
<td>36 (19.8)</td>
<td>.90</td>
</tr>
</tbody>
</table>
Table 1. Baseline characteristics of study participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>CARE+ Spanish (n=226)</th>
<th>Control (n=207)</th>
<th>P *</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAS 95% + no missed doses, n (%)</td>
<td>93 (44.1)</td>
<td>89 (44.9)</td>
<td>.92</td>
</tr>
<tr>
<td>Log10 HIV-1 viral load, mean (SD)</td>
<td>1.2 (1.8)</td>
<td>1.2 (1.6)</td>
<td>.93</td>
</tr>
<tr>
<td>Detectable viral load, n (%)</td>
<td>78 (34.5)</td>
<td>76 (36.7)</td>
<td>.69</td>
</tr>
<tr>
<td>Ever told resistant virus, n (%)</td>
<td>30 (13.8)</td>
<td>32 (15.9)</td>
<td>.67</td>
</tr>
<tr>
<td>Years since HIV diagnosis, mean (SD)</td>
<td>12.6 (6.9)</td>
<td>13.4 (7.3)</td>
<td>.23</td>
</tr>
<tr>
<td>Depression (PHQ-9), n (%)</td>
<td>35 (15.6)</td>
<td>39 (18.8)</td>
<td>.38</td>
</tr>
</tbody>
</table>

*a Comparisons by Fisher exact test or Wilcoxon rank sum test; All categorical tests performed without the unknown category.

*b Did not use a condom with either main partner or other partner.

Figure 2. Participant flowchart of the CARE+ Spanish computer-based counseling intervention trial, five sessions over 12 months.
Figure 3. Adjusted mean values or proportions by time and treatment condition of the total sample and those with detectable viral loads at baseline (BL) for (a) log10 viral load, (b) undetectable viral load, (c) visual analog scale for ART adherence, and (d) sexual transmission risk. Whiskers represent 95% confidence intervals.
Figure 4. Mean differences or odds ratios contrasting CARE+ and control conditions at each follow-up time point, and baseline (BL) and final time points within each condition, for (a) log10 viral load, (b) undetectable viral load, (c) visual analog scale for ART adherence, and (d) sexual transmission risk. Whiskers represent 95% confidence intervals.

Exit Interviews
The open-ended exit interview identified a range of HIV-related concerns, lack of confidence in providers, multiple sources for HIV-related information, and experiences using the CARE+ Spanish computer-based counseling program.

Characteristics of exit interview participants (N=61) are summarized. In all, 37 (61%) men, 21 (34%) women, and 3 (5%) transgendered persons participated in the interviews. Participant ages ranged from 21 to 69 years, with a mean age of 48.0 (SD 12.0) years. The participants included those born in the United States and Puerto Rico, and immigrants from
Concerns Related to Human Immunodeficiency Virus

In total, 95% (58/61) had disclosed their HIV status to someone. The main issues affecting the interviewed participants included insurance/benefits-related issues, side effects from medications (both antiretrovirals and other medications), being able to work, immigration documentation, and housing issues. The majority of participants did not feel that their issues related to medications or the virus were any different because they were Latino. However, some did feel there was a difference if the issue(s) related to documentation (ie, “having papers”). One participant noted, “illegal status, it leaves us without options.” Another participant shared additional comments regarding obstacles faced by their undocumented status: “Of course, because we are immigrants and we don’t have legal papers to get around or anything.” Some noted that English-speaking/non-Latinos have more information and receive different care. Other participants discussed the problems Latinos face that keep them from focusing on their illness, fears of engaging in care, not trusting to reveal their diagnosis, parents not teaching their children about safer sex, and fears relating to stigma and discrimination: “Spanish people appear stronger around other(s) and don’t share their weakness” and “Latinos have machista behavior in not taking care of themselves...” Language barriers were a concern in accessing information, understanding, and being understood by providers and navigating the health care system.

Multiple Sources of Information Related to Human Immunodeficiency Virus

Participants reported a range of resources for obtaining HIV-related and general health information. Overwhelmingly, doctors and clinic staff were reported to be reliable sources of information because they were said to have studied and practiced HIV care for some time: “I put my health in her hands, because she knows what is good and what isn’t for me.” (Note that participants may be referring to their prescribing providers as “doctors” whether they are medical doctors, nurse practitioners, or physician assistants.)

Some participants purposefully seek out other sources for HIV and general health information. The Internet, because “broader information is available,” and the Centers for Disease Control and Prevention “made the first concrete studies on managing care” were more trusted sources for some clients. Others cited support groups and peers at AIDS service organizations and clinics as expert voices for comparison of experiences. The media (radio, television, and print) were identified as potential sources of information for the general public. Lastly, families, friends, and spiritual leaders were seen as another source of information for some.

A majority of participants reported that they did receive messages from their providers regarding the importance of taking their medications regularly, having a sexual life with HIV/AIDS, and measures to prevent the transmission of HIV to others. Some participants reported not receiving medication information from their providers: “They have never told me anything.” Others knew that medications lessen viral loads, increase CD4 counts, avoid creating resistance, reduce infections, and maintain overall health. One participant added, “It is a marriage with the medications.” Some participants were motivated to have these discussions about taking the medications because they reported needing to be there for their children and to maintain their quality of life.

For some participants, any discussion of sexual behavior was one they were not comfortable having with their providers. A few reported giving up on relationships and sex after receiving their HIV diagnosis. Overall, there was a clear awareness that condoms should be used to protect themselves and their partners from HIV and other sexually transmitted infections. Communication was discussed as another way to enhance protection. One of the participants stated that he did not use condoms with his wife who was also HIV-positive. Another discussed using withdrawal when his viral load is undetectable. A few participants stated that their providers did not discuss this topic with them. The participants’ answers were similar when discussing modes of reducing transmission (ie, condom use and open discussions with partners). They added abstinence and masturbation as ways to practice safer sex. Medicines were also seen as helping reduce transmission to infants.

For the most part, the majority of participants were comfortable discussing medications and sex with their providers. Some noted that they initiated discussions on medications and sex, whereas for others it was their providers. Some stated that they had “confidence” in their providers, whereas others felt it was necessary for their own well-being to take the initiative: “After receiving treatment with the same doctor for so long, this person becomes part of your family.” A salient finding was that some participants did not discuss medications with their providers because they felt they had other resources for information. Regarding sex, some reported preferring to speak with a provider of the same sex or same sexual orientation. A few did not have any discussions regarding medications or sex with their providers: “They don’t have the time.” Another participant summed up her sexual situation and the need to discuss it as follows: “There’s not much to say, my status was so traumatic that I don’t believe in love.”

**CARE+ Spanish Computer-Based Counseling Program**

The majority of participants reported a positive experience with using the tablet computer. They thought it was “interesting,” “easier to talk to than a person,” “it was like having another doctor,” “better than having a piece of paper,” “the computer doesn’t judge,” and “I educated myself and came out of such ignorance.” On the other hand, some had some issues with the computer’s ease of use, the touchscreen, the videos, the confidentiality (through the headphones), and the information provided about medications, safer sex, the narrators, and avatars. “Dislikes” of the computer were the long sessions, computer problems such as taking a long time to reboot, the videos, the headphones, not knowing anything...
how to silence the program, and not having an option for English. Some participants were not comfortable with the directness of the language and some of the topics (drugs, sexual abuse). One participant noted, “Some questions were very strong, too direct, and a bit long.” The most salient objection, however, was the perceived redundancy of the content.

All the participants reported a sense of privacy and confidentiality while using the computer. Some were concerned about this at the beginning of the study and this was noted to be one of the reasons for some anxiety when first using the computer. Other reasons for anxiety at the start of the study were being unfamiliar with computers and unsure of Spanish language proficiency. Participants spoke of becoming familiar with the format of the program and having the peers to help them get used to it. The availability of the peers was viewed as an overwhelmingly positive aspect of the program.

Although the majority of those interviewed preferred the program in Spanish, some would have preferred to have an English version available and some thought having both languages would work best for them. (This is important to note for any replication in an urban environment where the population is likely to include acculturated and bilingual individuals.) Nearly all participants stated that they would use the program again to pass the time while waiting in the clinic, and when new information could be provided. Some would use it at every visit, whereas most opted for a few times a year. A few participants were clear in not wanting to use the computer program again; one person disliked the voice of the narrator and the other was uncomfortable with the computer. One participant stated that the program might be good for new clients at the clinic or newly diagnosed people.

Overall, the CARE+ Spanish program was viewed positively. Most participants used it to improve their health, learn their medications (eg “Showed me how much I know, tested me on what I knew, allowed me to be honest with myself”), and change some behavior (eg “I loved it! I learned so much and because of this I slowed down my sex life and am more careful”). Although some participants saw the program as an important part of their care by asking questions of their providers, others did not, seeing it as not relevant to their lives (eg “the long explanations of topics that were not relevant to me”). The spectrum of responses received in the exit interview reflects the diversity of the study population, Latinos living in New York City.

Health Care Provider Focus Groups

The first focus group was conducted on February 21, 2012 with seven participants. Participants included three psychologists, three psychiatric nurse practitioners, and one psychiatrist. Years in health care ranged from 4 to 23 years and years in HIV care ranged from 1.5 to 20 years. There were three bilingual providers present. Providers represented all three study sites and time at their respective sites ranged from 1.5 to 15 years.

The second focus group was conducted on February 28, 2012 with nine participants, but only eight participants provided their demographic information. Participants included five medical doctors and three nurse practitioners. Years in health care ranged from 14 to 29 years and years in HIV care ranged from 11 to 14 years. There were three bilingual providers present. Providers represented all three study sites and time at their respective sites ranged from 5 months to 16 years.

Providers expressed frustration in continuing to confront the same adherence obstacles over time (eg, lack of consistent safer sex practices). However, this was a general finding and not specific to Latino patients. One provider reported that not using condoms makes the patient feel “normal” (eg, “I don’t feel sick with HIV when I don’t use a condom”). Other adherence obstacles that are in agreement with findings from the RCT exit interviews include substance abuse, lack of documentation, stigma, and trauma. According to one provider, trauma is a “huge, huge factor” because it affects people, their belief in their right to protect themselves, and their expectations that intimate encounters are at least safe for both parties. Overall, providers were in agreement that “like a hydra head,” when one issue gets addressed, another comes up.

Regarding the usefulness of the CARE+ Spanish tool, providers agreed that multiple approaches are important (eg “more education is always good”) and that patients may feel more empowered to have a resource (eg “an education tool” and “a health enhancement tool”) they can access without help. However, they felt that there are no substitutes for the provider-patient relationship, personalism in Latino culture, and loyalty to a provider: “…technology might not have the same impact.” Although intervention participants had the option to share their health promotion plan printout and discuss their study participation with their provider, the providers reported that none of the participants did. Therefore, a significant limitation on provider feedback about the CARE+ Spanish program was their lack of familiarity with the tool.

Discussion

Principal Results

The CARE+ computer-based counseling tool adapted for a Spanish-speaking population (CARE+ Spanish) was acceptable and feasible to implement in an urban clinic setting. Participants liked the ease of use and the sense of privacy and confidentiality that the computer-based counseling tool provided. The health care providers agreed that multiple approaches are needed and that the counseling tool can be an additional resource for HIV care and support. The CARE+ Spanish program demonstrated trends in positive impact in reducing viral loads, increasing ART adherence and decreasing risky sexual behaviors in three comprehensive care clinics in New York City. In the CARE+ Spanish trial, differences between arms were not statistically significant. In contrast, the CARE+ computer-based counseling tool, when evaluated in a university-affiliated public HIV clinic and a community-based AIDS service organization in Seattle, was found to be efficacious in reducing HIV-1 viral load and sexual transmission risk behaviors [6]. These two randomized clinical trials highlight the importance of targeting the right populations when adapting technology tools to support patient treatment engagement. Although other computer-based behavioral interventions delivered in a clinic setting have been found to improve self-reported antiretroviral adherence [26]...
and reduce risky sexual behaviors [27,28], to the best of our knowledge, CARE+ Spanish is the first non-English language computer-based counseling program to provide medication adherence support and promote positive prevention in a HIV-positive minority population. Another version of the counseling tool, CARE+ Kenya, linguistically and culturally adapted for use in clinic settings in Kenya (ClinicalTrials.gov: NCT01015989), may provide additional insights regarding the efficacy of computer-based counseling interventions across different populations.

**Limitations and Strengths**

We draw from the qualitative data to provide potential explanation of the statistical lack of effect noted from this intervention in this population and setting. Exit interviews from intervention participants and focus groups with providers highlight the efficacy of computer-based counseling tools in overcoming adherence challenges experienced by culturally and linguistically diverse communities, especially stigma. A study that explored an intervention to engage PLHA to initiate ART, found that by sampling participants primarily from a clinic setting, they were encountering individuals who had already overcome many of the barriers to initiating and adhering to ARTs [29]. It is possible, although this was not explored, that our participants were also further along in the HIV treatment cascade [30], and this may have been a factor in reducing the effect of the CARE+ Spanish intervention. The computer-based audio-narrated risk assessment that both groups received at baseline may have been enough to support the maintenance of adherence in both groups, and the positive trend noted in the treatment group explained by the impact of the full intervention. Additionally, health provider acceptability is important for any ICT tool that aims to be incorporated into real-world practice. Therefore, although the CARE+ Spanish intervention was developed as a stand-alone computer-based counseling tool, participants did receive a printout of their session that they could use to initiate conversation with their provider about adherence support and risk reduction. Instead, providers were unfamiliar with the CARE+ Spanish program and reported that participants did not share the health plan printouts with them. Although not a specific outcome measure, the lack of familiarity with the specifics of the program and the session printout, from the providers, may highlight that the participants were not engaging their providers on this aspect of their self-care, and this may have been a factor in reducing the effect of the intervention. Potential improvement of this counseling intervention may be developing a mobile cloud-based platform to support users in self-motivated behavioral change for better health. Additionally, targeting the intervention to individuals with adherence and/or sexual transmission risk problems may be another way of improving the program’s effectiveness.

An innovative strength of our study is the use of peers to support ICT use in a clinic setting for an important and often-neglected population that is disproportionately affected by HIV disease burden. Peer involvement in programs designed to impact attitudes and behaviors have been shown to be effective [31,32].

**Conclusion**

A computer-based counseling tool grounded in the TAM theoretical model and delivered in Spanish was acceptable and feasible to implement in a high-volume HIV clinic setting. It can provide evidence-based, linguistically appropriate ART adherence support without requiring additional staff time, bilingual status, or translation services. We found that language preferences and cultural acceptability of a computer-based counseling tool exist on a continuum in our urban Spanish-speaking population. Theoretical frameworks of technology’s usefulness in behavioral modification needs further exploration in other languages and cultures to determine where on the HIV care and treatment continuum these interventions may have the greatest impact.
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Abstract

Background: Sri Lanka has witnessed a series of dengue epidemics over the past five years, with the western province, home to the political capital of Colombo, bearing more than half of the dengue burden. Existing dengue monitoring prevention programs are exhausted as public health inspectors (PHIs) cope with increasing workloads and paper-based modes of surveillance and education, characterizing a reactive system unable to cope with the enormity of the problem. On the other hand, the unprecedented proliferation and affordability of mobile phones since 2009 and a supportive political climate have thus far remained unexploited for the use of mobile-based interventions for dengue management.

Objective: To conduct a needs assessment of PHIs in Colombo with respect to their dengue-related tasks and develop a new mobile-based system to address these needs while strengthening existing systems.

Methods: One-on-one in-depth interviews were conducted with 29 PHIs to a) gain a nuanced, in-depth understanding of the current state of surveillance practices, b) understand the logistical, technological and social challenges they confront, and c) identify opportunities for mobile-based interventions. Quantitative analysis included simple descriptive statistics while qualitative analysis comprised textual analysis of 209 pages of transcripts (or nearly 600 minutes of conversations) using grounded theory approaches.

Results: Current paper-based data collection practices for dengue surveillance involved a circuitous, time consuming process that could take between 7-10 days to officially report and record a single case. PHIs confronted challenges in terms of unreliable, standalone GIS devices, delays in registering mosquito breeding sites and lack of engagement from communities while delivering dengue education. These findings, in concert with a high motivation to use mobile-based systems, informed the development of Mo-Buzz, a mobile-based system that integrates three components – digitized surveillance, dynamic disease mapping and digitized dengue education – on a common platform. The system was developed through an iterative, evolutionary, collaborative process, consistent with the Spiral model of software development and is currently being used by all 55 PHIs in the CMC system.

Conclusions: Given the entrenched nature of existing paper-based systems in PHIs’ work habits, we expect a gradual adoption curve for Mo-Buzz in the future. Equally, we expect variable adoption of the system with respect to its specific components, and specific PHI sub-groups (younger versus older). The Mo-Buzz intervention is a response to multiple calls by the global mHealth community for collaborations in the area of mobile interventions for global health. Our experience revealed that the benefits of this paradigm lies in alleviating country-specific public health challenges through a commonly shared understanding of cultural
Introduction

Dengue, the vector borne disease that threatens the lives of millions of people in tropical countries, has severely affected Sri Lanka in the past 2 decades. In 2014, the country reported nearly 40,000 dengue cases, a level of burden that has been consistent over the past few years [1]. Curiously, more than 55% of such cases were found to originate from the western province of Colombo, where the country’s political capital is located.

Given that the severity of dengue outbreaks has failed to abate, Sri Lanka, and more specifically, the capital city of Colombo, grapples with an exhausted dengue outbreak management system. Dimensions of the systemic fatigue are sporadically highlighted in the mainstream media, such as the case of the public health inspectors (PHIs)—the last mile in Sri Lanka’s public health delivery system—who are overtly burdened to an extent of one PHI covering a population of nearly 50,000 citizens [2]. Beyond dengue surveillance, the PHI’s daily duties include contributing to the control of other communicable and noncommunicable diseases, reporting on housing and sanitation issues, water supply and waste control, adolescent and reproductive health, and health education and promotion among others. It is reasonable to assume that this wide-ranging job description places undue demands on, and adversely affects, the efficacy of the dengue management system in Colombo. To our knowledge, no research studies have examined occupational challenges faced by PHIs in Colombo, as there have been on rural health workers in India, Vietnam, and sub-Saharan Africa [3-8]. By similar accounts, there is limited evidence critically examining their specific role in the vector management system in a way that gives us a glimpse into opportunities for potential interventions to enhance the effectiveness of prevention programs.

Role of Mobile Technology in Dengue Prevention

Sri Lanka has witnessed an unprecedented growth in the penetration of mobile services after 2009 when the civil war ended. Currently, Sri Lanka boasts one of the most affordable rates of mobile services across the world, with penetration rates higher than most developing countries [9]. These developments are reflected in national corporate and governmental policies that have together initiated a series of Mobile for Development (or M4D) programs with health and education serving as priority areas [10]. However, dengue programs have yet to benefit from this technological trend, even as vast swathes of the Sri Lankan population become increasingly susceptible to this vector-borne disease.

In other developing countries in tropical regions, technological interventions for bolstering dengue surveillance have mainly focused on the use of geographical information systems (GISs) and other surveillance systems to facilitate early notification or warnings of potential outbreaks. For instance, Chang and colleagues [11] used Google Earth and ArcGIS 9 to create a surveillance system in Nicaragua that can allow public health workers to identify high indices of mosquito infestation in relation to larval development sites like garbage piles and stagnant water pools. In Brazil, researchers developed the SMCP-Aedes, an entomological surveillance system focused on collecting, storing, analyzing, and disseminating mosquito-related information on the Web [12]. In Thailand, Ditsuwan and colleagues [13] used a combination of a national surveillance system database and GIS to evaluate the burden of dengue and chikungunya fever. Dengue-GIS has also been used for monitoring and evaluating national-level epidemiological, entomological, and control interventions in Mexico and has been found to be useful for decision making at different levels of the dengue control system [14]. Although these initiatives have attempted to use GIS for different aspects of dengue prevention and control programs in their respective countries, we recognize 3 main limitations in extant work. First, we notice a paucity of technological interventions that reach beyond the offices of health policymakers and authorities to influence the actual workflow of health workers at points where they interact with the public. Second, it is evident that most technological interventions are focused mainly on surveillance but rarely facilitate efficient health education or community engagement, two of the bedrocks of any powerful dengue prevention program [15,16]. Third, the cost-effective nature and multifunctional capabilities of mobile phones have been used for a range of public health concerns in developing countries [17], but not as much for dengue.

On the basis of the previously mentioned review of literature, our exploratory study was guided by the following aims: (1) to gain a comprehensive understanding of the epidemiological process of identifying, reporting, and recording dengue cases in Colombo, (2) to understand the PHI’s logistical, technological, and social risks and challenges in the processes identified in (1), (3) to identify opportunities for technological intervention based on existing beliefs about and familiarity with mobile technologies among PHIs, and (4) to develop a technological intervention that can address the most critical gaps in their existing workflow to enhance the overall efficiency of the dengue management system in Colombo.

Our paper is presented in 3 main sections. First, we present results from a mixed-methods technological needs assessment of PHIs in Colombo. Second, we present a detailed description...
of a social media–based system, called Mo-Buzz, which we developed to address the most critical bottlenecks in the current paper-based dengue information system. The final section culminates with a discussion of study findings, implications of such a system for the larger public health infrastructure in Colombo, and potential future research.

Methods

To assess the dengue-related informational and technological needs of the PHIs in Colombo, we conducted a series of in-depth interviews with them that would allow us to gain a nuanced, multifaceted perspective in the issues of utmost concern to them. Each interview was preceded by a simple quantitative survey. We next present details of each of the survey and the in-depth interviews.

Survey

The survey was designed to obtain a demographic profile of the PHIs; examine their technological habits, usage, and preferences in the dengue context; and generally assess their readiness to move forward and adopt and use the technology. The questionnaire comprised sections on measurement of demographic variables such as age, ethnicity, education, income, and years of experience as a PHI. We then captured technology use through a simple yes or no question asking whether they have previously used the Internet, simple mobile phone, a smartphone, mobile apps, and a tablet. Descriptive analyses were conducted using univariate statistical techniques on SPSS, v. 21 (IBM Corp. Armonk, NY).

In-Depth Interviews

The in-depth interviews complemented the survey and were aimed at getting a deeper, more detailed, and nuanced perspective on the PHIs role in the public health system, their specific functions related to dengue prevention and management, and their beliefs on the potential for technological interventions in their dengue-related duties. An interview guide facilitated the flow of the conversation across the following themes: (1) roles and responsibilities of the PHI, (2) perspectives on the dengue burden in Colombo, (3) data collection and information flow pertaining to dengue monitoring and surveillance and challenges in this process, (4) health educational activities related to dengue, (5) technology use and preferences, (6) ideas for technological intervention, and (7) perspectives on client (the general public or community members whom the PHIs interface with on a daily basis) interaction, client trust, and client satisfaction. All interviews were conducted in Sinhalese or Tamil (the major local languages). All interviews were digitally recorded and later translated into English by an experienced translator.

Data were collected through a series of detailed one-on-one interviews with the PHIs at the office of the Colombo Municipal Council (CMC). All interviews were conducted with the permission and approval of the Chief Medical Officer of the CMC who also assured access to the PHIs. The Chief Medical Officer briefed the cadre of PHIs about the interviews (before the commencement of the study) and set up a schedule where every PHI would be scheduled to attend a 30- to 45-minute time slot at the interview venue based on their schedule. At the start of each session, the research staff described the aims and purpose of the study to the PHI and obtained their signatures on an informed consent form after explaining the terms of the study including data confidentiality. Each study comprised a short 10-minute quantitative component followed by an in-depth interview (qualitative) that lasted between 30 and 60 minutes.

Qualitative data analysis was conducted through grounded theory approach in 2 ways. First, analysis proceeded as data were collected, thereby allowing early findings to influence later inquiries. For instance, when we observed that the first few participants alluded to contextual constraints associated with dengue-related data collection on the ground (a subtopic not originally part of our interview guide), we gradually introduced this theme into subsequent interviews to explore this area even more. Second, emergent findings and a review of the transcripts were used to design a preliminary coding guide that was further refined as coding and analysis proceeded. Two researchers coded each transcript independently, and then arrived at a final code after discussing their codes with an adjudicator. The final codes were then processed through NVivo, a software that helped to summarize qualitative data using visual and tabular formats, analyzing frequency and prominence of topics discussed by the PHIs. Eventually, the research team coded 585 minutes of interviews spread over 5 days and coded 209 pages of interview transcripts.

Results

Survey

As seen in Table 1, the 29 PHIs whom we interviewed were nearly equally distributed between the 21-30 years and 31-40 years age groups with all but one belonging to Sinhalese ethnicity. Nearly 86% (25/29) of them had attained a diploma. Nearly 45% (13/29) of the PHIs had served their role for less than a year, nearly 21% (6/29) between 1 and 5 years and the remaining 35% (10/29) were regarded as seniors having served more than 5 years.
Table 1. Demographic breakdown of the PHIs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency (N)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29</td>
<td>100.0</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-30</td>
<td>16</td>
<td>55</td>
</tr>
<tr>
<td>31-40</td>
<td>13</td>
<td>45</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sinhalese</td>
<td>28</td>
<td>96</td>
</tr>
<tr>
<td>Indian Tamil</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Highest educational level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary and below</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Certificate or diploma</td>
<td>25</td>
<td>86</td>
</tr>
<tr>
<td>University and above</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Duration of service</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>13</td>
<td>45</td>
</tr>
<tr>
<td>1-5 years</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>More than 5 years</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>History of digital technology use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>25</td>
<td>86</td>
</tr>
<tr>
<td>Simple mobile phones</td>
<td>26</td>
<td>90</td>
</tr>
<tr>
<td>Smartphones</td>
<td>18</td>
<td>62</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>Tablets</td>
<td>8</td>
<td>28</td>
</tr>
</tbody>
</table>

Our descriptive analysis revealed a healthy history of technology use with nearly 86% (24 of 28) of the PHIs having used the Internet and 90% (25 of 28) having used simple mobile phones. Of these, only 62% (17 of 28) of them had used smartphones previously, and a mere 28% (8 of 28) had prior experience with tablets. Finally, nearly 35% (10 of 28) of the PHIs were familiar with mobile apps.

An analysis of the constructs (Table 2) revealed interesting insights. Although perceived ease of using [18] mobile apps and tablets was relatively low with means of 3.63 and 3.47, respectively, their perceived usefulness [18] for dengue collection was among the highest, with means of 3.52 and 3.86, respectively. In addition, the PHIs reported that better technology would strengthen their ability to track (mean [M]=4.52, standard deviation [SD]=.63) and report (M=4.69, SD=.71) dengue cases more efficiently and make it easier for them to identify new mosquito breeding sites (M=4.28, SD=.92).
Table 2. Technology-related attitudes.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>4.28</td>
<td>.88</td>
</tr>
<tr>
<td>Simple mobile phones</td>
<td>4.77</td>
<td>.62</td>
</tr>
<tr>
<td>Smartphones</td>
<td>4.34</td>
<td>.80</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>3.63</td>
<td>1.10</td>
</tr>
<tr>
<td>Tablets</td>
<td>3.47</td>
<td>1.10</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper and pen</td>
<td>3.41</td>
<td>1.46</td>
</tr>
<tr>
<td>Simple mobile phones</td>
<td>2.79</td>
<td>1.43</td>
</tr>
<tr>
<td>Smartphones</td>
<td>3.54</td>
<td>1.03</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>3.52</td>
<td>1.15</td>
</tr>
<tr>
<td>Tablets</td>
<td>3.86</td>
<td>1.23</td>
</tr>
<tr>
<td>Perceived utility for dengue tasks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can easily track new dengue cases in Colombo</td>
<td>3.41</td>
<td>1.02</td>
</tr>
<tr>
<td>I can easily report new dengue cases in Colombo</td>
<td>3.61</td>
<td>1.01</td>
</tr>
<tr>
<td>I can easily identify new mosquito breeding sites in Colombo</td>
<td>3.24</td>
<td>1.02</td>
</tr>
</tbody>
</table>

In-Depth Interviews

In this section, we first present a description of the existing paper-based surveillance process as reported by the PHIs and then examine specific issues of interest to our technological development process.

Understanding How Dengue Cases Are Identified, Reported, and Stored in Colombo

We obtained a comprehensive understanding of the flow of dengue-related information between different agencies involved in the dengue surveillance programs in Colombo. As shown in Figure 1, the existing dengue information architecture reflects a circuitous and time-consuming process. This process commences with a patient who experiences symptoms visiting the hospital who in turn hands over a paper-based record of suspected dengue cases to the PHI who is assigned to that particular hospital. All PHIs who receive this information pass it along to the CMC Epidemiological Unit (CMC-EU), where an official is assigned to create a separate file for individual patients. The official categorizes all these files according to the Medical Officer of Health (MOH) jurisdiction under which they are covered and dispatches this information to each of the MOH offices through the CMC-EU. The MOHs then distribute the files to their PHIs for follow-up through patient visits. Each PHI visits the patient to confirm his or her diagnosis for dengue, on which a decision is taken to fill either a Communicable Disease Form (CDF) and a Dengue Investigation Form (DIF) or only the former, depending on whether the patient is tested positive or negative. In addition, in case of a positive diagnosis, the PHI is required to conduct a house and area inspection to identify possible mosquito breeding sites and educate the patient and his family on protecting themselves from dengue. After obtaining the entire set of CDFs and DIFs from the PHIs under their jurisdiction, the MOHs officially approve the forms before dispatching them to the CMC-EU. The CMC-EU manually collates the information from all the DIFs to create a record, map dengue cases on a manual map, and ensure that all the cases are within the CMC jurisdiction. At the end of this process, a formal report is sent to the CMC Public Health Department who officially sign on it before dispatching it to the Ministry of Health. The whole process could take anywhere from 7 to 10 days.

We now examine specific issues of interest. Table 3 tabulates the distributions of each topic mentioned by PHIs and their prevalence in the overall discussion.
Table 3. Distribution of topics.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Percentage of PHIs who discussed a specific topic (%)</th>
<th>Percentage of reference in relation to overall references (%)</th>
<th>Percentage of reference in relation to overall conversation size (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barriers impeding PHI’s work</td>
<td>100.0</td>
<td>13.6</td>
<td>16.7</td>
</tr>
<tr>
<td>Epidemiology about dengue</td>
<td>100.0</td>
<td>9.4</td>
<td>13.6</td>
</tr>
<tr>
<td>Process of PHI’s work</td>
<td>100.0</td>
<td>19.4</td>
<td>21.1</td>
</tr>
<tr>
<td>Prevention of dengue</td>
<td>96.4</td>
<td>5.4</td>
<td>8.9</td>
</tr>
<tr>
<td>Knowledge about dengue (PHIs)</td>
<td>92.9</td>
<td>5.1</td>
<td>7.0</td>
</tr>
<tr>
<td>Education materials about dengue</td>
<td>89.3</td>
<td>8.0</td>
<td>9.3</td>
</tr>
<tr>
<td>Attitude of public towards PHIs</td>
<td>86.0</td>
<td>6.4</td>
<td>6.0</td>
</tr>
<tr>
<td>Equipment used for dengue tasks</td>
<td>85.7</td>
<td>5.6</td>
<td>8.0</td>
</tr>
<tr>
<td>Profile of PHI</td>
<td>85.7</td>
<td>2.5</td>
<td>7.7</td>
</tr>
<tr>
<td>Suggestion for mobile app</td>
<td>85.7</td>
<td>6.3</td>
<td>7.6</td>
</tr>
<tr>
<td>Responsibility of PHIs</td>
<td>78.6</td>
<td>4.4</td>
<td>4.5</td>
</tr>
<tr>
<td>Facilitators to PHI’s work</td>
<td>71.4</td>
<td>2.6</td>
<td>3.8</td>
</tr>
<tr>
<td>Client interaction with PHIs</td>
<td>68.0</td>
<td>3.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Burden of dengue</td>
<td>67.9</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Knowledge about dengue (public)</td>
<td>67.9</td>
<td>1.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Trust among clients on PHIs</td>
<td>50.0</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Story from PHI’s work life</td>
<td>46.4</td>
<td>1.0</td>
<td>3.5</td>
</tr>
<tr>
<td>Diseases related to mosquitoes</td>
<td>39.3</td>
<td>0.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Technology use of PHIs</td>
<td>25.0</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Demographic factors</td>
<td>14.3</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Client satisfaction</td>
<td>10.7</td>
<td>0.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The interviews revealed that the most complex and challenging sub-processes from the process (presented in steps 8 and 9 of Figure 1) involved PHIs field visits to the residences of potential dengue patients and the follow-up actions. The other steps mostly involved manual transfer of documents from one set of actors to the other within the system, but steps 8 and 9 involved multiple logistical, technological, and social elements that infused tension in the system. As such, these steps are the bedrock of the dengue data surveillance in Colombo and thus required most attention. Here, we outline practical challenges faced by PHIs while executing their dengue data collection tasks.
The foremost uncertainty for the PHIs arose when they would attempt to visit the residences of the prospective dengue patients, as assigned by their respective MOHs. The PHIs noted multiple instances when the patients would either be away or would have relocated, rendering their visit futile. In some cases where it would be challenging for the PHI to locate the client’s exact address, the PHI would be unable to contact them and inquire as the patient would have refused to share their mobile number on account of privacy issues. If the clients were available, the PHIs would have to complete the requisite procedures, fill up the lengthy forms, and then commute to the respective office to submit them. A combination of these factors contributed to delays in data collection ultimately reducing systemic efficiency.

The laboriousness of the process was highlighted by PHI 23 when he noted:

I would say finding the patients is the biggest challenge. Firstly, we don’t have the required transport. Sometimes a person’s address has been falsely stated. So even though they are there in that area we cannot find them. Some are reluctant to share this information with us. I’m not sure why but even when we call and ask them they do not say what their true address is.

At times, the time taken to complete the procedures preceding the PHIs visits would adversely affect the surveillance process as the risk factors would have become obsolete or the patients have recovered.

In the words of PHI 12:

...50% there is a delay, mostly in the sending of reports. When we get the report the breeding places may not exist anymore (and) maybe the patient might have been relocated after getting better even (sic).

An integral procedure followed by the PHIs during their client visits is to engage them and obtain details for completing 2 forms: the CDF and the DIF, which are both World Health Organization–approved protocols. The sheer length of these forms, which commanded anywhere between 20 and 45 minutes of the PHI’s visits time, apart from its paper-based format requiring manual entry made these procedures prone to error and logistical inconvenience.

Commenting on the imminent risks of losing critical health data from these forms, PHI 13 noted:

We need a lot of space to store these...and if some physical damage happens like mice getting to the forms, the information can be lost.

Finally, PHIs were educating dengue-affected individuals and families using outmoded means of health communication such as pamphlets and brochures. With minimum persuasive impact and lack of audience engagement, PHI reported that these
materials bore minimum effects of attitudes, knowledge, and behaviors related to dengue.

**Technological Challenges**

An integral part of the PHIs’ duties during client visits is identification of breeding sites and recording information about them that can be used for follow-up actions such as fogging. However, the difficulty of the dense and unstructured urban terrain in and around Colombo meant that the geographical information recorded by the PHIs suffered on accounts of accessibility and accuracy.

In 2011, the CMC initiated a technological intervention to address this problem by collaborating with the WHO to procure Geographical Positioning System (GPS) devices. The PHIs would thus be required to carry these devices with them in addition to the rest of the paperwork, and after detecting the particular locality’s geographical coordinates, note it down on their paper forms. Although these devices provided partial reprieve to the PHIs, this intervention started triggering its own set of unique technical challenges. For instance, inconsistencies in recording the geographical locations were bound to occur, as each MOH (overseeing multiple PHIs) was equipped with only one device, resulting in a situation where not all PHIs could be uniformly equipped with the system. Furthermore, the density of the terrain comprising uneven housing patterns, unplanned road layouts, and slum colonies meant that the GPS device was, in many instances, unable to procure the signal required to display the precise coordinate of breeding sites. PHI 9 explained the situation thus:

> Sometimes I can’t get GPS points. … Sometimes, we have to go like 50 meters away in order to get a significant difference in the GPS coordinates...

In addition, the back-end data management system for the GPS device was set up in a way that required the coordinates captured to transmit through multiple points before finally getting recorded, thereby causing inordinate delays in the data collection process. Pointing out the disadvantage of such delays to breeding site surveillance efforts, PHI 14 noted:

> When we give GPS points they form clusters on the central map. Then we can pinpoint breeding places on the map. When we do this in the current system the data has to go here and there and the delay may take days and the breeding place will have served its purpose already.

Commenting on the inability of the existing GPS systems to equip the PHIs with visual maps that can inform them about where dengue outbreaks are occurring, PHI 21 said:

> …we don’t know how mapping must be done exactly. If it’s with us then we can know which areas are more prone to cases. But it’s just that we refer record books. We don’t get the mapping information. Although we get the waypoints, we don’t get the resulting mapped data. That does not come to us. We have no feedback from this.

Public health regulations in Sri Lanka allow for legal action to be taken against offenders who fail to address the problem of breeding sites in and around their homes or construction sites (in case of faulty builders). Although the current arrangements allowed the PHIs to record and report the geographical coordinates of errant offenders, the PHIs were unable to provide photographic evidence that would bolster the implementation of such punitive actions. Although some PHIs on their initiatives used their phone camera to capture pictures of breeding sites, these images were seldom allowed as official evidence in the court. Compounding the problem was the fact that not all PHIs were equipped with camera phones, thereby potentiating a situation of inconsistent evidence from the health authorities to the courts.

**Social Challenges**

Despite serving as the last and most critical mile of the public health care system in Sri Lanka, PHIs invoke a range of reactions from the communities they serve during client visits. Ranging from fear and caution to resistance and apathy, these reactions can sometimes stymie the efficiency and speed with which they implement their tasks, as it influences the quality of interaction between the PHI and the client in different ways. At the entry stage, when the PHIs have arrived at the clients’ residence and are introducing themselves, they are used to being met with a range of responses. Some clients immediately request the PHIs to take a seat and are keen to share all the information that the latter need so that their disease can be cured, whereas others could make the PHIs feel unwelcome. As PHI 14 says, over time PHIs have developed their own strategies to smoothen their interaction with the client.

> After we go to a patient we can’t suddenly start to fill the form. We must become friendly with them. Then only can we get the correct answers from them.

The PHIs’ affable approach can yield limited results especially when clients are requested for their income as part of the demographic assessment in the forms. The PHIs concur that while this question is casually dealt with by residents in lower income neighborhoods; clients in higher income neighborhoods are more cautious and are thus reluctant to share such information. According to PHIs, client attitudes come into the fore especially when it comes to communicating to them about the actual risks of dengue.

PHI 24 shared his experience thus:

> Sometimes, when I tell the truth it’s like a joke to them. When we come they say “here comes the dengue (sic).” They take the leaflet and just throw it somewhere. They don’t want to read or they don’t like it. They think it’s a joke, what we’re doing.

A number of the PHIs reported that although they frequently complemented the information in the leaflets with verbal explanations about modes of transmission about dengue and how clients could protect themselves. They were confounded by denial and apathy, especially by members from a particular ethnic community who would, at times, not even allow the PHIs into their houses.

In the words of PHI 9:
...I told them 'You know more than us about how to stop the spread of dengue through the media and all. Yet you cannot feel the shock you feel now when one of your children is at the risk of death.' I asked them 'Do you want to hear that your child is dying?' Then they got frightened.

As part of their community education efforts, the CMC had also created a movie with an attempt to use the power of an audiovisual medium to enhance the appeal of the messaging. However, the PHIs reported that it was challenging to gather community members at one site at which the movie could be played, and that the contents of the movie too were outdated. In essence, although PHIs acknowledged the potential of moving images to better communicate risk messages about dengue, they equally recognized the inherent constraints in effectively bringing this strategy to the public. PHI 21 elaborated on these challenges:

When we show the movie it changes from area to area. If it’s Cinnamon Gardens who can I show the movie to? .... They aren’t interesting and have no storyline. Also, the people in shanties have no time to spend watching this. They are always trying to spend their time to find some money. So watching a film on dengue is the least of their priorities.

**Identify Opportunities for Technological Intervention Based on Existing Beliefs and Attitudes and Technological Habits and Exposure**

As seen previously, our brief survey preceding the interviews had revealed that despite the limited exposure to and experience with mobile phones, the PHIs demonstrated positive attitudes toward these technologies if integrated into their work. The in-depth interviews helped to generate a more nuanced understanding of the rationale behind their attitudes and the multiple ways in which these technologies could ease their work life, while bolstering dengue prevention efforts in Colombo.

On the basis of their knowledge and our description of mobile phone and tablet capabilities, the PHIs concurred that these technologies would assist in facilitating the data transmission, reporting, and collecting processes. Specifically, the PHIs believed that the burden of executing their dengue-related tasks would be substantially alleviated as these technologies could help PHIs to obtain accurate addresses, dispatch reports from the field rapidly, and possibly even obtain maps of dengue cases. These would not only add to the overall efficiency of their daily performance but also fortify their understanding of dengue spread on a real-time basis, useful knowledge that can be transferred to other dengue-related tasks such as health education. Explaining how the Internet-enabled mobile technologies could aid them in responding to and strategizing programs for dengue outbreaks, PHI 12 said:

> If we can submit our report to the EPID (epidemiology) unit directly from the site, including the breeding site information and location I think it would be very useful to us since the report would have come through immediately. Then we can quickly identify areas which could prove to be severe in the following months.

In addition to quicker transmission of field reports, other capabilities of mobile phone technologies, such as reminders, could enable PHIs to be reminded of a new patient report that they would be required to follow-up on, thereby allowing them to plan their workdays in advance and in a more time-efficient manner. Many PHIs suggested that one of the main advantages of such technologies would be in delivering dengue education sessions to clients and other community members. PHIs felt that the use of such technologies would be regarded as a social novelty, which, in turn, would arouse curiosity among community members eventually leading to greater engagement. Apart from obtaining a more detailed awareness of dengue, PHIs believed that these technologies bore greater appeal from a social persuasion perspective and could thus help to transform positive attitudes to behavioral performance.

PHI 12 said:

> Yes, it’s more effective definitely. People like it better if we can show them instead of just reciting orally.

Even in a school if we demonstrate to the children via a drama for example it becomes more effective.

In summary, our assessment revealed that the current systemic practices surrounding dengue surveillance and prevention were beset by a number of challenges, some of which could be partially addressed with the aid of mobile technologies. Foremost, we found that the workflow surrounding PHIs’ client visits was weighed down by unreliable procurement of clients’ addresses, lengthy paper-based form filling prone to environmental risks, and variable accuracy of geographical coordinates recorded by existing GPS devices. After collecting data, the process of transmitting and processing it through various reports was time consuming and adversely affecting the timeliness of surveillance operations. Finally, PHIs’ delivery of dengue education was stymied by outdated modes of communication such as pamphlets and dated movies. However, the PHIs seemed open to and enthusiastic about an Internet-enabled mobile technological intervention albeit some cautious signals from the older PHIs. Overall, the sentiment we gleaned from the interviews seemed to suggest a number of advantages to such an initiative and the PHIs offered concrete ideas that we could build into our innovation, the details of which are presented in the following section.

**Mo-Buzz: A Socially-Mediated System for Dengue Surveillance, Engagement, and Education**

The needs assessment helped to identify the key gaps and constraints in the existing dengue information flow and also opportunities to address these using mobile social media. The challenge was to facilitate easier and more efficient exchange of information between actors without changing the existing workflow that has been established according to national guidelines. Instead of digitally transforming the information flow in its entirety, the priority for our innovation would be to address the bottlenecks in steps 8 and 9 identified in Figure 1 and to facilitate a more effective and efficient client visit by the PHIs. The following sections describe our proposed solution, namely Mo-Buzz, which is a socially mediated system that is
Development Approach

Our approach to developing a social media–based solution for addressing the dengue prevention gaps in Colombo was inspired by the Spiral Model of software development [19-21]. This model is premised on a cyclical notion of software development where “risks” attributed to the system might be incrementally reduced through an iterative, evolutionary process of technical refinement that involves concurrent collaboration between multiple stakeholders. Risks are defined as “situations or possible events that can cause a project to fail or meet its goals” [21].

The conceptual alignment of the Spiral Model with our goals for this study are clear as will be demonstrated by an explanation of the model’s founding ideas. First, the model recommends that the software development process commence by determining objectives and identifying constraints, as has been accomplished by our needs assessment. Second, risks in the context of a technology-based solution dengue surveillance and prevention in Colombo—a context where PHIs have minimal exposure to smartphones—might pertain to slow or gradual adoption of the technology by PHIs, the delay involved in managing both, the paper-based forms and tablets for a period, and the accuracy of the new technology’s reading of the geographical coordinates of a location. Third, involvement of multiple stakeholders in the process of developing this technological solution was imminent as any system developed by the research team based in Singapore would need to incorporate the local technical nuances of Colombo, insights that we could best gain by collaborating with institutions such as the CMC, Mobitel (the second largest telecom operator in Sri Lanka), and the University of Colombo School of Computing. Finally, the evolutionary nature of technological development was expected because of 3 factors: (1) the system would undergo multiple iterations as PHIs’ comfort and familiarity with the technology increased with use over time, (2) the PHIs would receive feedback from their clients on an ongoing basis, which would need to be incorporated into system refinements, and (3) given that the new system would be developed in parallel to the existing system, we would first need to replicate the existing workflow and then attempt to abbreviate and enhance the process in subsequent versions. Figure 2 graphically depicts how the core needs identified through our research were mapped to potential mobile media solutions.

Figure 2. Translation of research findings from needs assessment into mobile solutions.

Technical Specifications

Our system is built on open source technologies and is mainly purposed for mobile and Web-based application which can be accessed through an Android platform (which eventually be extended to include iOS) or a Web browser. The Android solution forms part of the main application by running as an agent on mobile devices. The PHIs and MOH can report information in various forms (photo or text) using mobile devices. The Web-based solution is designed mainly for the management as it offers an interactive system for geospatial visualization, reports for reported DIF, summaries and graphs, and Web forms for other details. The solution is developed using Java-related technologies. The server side of this system is supported by Apache, Tomcat, and MySQL.
System Description

The Mo-Buzz system digitizes 3 main functions of PHIs and presents the capability on handheld mobile devices and Web interfaces: (1) capturing, storing and recording visual, textual, and geographical information from patient visits and house or area inspections, (2) staying updated of dengue spread patterns in the Colombo region on a real-time basis, and (3) providing dengue education to the public in an engaging format that will retain their attention and interest.

Digital Surveillance

As seen in Figure 3, this component allows the PHI to capture clients’ information on a digitized DIF form, which is easy to use and includes alerts in case the PHI has missed filling out certain fields. The system thus ensures that the DIF forms are not only complete but also are stored for later reference and can be sent to all the relevant authorities in the different agencies (see Figure 1) with the click of a button, thereby drastically reducing reporting time. In addition, the DIFs are automatically linked to Google Map, thus bolstering every individual DIF with accurate geographical coordinates that can be reviewed by the authorities. The main advantage of this functionality is that the authorities can view, on a continuous, real-time basis, the geographical areas from where dengue cases are being reported and take swift action instead of waiting for paper-based reports to arrive in a delayed manner. This component also allows the PHI to capture photographs of breeding sites, which are automatically geotagged, and share it with all relevant authorities in the chain of command to view and take necessary action (such as fogging and pest control).

Figure 3. Screenshots from Mo-Buzz depicting the home screen (top left), mosquito reporting form (top right), potential breeding site submission form (bottom left), and health educational component (bottom right).

Digitized Dengue Monitoring and Mapping

In contrast to the CMC’s existing manual pin-maps that can only be updated at the end of every case reporting cycle, the Mo-Buzz system offers a live real-time dengue map that is updated as and when PHIs submit a DIF form to the system. This allows the CMC’s public managers to obtain real-time updates of dengue spread and allocate dengue prevention and management resources strategically and efficiently. This component also automatically draws information from the geotagged breeding site reports and represents this information visually in a map format so that the MOH and their respective PHIs can plan their prevention activities accordingly.

Digitized Dengue Education

To increase engagement between the PHI and their clients, the Mo-Buzz system offers a tablet-based health education component. This has been done in the backdrop of mounting evidence that suggests positive outcomes resulting from mobile-mediated health education modules for health workers in other contexts. The first version of the health educational module includes digitized versions of the CMC’s dengue education materials that the PHI presents to his clients complemented by verbal explanations of dengue prevention concepts. We have enhanced the contents with more graphical elements presented in 3 languages (English, Sinhalese, and Tamil) to create awareness among communities with varying levels of linguistic proficiency. For future versions, we are taking the information we gathered to build enhanced graphics, animations, and tailoring capabilities into the health education component.
Addressing Risks Through an Iterative Process

Mo-Buzz was developed through a series of iterative steps carried out in continuous collaboration with the CMC management, PHIs, and Mobitel. Consistent with the spirit of the Spiral Model, we chronicle the 3 main “risks” that we encountered and explain how these risks were gradually alleviated in subsequent iterations of the system.

The major challenge for the Mo-Buzz system design was the adoption by its target user-base. Most staff members in CMC have not had an experience with digital devices. At the same time, the daily information collection need was substantial.

Our final system was developed through several versions and tested with stakeholders. Each version's initial scope was selected based on feedback from younger PHIs. The rationale was engaging younger staff members as early adopters and eventually ambassadors before extending to older staff.

User interfaces were designed based on CMC's standard documents and followed similar format for simpler forms to help PHIs to get familiar. They were designed to minimize the navigation depth, reduce tedious typing, and all contexts were grouped according to usage patterns of PHIs. The system was introduced with task-oriented trainings, selecting small groups of staff members based on their roles.

Risks of Technological Adoption and Change Management

Despite the enthusiasm for mobile technology–based solutions expressed by PHIs and their self-confidence in the ability to handle such solutions, we anticipated challenges in terms of adoption given that our intervention would be completely new to the PHIs' context. As expected, we gradually discovered that while some PHIs displayed lesser technological skills than we expected, the senior PHIs (by age) were resistant to adopt this new system after years of using paper-based methods. We addressed this risk through a 3-pronged, ongoing strategy. First, the research team constantly consulted with PHIs in the process of development, thereby enhancing their familiarity with the system’s capabilities, and softening their resistance to adopt it. Second, the research team, in collaboration with the CMC management, conducted a number of training sessions that ingrained in PHIs the advantages of the system, and the mechanisms by which our solution could address their daily dengue surveillance concerns. Third, the previously mentioned 2 strategies allowed us to identify specific resistance points within the technology—for instance, the number of fields in the DIF—that we collaboratively managed to reduce over time, maintaining only the most critical informational fields.

Structural Risks of Technological Implementation

The technical configuration of our initial system—such as information transfer rate and connectivity strength—was based on our understanding of the strength of mobile technological infrastructure in Colombo, as gleaned from our conversations with experts from CMC and Mobitel, and industry reports. When this version was tested in the controlled environment of Mobitel’s offices, we found minimal inconsistencies with our technical expectations. However, when we used the technology in the field (where PHIs would eventually use it), we discovered a number of issues that needed to be ironed out including weak transfer rates and intermittent mobile connectivity. To overcome these problems in a context where PHIs could least afford to lose data from the field, we developed a simple mechanism that would enable them to save completed DIF forms in case they were unable to immediately send it to the CMC due to network connectivity issues. The system would give them options to retry sending or save temporarily and automatically synchronize at a later time when network connectivity was more stable. Similarly, we discovered that it became challenging to send reports of breeding sites with pictures (in an unstable network connectivity environment) as the images comprised large file sizes. The subsequent iterations of Mo-Buzz involved a mechanism that would automatically resize the images to fit the device’s screen dimensions without severely compromising on picture quality while reducing file size.

Health Education Materials on Mo-Buzz

In its incipient stages of development, the Mo-Buzz system comprised digitized versions of existing paper-based health education materials, as desired by the CMC and PHIs. Over time, it became clear that this strategy needed to be revised on account of the simple reason that the multimedia capabilities of tablets were left unused. In subsequent iterations, we collaborated with a team of designers to develop infographics-based health education materials, now available in English, Sinhala, and Tamil and are in the process of incorporating an animation-based dengue education video that the PHIs can show to their community members. We are also in the process of further developing the educational module in a manner that will offer PHIs informational cues and/or alerts in case they fail to cover any important subtopics related to dengue during their interaction with client communities.

We chronicled a range of other risks including issues of linguistic proficiency, range of supported devices, incorporating informational requirements of the CMC management, but have restricted our discussion to 3 risks in the interest of parsimony.

Discussion

Principal Findings

Recognizing the severity of the dengue situation in Sri Lanka, our study aimed to identify specific gaps and challenges in surveillance and prevention efforts and use this understanding as the foundation to build an mHealth intervention for PHIs in Colombo. Although our effort was inspired by emerging global efforts using the power of mobile technologies to address public health concerns in developing countries, our objective was to integrate the affordances of multiple solutions and offer them on a common platform, in the form of Mo-Buzz, thereby generating a holistic solution.

Previous studies [22,23] investigating the needs of dengue-related vector-control programs focused on larger systemic issues ranging from insufficient budgets and personnel to challenges in community engagement and interagency collaboration. These findings influenced our intervention to the extent that it fortified our understanding of the potential
constraints and organizational challenges that we were likely to confront. The strength of our intervention, however, lies in the ability to acknowledge that while it would be unrealistic to expect mobile technologies to engender a complete systemic transformation, its greater value would lie in being introduced at specific points in the information flow where the tension was greatest. As a result, Mo-Buzz has been designed specifically to address the bottlenecks in steps 8 and 9, where the human elements of communication and action create unique vulnerabilities from a surveillance standpoint. As such, our needs assessment revealed that if the entire dengue information flow were to be metaphorically considered as a sand clock, steps 8 and 9 could be characterized as its neck—the very part that dictates the speed and flow of the process. In other words, the entire informational process curves into and out of the PHI–client interaction.

Recently Labrique et al [24] responded to a persistent criticism about the excessive tendency to report findings from mHealth pilot studies [25], sometimes referred to as “pilotitis,” by highlighting emergent, more scientifically robust, mHealth evidence. Our study is uniquely positioned to contribute to this discussion as we generate empirical evidence about the informational and technological needs of health workers in the context of an mHealth intervention. With respect to the specific concern about piloting, our project, through a collaborative, iterative process of software development, was able to effectively complement the traditional pilot approach, and ensure that all 55 PHIs in the CMC (the entire PHI workforce) gradually adopted the system concurrently. It is important to note here that the size of the PHI workforce, the urban nature of Colombo’s terrain, and the cooperative nature of CMC’s management were factors that facilitated the scale adoption of Mo-Buzz; however, this approach might be less feasible in other public health contexts such as that of the Accredited Social Health Activists in rural India where mHealth innovations need to be introduced in concert with a hierarchical, bureaucratic public health system that is spread out over a vast geographical region. Another focus of Mo-Buzz was to initiate it into the work lives of PHIs in a manner that would cause least disruption to the flow of their daily activities. Although we partially achieved this goal, concerns surrounding the simultaneous management of both, the old paper-based system and the new tablet-based system (Mo-Buzz) continue to exist. These issues will likely be completely ironed out once the paper-based system is fully replaced by a digital version. Similarly, although we continue to work with CMC to formalize the digital reports sent by the PHIs through the tablets, the existing conventions demand added manual tasks, such as a hand-written signature on all completed forms. As we strategize a gradual transfer of technology to CMC, it remains to be seen whether organizational will can be matched with support in terms of funding and technical expertise to streamline organizational processes. Finally, latest reports show large spikes in PHI adoption of Mo-Buzz, to overcome traditional fidelity to paper-based logbooks and handwritten signatures. We expect that over time, more PHIs will be habituated to Mo-Buzz. Contrastingly, we were encouraged to note from some of the PHIs that they were beginning to use the tablets for personal use and other work tasks apart from dengue, such as capturing and storing pictures, sending emails, and so forth. We anticipate that these habits will bear spillover effects for specific use of Mo-Buzz for dengue-related tasks and increase its effective adoption in future.

Conclusions and Future Work

The Mo-Buzz intervention was first soft launched in June 2013 among a small group of PHIs chosen by the CMC management following which the project team worked on multiple iterations over the next year and half. The system has been fully adopted by the CMC in early 2015 for use by all PHIs. Even so, we expect a gradual adoption curve given the entrenched nature of existing systems in PHI’s work habits. Equally, we also expect variable adoption of the system with respect to its specific components and specific PHI subgroups (younger vs older).

The Mo-Buzz intervention is a response to multiple calls by researchers and the policymaking community for collaborations in the area of mobile interventions for global public health. Our experience revealed that the benefits of this paradigm lies in alleviating country-specific public health challenges through a commonly shared understanding of cultural and ethnic mores and sharing of knowledge and technologies. In the next phase, the research team plans to conduct a theoretically informed, mixed-methods evaluation to assess adoption effectiveness and system performance and its effects on dengue program management metrics of the CMC. We also plan to quantitatively compare the user experiences of the Mo-Buzz system with its paper-based predecessor. We call upon future researchers to further dissect the applicability of the Spiral Model of software development to mHealth interventions and contribute to the mHealth evidence debate from theoretical and applied perspectives.
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Abstract

Background: The Internet, with its capacity to provide information that transcends time and space barriers, continues to transform how people find and apply information to their own lives. With the current explosion in electronic sources of health information, including thousands of websites and hundreds of mobile phone health apps, electronic health literacy is gaining an increasing prominence in health and medical research. An important dimension of electronic health literacy is the ability to appraise the quality of information that will facilitate everyday health care decisions. Health information seekers explore their care options by gathering information from health websites, blogs, Web-based forums, social networking websites, and advertisements, despite the fact that information quality on the Internet varies greatly. Nonetheless, research has lagged behind in establishing multidimensional instruments, in part due to the evolving construct of health literacy itself.

Objective: The purpose of this study was to examine psychometric properties of a new electronic health literacy (ehealth literacy) measure in a national sample of Internet users with specific attention to older users. Our paper is motivated by the fact that ehealth literacy is an underinvestigated area of inquiry.

Methods: Our sample was drawn from a panel of more than 55,000 participants maintained by Knowledge Networks, the largest national probability-based research panel for Web-based surveys. We examined the factor structure of a 19-item electronic Health Literacy Scale (e-HLS) through exploratory factor analysis (EFA) and confirmatory factor analysis, internal consistency reliability, and construct validity on sample of adults (n=710) and a subsample of older adults (n=194). The AMOS graphics program 21.0 was used to construct a measurement model, linking latent factors obtained from EFA with 19 indicators to determine whether this factor structure achieved a good fit with our entire sample and the subsample (age ≥ 60 years). Linear regression analyses were performed in separate models to examine: (1) the construct validity of the e-HLS and (2) its association with respondents’ demographic characteristics and health variables.

Results: The EFA produced a 3-factor solution: communication (2 items), trust (4 items), and action (13 items). The 3-factor structure of the e-HLS was found to be invariant for the subsample. Fit indices obtained were as follows: full sample: $\chi^2 (710)=698.547$, $df=131$, $P<.001$, comparative fit index (CFI)=0.94, normed fit index (NFI)=0.92, root mean squared error of approximation (RMSEA)=0.08; and for the older subsample (age ≥ 60 years): $\chi^2 (194)=275.744$, $df=131$, $P<.001$, CFI=0.95, NFI=0.90, RMSEA=0.08.

Conclusions: The analyses supported the e-HLS validity and internal reliability for the full sample and subsample. The overwhelming majority of our respondents reported a great deal of confidence in their ability to appraise the quality of information obtained from the Internet, yet less than half reported performing quality checks contained on the e-HLS.

KEYWORDS
health literacy; health information technology; Internet; information; ehealth

Introduction

Technological advancements inevitably change the information dissemination process by creating new information outlets and developing a platform for new sources [1]. The emergence of Web 2.0 has changed the way consumers interact with technology, information, and health providers. Electronic health, health-related Internet-based technology, and information and communication technologies are broad terms encompassing an array of electronic and mobile phone apps that uses the Internet to deliver health and medical information, independent of space and time considerations often associated with more conventional sources of information. People use desktops, laptops, tablets, and smart phones to access information. These technologies are closely interwoven with the medical field altering self-health care behavior by transforming the scope, breadth, and pace with which information is obtained [2,3]. A study performed in the United States in 2012 found that 81% of the Internet users searched the Web for health information [4], with the majority looking for information about a specific condition or disease [5]. According to the 2014 Pew Internet survey, approximately 1 in 4 people with a chronic illness have read someone’s posting about a health issue on a website. Over 70% of people in Europe access health information on the Internet [6]. Studies have also reported that the Internet-based information has a strong effect on how people manage their health. Specifically, Americans often turn to health information on the Internet before seeing a health professional [7]. In fact, people now use the Internet more often than consulting with their doctors [8]. Underlying the growing use of the Internet to gather information is a willingness to become involved in health care decision making and the ability to make informed choices and decisions [9]. As Dutta-Bergman stated, “the critical role of the Internet as a health information resource has shifted traditional patterns of consumer health information use, the physician-patient relationship, and health services delivery” [10]. Numerous scholars have discussed the transformative effect of the Internet on our self-care transforming patients into a reflexive consumer who can make informed decisions. Ehealth information resources have empowered patients to make informed decisions by improving their ability to communicate with their health care providers [11-13].

The term “e-patients” was coined to describe individuals who are empowered by various technology-based health information tools and apps, but concerns persist about information accuracy, credibility, and quality [14]. Considerable health information available on the Internet is of varying quality; much of it may be oversimplified, incomplete, inaccurate, or misleading [15]. Although it has been shown that patient–physician interactions can prove more satisfactory thanks in part to better informed patients, nearly 60% of ehealth seekers report that they have hesitated talking to their providers about information from the Internet due to fears of straining their relationship with their physician [16]. Moreover, most people fail to apply any criteria to assess the quality of Web-based information, and instead, they trust that source is credible [17]. Complicating the issue is the fact that according to the Institute of Medicine, nearly 90 million Americans have low health literacy, adversely affecting their ability to appraise health information before making and implementing health care decisions [18]. Most Internet health information searches are generally conducted through a general search engine, accessing a multitude of websites of varying quality. Not surprisingly, as Web-based sources of information proliferate, people report increasing confusion and uncertainty about the quality of information available [19]. Fortunately, there are a number of general guidelines for appraising the credibility and quality of ehealth information, including measures of content accuracy, the provision of disclosure statements, and the currency of information, which constitute ehealth literacy skills. Unfortunately, most users are more influenced by the design and appeal of a website when determining its trustworthiness [12]. Consequently, this raises the concern that ehealth seekers might engage in behavioral practices that might be harmful or dangerous to their health. Information overload, sifting through vast amounts of information while simultaneously trying to decipher its quality has been described as mindboggling and may lead to negative affect, such as fear or anxiety.

Although Internet use may lead to a sense of patient empowerment, empowerment without the requisite high level of health literacy may pose a health risk should a patient misuse the information or decide there is no real need to see a doctor [20]. Thus, the American Medical Association and the National Committee on Quality Assurance have recommended ehealth literacy as one of the top areas for national action. The emphasis on the importance of health promotion and patient self-care in maintaining health and well-being, and a partnership with providers via access to information technology, has led to increased professional discourse on the value of ehealth literacy [18-22]. As the role of digital information technologies in health research continues to unfold, it is necessary to examine the synergy between the multidimensional factors associated with health literacy and their effects on self-health care outcomes [23].

The Institute of Medicine considers health literacy to represent a “constellation of skills” necessary to act on health care information [18]. The lack of an integrated theoretical framework has led researchers to operationalize health literacy in different ways, leading to limited progress in understanding and measuring health literacy [24,25]. Traditionally, health literacy was defined as an individual’s capacity to obtain, process, and understand basic health information and the services needed to make appropriate health decisions [18]. The US National Assessment of Adult Literacy defined health literacy as “the ability of U.S. adults to read, understand, and apply health-related information presented in written English to function in society and achieve one’s goals.” [26]. Ratzan et al, define health literacy as “[the degree to which individuals can obtain, process, understand, and communicate about health-related information needed to make informed health
Our goals in this research were twofold: (1) to develop a tool to be used in ehealth literacy research and to examine its psychometric properties; and (2) to help understand how ehealth literacy is associated with health care variables. Our ehealth literacy measure is a tool designed to assess the degree to which people possess the skills required to use ehealth information in an informed way. Originally, Norman and Skinner introduced the concept of ehealth literacy, defining it as the ability to seek, find, understand, and appraise health information from digital sources and apply this knowledge to solve health problems. Their Lily Model included 6 core health literacy skills depicted as petals of a lily: traditional (reading ability and numeracy), information, media, health, computer, and science [41]. According to Jordan et al, most of previous instruments assessed user competency with Web technologies; however, they failed to capture user skills required in the age of ehealth information through the Internet. They have also been found to have substantial psychometric weaknesses [42]. These measures, such as the Rapid Estimate of Adult Literacy in Medicine and the Test of Functional Health Literacy in Adults among others, assess operational skills (basic skills needed to use the Internet), formal skills navigation, information skills (locating information), logic skills (ability to understand information), functional literacy (reading and understanding health information), and strategic skills (applying information to health problems) [43-49]. The 8-item eHealth Literacy Scale designed by Norman and Skinner measures a consumer’s perceived skills at using information technology such as their comfort in using computers and ability to locate health information [41]. Although these instruments address a combination of technical aspects related to the use of the Internet and content provided, they do not measure ability to appraise health information. A research study reported that almost 90% of the participants in a discussion of health literacy agreed that current measures of health literacy do not match with the current understanding of health literacy in age of information technology [24]. Understanding ehealth literacy requires an examination of critical issues such as the users’ ability to find appropriate information and use it to gain better control over their personal health. Although current assessments of health literacy focus primarily on reading ability, our review of the literature suggested the need for updated measures of health literacy that would measure information search strategies and skills to judge the quality of information found [12,50,51]. Current research instruments fail to capture important aspects of ehealth literacy such as appraisal, trust, and the communicative aspects of it as an interactive process. To address this gap, we designed items to reflect these components of ehealth literacy.

This study advances this effort by developing an ehealth literacy scale for users of digitally provided health information. Most existing measures of health literacy focus on a single dimension, which tends to be a reading comprehension test emphasizing a relatively narrower cognitive capacity to understand health-related texts and materials [24]. The need to navigate health websites with confidence is particularly important because the consequences for using low-quality, misleading, or false information could endanger health and possibly result in death [35]. Through our review, we identified key attributes of ehealth literacy demands. An area of consensus is evaluating information to discern high-quality information from low-quality information. Accordingly, our measure and its items reflect this area of consensus.
Methods

Data Source and Sample

The sample consists of respondents who used the Internet for health information (N=710). The Knowledge Networks (KN), a nonprofit academic research firm, recruited the respondents who are members of the first Web-based panel representative of the US population. The KN Panel consists of about 50,000 US residents, aged 18 years or older. The KN uses an address-based sample frame derived from the US Postal Service Delivery Sequence File, which covers 97% of US households, thereby maximizing sample representativeness. Address-based sampling permits probability-based sampling of addresses including those households that have unlisted telephone numbers, do not have landline telephones, do not have Internet access, and do not have devices to access the Internet. Respondents are randomly selected, in contrast to the opt-in convenience sampling design of most other Web-based panels. The KN Panel members who were randomly selected were invited to become panel members. For those selected households that do not have Internet access or devices to access the Internet, we provided a Web-enabled computer with free Internet service to enable their participation as Web-based panel members. The KN obtained the participants’ consent before they become panel members [52].

For this study, 1315 participants were randomly selected after being contacted via an email. Potential participants were prescreened through the question “Do you seek health or medical information on the Internet for yourself and for others?” We obtained a 70% response rate and received a total of 710 completed Web-based questionnaires. The Web-based survey consisted of 50 questions. It was self-administered and accessible for a designated period of time. Respondents were able to complete the survey only once. The 19-item electronic health literacy measure was developed through an extensive multistep scale development and evaluation process. We created items based on a review of the literature. Approval of the Institutional Review Board of the University of Maryland, Baltimore County, was also obtained (protocol number: Y11GS21145) before the study’s launch. During the pilot phase of our project, we tested general readability and item wording. We field-tested the items (n=10) to assess clarity of wording and general readability of the items and whether participants interpreted the items as we intended. No problems were reported by our pilot study respondents in regard to clarity of survey questions.

An inherent part of any survey is nonresponse. The KN attains a 65% to 70% survey completion rate as opposed to 2% to 16% for opt-in Web-based panels. Our specific survey sample was drawn at random from the panel members who were randomly recruited in accordance with scientifically accepted sampling theory and methods. Accordingly, our specific survey sample represents a simple random sample from the larger probability-based panel designed to be statistically representative of the US population. Because all KN Panel households were selected randomly with a known probability of selection and because our survey-specific panelists were then also randomly selected from the larger panel, our results can be interpreted with the statistical confidence relative to the population of the United States [52].

Furthermore, the KN states, in certain cases, a survey sample calls for pre-screening, that is, members are drawn from a subsample of the panel. There are also several sources of survey error that are an inherent part of any survey process, such as non-coverage and non-response due to panel recruitment methods and to inevitable panel attrition. We address these sources of sampling and non-sampling error by using a panel demographic post-stratification weight as an additional adjustment based on demographic distributions from the most recent data from the Current Population Survey (CPS). This weighting adjustment is applied prior to the selection of any client sample from KnowledgePanel, and these weights are used in the stratified, weighted, selection procedure for drawing samples from the panel. All the above weighting is done before the study sample is drawn. Once a study sample is finalized, a set of study-specific post-stratification weights are constructed so that the study data can be adjusted for the study’s sample design and for survey nonresponse. Starting with each panel member’s base weight, an iterative raking procedure is used to achieve an optimal approximation of the relevant benchmarks to make survey respondents representative [52].

Statistical Analysis

Our psychometric analyses started with exploratory factor analysis (EFA) using principal component analysis and varimax rotation to identify these theorized latent dimensions represented in the variables and to define the underlying structure among the variables. This enabled us to have an initial confidence in our conceptualization. As Hair et al [53] wrote “[e]xploratory factor analysis can be performed to provide a preliminary check on the number of factors and the pattern of loadings. Then proceed to a confirmatory test of measurement theory (to establish the construct validity of the newly designated scale).” We examined how many factors existed, whether factors were correlated, and which variables best measured each factor. This also enabled us to determine whether any underlying structure existed for measures on the 19 variables. Hair et al [53] wrote, CFA cannot be conducted appropriately unless the researcher can specify both the number of constructs that exist within the data to be analyzed and which specific measures should be assigned to each of these constructs. After performing EFA, we proceeded with confirmatory factor analysis (CFA) to determine whether the items in our instrument support the 3-factor structure, which provided evidence that the item measures taken from our sample represent the true score that exists in the population. Beginning analytical procedures with EFA by examining the measurement model followed by CFA was also reported in the literature on the psychometric validation of new instruments [54-57]. The factor structure proposed by EFA on the full sample was validated with a subsample comparison.
approach using a sample of older adults (age ≥ 60 years). This enabled us to assess the stability of the factor structure of the electronic Health Literacy Scale (e-HLS).

We, then, proceeded with CFA for the full sample and subsample. First, the AMOS graphics program was used to construct an input path diagram representing the measurement model that linked the ehealth literacy factors (latent variables) with e-HLS indicators. The model included covariances between the 3 factors, previously proposed by EFA. Data were entered for 710 cases, standardized beta coefficients were generated for all regressions of indicator variables on factors that were included in the model, and the covariance between the factors were obtained. The R² values for all 19 e-HLS indicators were also generated. We repeated these analytical procedures for our subsample by entering data for 194 cases separately from the full sample. The chi-square significance test and overall model fit indices were estimated including the comparative fit index (CFI), the normed fit index (NFI), and root mean squared error of approximation (RMSEA).

Item total correlations and Cronbach alpha internal consistency reliability coefficients were calculated for the full sample and subsample. We tested the validity of our scale by examining its correlations with respondents’ demographic characteristics: age, gender, race or ethnicity, marital status, education level, and income. We performed ordinary least squares regression analyses to examine our scale’s construct validity. We regressed the composite scale on variables in our dataset that are conceptually and empirically related to health literacy. These variables were as follows: perceived empowerment, health interactions, health communication, experiencing health problems, noncompliance, and negative effect. All linear regression analyses were controlled for demographic covariates. Mean replacement procedure was used when missing data are less than 2% of responses for an item. We used SPSS 21.0 in our analyses.

Measures

Our measures, its dimensions, and the items representing the dimensions were constructed from a literature review of health literacy materials in the Medline, PsycInfo, ERIC, Sociological Abstracts, and Web of Science databases. We also reviewed existing instruments developed for print and Web-based health information materials. We conducted a comprehensive literature review to identify key skills associated with health literacy. In this literature review, we examined how literacy demands of digital health information materials are related to evaluation of information quality. Our review revealed that most existing tools target traditional health literacy for print resources. Given this constraint, we decided to create items based on our review of the literature. We generated items to operationalize each of the 3 conceptual domains identified in the literature: trust, action and behavior. Because the concept of ehealth literacy is increasingly conceptualized as consisting of skills related to evaluating, communicating, and using that information to make informed decisions, we designed our item to reflect these skills.

To measure participants’ trust in the Internet-based sources of health information, actions they take to evaluate information, and the extent to which they engage in informational exchange with health professionals, we asked them to indicate their agreement with the items of our measure. The theoretical basis for the trust items is literature on trustworthiness of Web-based health information such as the California Health Care Foundation’s report and other related literature [58-62]. Scale items designed to measure the communication dimension are based on the findings of previous studies of patient–provider dialogue [63-65]. The items we theorized to represent the action dimension are derived from a review of literature on uses of the Internet for health information and how Internet users evaluate information including the Medical Library Association’s guidelines and other related publications [66-70]. The following is a list of specific items we used in our research:

Demographic and socioeconomic covariates included age, race or ethnicity, gender, marital status, education level, and income. Age was measured as an ordinal variable. Gender was coded as (0) male and (1) female. Response categories for race or ethnicity and marital status were collapsed to account for small cell sizes and were measured as dichotomous variables. Race or ethnicity was measured as (0) Caucasian and (1) minority. Education level was coded as (1) high school or less, (2) some college or associate degree, (3) college degree, and (4) postgraduate degree. Annual family income was categorized into 4 groups: (1) $29,999 or less, (2) $30,000 to $59,999, (3) $60,000 to $99,999, and (4) $100,000 and above. Marital status was measured as (0) married and (1) nonmarried.

Electronic health literacy was measured with our scale, which we labeled e-HLS. It is a 19-item self-report scale that examines the (1) behavioral, (2) communicational, and (3) attitudinal components of health literacy among ehealth information seekers. Each item was rated on a 5-point Likert scale ranging from 1=“never or strongly disagree” to 5=“always or strongly agree.” The survey assessed whether ehealth information seekers do the following when gathering information from the Internet: (1) read disclosure statements on health websites; (2) check for credentials and institutional affiliations of those who provide information on websites; (3) check the ownership of a health website; (4) check a website’s sponsor(s); (5) check for financial ties between website information and the website’s sponsor(s); (6) appraise the adequacy and integrity of information providers’ credentials; (7) check to see whether a physical address is provided; (8) check for stated goals and objectives; (9) appraise whether coverage of health topics is clear and comprehensive; (10) check whether other print or Web resources confirm information provided; (11) checked whether information is current and updated; (12) check for the last time information was updated. We also asked (13) if they were confident in their ability to appraise information quality on the Internet; and if they (14) asked health professionals for advice about where to find credible information on the Internet; (15) discussed information obtained from the Internet with a health professional; (16) believed information provided on the Internet was credible; (17) believed information provided on the Internet was balanced and accurate; (18) thought information provided on the Internet was the same as or better than what most health professionals provided; and (19) trusted the Internet for obtaining accurate health information. We reverse-coded the
last 4 items so that lower scores represent greater consistency with awareness of varying quality of health information. Our scale had a Cronbach alpha coefficient of .93.

All our questionnaire items had equal weight and were measured on the same metric, a 5-point Likert measurement scale. This ensured that none of the items were more influential than the other items in averaging an overall score for our scale. Consistent with the literature, we calculated a score for each subscale that used items with different response options and performed separate reliability and validity analyses for each. DeCoster stated, “[y]ou might create a group of items to determine respondents’ opinions on each of these issues. Sometimes a single questionnaire contains items from several different scales mixed together. This is perfectly legitimate. In this case your items making up different subscales will be slightly different” [71]. In fact, it is not unusual for instruments with subscales to include items with different response options. The expectation is that the direction of the magnitude of the responses between items should be consistent throughout the scale. In other words, questions should be written to indicate that higher scores should indicate more positive responses or greater magnitude on the variable and vice versa [56,71].

Positive health interaction was measured by asking respondents to indicate the extent to which they agreed with the following statements: (1) “I receive more attention to my questions from health providers as a result of gathering information from the Internet,” (2) “I receive more information from health providers as a result of gathering information from the Internet,” and (3) “Interactions with health providers have become more respectful as a result of gathering information from the Internet.” Response options ranged from 1=“strongly disagree” to 5=“strongly agree.” The Cronbach alpha reliability coefficient is .87.

Strained Health Interaction was measured by asking respondents to indicate the extent to which they agreed with the following statement: “Interactions with health providers have become strained as a result of bringing in health and medical information from the Internet to my appointments.” Response options ranged from 1=“strongly disagree” to 5=“strongly agree.” We first reverse-coded the item and included it with the rest of positive health interaction items, but, we found the Cronbach alpha reliability value to be less than the threshold value of .70. Alpha if item deleted analysis suggested dropping this strain item. Thus, we separated it from the rest of health interaction items and performed a single-item analysis.

Health communication was measured through questions that asked respondents to indicate the extent to which they agree with the following statements: (1) “Information on the Internet helps me to communicate more effectively with health providers during appointments,” (2) “Information on the Internet helps me to ask more informed questions to health providers,” and (3) “Information on the Internet helps me to better understand what my health provider is telling me during appointments.” Response options ranged from 1=“strongly disagree” to 5=“strongly agree.” The Cronbach alpha reliability is .88.

Nonadherence was assessed through the following question: (1) “Do you change your willingness to accept a health care provider’s treatment after reading information on the Internet?,” (2) “Do you doubt diagnosis or treatment of a health care provider if it conflicts with information on the Internet?,” and (3) “Have you ever changed a health care provider’s treatment as a result of information obtained from the Internet?” Response options ranged from 1=“never” to 5=“always.” The Cronbach alpha reliability coefficient for this measure is .71.

Perceived empowerment was assessed with a single item that asked respondents to indicate the extent to which they agreed with the following statement: “Gathering information from the Internet about my health makes me feel empowered.” The response options ranged from 1=“strongly disagree” to 5=“strongly agree.”

Negative effect was measured with a statement that asked respondents to indicate the extent to which they agreed with the following statement: “Gathering information from the Internet about my health makes me feel anxious.” The response options ranged from 1=“strongly disagree” to 5=“strongly agree.”

Health problem was measured with the following question: “Have you ever experienced a health problem as a result of using the Internet information?” Response options ranged from 1=“never” to 5=“always.”

Results

Our sample consisted of adults (n=710), almost equally distributed between men and women (381/710, 53.7% women), between the ages of 18 and 93 years with a mean of 48.82 ± 16.43. About 68% (481/710) were married, and 543 of 710 (77%) were Caucasian. Almost 40% (265/710) had a college degree or higher, and 405 of 710 (57%) earned $60,000 or more. Our comparison subsample consisted of respondents who were aged 60 years or older. They made up almost 30% (n=194) of our sample. About 40% (73/194, 37.6%) of them had a college degree or higher, and slightly more than half (99/194, 51.1%) reported an income level of $60,000 or more. Just over 60% were married (121/194, 62.4%), and a little over 80% (160/194, 82.5%) were Caucasian. We examined whether respondents’ sociodemographic characteristics and ehealth literacy were associated. There was a significant mean difference for the communication factor between men and women (2.10 vs 2.24, P=.047). There was also a racial or ethnic difference in means reported for the action factor with Caucasian participants reporting higher scores on the e-HLS (2.52 vs 2.35, P=.05). Significantly higher means were reported for the action and communication factors by those with higher education (2.20 vs 2.83, P=.001 for the action factor and 1.96 vs 2.34, P=.001 for the communication factor). There is also a significant mean difference on the overall e-HLS score between respondents who had higher levels of education compared with those with lower levels (2.13 vs 2.77, P=.001). However, there was no statistically significant difference in the trust factor based on education (2.84 vs 2.71, P=.32). Respondents with higher income levels were also found to have a higher score on the overall e-HLS than those with lower incomes (2.52 vs 2.14, P=.01). We found a significant association between ehealth literacy and respondent age at neither the item nor factor level. Finally, married respondents had higher averages for the communication factor.
than nonmarried respondents (2.22 vs 2.08, \(P=.05\)). We examined bivariate associations of ehealth literacy with health-related variables in our survey. Respondents with higher scores on our measure of electronic health literacy reported higher sense of perceived empowerment (\(r=.395, P=.001\)), lower negative effect (worry or anxiety; \(r=-.116, P=.002\)), perceptions of more positive health care interactions with providers (\(r=.290, P=.001\)), and better health care communication (\(r=.427, P=.001\)). However, we also found a significant positive association with nonadherence (\(r=.454, P=.001\)) and experiencing a health problem as a result of using the Internet-based information (\(r=.128, P=.001\)). No significant associations were found between the ehealth literacy and perceived strain in health care interactions.

Next, we performed the Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy and Bartlett Test of Sphericity (BTS) to determine whether our data were suitable for EFA. Kaiser–Meyer–Olkin value of above 0.50 is needed before proceeding with EFA, whereas values of 0.80 or above are considered very good. A statistically significant BTS (\(P=.05\)) indicates that sufficient correlations exist among the variables to proceed. The KMO and BTS results in our research indicated that the dataset satisfied the psychometric criteria for EFA analysis. Kaiser–Meyer–Olkin analysis yielded an index of 0.93, and BTS yielded 838.82, \(P=.001\). We performed EFA with principal component analysis and varimax rotation using the following criteria: (1) eigenvalue greater than 1, (2) items loading on the same factor (≥0.30), (3) no crossloading, (4) Cattell’s scree test, and (5) conceptual interpretability of factors. Principal component analysis was chosen as a data extraction method because as Hair et al stated “This method focuses on extracting the minimum number of factors to account for the maximum portion of the total variance represented in the original set of variables” in the dataset [53]. The varimax rotation converged in 5 iterations. Three factors with eigenvalues greater than 1 emerged from the analyses. The eigenvalues for these factors were as follows: 8.52, 2.74, and 1.03. All the 3 factors explained 65% of the variance. A factor solution that accounts for 60% of the total variance is considered satisfactory [53].

Reestimation of the factor structure in our subsample confirmed this 3-factor solution. The varimax rotation converged in 4 iterations and provided the following eigenvalues: 9.17, 2.67, and 1.05. These factors explained 65% of variance in the data for the subsample of older adults. Although we used no crossloading as one of the criteria in determining the underlying factor structure of the e-HLS, we found that 2 items (perceived confidence to appraise information and discussing information and 1.05. These factors explained 65% of variance in the data for the subsample of older adults. Although we used no crossloading as one of the criteria in determining the underlying factor structure of the e-HLS, we found that 2 items (perceived confidence to appraise information and discussing information with a health professional) crossloaded with 2 factors. We considered several alternative solutions to ensure that we had identified the best structure (1 less and 1 more factor than the initial solution suggested by EFA). We, then, determined to keep these 2 items in our composite scale because we deemed that they are conceptually important components of ehealth literacy. This decision is based on statisticians’ recommendation that “it is left up to the researcher to be the final arbitrator as to the form and appropriateness of a factor solution, and such decisions are best guided by conceptual rather than empirical bases” [53]. The distributions of the survey items to the factors in our full and subsample are summarized in Table 2 and Table 3, respectively.
Table 1. Univariate description of the e-HLS items.

<table>
<thead>
<tr>
<th>Scale items</th>
<th>Means and standard deviations</th>
<th>Item frequencies and percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full sample</td>
<td>Subsample</td>
</tr>
<tr>
<td>Action factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read disclosure statements</td>
<td>2.32 (1.20)</td>
<td>2.54 (1.20)</td>
</tr>
<tr>
<td>Check credentials and affiliations of author</td>
<td>2.48 (1.36)</td>
<td>2.49 (1.42)</td>
</tr>
<tr>
<td>Check who owns the website</td>
<td>2.41 (1.40)</td>
<td>2.22 (1.42)</td>
</tr>
<tr>
<td>Check who sponsors the website</td>
<td>2.40 (1.37)</td>
<td>2.36 (1.42)</td>
</tr>
<tr>
<td>Check if there is a financial tie between information and sponsor</td>
<td>2.20 (1.36)</td>
<td>2.25 (1.41)</td>
</tr>
<tr>
<td>Appraise whether information provider's credentials seem adequate</td>
<td>2.54 (1.40)</td>
<td>2.66 (1.42)</td>
</tr>
<tr>
<td>Check whether an address is listed on the website</td>
<td>1.96 (1.09)</td>
<td>2.08 (1.21)</td>
</tr>
<tr>
<td>Check whether goals and objectives of the website are clearly stated</td>
<td>2.26 (1.20)</td>
<td>2.34 (1.27)</td>
</tr>
<tr>
<td>Appraise whether there is a clear and comprehensive coverage of the topic</td>
<td>2.63 (1.33)</td>
<td>2.75 (1.36)</td>
</tr>
<tr>
<td>Check whether other print or Web resources confirm the information</td>
<td>2.57 (1.33)</td>
<td>2.57 (1.26)</td>
</tr>
<tr>
<td>Check whether information is current and updated recently</td>
<td>2.90 (1.35)</td>
<td>2.91 (1.40)</td>
</tr>
<tr>
<td>Check whether the last update of information is prominent on the website</td>
<td>2.66 (1.33)</td>
<td>2.68 (1.38)</td>
</tr>
<tr>
<td>Confident of being able to appraise information quality on the Internet</td>
<td>3.24 (0.95)</td>
<td>3.23 (0.93)</td>
</tr>
<tr>
<td>Trust factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust the Internet to provide accurate information</td>
<td>2.72 (0.86)</td>
<td>2.74 (0.87)</td>
</tr>
<tr>
<td>Think information on the Internet as credible</td>
<td>3.09 (0.75)</td>
<td>3.08 (0.74)</td>
</tr>
<tr>
<td>Think information on the Internet as balanced and accurate</td>
<td>2.95 (0.73)</td>
<td>2.94 (0.74)</td>
</tr>
<tr>
<td>Think information on the Internet better than what most health providers supply</td>
<td>2.41 (0.87)</td>
<td>2.35 (0.87)</td>
</tr>
<tr>
<td>Communication factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discuss the information with a health provider</td>
<td>2.42 (1.07)</td>
<td>2.40 (1.06)</td>
</tr>
<tr>
<td>Ask a health provider where to find credible information on the Internet</td>
<td>1.93 (1.08)</td>
<td>1.80 (0.98)</td>
</tr>
</tbody>
</table>
Table 2. Factor analysis of the full-sample e-HLS items.

<table>
<thead>
<tr>
<th>Scale items</th>
<th>Factor I</th>
<th>Factor II</th>
<th>Factor III</th>
<th>Item total correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read disclosure statements</td>
<td>0.66</td>
<td>0.01</td>
<td>0.26</td>
<td>0.60</td>
</tr>
<tr>
<td>Check credentials and affiliations of author</td>
<td>0.79</td>
<td>0.14</td>
<td>0.16</td>
<td>0.72</td>
</tr>
<tr>
<td>Check who owns the website</td>
<td>0.79</td>
<td>0.12</td>
<td>0.23</td>
<td>0.74</td>
</tr>
<tr>
<td>Check who sponsors the website</td>
<td>0.84</td>
<td>0.16</td>
<td>0.14</td>
<td>0.78</td>
</tr>
<tr>
<td>Check if there is a financial tie between information and sponsor</td>
<td>0.78</td>
<td>0.16</td>
<td>0.11</td>
<td>0.72</td>
</tr>
<tr>
<td>Appraise whether information provider’s credentials seem adequate</td>
<td>0.85</td>
<td>0.15</td>
<td>0.18</td>
<td>0.80</td>
</tr>
<tr>
<td>Check whether an address is listed on the website</td>
<td>0.76</td>
<td>0.05</td>
<td>0.23</td>
<td>0.70</td>
</tr>
<tr>
<td>Check whether goals and objectives of the website are clearly stated</td>
<td>0.79</td>
<td>0.03</td>
<td>0.13</td>
<td>0.74</td>
</tr>
<tr>
<td>Appraise whether there is a clear and comprehensive coverage of the topic</td>
<td>0.83</td>
<td>0.03</td>
<td>0.11</td>
<td>0.77</td>
</tr>
<tr>
<td>Check whether other print or web resources confirm the information</td>
<td>0.80</td>
<td>0.12</td>
<td>0.08</td>
<td>0.77</td>
</tr>
<tr>
<td>Check whether information is current and updated recently</td>
<td>0.85</td>
<td>0.08</td>
<td>0.05</td>
<td>0.77</td>
</tr>
<tr>
<td>Check whether the last update of information is prominent on the website</td>
<td>0.80</td>
<td>0.05</td>
<td>0.05</td>
<td>0.73</td>
</tr>
<tr>
<td>Confident of being able to appraise information quality on the Internet</td>
<td>0.45</td>
<td>0.32</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>Ask a health provider where to find credible information on the Internet</td>
<td>0.23</td>
<td>0.06</td>
<td>0.83</td>
<td>0.50</td>
</tr>
<tr>
<td>Discuss the information with a health provider</td>
<td>0.35</td>
<td>0.19</td>
<td>0.57</td>
<td>0.54</td>
</tr>
<tr>
<td>Trust the Internet to provide accurate information</td>
<td>0.34</td>
<td>0.75</td>
<td>0.01</td>
<td>0.34</td>
</tr>
<tr>
<td>Think information on the Internet as credible</td>
<td>0.17</td>
<td>0.86</td>
<td>0.01</td>
<td>0.20</td>
</tr>
<tr>
<td>Think information on the Internet as balanced and accurate</td>
<td>0.08</td>
<td>0.85</td>
<td>0.01</td>
<td>0.11</td>
</tr>
<tr>
<td>Think information on the Internet better than what most health providers supply</td>
<td>0.18</td>
<td>0.68</td>
<td>0.08</td>
<td>0.19</td>
</tr>
</tbody>
</table>
Table 3. Factor analysis of the subsample e-HLS items.

<table>
<thead>
<tr>
<th>Scale items</th>
<th>Factor I</th>
<th>Factor II</th>
<th>Factor III</th>
<th>Item-Total Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read disclosure statements</td>
<td>0.64</td>
<td>0.13</td>
<td>0.33</td>
<td>0.72</td>
</tr>
<tr>
<td>Check credentials and affiliations of author</td>
<td>0.81</td>
<td>0.02</td>
<td>0.12</td>
<td>0.73</td>
</tr>
<tr>
<td>Check who owns the website</td>
<td>0.85</td>
<td>0.08</td>
<td>0.03</td>
<td>0.79</td>
</tr>
<tr>
<td>Check who sponsors the website</td>
<td>0.86</td>
<td>0.01</td>
<td>0.06</td>
<td>0.81</td>
</tr>
<tr>
<td>Check if there is a financial tie between information and sponsor</td>
<td>0.82</td>
<td>0.04</td>
<td>0.06</td>
<td>0.76</td>
</tr>
<tr>
<td>Appraise whether information provider’s credentials seem adequate</td>
<td>0.89</td>
<td>0.01</td>
<td>0.07</td>
<td>0.84</td>
</tr>
<tr>
<td>Check whether an address is listed on the website</td>
<td>0.74</td>
<td>0.04</td>
<td>0.29</td>
<td>0.93</td>
</tr>
<tr>
<td>Check whether goals and objectives of the website are clearly stated</td>
<td>0.77</td>
<td>0.14</td>
<td>0.24</td>
<td>0.75</td>
</tr>
<tr>
<td>Appraise whether there is a clear and comprehensive coverage of the topic</td>
<td>0.83</td>
<td>0.11</td>
<td>0.10</td>
<td>0.78</td>
</tr>
<tr>
<td>Check whether other print or web resources confirm the information</td>
<td>0.81</td>
<td>0.02</td>
<td>0.16</td>
<td>0.80</td>
</tr>
<tr>
<td>Check whether information is current and updated recently</td>
<td>0.84</td>
<td>0.09</td>
<td>0.19</td>
<td>0.80</td>
</tr>
<tr>
<td>Check whether the last update of information is prominent on the website</td>
<td>0.78</td>
<td>0.07</td>
<td>0.22</td>
<td>0.75</td>
</tr>
<tr>
<td>Confident of being able to appraise information quality on the Internet</td>
<td>0.50</td>
<td>0.41</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>Ask a health provider where to find credible information on the Internet</td>
<td>0.36</td>
<td>0.03</td>
<td>0.78</td>
<td>0.49</td>
</tr>
<tr>
<td>Discuss the information with a health provider</td>
<td>0.47</td>
<td>0.17</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>Trust the Internet to provide accurate information</td>
<td>0.16</td>
<td>0.81</td>
<td>0.13</td>
<td>0.39</td>
</tr>
<tr>
<td>Think information on the Internet as credible</td>
<td>0.02</td>
<td>0.88</td>
<td>0.12</td>
<td>0.25</td>
</tr>
<tr>
<td>Think information on the Internet as balanced and accurate</td>
<td>0.09</td>
<td>0.86</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Think information on the Internet better than what most health providers supply</td>
<td>0.06</td>
<td>0.72</td>
<td>0.15</td>
<td>0.18</td>
</tr>
</tbody>
</table>

On the basis of review of the existing literature, we labeled our first factor as behavioral literacy (action factor). It includes 13 items of behavioral indicators from the e-HLS. The factor loadings ranged from 0.45 to 0.85. The item that inquired if respondents appraised the adequacy of information providers’ credentials had the highest factor loading, whereas the item that asked if they were confident of their ability to appraise information quality on the Internet had the lowest factor loading. Similar patterns of factor item loadings emerged in our subsample with factor loadings ranging from 0.50 to 0.89. The factor mean is found to be 2.48 with a standard deviation of 0.99. We identified our second factor as cognitive literacy (trust factor). It consists of 4 items that assessed the perceived accuracy of health information on the Internet. The factor loadings ranged from 0.67 to 0.86. The item that assessed if they believed information provided on the Internet was credible had the strongest factor loading, whereas the item that asked if they thought information provided on the Internet was the same as or better than what most health professionals provided had the lowest factor loading. Similar factor loading patterns were found for our comparison subsample, with factor loadings ranging from 0.72 to 0.88. The factor mean is 2.79, and standard deviation is 0.99. We identified our third factor as interactional literacy (communication factor). It consists of 2 items that measure the extent to which discussion of Internet information takes place between health care provider and information user. The factor loadings ranged from 0.57 to 0.83. The item that assessed if respondents asked health professionals for advice about where to find credible information on the Internet showed the strongest factor loading, whereas the item that measured if they discussed information obtained from the Internet with a health professional showed the lowest factor loading. A similar pattern emerged with our comparison subsample with factor loadings ranging from 0.55 to 0.78. The mean value for this factor is 2.18 with a standard deviation of 0.91. Of the 3 factors, the trust factor has the highest mean score (2.79 ± 0.64 for the full sample; 2.78 ± 0.65 for the subsample). The action factor has the next highest mean scores (2.48 ± 0.99; 2.52 ± 1.05). The communication factor has the lowest averages for the full sample and the subsample (2.18 ± 0.90; 2.10 ± 0.87). When the correlations between the factors were examined, low-to-moderate to moderate-to-high significant associations emerged. In the full sample, the action and communication factors have the highest correlation with each other (r=0.59, P=.001) with the trust factor correlating with both communication and action factors (r=0.21, P=.001 and r=0.17, P=.001). Similar results were obtained for our subsample. The action and communication factors have a high correlation with each other (r=0.60 at P=.001) and the trust factor correlating with both communication and action factors (r=0.23, P=.001 and r=.17, P=.001). Confirmatory factor analysis using AMOS 21 statistical program verified that the 3-factor structure of the e-HLS is invariant for...
the full and subsample and achieved a good fit with both. Comparative fit index and NFI values close to 1 and RMSEA index less than 0.10 are generally deemed to be a good fit. Fit indices obtained for the full sample were as follows: chi-square (710)=698.547, df=131, P=.001, CFI=.94, NFI=.92, RMSEA=.07. All factor loadings were significant (P<.001) with standardized regression coefficients exceeding 0.40. The estimates for the older subsample were as follows: chi-square (194)=275.744, df=131, P=.001, CFI=.95, NFI=.90, RMSEA=.08. All factor loadings were also significant (P<.001) with standardized regression coefficients exceeding 0.50. The significant goodness-of-fit value given by the chi-square index was likely a result of the sample size because as sample size increases, the chi-square value quickly approaches significance and should not be interpreted as an indication of poor model fit [72,73]. The output path diagram showing the computed values for the entire sample is depicted in Figure 1, and that of the subsample is depicted in Figure 2. Finally, internal consistency reliability analysis of the e-HLS demonstrated high Cronbach alpha values: .93 for the full sample and .94 for our subsample.

Next, we examined the validity of our measure by performing external correlates test. According to DeCoste, “you can (and should) assess validity in a number of different ways. Each time you demonstrate that the scale acts in a way consistent with the underlying construct you make a more convincing argument that the scale provides an accurate representation of that construct” [71]. The typical scale validation involves assessing the newly developed scale as it relates to other constructs. Spector stated, “[t]he typical scale-validation strategy involves testing the scale of interest in the context of a set of hypothesized interrelations of the intended construct with other constructs” [56]. To confirm the validity of our new scale, we needed to assess how it associated with related constructs. For this purpose, therefore, we performed both bivariate and multivariate analyses using our full sample and subsample.

First, we examined bivariate associations of ehealth literacy with health-related variables in our survey. Respondents with higher scores on our measure of electronic health literacy reported a higher sense of perceived empowerment (β=.502, P=.001), perceptions of more positive health care interactions with providers (β=.304, P=.001), and better health care communication (β=.489, P=.001). We also found a significant positive association with nonadherence (β=.533, P=.001), strained interactions with health providers (β=.176, P=.01), and less negative effect (β=.152, P=.001). In our subsample, higher scores on our ehealth literacy scale were negatively correlated with older age (β=.167, P=.02) and positively correlated with education (β=.296, P=.001).

We also performed linear regression analyses to examine the extent to which the factorial structure of the e-HLS was differentially associated with health variables from our survey dataset. Consistent with the literature cited in the beginning of this paper, we chose the following variables to run our multivariate regression analyses: health interaction, health communication, nonadherence, perceived empowerment, negative effect, and health problem. As summarized in Table 4 and Table 5 (numbers are rounded up), the regression coefficients for the action factor for the full sample were significant for the following variables after controlling for the effect of demographic variables: perceived empowerment (β=.303, P=.001), nonadherence (β=.316, P=.001), health communication (β=.206, P=.001), and negative effect (β=.174, P=.001). For our subsample, we found the action factor to be significantly associated with health communication (β=.140, P=.053), perceived empowerment (β=.365, P=.001), negative effect (β=.250, P=.005), and nonadherence (β=.312 P=.001). The action factor had no significant association with positive health interaction, strained health interaction, and health problem. The b represents unstandardized regression coefficients (slope), and β represents standardized regression coefficients. The regression coefficients for the trust factor for the full sample were significant for the following variables: perceived empowerment (β=.293, P=.001), nonadherence (β=.216 P=.001), positive health interaction (β=.282, P=.001), health communication (β=.280, P=.001), strained health interaction (β=.092, P=.02), and negative effect (β=.077, P=.04). Significant associations for the trust factor in the subsample of older adults include positive health interaction (β=.340, P=.001), health communication (β=.326, P=.001), perceived empowerment (β=.299, P=.001), and nonadherence (β=.249, P=.001). The trust factor has no significant association with reports of a health problem at the multivariate level. The significant coefficients for the communication factor after controlling for the effects of demographic coefficients include the following variables: perceived empowerment (β=.106, P=.001), nonadherence (β=.191, P=.001), positive health interaction (β=.308, P=.001), health communication (β=.323, P=.001), and health problem (β=.147, P=.002). In the subsample, significant associations emerged with positive health interaction (β=.238, P=.001), health communication (β=.350, P=.001), and nonadherence (β=.206, P=.001). There were no significant associations with strained health interaction in the full sample or subsample.
Table 4. Ordinary least regression analysis of the e-HLS factorial structure for the full sample (n=710).

<table>
<thead>
<tr>
<th>e-HLS Factors</th>
<th>Health interaction</th>
<th>Health communication</th>
<th>Strain</th>
<th>Empowerment</th>
<th>Negative affect</th>
<th>Health problem</th>
<th>Nonadherence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$</td>
<td>$\beta$</td>
<td>($P$)</td>
<td>$b$</td>
<td>$\beta$</td>
<td>($P$)</td>
<td>$b$</td>
</tr>
<tr>
<td>Action</td>
<td>.055</td>
<td>.077</td>
<td>(.06)</td>
<td>.163</td>
<td>.206</td>
<td>(.01)</td>
<td>-.027</td>
</tr>
<tr>
<td>Communication</td>
<td>.235</td>
<td>.302</td>
<td>(.001)</td>
<td>.279</td>
<td>.323</td>
<td>(.001)</td>
<td>.017</td>
</tr>
<tr>
<td>Trust</td>
<td>.308</td>
<td>.282</td>
<td>(.001)</td>
<td>.340</td>
<td>.280</td>
<td>(.001)</td>
<td>.116</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.247</td>
<td>.359</td>
<td>(.001)</td>
<td>.009</td>
<td>.266</td>
<td>(.02)</td>
<td>.025</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.243</td>
<td>.356</td>
<td>(.005)</td>
<td>.009</td>
<td>.266</td>
<td>(.02)</td>
<td>.025</td>
</tr>
</tbody>
</table>

Table 5. Ordinary least regression analysis of the e-HLS factorial structure for the subsample (n=194).

<table>
<thead>
<tr>
<th>e-HLS Factors</th>
<th>Health interaction</th>
<th>Health communication</th>
<th>Strain</th>
<th>Empowerment</th>
<th>Negative affect</th>
<th>Health problem</th>
<th>Nonadherence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b$</td>
<td>$\beta$</td>
<td>($P$)</td>
<td>$b$</td>
<td>$\beta$</td>
<td>($P$)</td>
<td>$b$</td>
</tr>
<tr>
<td>Action</td>
<td>.016</td>
<td>.024</td>
<td>(.77)</td>
<td>.098</td>
<td>.140</td>
<td>(.05)</td>
<td>-.121</td>
</tr>
<tr>
<td>Communication</td>
<td>.193</td>
<td>.238</td>
<td>(.004)</td>
<td>.296</td>
<td>.350</td>
<td>(.001)</td>
<td>.015</td>
</tr>
<tr>
<td>Trust</td>
<td>.364</td>
<td>.340</td>
<td>(.001)</td>
<td>.364</td>
<td>.326</td>
<td>(.001)</td>
<td>-.089</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.220</td>
<td>.375</td>
<td>(.001)</td>
<td>.033</td>
<td>.298</td>
<td>(.018)</td>
<td>.052</td>
</tr>
</tbody>
</table>
Figure 1. Confirmatory Factor Analysis of the e-HLS Items (n=710).

Figure 2. Confirmatory Factor Analysis of the e-HLS Items (n=194).
Discussion

The Institute of Medicine’s recommendation to expand the scope of health literacy by considering multiple skills has led to increased recognition that a comprehensive examination of health literacy in the digital environment is needed [18,66-75]. Our research study is also consistent with the National Call to Action to Promote Health Literacy, which suggested the need to develop multidimensional measures of health literacy to include skills beyond the comprehension of written health information [76].

The strength of our measure is its contemporary multidimensional view of health literacy. We expand its conceptualization beyond the traditional document-based measures (being able to find and understand information) to include interactive and communicative aspects of literacy (information exchange) and critical evaluative skills of information (quality assessment) provided in electronic sources. We created our instrument to comprise of 3 domains: behavioral literacy (action factor), cognitive literacy (trust factor), and interactional literacy (communication factor). Thus, our measure expands the understanding of ehealth literacy through the addition of the 3 domains. Because the concept of health literacy is increasingly conceptualized as consisting of skills related to evaluating, communicating, and using information to make informed decisions, we designed our new measure to reflect these skills.

The results provide statistical support for the multidimensionality of our scale. Consistent with recent studies, our scale suggest that ehealth literacy includes a broader array of skills besides the ability to read and understand health information stressing the need to focus on multiple dimensions of content areas and skills [30,33,77]. The ability of this composite scale to provide information about the extent to which people assess the quality and credibility of ehealth information makes it a valuable assessment tool. Although the composite scale yields a single score, combining data from items that are loaded onto separate factors into a single score may suppress potential differences that can be found if the scale factors are analyzed separately. In our study, we first evaluated the psychometric properties of a new ehealth literacy measure in a national sample of Internet users. Confirmatory factor analysis was conducted to determine whether the 3-factor structure of the e-HLS, as suggested by EFA, achieved a good fit with our entire sample and subsample. The goodness-of-fit indices provided by CFA confirmed the robustness of the e-HLS. Each of the scale factors demonstrated a good internal consistency and validity. We examined patterns of correlations of our measure with related covariates. Moreover, we regressed scale factors on variables that literature has shown to be associated with health literacy in the general sample [51]. These analytical approaches further validated our new measure. However, some limitations in our study must be acknowledged. First, we had to rely on self-reported cross-sectional data, and we lacked useful information illustrating the extent to which our respondents used the Internet for health information. Furthermore, we were not able to measure health literacy to its fullest dimensions, as a wide range of skills and behaviors comprise health literacy. Moreover, as a means of evaluating health literacy, self-report may not be entirely accurate. Regardless, this method may further improve our understanding of the role of health literacy in the daily lives of Americans and provide constructive information to that end.

As summarized in Table 1, the fact that our respondents reported high confidence in discerning information quality and trust in Internet information while reporting low rates of behavior to verify information credibility and quality suggests low awareness about the questionable trustworthiness and credibility of information found on the Internet. Communication with health professionals for purposes of asking advice about which websites they should consult and where to find credible information on the Internet was not common either. As patients want a greater understanding and more active role in their health management, we need new and expanded approaches to examine health literacy to incorporate the provision of credible information through the new digital technologies [77,78]. When examining indicators of electronic health literacy among our respondents, we found higher scores among those with higher levels of education and income. The factorial structure of our scale explained the greatest variance for respondents’ perceived positive changes in health communication with their providers followed by patient nonadherence, perceived empowerment, and positive health interaction. On the other hand, the factor structure of our scale had little explanatory power for perceived strain in health interactions, negative effect, and experience of a health problem. Our results suggest that satisfaction with medical encounters is enhanced by consumers with higher levels of ehealth literacy.

Examination of standardized beta coefficients revealed that the trust factor of our measure had a strong association with perceived empowerment, suggesting that those respondents who trusted information gathered from the Internet to a greater extent also reported higher sense of empowerment. Consistent with existing research, around 60% of our respondents reported relatively little skepticism of the quality of Internet health information despite the fact that much of the Internet health or medical information is of questionable accuracy and lacks any endorsement or sanction of by a formal medical authority [63,70,79]. This is particularly surprising given that less than half of our participants reported having performed a quality check of the Internet information on most of our scale items. We found that they trusted information provided by health websites, and they overestimated the credibility and accuracy of information presented. This is despite various challenges associated with the Internet search, including information overload, navigating through hundreds of search results, many of which could be irrelevant, and separating questionable from credible health information. Moreover, face-to-face, traditional medical encounters may become awkward or strained now that health care professionals no longer enjoy an information monopoly. The way patients can engage with health information, including accessing information, about unverified alternative medicines, may pose challenges for doctors and other providers who need to interact personally with consumers who can now gather their information from the Internet. This actually may form the crux of the problems troubling health professionals;
patients exercise their elevated sense of health care empowerment yet remain insufficiently cognizant of the real dangers of trying to manage their health based on inconsistent and potentially highly inaccurate Web-based information. Health care professionals’ fears may be well founded. Our regression analyses indicated that information seekers who place a great deal of trust in Internet information report greater levels of nonadherence. In addition, the trust in Internet information (trust factor) is significantly associated with patient nonadherence to doctor’s guidelines and/or treatments, further confirming professionals’ concerns.

Not surprisingly, a high level of trust in Web-based information had a significant positive association with strained interactions during medical encounters as reported by our research participants. Interestingly, although we found a significant association between trust in the Internet information and reports of perceived strain in medical encounters in our full sample, this association was not significant in the subsample. This might suggest that health professionals were less likely to feel challenged or distrusted by older patients using the Internet to seek health or medical information about their concerns than younger patients. In addition, the action factor had a negative significant association with negative effect (worry and/or anxiety), whereas the trust in Internet factor had a positive association with negative effect. These findings suggest that respondents who took action to evaluate health information reported less worry and/or anxiety, whereas those who placed a great deal of trust in the Internet information reported more worry and/or anxiety.

The action factor of our scale explained the most variance in perceived empowerment and nonadherence. Respondents who engaged in various quality checks of health information seem to perceive themselves as better equipped to cope with their health concern or issue. On the other hand, the communication factor had the highest explanatory power for positive health interaction and health communication. These associations suggest that health consumers who work with their health care professionals to find the most credible sources before they search the Internet perceive positive changes in their encounters with their providers. When patients share the information they discovered on the Web with their providers, they ask more informed questions and better understand the doctor’s information. Moreover, they perceive respect from their providers as partners in the health care process.

In contrast, perceived sense of empowerment, as a result of information obtained from the Internet sources, without communication with a health care provider is associated with increased rates of noncompliance with treatment and medical advice of a health professional. Accordingly, further examination of sociotechnological changes and their effect on doctor–patient interaction and communication is warranted.
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Abstract

Background: In the rapidly developing use of the Internet in society, eHealth literacy—having the skills to utilize health information on the Internet—has become an important prerequisite for promoting healthy behavior. However, little is known about whether eHealth literacy is associated with health behavior in a representative sample of adult Internet users.

Objective: The aim of this study was to examine the association between eHealth literacy and general health behavior (cigarette smoking, physical exercise, alcohol consumption, sleeping hours, eating breakfast, eating between meals, and balanced nutrition) among adult Internet users in Japan.

Methods: The participants were recruited among registrants of a Japanese Internet research service company and asked to answer a cross-sectional Internet-based survey in 2012. The potential respondents (N=10,178) were randomly and blindly invited via email from the registrants in accordance with the set sample size and other attributes. eHealth literacy was assessed using the Japanese version of the eHealth Literacy Scale. The self-reported health behaviors investigated included never smoking cigarettes, physical exercise, alcohol consumption, sleeping hours, eating breakfast, not eating between meals, and balanced nutrition. We obtained details of sociodemographic attributes (sex, age, marital status, educational attainment, and household income level) and frequency of conducting Internet searches. To determine the association of each health behavior with eHealth literacy, we performed a logistic regression analysis; we adjusted for sociodemographic attributes and frequency of Internet searching as well as for other health behaviors that were statistically significant with respect to eHealth literacy in univariate analyses.

Results: We analyzed the data of 2115 adults (response rate: 24.04%, 2142/10,178; male: 49.74%, 1052/2115; age: mean 39.7, SD 10.9 years) who responded to the survey. Logistic regression analysis showed that individuals with high eHealth literacy were significantly more likely to exhibit the good health behaviors of physical exercise (adjusted odds ratio [AOR] 1.377, 95% CI 1.131-1.678) and eating a balanced diet (AOR 1.572, 95% CI 1.274-1.940) than individuals with low eHealth literacy.

Conclusions: We found that some health behaviors, including exercise and balanced nutrition, were independently associated with eHealth literacy among Japanese adult Internet users.

(J Med Internet Res 2016;18(7):e192) doi:10.2196/jmir.5413
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Introduction

According to an estimate of the Communications Usage Trend Survey in 2013, 82.8% of Japan’s general population are Internet users [1]. Approximately 70% of Japanese Internet users seek health information online [2]. One US study indicated that 72% of Internet users had looked online for health information over the previous year [3]; 59% of those who looked online for health information did so specifically to determine what medical condition they or an acquaintance might have [3]. In addition to improved medication compliance, decreased anxiety, and a greater feeling of safety, Internet users exhibit better self-care health behavior than those who do not use the Internet [4,5]. Thus, the Internet is increasingly becoming an effective information tool for attaining and maintaining better self-care health behavior [6,7].

In an information society, health literacy is growing in importance with respect to public health, and health care involves effectively using health information from multiple sources [8,9]. Health literacy—the degree to which individuals can obtain, process, and understand basic health information and services needed to make appropriate health decisions—is a key competence in promoting individual and public health [9]. Previous studies have identified an association between low health literacy and decreased knowledge of health care services and self-care management skills [8,10]. Toward improving health care quality and population health outcomes and achieving health equity, promoting health literacy is indicated as one of the objects of health communication and health information technology in “Healthy People 2020”[11].

In this context, health information primarily relates to such electronic resources as the Internet and other technologies. Health information has notably assumed an important role in health promotion among the general public through the widespread use of personal computers and smartphones/mobile phones [6,7,12]. With this proliferation of online health information, one critical issue to have emerged is that many websites providing health information are invalid or difficult to understand; they may also be linked to commercial goods or private health services [13-15]. Regulating health information on the Internet is difficult because new information is constantly added. To utilize health information on the Internet properly, people seeking such information need to obtain “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” (ie, eHealth literacy) [15].

Previous studies of eHealth literacy have largely focused on defining the term [15-18], developing measures of eHealth literacy [2,19-23], and examining the effect of eHealth literacy interventions on people in need of it [24-27]. More recently, studies on eHealth literacy have examined the association between eHealth literacy and health-related outcomes. The Integrative Model of eHealth Use (IMeHU) suggests that social structures affect health behaviors through the microlevel conditions of eHealth literacy, motivation, and efficacy in using the Internet for health purposes [28]. Empirical studies have shown that individuals with high eHealth literacy had greater efficacy in finding health information and using health apps [29,30], were more active health information seekers [31-33], and employed more search strategies [33,34] than people with low eHealth literacy. Moreover, a limited number of studies have identified an association between eHealth literacy and health behaviors [35,36]. Hsu et al [36] showed that eHealth literacy mediated the association between individual factors and health behavior among college students; therefore, promoting health behavior among such students demands high levels of eHealth literacy. However, few studies have examined the relationship between eHealth literacy and health behavior in a general population.

The aim of the Healthy Japan 21 (second term) campaign of Japan’s Ministry of Health, Labour and Welfare is to prevent chronic diseases and improve daily health behavior with respect to smoking, exercise, alcohol, rest, and dietary habits among Japanese adults [37]. As in other developed countries, the Internet in Japan is a powerful means of promoting healthy behavior among college students as well as the adult population [1,2]. To design effective strategies for promoting healthy behavior among adult Internet users, it is necessary to examine the relationship between Internet use and such behavior. According to the IMeHU, eHealth literacy may play an important role in health behavior; however, little is known about the precise association in an adult population. Therefore, this study examines whether eHealth literacy is associated with various kinds of general health behavior: cigarette smoking, physical exercise, alcohol consumption, sleeping hours, eating breakfast, eating between meals, and balanced nutrition.

Methods

Participants

The study participants were recruited from the registrants of a Japanese Internet research service company called MyVoice Communication, Inc; the recipients were asked to respond to a cross-sectional Internet-based survey in 2012. In this study, we recruited individual Internet users because eHealth literacy is necessary to access online health information. We believed that an Internet survey would be appropriate for this study because responders to such a survey are clearly able to use the Internet effectively. The research company had approximately 1,180,000 voluntarily registered participants in 2012, and it obtained detailed sociodemographic data from each participant on registration. In this study, we aimed to collect data from 2000 men and women aged 20 to 59 years. We intended to minimize selection bias caused by proportional differences in terms of sex and age; therefore, we allocated the registered participants equally to eight sample groups categorized by sex and age (20-29, 30-39, 40-49, and 50-59 years), with n=250 in each group. The Internet research service company randomly chose the potential respondents from the registered participants in accordance with the sample sizes: N=10,178; male: 20-29 years, n=2275; 30-39 years, n=1255; 40-49 years, n=880; 50-59 years, n=699; female: 20-29 years, n=1979; 30-39 years, n=1362; 40-49 years, n=963; and 50-59 years, n=765. In addition, the Internet research service company blindly selected the potential
respondents such that the authors and other registered participants were unable to identify those individuals.

The company invited registrants to participate in the survey by email. The number of potential respondents in each stratified sample group was determined by dividing the quota (n=250) by the response rate for the corresponding sociodemographic group. That response rate was computed based on the results of many previous surveys conducted by the research company. The questionnaires were placed in a protected area of a website, and the potential respondents received a specific URL in their invitation email. Potential respondents were able to log on to the protected area of the site using a unique ID and password. After the desired number of participants had voluntarily signed an online informed consent form and completed the sociodemographic data information form, further participants were no longer accepted. Reward points valued at 150 yen were provided as incentives for participation (US $1 was equivalent to approximately 82 yen in 2012). This study was approved by the Ethics Committee of Waseda University, Tokyo, Japan (No: 2011-245).

Measurements

Sociodemographic Attributes
The research company provided categorized data as follows: sex (male, female); age group (20-29, 30-39, 40-49, and 50-59 years); marital status (not married, married); education level (up to high school, 2-year college or career college, college graduate or above); and household income level (<5 million yen, ≥5 million yen).

Frequency of Internet Searching
We assessed the frequency of information searches on the Internet in terms of daily conducted searches. We did so because one study found a positive association between eHealth literacy and the frequency of Internet searches [2]; we believed that the frequency of Internet searching could be used as a control variable for eHealth literacy and healthy behavior.

eHealth Literacy
We used the Japanese version of the eHealth Literacy Scale (eHEALS) to assess the eHealth literacy levels of participants [2]. The eHEALS consists of eight questions (see Multimedia Appendix 1): it uses a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree), with a score range of 8 to 40 to measure the perceived eHealth literacy of participants [19]. The validity of the Japanese version of eHEALS (J-eHEALS) has been determined, and a confirmatory factor analysis using data from a previous survey [2] was conducted. This analysis for the 8-item model suggested a good fit for the proposed model (goodness-of-fit index=0.988, confirmatory fit index=0.993, root mean square error of approximation=0.056), and the internal reliability of the test was confirmed using Cronbach alpha coefficient (Cronbach alpha=.93) [2].

Health Behavior
Belloc and Breslow [38] have demonstrated the relationship between healthy behavior (including not smoking, regular physical exercise, moderate or no alcohol use, 7-8 hours’ sleep, eating breakfast, and not eating between meals) and positive health status. Based on the work of Belloc and Breslow, Hagihara and Morimoto [39] added balanced nutrition defined as eating meals with balanced nutrition to their list of healthy behavior. Many studies have referred to the work of Breslow and Enstrom [40] and Breslow and Breslow [41] with regard to health behavior, and Morimoto and associates [42,43] for health status; therefore, we followed the studies of Belloc and Breslow [38] and Hagihara and Morimoto [39] to ensure the survey quality. In accordance with previous studies about health behavior and status, in this study we used a self-administered questionnaire, which included items related to cigarette smoking, physical exercise, alcohol consumption, sleeping hours, eating breakfast, eating between meals, and balanced nutrition, to assess health behavior [38,39].

With respect to smoking status, the questionnaire included an item about whether participants had ever smoked. Physical exercise was assessed by asking participants about their weekly frequency. Alcohol consumption was determined by inquiring about the weekly frequency. Number of sleeping hours was evaluated in terms of daily sleeping hours. Eating breakfast and eating between meals were categorized as follows: every day, almost every day, sometimes, and never. Balanced nutrition was grouped into three categories: eating a nutritionally balanced diet, eating with little regard to nutritional balance, and not eating a balanced diet. In accordance with previous studies [38-43], each health behavior was divided into one of two categories (good health behavior; poor health behavior) as follows: smoking cigarettes (never smoking; smoking) [38,40,41], regular physical exercise (twice or more a week; less than once a week) [39,42,43], moderate or no alcohol use (less than four times a week; five or more times a week) [38-43], sleeping hours (7-8 hour per night; ≤6 or ≥9 hour per night) [38-43], eating breakfast (almost every day or every day; sometimes or never) [38-43], not eating between meals (sometimes or never; almost every day or every day) [38,40,41], and balanced nutrition (eating a nutritionally balanced diet; eating with little regard to diet or not eating a balanced diet) [39,42,43].

Statistical Analyses
We divided J-eHEALS score into one of two categories (high or low) relative to the median group value (median 24.02, IQR 19.19-27.82); we did so in accordance with previous studies that used eHEALS to analyze the association between eHealth literacy level and health behavior and health information seeking [30,33,44]. We employed a chi-square test to evaluate the proportional differences in each health behavior with respect to eHealth literacy. We conducted logistic regression analyses to estimate the association between each health behavior and eHealth literacy level. To determine the association of each health behavior with eHealth literacy level, we performed logistic regression analyses: we adjusted for sociodemographic variables (age group, marital status, educational attainment, and household income), frequency of Internet searching, and health behaviors that were statistically significant with respect to eHealth literacy in univariate analyses. We calculated adjusted odds ratios and 95% confidence intervals for each variable. In all analyses, P<.05 was considered statistically significant. We used PASW 19.0 to compute the statistics.
Results

Sociodemographic Variables and Frequency of Internet Searching

We received the data for 2142 adults (response rate: 21.04%, 2142/10,178) from the research company. We excluded respondents with incomplete data (missing rate: 1.26%, 27/2142) and therefore analyzed the data of 2115 adults who provided complete information for the study variables. Table 1 presents the characteristics of the respondents. In this study, the mean age of the participants was 39.7 years (SD 10.9); 49.74% (1052/2115) of the participants were male, 50.69% (1072/2115) had graduated from college or graduate school, and 23.74% (502/2115) were educated to a level below a high school diploma. Among the respondents, 47.28% (1000/2115) had a household income less than 5 million yen and 52.72% (1115/2115) earned 5 million yen or more, 58.06% (1228/2115) were married, and 72.06% (1524/2115) used the Internet to search for information every day. The mean J-eHEALS score was 23.4 (SD 6.4).

Table 1. Sociodemographic characteristics of participants (N=2115).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1052 (49.74)</td>
</tr>
<tr>
<td>Female</td>
<td>1063 (50.26)</td>
</tr>
<tr>
<td>Age groups (years)</td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>527 (24.92)</td>
</tr>
<tr>
<td>30-39</td>
<td>530 (25.06)</td>
</tr>
<tr>
<td>40-49</td>
<td>531 (25.11)</td>
</tr>
<tr>
<td>50-59</td>
<td>527 (24.92)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
</tr>
<tr>
<td>≤ High school graduate</td>
<td>502 (23.74)</td>
</tr>
<tr>
<td>Two-year college or career college</td>
<td>541 (25.58)</td>
</tr>
<tr>
<td>≥ College graduate</td>
<td>1072 (50.69)</td>
</tr>
<tr>
<td>Household income (yen)</td>
<td></td>
</tr>
<tr>
<td>&lt;5 million</td>
<td>1000 (47.28)</td>
</tr>
<tr>
<td>≥5 million</td>
<td>1115 (52.72)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>887 (41.94)</td>
</tr>
<tr>
<td>Married</td>
<td>1228 (58.06)</td>
</tr>
<tr>
<td>Frequency of Internet searching (per week)</td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>1524 (72.06)</td>
</tr>
<tr>
<td>No every day</td>
<td>591 (27.94)</td>
</tr>
</tbody>
</table>

Association Between eHealth Literacy and Health Behavior

In the univariate analyses, sleeping hours (P=.30), eating breakfast (P=.75), and eating snacks (P=.17) were not statistically significantly related to eHealth literacy level. However, cigarette smoking (P<.001), physical exercise (P=.001), alcohol consumption (P=.009), and balanced nutrition (P<.001) were significantly related to eHealth literacy level; those variables were included in the logistic regression model as controlling factors. Table 2 presents the results of the logistic regression analysis for the association between eHealth literacy and different types of health behavior. This table also shows the results of the logistic regression analysis for the association between eHEALS score and each type of health behavior after controlling for covariates. After controlling for covariates, individuals with high eHealth literacy were significantly more likely to exhibit good health behavior with respect to physical exercise (adjusted odds ratio [AOR] 1.377, 95% CI 1.131-1.678) and eating a balanced diet (AOR 1.572, 95% CI 1.274-1.940) than people with low eHealth literacy. However, after controlling for covariates, we observed no significant association between eHEALS score and health behavior with respect to cigarette smoking, alcohol consumption, sleeping hours, eating breakfast, and eating between meals.
Discussion

Principal Results

After controlling for sociodemographic variables, frequency of Internet searching, and other health behavior, this study found that adult Internet users with high eHealth literacy were significantly more likely to have good health behavior, such as physical exercise and balanced nutrition, than individuals with low eHealth literacy. However, we found no significant association between eHealth literacy and cigarette smoking, alcohol consumption, sleeping hours, eating breakfast, or eating between meals.

Comparison With Previous Work

This study is the first to examine the association between eHealth literacy and the general health behaviors of cigarette smoking, physical exercise, alcohol consumption, sleeping habits, eating breakfast, eating between meals, and balanced nutrition among Internet adult users in Japan. After controlling for covariates, we found eHealth literacy to be associated with the good health behavior of physical exercise and balanced nutrition among Internet users. The results of this study support those of the IMeHU [28]. According to the IMeHU, individuals with higher eHealth literacy had greater motivation and efficacy in using the Internet for health information [28]. Previous investigations have shown that individuals with high eHealth literacy were more active consumers of online health information [2,30,33,34,45]—especially information related to exercise and nutrition [2,45]—than people with low eHealth literacy. This study reinforces the IMeHU findings, whereby eHealth literacy may mediate the association between social status and health behavior through the use of online health information [28].

This study demonstrates that high eHealth literacy may promote the healthy behavior of physical exercise and balanced nutrition among the general population of Internet users. One study among college students found that eHealth literacy promotes such healthy behavior as exercising; eating low-fat foods, low-sugar cereals, and vegetables and fruit; and always having quality sleep [36]. This study expands on those findings by focusing not on college students, but the general population. Because approximately 90% of general adults aged 30 to 59 years have used the Internet, it is becoming an effective intervention tool for promoting health behavior among ordinary people [2]. Therefore, to promote healthy behavior, including physical exercise and balanced nutrition, it is necessary to examine ways of enhancing eHealth literacy among adult Internet users. One study has found that functional eHealth literacy and critical eHealth literacy displayed a positive predictive power with respect to eating and exercise behavior, although critical eHealth literacy was able only to positively predict sleep behaviors [36]. Hsu et al [36] found that functional eHealth literacy and interactive eHealth literacy were less influential with respect to health behavior than critical eHealth literacy as follows: according to involvement theory, critical eHealth literacy may motivate individuals more to seek and evaluate the quality of health information than functional eHealth literacy and interactive eHealth literacy. In this study, however, eHEALS was used as a single factor, and it did not include the three dimensions of functional, interactive, and critical eHealth literacy [2,19]. Thus, this study does not allow any discussion of the association of health behavior with functional, interactive, and critical eHealth literacy. Further research is needed to clarify the mechanisms whereby the three dimensions of eHealth literacy affect health behavior toward developing an effective eHealth literacy educational program for promoting healthy behavior among adult Internet users.

We found that the mean eHEALS score among Japanese Internet users was lower than that previously reported in the United States [34]. Our finding is in line with that of a previous study on health literacy [46]. In this study, the mean eHEALS scores was 23.4 (SD 6.4), which is similar to that in a previous investigation of Japanese Internet users [35]. Conversely, Tennant et al [34] determined the mean eHEALS score to be 29.05 (SD 5.75) among baby boomers and older adults in the United States (male: 54.8%; age: mean 67.46, SD 9.98 years). Although the participants in this study were older than the population in our study, the mean eHEALS scores they reported were higher. This difference may be explained by the argument of Nakayama et al [46], whereby the Japanese population have found it difficult to find health information on the Internet because there is no reliable, understandable, neutral, and comprehensive health website comparable to websites such as MedlinePlus (US National Library of Medicine).
Limitations
This study has a number of limitations. First, the participants were recruited from a single Japanese Internet research service company; thus, the relationships assessed may have been biased because of the potentially nonrepresentative nature of this sample as general Japanese Internet users [47-49]. We made an equal allocation to the eight sample groups categorized by sex and age to minimize selection bias; however, there was still an unavoidable bias in the representativeness of the participants registered with the Internet research company. Among the registered participants, approximately 50% were male, approximately 55% were in their twenties and thirties, and approximately 45% had graduated from college or graduate school. By contrast, in the general Japanese population, one national survey found that approximately 30% of people were in their twenties and thirties among adults older than 20 years, and approximately 20% of people had graduated from college or graduate school [50]. Moreover, previous studies have indicated that respondents may have certain characteristics, such as having higher income, frequent access to the Internet, and being more likely to respond to a survey than the general Internet user population [48,49]. Therefore, it is necessary to note that the 2115 participants in this study were younger, more educated, had a higher income, and had greater Internet access than population of Internet users and the general population in Japan.

Second, health behavior and eHealth literacy were assessed only using a self-administered questionnaire. Inaccuracies in estimating health behavior and eHealth literacy level were thus unavoidable. Moreover, some studies have reported that eHEALS is inappropriate because it does not assess the ability to use Web 2.0 [18,21]. Therefore, it is necessary to improve the model of eHealth literacy to fit the rapid changes in the informational landscape created by Web 2.0 tools [18].

Conclusions
Among Japanese adult Internet users, we found some health behaviors, including exercise and balanced nutrition, to be independently associated with eHealth literacy. In rapidly developing Internet user societies, further research is needed to identify the mechanisms linking eHealth literacy with health information seeking and health behavior toward designing effective strategies more precisely for promoting healthy behavior.
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Abstract

Background: Key opinion leaders (KOLs) are people who can influence public opinion on a certain subject matter. In the field of medical and health informatics, it is critical to identify KOLs on various disease conditions. However, there have been very few studies on this topic.

Objective: We aimed to develop a recommender system for identifying KOLs for any specific disease with health care data mining.

Methods: We exploited an unsupervised aggregation approach for integrating various ranking features to identify doctors who have the potential to be KOLs on a range of diseases. We introduce the design, implementation, and deployment details of the recommender system. This system collects the professional footprints of doctors, such as papers in scientific journals, presentation activities, patient advocacy, and media exposure, and uses them as ranking features to identify KOLs.

Results: We collected the information of 2,381,750 doctors in China from 3,657,797 medical journal papers they published, together with their profiles, academic publications, and funding. The empirical results demonstrated that our system outperformed several benchmark systems by a significant margin. Moreover, we conducted a case study in a real-world system to verify the applicability of our proposed method.

Conclusions: Our results show that doctors’ profiles and their academic publications are key data sources for identifying KOLs in the field of medical and health informatics. Moreover, we deployed the recommender system and applied the data service to a recommender system of the China-based Internet technology company NetEase. Patients can obtain authority ranking lists of doctors with this system on any given disease.

(J Med Internet Res 2016;18(7):e186) doi:10.2196/jmir.6015
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Introduction

In the field of medical and health informatics, key opinion leaders (KOLs) are the doctors who can influence public opinion and lead the medical community through their research papers and clinic practices. These KOLs play important roles in the health care industry at every stage of their product life cycle. Therefore, there is a critical need for intelligent KOL identification services. Traditionally, consulting companies provided services for identifying KOLs by conducting user
surveys. These business solutions use only a limited number of information resources and focus on a small number of involved clients. Advances in informatics technologies have enabled us to collect large amounts of medical-related data [1], which in turn provide a new carrier for KOL identification. To this end, we conducted a large-scale quantitative analysis of multisource medical-related data and developed a recommender system for effectively identifying KOLs of any given type of disease by using such data.

KOL identification is also important to patients, since KOLs can influence which doctors patients want to approach. Several websites provide information on relevant doctors for patients, such as Yelp and Zocdoc. Yelp provides user reviews of doctors, but the quality of the reviews is not guaranteed. Zocdoc works primarily as a front end for managing a doctor’s practice. The information used in both websites about doctors is relatively simple and not trustworthy.

In practice, one way to identify reliable KOLs is through referrals—in other words, the number of times a doctor is referred by another doctor. This can be treated as one type of social trust for doctors. In our method, we exploited coauthorship relationships and citation relationships to mimic such referrals. This process can be viewed as constructing doctor-centered networks from coauthorships and citations, which has been rarely studied (although there has been research on a patient-centered network [2]). On the other hand, although we cannot recognize good doctors only by counting their publications and all their citations [3], doctors whose papers are highly cited or who have published many papers in high-impact journals can promote their ideas and opinions to others more easily [4]. This is the same logic as that behind the PageRank algorithm for the Google search engine, which has also been used in the analysis of social network influence. In health informatics, KOL identification should encode objective and validated measurements of KOL activities, including academic publications, invited talks, quality of clinical research, patient evaluations, and media exposures. These activities should also be used as ranking features to identify KOLs.

The aim of this study was to develop a recommender system for identifying KOLs for any specific disease. Here we introduce the design, implementation, and deployment details of such a KOL identification system. Our system consists of 5 components: acquirement, integration, storage and access, modeling, and recommendation. The system is extensible and configurable, and has been deployed online for several months. In the recommendation component, we chose the profile of doctors, the expertise of doctors, and the social trust of doctors as the ranking features. The ranking function designed for KOL identification was constructed based on those features. We further developed an unsupervised ranking aggregation approach for KOL ranking. In a real-world deployment of our system, we also incorporated some external knowledge and optimized the settings of our system manually according to the recommendations of our operation team.

Prior Work
KOLs are respected individuals who have a huge impact on other people’s opinions, actions, and behaviors in a given social network [5]. Nowadays, people seek opinions and advice for supporting various decisions (eg, regarding medical treatment) from KOLs. Therefore, the key question is how to effectively and efficiently identify KOLs [6].

For academic research, there are mainly two categories of methods for identifying KOLs. The first category uses primary data, such as self-designation and peer identification [7]. The second uses secondary data, such as publications and social networks [8]. Primary data are more difficult to collect but are more accurate and effective [9]. There are also some combined methodologies using both primary and secondary data [5].

The number of business solutions encouraging KOL identification in the health care industry has also been increasing. For example, Thought Leader Select offers KOL identification, profiling, engagement planning, mapping, interviews, and surveys services to over two dozen of the world’s largest biopharmaceutical and health care companies [10]. Moreover, a health care startup, HealthTap, constructed a doctor social graph to launch a service that maps doctors’ connections [11]. Their graph, called DOConnect, has 25 million doctor referrals and was generated with big data technologies.

System Overview
Figure 1 shows the architecture and workflow of our system, which consists of acquirement, integration, storage and access, modeling and recommendation stages.
The document describes an architectural overview of a key opinion leader (KOL) identification system. The system consists of several stages: acquisition, integration, storage and access, KOL identification, and recommendation.

**Acquirement Stage**
This stage focuses on acquiring health care information from the Internet automatically. It involves the development of an advanced Web crawler [12] for collecting doctors' profiles and publications from multiple open data sources, managed by rule-based operations.

**Integration Stage**
This stage aims to integrate doctors' profiles and publications through a data matching process. Further processing involves de-duplication and validation processes to improve the quality of the data.

**Storage and Access Stage**
This stage provides the capability of storing and indexing integrated data. MySQL is used for database storage and indexing, and a data access interface via Web service application programming interfaces is provided.

**KOL Identification Stage**
This stage identifies KOLs. It treats the task as a classic information retrieval task, using an unsupervised aggregation approach to integrate the ranking features of health care data for KOL identification.

**Recommendation Stage**
This stage provides several recommendation services based on the results of KOL identification. The system can return the ranked KOL list and corresponding hospital list as recommendations for users based on their personalized specifications, such as disease category. The recommendation results can be further filtered with detailed disease names.

**Methods**

**Design and Deployment**
In this section, the design and deployment of our KOL identification system are discussed in detail. This system is based on a previously published study [13].

**Data Acquisition**
To build the system, a Web crawler is used to collect large-scale health care-related data from multiple sources, including government public data, official hospital websites, professional health care websites, and medical companies' information systems.

A Web crawler is usually set in advance for a specific website design; thus, it is difficult to modify the crawler when the target site is changed. To meet the requirement of multiple-source data acquisition, it is necessary to redesign the Web crawler. The method presented here involves the following steps: (1) initializing the link address of a webpage to be crawled by the client, (2) packaging the link address of the webpage into a task request to the server, and (3) sending the request to the server.
an HTTP request from the server to the webpage to be crawled and returning the information required to the client, (4) receiving the information and processing the information on the client, (5) repeating the process and completing the webpage crawling in a crawling list sequentially. The proposed method provides a universal crawling framework for crawling different Internet content. In this way, crawlers for a special webpage can be quickly compiled, and thus the development can be much easier and more efficient. Furthermore, as the method is established based on the distributed Internet crawler framework, crawling efficiency can be further improved.

We also created a database to store the acquired data, which includes 54 tables (Figure 3). The structure of our database is extensible, and thus the database has the capability to incorporate more datasets in the future.

Data Processing

As Figure 4 shows, our system processes data in the following 4 steps. The first step is to clean the acquired data. Since there is a lot of noise in the original data, we first identify the incomplete, incorrect, inaccurate, and irrelevant parts. Then, we clean, replace, modify, or delete such “dirty” data.

The second step is to match the multisource health care information. Since a hospital would have several names with different acronyms, the hospital names are matched using alias lists. Actually, the process of merging multisource information encounters a lot of name errors. The names of doctors are matched using Chinese pinyin (romanized Chinese ideograms), which can reduce written errors in Chinese characters.

The third step is to de-duplicate the doctors, since many names are duplicated. Therefore, we consider the same name appearing in the same hospital with the same specialty to be a single doctor, so that we can reduce the number of duplicated names.

The final step is to validate the multisource doctor data. In particular, we validate the information’s consistency across multiple sources. For any specific doctor, we retain her or his information from more reliable and more recent sources and discard the information from other sources when inconsistency appears. We also apply a manual check as the last step.

In our system, we use only academic papers in the domain of medicine to identify KOLs. Because not all authors of a paper are doctors, we match the paper’s authors to the doctor dataset to identify the doctors more accurately.
Data Analysis

Our health care datasets contain almost all the registered doctors in China from the Chinese Ministry of Public Health. There are in total 2,381,750 doctors in the dataset. The profile of each doctor includes sex, age, specialty, title, employer, work experience, and resume. This information is collected from multiple sources. We have also crawled information for 106,021 hospitals in China. Hospitals are divided into 3 grades and 3 classes: grade III class A is the highest level, and grade I class C is the lowest level. Most doctors are employed in hospitals in grade II class A (41.5%) and grade III class A (31.7%).

In addition, our dataset contains information about all 1103 medical journals published in China. There are in total 3,657,797 papers (1980–2014) in the dataset. Information about each paper includes the journal name, publication date, volume, title, list of authors, authors’ affiliations, classification identification, abstract, keywords, and references. Based on this information, we constructed a coauthorship network among doctors. For example, if 2 doctors coauthor at least one paper, then there will be a cooperative relationship between them. An analysis found that most doctors have no more than 50 coauthors, while the largest number of coauthors was over 300.

Web App

Our system can produce recommendations for pharmaceutical companies and patients, and its Web-based front end enables content analysis and recommendations for users. Figure 5 shows screenshots from the Web app and the steps in making doctor recommendations.

KOL Identification

In this section, we introduce the technical details of our KOL identification approach. First, we formally defined the problem of KOL identification in this study. Given a disease category \( c \) as an element of the set \( C \) and a set of doctors \( D=\{d_1, d_2, \ldots, d_n\} \), the problem of KOL identification is to find the top \( K \)
authoritative doctors in $D$ for category $c$. Intuitively, this problem can be regarded as a classic information retrieval task, where the major challenge is how to define the ranking features for effectively linking doctors’ expertise and disease categories. In the following we introduce the detailed ranking features used in our system and how to integrate these features for KOL identification.

**Ranking Features for KOL Identification**

In our system, there are 3 types of ranking features for KOL identification, namely doctor’s profile, doctor’s expertise, and social trust of the doctor.

**Table 1.** Description of ranking features in the key opinion leader identification system.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profile features</strong></td>
<td>Professional duration</td>
<td>Working years of the doctor</td>
</tr>
<tr>
<td></td>
<td>Academic title</td>
<td>None, Assistant Professor, Associate Professor, Full Professor</td>
</tr>
<tr>
<td></td>
<td>Professional title</td>
<td>None, Physician, Resident Physician, Physician in Charge, Associate Chief Physician, Chief Physician</td>
</tr>
<tr>
<td></td>
<td>Hospital level</td>
<td>GI-I, GI-II, GI-III, GII-A, GII-B, GII-C, GIII-A, GIII-B, GIII-C*</td>
</tr>
<tr>
<td><strong>Expertise features</strong></td>
<td>Number of publications</td>
<td>Number of academic publications by a doctor in the given disease category</td>
</tr>
<tr>
<td></td>
<td>Patient rating</td>
<td>Average rating of the doctor given by his or her patients</td>
</tr>
<tr>
<td></td>
<td>Expertise label</td>
<td>Correspondence of the given disease category with a doctor’s expertise labels</td>
</tr>
<tr>
<td><strong>Social trust features</strong></td>
<td>Coauthorship</td>
<td>Evaluation of the degree of collaboration between doctors</td>
</tr>
<tr>
<td></td>
<td>Publication citation</td>
<td>Evaluation of the doctor’s authority</td>
</tr>
<tr>
<td></td>
<td>Social recognition</td>
<td>Evaluation of the degree of the doctor’s social recognition</td>
</tr>
</tbody>
</table>

*Grade and class of hospital (eg, grade I class A).*

The doctor’s profile is the basic descriptive information in his or her resume, such as demographic information, academic background, and professional activities. The system extracts 5 features based on the doctor profiles in our datasets: professional duration, academic title (eg, Full Professor), professional title (eg, Physician), and the hospital level where she or he works (eg, grade III class A). Table 1 (top) describes these features.

Therefore, the expertise label score is computed as shown in equation (a) (Figure 6).

We evaluate the doctor’s social trust with respect to a given disease category, which can be very useful for identifying KOLs among doctors. Specifically, we exploit 3 authority scores as social trust features in our system. The first score is coauthorship, which is defined to evaluate the degree of collaboration between doctors. Specifically, given a doctor $d$ and all of his or her publications $P$ in the given disease category $c$, the coauthorship is represented by the number of different authors in publication $P$ except $d$. Generally, the more partners the doctor has, the stronger the academic influence she or he has. The second score is the publication citation, which is computed as the number of publications $P$ that doctor $d$ published in the given disease category $c$ that were cited. The publication citation is a good performance indicator of his or her academic authority. Third, we extract social recognition as a feature to support the judgment of whether a doctor can be trusted. Specifically, social recognition is indicated by the number of the doctor’s social fans. For example, the doctor’s social recognition score $S_d$ is set to 2 if he or she has 20 social fans, the score is 3 for 100 social fans, and so on. However, not everyone has social networks, that is to say, not every doctor has social fans. If doctor $d$ doesn’t have a social network, then social recognition is set to 0. The feature descriptions are detailed at the bottom part of Table 1.
Figure 6. Equations used for the ranking functions.

(a) Expertise label score = \[ \sum_{i=1}^{m} f_i(d,c) \]
given a label vector \( y \) of doctor \( d \) and a disease vector \( T_c \) of a disease category \( c \), where \( T_c \)
is an \( N_c \)-dimensional zero vector, except the \( c \)-th value, which is set to 1.

(b) \[ F(d,c) = \sum_{i=1}^{m} w_i f_i(d,c) \]
where \( F(d,c) \) is the ranking function, and weight \( w_i \in [0,1] \) is the aggregation parameter of ranking features, which satisfies \( \sum_{i=1}^{m} w_i = 1 \).

(c) \[ \sigma_i(d,c) = (\pi_i(d,c) - \bar{\pi}(d,c))^2 \]
where \( \sigma(d,c) \) is the variance-like measure, \( \pi(d,c) \) is the ranking of doctor \( d \) returned by \( f_i(d,c) \), and \( \bar{\pi}(d,c) \) is the average ranking for doctor \( d \).

(d) \[ \arg\min_w \sum_{d\in D} \sum_{i=1}^{m} w_i \cdot \sigma_i(d,c) + \lambda \|w\|^2, \]
s.t. \( \sum_{i=1}^{m} w_i = 1; \forall w_i \geq 0 \)
where \( \lambda \) is a regularization parameter to avoid overfitting during the optimization process for weight \( w \).

**Ranking Function for KOL Identification**

After the above ranking features are constructed, the remaining task is how to integrate them for KOL identification. A common way is to define a linear ranking function with unknown feature weights as parameters, which are obtained from training data [15]. However, our data lack sufficient and reliable information that can be regarded as ground-truth ranking of doctors for each disease category, which makes it difficult to use a traditional supervised learning approach to obtain a ranking function. To solve this problem, in our system we use an unsupervised aggregation approach proposed by Zhu et al [16] for integrating ranking features.

Specifically, first we manually transform all categorical features into numerical values so that they can be used as scores for ranking doctors. For example, we transform the values of the feature academic title from none, Assistant Professor, Associate Professor, and Full Professor to 0, 1, 2, 3, and 4, respectively. Then, we implement normalization by subtracting the mean and dividing the standard deviation for all numerical features. After this, the ranking features of a given doctor-disease tuple \((d,c)\) can be denoted as \( \{f_1^{(d,c)}, f_2^{(d,c)}, \ldots, f_m^{(d,c)}\} \), where \( m \) is the number of features we extracted. Meanwhile, the ranking function \( F(d,c) \), which indicates the expertise score of \( d \) in \( c \), is defined by equation (b) (Figure 6). Given a set of doctors \( D \), we select \( n \) ranked lists with feature scores. Then \( \pi(d,c) \) is the ranking of doctor \( d \) returned by \( f_i^{(d,c)} \), and \( \pi(d,c) \) is the average ranking for doctor \( d \). Thus, for feature \( f_i^{(d,c)} \), consistency is calculated by the variance-like measure in equation (c) (Figure 6). The smaller \( \sigma_i(d,c) \) is, the larger the weight, and vice versa, of \( f_i^{(d,c)} \) should be assigned. Thus, the feature aggregation problem is defined as an optimization problem as shown by equation (d) (Figure 6).

The above problem can be solved by a gradient-based approach [16]. After learning the feature weights, we can rank the doctors with different disease categories for KOL recommendation. Our algorithm is based on the algorithm developed by Zhu et al [16] and Wang et al [17], which aims at minimizing the global inconsistency (reflected by the variance of ranking results) of all ranking measures.

**Results**

In this section, we present the empirical results for validating the effectiveness of our system in terms of KOL identification with all of the data we crawled.

**Experimental Data**

As mentioned above, there are many doctors in our system (2,381,750 doctors), but only a small percentage of the doctors can be identified as KOLs. Most doctors are at low-level health
organizations and we have little information for them. To evaluate our proposed method, we used a subset of our data as the experimental data, which we collected from We Doctor. This real-world data set includes 29,203 doctors in more than 7,000 expert teams all over China. Most of these doctors are experts in more than one discipline. Furthermore, each expert team has a leader, who can be treated as a KOL. That is to say, the leader of the expert team can influence at least the team members with his or her medicinal opinions.

First, we analyzed doctors’ profiles and discovered that more than half of the doctors (up to 63.07%, 18,418/29,203) in the experimental dataset have senior titles, such as Chief Physician and Associate Chief Physician. In contrast, 35.73% (141,745/396,718) of doctors have senior titles in our full dataset from the top category of hospitals (grade III class A). This indicates that we used a subset of doctors who were more likely to be experts. Second, by analyzing patients’ reviews, we found that most indicated the highest levels of satisfaction (ie, levels 8 and 9). A fairly large number of reviews reported dissatisfaction (ie, level 1). Few reviews indicated other levels of satisfaction. This indicates that patients tended to review doctors at the extremes, that is, either satisfied or dissatisfied, even for the experts. Third, an analysis of doctors’ social media followers showed that most doctors had few followers, although some “star” doctors had a large number of followers.

**Evaluation of KOL Identification**

In China there is no public authority ranking list of doctors. Therefore, in this study, we evaluated the proposed approach with the doctor review and rating data gathered from our data service platform. We collected review logs of doctors and diseases entered into our data service between November 1, 2015 and January 31, 2016. There were 3496 review logs for 1133 doctors and 7823 review logs for 51 diseases.

We used RankSVM [18] as the baseline and used normalized discounted cumulative gain (NDCG) [19] to evaluate the performance of the recommendation result. NDCG indicates the ranking performance with a cutoff rank $K$. Figure 7 shows the recommendation performances of the two approaches. Our approach outperformed the baseline by a significant margin, especially for smaller $K$ when $K$ is larger than a threshold of 50.

We also did a focus group study with 1341 gynecologists in Beijing. To establish a reference standard, we invited 6 evaluators (3 faculty members with a medical background and 3 graduate students) to provide human judgments with scores of 4 (definite expertise), 3 (expertise), 2 (marginal expertise), 1 (little expertise), and 0 (no expertise). Group members based their judgments mainly on what they thought about the doctor’s professional activities and reputation. After this user evaluation, each doctor was assigned a judgment score. We averaged the judgment scores and used them to rank the doctors. We selected the top 30 doctors to build the ground truth. Then we implemented our system and other systems (Haodaifu, Beijing, China; and DXY, Hangzhou, China) with similar functions in the evaluation dataset. We used the precision at 10 documents retrieved, R-precision, and mean average precision as performance measures [20].

Figure 8 shows the results of KOL identification. The evaluation terms (precision at 10 documents retrieved, R-precision, and mean average precision) of different diseases were averaged to obtain the experimental results. Our method performed better than the others.
Figure 7. Evaluation by normalized discounted cumulative gain (NDCG) at cutoff rank K of recommendation performance by two approaches (RankSVM and the proposed method) based on data from November 1, 2015 to January 31, 2016.
**Discussion**

We investigated and proposed new data mining models for KOL identification. Moreover, we have developed and deployed the KOL identification system. Over the past year, we have been deploying and testing our system online. The following section describes a case study that we applied to our system to verify the applicability of our proposed method.

**Case Study**

We selected 5 diseases (adenomyosis, ovarian cyst, vaginitis, menoxenia, and cervicitis) from common gynecological categories for a case study. Table 2 shows the top 5 recommendation results of gynecologists in Beijing. There were 1341 gynecologists, most of whom were leading doctors for all of China. Our results show a high degree of overlap. Adenomyosis and menoxenia have the same doctor in the first position, as do ovarian cyst and vaginitis. This suggests that a leading doctor is ranked reasonably higher in similar or associated diseases, such as ovarian cyst and vaginitis. In contrast, the results of adenomyosis and ovarian cyst are quite different for the two diseases, which have less similarity or association. We also found that most of the recommended doctors were committee members of the gynecology branch of the Chinese Medical Association. For example, Jinghe Lang was the chairman of the gynecology branch. This validates our recommendation results.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Doctors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adenomyosis</td>
<td>Jinghe Lang, Jinhua Leng, Zhufeng Liu, Dawei Sun, Yingfang Zhou</td>
</tr>
<tr>
<td>Ovarian cyst</td>
<td>Zhaohui Liu, Fengzhi Feng, Bin Li, Jinsong Han</td>
</tr>
<tr>
<td>Vaginitis</td>
<td>Zhaohui Liu, Qinping Liao, Dai Zhang, Li Geng, Shuqing Jiang</td>
</tr>
<tr>
<td>Menoxenia</td>
<td>Jinghe Lang, Shan Deng, Ying Jin, Jian Shen, Ming Wu</td>
</tr>
<tr>
<td>Cervicitis</td>
<td>Qinping Liao, Li Geng, Lingying Wu, Wenhua Zhang</td>
</tr>
</tbody>
</table>

We successfully applied our recommender system data service to NetEase, which is a leading China-based Internet technology company and is listed on NASDAQ as NTES.

**Conclusions**

The KOL identification system we have developed can provide better KOL identification for pharmaceutical companies and patients. Our system integrates profiles of doctors and academic publications in the domain of medical science. This paper introduces the design, implementation, and deployment of our system. Specifically, we first acquired health care data from multiple sources using a Web crawler. Then we integrated the data into one system and preprocessed them using matching, de-duplication, and validation processes. We designed a storage system for the processed dataset and performed some basic statistical analyses on the dataset. Further, we proposed an approach of unsupervised ranking aggregation. Finally, this system can make recommendations to pharmaceutical companies and patients based on the proposed methods.

**Acknowledgments**

The work was supported by the Natural Science Foundation of China (No. 91546123), the National Key R&D Plan by the Ministry of Science and Technology of China (No. 2016YFC0901900), and Fundamental Research Funds for the Central Universities (No. DUT15QY44).
Conflicts of Interest
None declared.

References

Abbreviations
KOL: key opinion leader
NDCG: normalized discounted cumulative gain

http://www.jmir.org/2016/7/e186/  J Med Internet Res 2016 | vol. 18 | iss. 7 | e186 | p.366
(page number not for citation purposes)
© Li Guo, Bo Jin, Cuili Yao, Haoyu Yang, Degen Huang, Fei Wang. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 07.07.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Influence of Intensified Supervision by Health Care Inspectorates on Online Patient Ratings of Hospitals: A Multilevel Study of More Than 43,000 Online Ratings

Rudolf Bertijn Kool1, MD, PhD; Sophia Martine Kleefstra2,3, PhD; Ine Borghans2, PhD; Femke Atsma1, PhD; Tom H van de Belt4, PhD

1Radboud University Medical Center, Radboud Institute for Health Sciences, IQ Healthcare, Nijmegen, Netherlands
2Dutch Health Care Inspectorate (IGZ), Utrecht, Netherlands
3Academic Medical Center, Amsterdam, Netherlands
4Radboud University Medical Center, REshape Innovation Center, Nijmegen, Netherlands

Corresponding Author:
Rudolf Bertijn Kool, MD, PhD
Radboud University Medical Center
Radboud Institute for Health Sciences, IQ Healthcare
Postbus 9101, Huispost 114
Nijmegen, Netherlands
Phone: 31 611531143
Fax: 31 243540166
Email: tijn.kool@radboudumc.nl

Abstract

Background: In the Netherlands, hospitals with quality or safety issues are put under intensified supervision by the Dutch Health Care Inspectorate, which involves frequent announced and unannounced site visits and other measures. Patient rating sites are an upcoming phenomenon in health care. Patient reviews might be influenced by perceived quality including the media coverage of health care providers when the health care inspectorate imposes intensified supervision, but no data are available to show how these are related.

Objective: The aim of this study was to investigate whether and how being under intensified supervision of the health care inspectorate influences online patient ratings of hospitals.

Methods: We performed a longitudinal study using data from the patient rating site Zorgkaart Nederland, from January 1, 2010 to December 31, 2015. We compared data of 7 hospitals under intensified supervision with a control group of 28 hospitals. The dataset contained 43,856 ratings. We performed a multilevel logistic regression analysis to account for clustering of ratings within hospitals. Fixed effects in our analysis were hospital type, time, and the period of intensified supervision. Random effect was the hospital. The outcome variable was the dichotomized rating score.

Results: The period of intensified supervision was associated with a low rating score for the hospitals compared with control group hospitals; both 1 year before intensified supervision (odds ratio, OR, 1.67, 95% CI 1.06-2.63) and 1 year after (OR 1.79, 95% CI 1.14-2.81) the differences are significant. For all periods, the odds on a low rating score for hospitals under intensified supervision are higher than for the control group hospitals, corrected for time. Time is also associated with low rating scores, with decreasing ORs over time since 2010.

Conclusions: Hospitals that are confronted with intensified supervision by the health care inspectorate have lower ratings on patient rating sites. The scores are independent of the period: before, during, or just after the intervention by the health care inspectorate. Health care inspectorates might learn from these results because they indicate that the inspectorate identifies the same hospitals as “at risk” as the patients rate as underperformers.
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Introduction

Patient rating sites (PRSs) are an upcoming phenomenon in health care [1]. In many countries, websites such as RateMDs, Vitals, and Zoocdoc in the United States, Jameda in Germany, and NHS Choices in the United Kingdom have created a platform for patients to share their experiences with health care providers. The number of ratings is growing and it comprehends all kinds of care. Nevertheless, the usefulness of PRSs for health care is being discussed [2-5]. Recently, a scoping review showed a growing body of literature on positive relationships between ratings on PRSs and indicators of quality of care such as patient satisfaction, mortality, and readmissions [6,7]. The content of PRSs is used for several purposes including supervision by the Dutch Health Care Inspectorate (Inspectie voor de Gezondheidszorg or IGZ) since 2015 [8].

Patient reviews are influenced not only by the type of care received by the patient and the way health care is delivered, but probably also by external stimuli such as media coverage. Research has shown that patients, especially the local ones, are influenced in their trust in health care providers by media attention [9]. In the Netherlands, media generally pay close attention to health care providers where “something might be wrong.” Recent examples are 2 hospitals that came under intensified supervision of the IGZ after it noted patient safety problems [10,11]. Intensified supervision means frequent announced and unannounced site visits and consultation with the board, and it will be ended when structural improvements of the quality and safety of care have been proven and the board shows to be in control, see Textbox 1 [12]. In particular, health care magazines and local newspapers and sometimes local or even national radio and television report the intensified supervision and highlight it with special coverage. This could influence the opinion of patients of the health care providers and so their ratings on PRSs.

Textbox 1. The Dutch Health Care Inspectorate.

The Dutch Health Care Inspectorate (Inspectie voor de Gezondheidszorg or IGZ) is an agency under the Ministry of Health, Welfare and Sport. It is the official regulatory body charged with supervising the quality and safety of health care services, prevention activities, and medical products in the Netherlands. The IGZ has organized its supervision in several ways to ensure compliance with (professional) standards and guidelines and to ensure patient safety. The two most important methods are incident-based supervision and analyses of various types of risk information, also known as risk-based supervision.

The IGZ can also impose intensified supervision on a provider of care, entirely or one of its departments, if the reports from the inspectors, any reports and analyses of calamities, and/or the risk indicators show high risks for quality and/or safety of care and when there is insufficient faith in the strength and effectiveness of the board to realize improvements on time. Intensified supervision includes frequent announced and unannounced site visits and consultation with the board. Intensified supervision will be ended when structural improvements of the quality and safety of care have been proven and the board shows to be in control. When deciding upon the most appropriate enforcement measure, the inspectorate will take the following variables into account:

- the 5 D's: dissatisfaction, discomfort, disease, disability, and death (internationally recognized criteria);
- the number of people at risk (ie, a large, medium, or small risk group);
- the manner in which care provision is organized and structured with a view to quality and safety outcomes (poor, moderate, good); and
- the attitude of the care provider (ignorance, incompetence, noncompliance).
Methods

Study Design
We performed an observational study using publicly available data.

Data Sources
First, we scanned the website of the IGZ where it publicly announces the providers that will be monitored by intensified supervision in order to arrange a list of all intensified supervision hospitals. We collected the names of these hospitals from January 2010 to December 2015, including the exact start and end date of the intensified supervision. In this period the IGZ decided to monitor 7 entire hospitals intensively by intensified supervision and to end it. We excluded 2 hospitals in which only 1 department was monitored by the inspectorate.

Second, we used data from the biggest PRS in the Netherlands, Zorgkaart Nederland, with more than 272,000 ratings and more than a million visitors per month in 2015. We used the publicly available data from January 1, 2010 to December 31, 2015, in which period the IGZ did not yet use hospital ratings to decide on intensified supervision. On Zorgkaart Nederland, patients can rate health care providers on 6 aspects, namely, accommodation, appointments, treatment, information, listening, and professionals, based on a scale from 1-10, where “1” stands for “extremely poor” and “10” for “extremely good.” An overall score is automatically calculated (rounded to the nearest 0.1 percentage point). We used the number of ratings, the percentage of reviews with a score lower than 6.5, and the mean rating score on Zorgkaart Nederland given by patients. The 6.5 threshold is based on the theory of the Net Promoter Score [15]. This theory considers the scores 9 and 10 as positive “promoters,” the scores 7 and 8 as neutral, passively satisfied, and the scores 0 to 6 ratings as “detractors,” or negative recommendations. Because we were primarily interested in the “detractors,” as these ratings might tell something about patient safety, we dichotomized the dependent variable rating scores: scores higher than and equal to 6.5 were labeled “0” and scores lower than 6.5 were labeled “1.”

Analysis
We compared the data of the 7 intensified supervision hospitals with a control group of 28 hospitals. In the Netherlands, 3 types of hospitals exist: relatively small general acute care hospitals, the bigger teaching hospitals, and the major academic hospitals. The control group hospitals were purposively sampled in the same region (North, South, East, and West) and same type as the intensified supervision hospitals and also on having the most ratings, thus guaranteeing a sufficient number of ratings. The total number of hospitals included in the dataset was 35 with 43,856 ratings. We analyzed the data for the different categories of hospitals because we could expect a difference in rating scores; patient satisfaction does differ between small and major hospitals [16]. We also analyzed the data for every year in order to visualize time effects.

Because we expected ratings to be influenced quite a while before the intensified supervision, we categorized the intensified supervision period into 5 categories: the period before 1 year before intensified supervision, the 12 months before intensified supervision, during intensified supervision, the 12 months after intensified supervision, and the period after 1 year after intensified supervision. The period during intensified supervision varied according to the decision of the inspectorate to prolong intensified supervision (3-12 months; mean 7 months).

We performed a longitudinal logistic regression analysis (mixed model) to analyze whether periods of intensified supervision lead to lower patient ratings. To account for clustering of ratings within hospitals, “hospital” was included in the model as the random effect. The outcome variable was the dichotomized rating score.

Determinants in our analysis were the period of intensified supervision, hospital type, and the course of ratings over time (variable “time” in years). We included the factor time to analyze time trends that occur anyway, irrespective of intensified supervision.

Ethical Approval
No ethical approval was needed because we used publicly available data and no persons were directly involved.

Results
Table 1 lists the numbers of ratings for intensified supervision hospitals and control group hospitals per period and per hospital type. Table 2 presents the mean rating score and percentage of ratings lower than 6.5 per period for intensified supervision hospitals and control group hospitals. Table 3 presents the mean rating in time and the percentage of ratings lower that 6.5, for both groups.
Table 1. Numbers of rating scores per hospital type and period.

<table>
<thead>
<tr>
<th>Hospitals and period</th>
<th>General acute care hospital</th>
<th>Teaching hospital</th>
<th>Academic hospital</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N hospitals</td>
<td>N ratings</td>
<td>N hospitals</td>
<td>N ratings</td>
</tr>
<tr>
<td>Control group hospitals</td>
<td>16</td>
<td>17,569</td>
<td>8</td>
<td>17,926</td>
</tr>
<tr>
<td>Intensified supervision hospitals</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Period before 1 year before intensified supervision</td>
<td>499</td>
<td>161</td>
<td>81</td>
<td>444</td>
</tr>
<tr>
<td>1 year before intensified supervision</td>
<td>303</td>
<td>165</td>
<td>82</td>
<td>550</td>
</tr>
<tr>
<td>During intensified supervision</td>
<td>285</td>
<td>106</td>
<td>53</td>
<td>444</td>
</tr>
<tr>
<td>1 year after intensified supervision</td>
<td>272</td>
<td>313</td>
<td>94</td>
<td>679</td>
</tr>
<tr>
<td>Period after 1 year after intensified supervision</td>
<td>604</td>
<td>1144</td>
<td>232</td>
<td>1980</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td>19,532</td>
<td>19,815</td>
<td>4509</td>
</tr>
</tbody>
</table>

Table 2. Mean rating score and percentage of ratings <6.5 per period for both intensified supervision and control group hospitals.

<table>
<thead>
<tr>
<th>Hospitals and period</th>
<th>Mean rating score</th>
<th>Percentage of ratings &lt;6.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group hospitals</td>
<td>8.5</td>
<td>8.3%</td>
</tr>
<tr>
<td>Intensified supervision hospitals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period before 1 year before intensified supervision</td>
<td>7.9</td>
<td>18.4%</td>
</tr>
<tr>
<td>1 year before intensified supervision</td>
<td>8.1</td>
<td>16.5%</td>
</tr>
<tr>
<td>During intensified supervision</td>
<td>8.2</td>
<td>14.9%</td>
</tr>
<tr>
<td>1 year after intensified supervision</td>
<td>8.2</td>
<td>15.9%</td>
</tr>
<tr>
<td>Period after 1 year after intensified supervision</td>
<td>8.5</td>
<td>10.6%</td>
</tr>
</tbody>
</table>

Table 3. Mean rating in time and percentage <6.5 for both intensified supervision and control group hospitals.

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean rating (%&lt;6.5) intensified supervision hospitals</th>
<th>Mean rating (%&lt;6.5) control group hospitals</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>7.7 (19.1)</td>
<td>7.6 (19.9)</td>
</tr>
<tr>
<td>2011</td>
<td>7.8 (22.6)</td>
<td>8.2 (13.6)</td>
</tr>
<tr>
<td>2012</td>
<td>8.2 (15.6)</td>
<td>8.5 (8.6)</td>
</tr>
<tr>
<td>2013</td>
<td>8.5 (10.7)</td>
<td>8.7 (6.4)</td>
</tr>
<tr>
<td>2014</td>
<td>8.4 (12.6)</td>
<td>8.6 (7.9)</td>
</tr>
<tr>
<td>2015</td>
<td>8.4 (12.8)</td>
<td>8.7 (7.2)</td>
</tr>
</tbody>
</table>

Table 4 presents the results of the multilevel analysis. The period of supervision is associated with a low rating score for intensified supervision hospitals compared with control group hospitals: both 1 year before intensified supervision (odds ratio, OR, 1.67, 95% CI 1.06-2.63) and 1 year after intensified supervision (OR 1.79, 95% CI 1.14-2.81) differ significantly. For all periods the odds on a low rating score for intensified supervision hospitals are higher than for the control group hospitals, corrected for time. The proportion of low rating scores decreased over time since 2010.
Table 4. Effect of intensified supervision period on low patient ratings, adjusted for time and type of hospital.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Categories</th>
<th>Odds ratios</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control group hospitals</td>
<td>1.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Intensified supervision period</td>
<td>Period before 1 year before intensified supervision</td>
<td>1.29</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>1 year before intensified supervision</td>
<td>1.67</td>
<td>1.059</td>
</tr>
<tr>
<td></td>
<td>During intensified supervision</td>
<td>1.55</td>
<td>0.964</td>
</tr>
<tr>
<td></td>
<td>1 year after intensified supervision</td>
<td>1.79</td>
<td>1.143</td>
</tr>
<tr>
<td></td>
<td>Period after 1 year after intensified supervision</td>
<td>1.41</td>
<td>0.921</td>
</tr>
<tr>
<td>Time</td>
<td>2010</td>
<td>1.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td>0.77</td>
<td>0.656</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>0.49</td>
<td>0.418</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>0.35</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>0.45</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>0.42</td>
<td>0.364</td>
</tr>
<tr>
<td>Hospital type</td>
<td>General acute</td>
<td>0.86</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td>Academic</td>
<td>1.1</td>
<td>0.659</td>
</tr>
<tr>
<td></td>
<td>Teaching</td>
<td>1.0&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Reference category.

Discussion

On the basis of the results of this study, we can confirm the hypothesis that the average rating of intensified supervision hospitals before the intensified supervision started is lower compared with the control group. We found also that patient ratings were low not only before but also during and just after the intensified supervision: the scores are continuously relatively low. It seems that only during the period after a year after intensified supervision the ratings are comparable with the control group hospitals. This result might assure the inspectorate that intensified supervision does not influence the patient ratings that it uses for supervision significantly in the short term. The results do not indicate that the mean rating will increase during the intensified supervision, for example, because of the loyalty of patients.

Health care inspectorates might learn from these results because they indicate that the inspectorate identifies the same hospitals as “at risk” as the patients rate as underperformers. This can be seen as another indication of the opportunities for patients to identify patient safety problems [17,18]. Monthly monitoring of scores on PRSs by health care inspectorates or other quality monitoring organizations could be of additional value in identifying health care providers at risk. This is also in line with the results of several studies that show correlations between patient rating scores and quality indicators, although the correlations were mostly weak and sometimes inconsistent [6]. The potential contribution of patient rating scores to health care governance supports the initiatives of health care inspectorates already using these online scores in their daily supervision [8].

Although not part of the research question, we identified a trend in patient rating scores. Compared with the start in 2010, the mean overall ratings on PRS Zorgkaart Nederland have increased significantly in 2015. To the best of our knowledge, there has not been an analysis of the rating trend over several years. This might be due to relative low ratings of pioneers at the start of the PRS. Now that the PRS is used more, it might attract a broader public with more positive ratings in general. In total, 92% of the ratings in our dataset are positive (≥6.5), which is comparable with approximately 90% of ratings found in other research [19].

Strengths and Limitations

An important strength of this study is the major database used with 43,856 online ratings of 35 hospitals, more than a third of all Dutch hospitals.

In addition, it takes into account the opportunities of using patient experiences in supervision of health care. Especially with the increasing use of rating sites in the near future when the generation socialized with social media (eg, Facebook and Twitter) reaches the age in which health questions and doctors become significant, these kinds of sources might become even more relevant for patients, physicians, and other stakeholders such as health care inspectorates [2,4,20]. An increasing number of patients are given a voice to their experiences in order to identify patient safety risks. Health care inspectorates all over the world might benefit from this and better involve citizens in health care governance.

A limitation of the study is that we only selected the hospitals with sufficient reviews in the control group. We cannot rule out that this was a selected group of hospitals. Furthermore, the
number of hospitals with intensified supervision was low. There were only 7 hospitals confronted with intensified supervision. However, we analyzed the data on the level of patient ratings, which provided us with a dataset with enough power (n=43,856). The number of hospitals under supervision is only a small part of all providers in the Dutch health care with intensified supervision. In 2013 and 2014 it was concerned with 47 health care organizations of which 3 were hospitals. A second limitation is that at the moment the number of ratings of the other health care providers, mainly long-term elderly care, is too low to use for analysis. However, this could change rapidly. The branch organization of long-term elderly care announced in July 2015 the decision to cooperate with the Dutch Patient and Consumer Federation, the owner of Zorgkaart Nederland, in order to increase the number of reviews substantially by collecting ratings via interviews.

Future Research
We expect that an increasing number of patients will share their experiences on PRSs and a growing number of patients will use those experiences in their judgment and choice of health care providers. This study suggests that all those experiences could be useful in estimating the quality of care because of the interesting association with the judgment of health care inspectors. However, it takes extensive research to understand this relationship better. Because of this association, this study might encourage health care inspectorates in experimenting with civilians as layman inspectors. It would also be interesting to know what underlying aspect of the IGZ's decision the negative patient reviews may be correlating with. Exploring the reasons for low patient ratings in general will be necessary to give hospitals insight into how to improve their ratings. This could be investigated by closely studying the texts of the reviews, for example, by using Web-based text processing tools [21]. It might also be instructive for hospitals and IGZ to explore if any of the 6 aspects that go into the overall patient rating on Zorgkaart Nederland are more specifically correlated to intensified supervision rather than the overall score.

It might also be useful to explore the use of online patient ratings by health care parties other than inspectorates, for example, health insurance companies. They could start using rating scores to select preferred providers in their purchase of care.

Finally, research on the influence of supervisory activities should also be performed with other health care providers than hospitals, such as long-term care institutions, under the condition of sufficient number of reviews. Moreover, it would be relevant to repeat the study in other countries to investigate whether a different system of supervision or the presence of several PRSs influences the results.

Conclusions
Hospitals that are confronted with intensified supervision by the health care inspectorate have lower ratings on PRSs. Health care inspectorates might learn from these results because they indicate that the inspectorate identifies the same hospitals as “at risk” as the patients rate as underperformers. More research with more ratings also in other parts of health care and other countries is needed to explore further the association between ratings on PRSs and the quality judgment of a health care inspectorate.
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Abstract

Background: Over the last decades, the patient perspective on health care quality has been unconditionally integrated into quality management. For several years now, patient rating sites have been rapidly gaining attention. These offer a new approach toward hearing the patient’s perspective on the quality of health care.

Objective: The aim of our study was to explore whether and how patient reviews of hospitals, as reported on rating sites, have the potential to contribute to health care inspector’s daily supervision of hospital care.

Methods: Given the unexplored nature of the topic, an interview study among hospital inspectors was designed in the Netherlands. We performed 2 rounds of interviews with 10 senior inspectors, addressing their use and their judgment on the relevance of review data from a rating site.

Results: All 10 Dutch senior hospital inspectors participated in this research. The inspectors initially showed some reluctance to use the major patient rating site in their daily supervision. This was mainly because of objections such as worries about how representative they are, subjectivity, and doubts about the relevance of patient reviews for supervision. However, confrontation with, and assessment of, negative reviews by the inspectors resulted in 23% of the reviews being deemed relevant for risk identification. Most inspectors were cautiously positive about the contribution of the reviews to their risk identification.

Conclusions: Patient rating sites may be of value to the risk-based supervision of hospital care carried out by the Health Care Inspectorate. Health care inspectors do have several objections against the use of patient rating sites for daily supervision. However, when they are presented with texts of negative reviews from a hospital under their supervision, it appears that most inspectors consider it as an additional source of information to detect poor quality of care. Still, it should always be accompanied and verified by other quality and safety indicators. More research on the value and usability of patient rating sites in daily hospital supervision and other health settings is needed.

(J Med Internet Res 2016;18(7):e201) doi:10.2196/jmir.5552
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Introduction

Over the last decades, the patient’s perception of health care quality has been unconditionally integrated into quality management. Traditional patient satisfaction or experience surveys have become accepted tools for measuring health care quality. These tools were demonstrated to add valuable information to professional quality indicators and outcome measures [1,2]. For several years now, a new approach toward hearing the patient’s perspective on the quality of health care, by the use of patient rating sites, has rapidly gained attention. These specialized Internet rating sites allow patients to express and rate their experiences and satisfaction with health care providers and institutions. These ratings are intended to be a source of information on quality for other patients looking for health care providers [3-5]. This is especially the case in the United States, Germany, and the United Kingdom where many patients look for information on these sites. Their use as public reporting instrument is often stimulated by governments [6], supporting patients to make explicit comparisons between health care providers, and hereby increasing public accountability and improving quality of care [7-12].

At first, the introduction of patient rating sites caused doctors and policymakers to raise several objections against the use of this information. They were supposed to be vulnerable to a number of pitfalls, such as being manipulated, showing a large variation in the number of ratings for hospitals and physicians, being emotionally burdensome for physicians who were either criticized or even not rated at all, or being biased by selection of patients, for example, by an overrepresentation of dissatisfied patients [5,8,9,11,13,14]. Furthermore, the average number of ratings for individual physicians was still low, implying that the assessments found for physicians may change over time when more patients took part [8]. Subsequently, rating sites are only used by people who have access to and know how to use the Internet, which could cause bias. Finally, information from rating sites was not case-mix adjusted for patient characteristics such as age, level of education, and health status. This is known to be necessary to prevent bias and thus allow the results to be properly interpreted [15,16].

However, recent results from research on rating sites increasingly questioned these arguments and showed certain advantages. Ratings are mostly positive [4,10,11,17,18] and correlate with relevant clinical outcomes such as decreased mortality, readmissions, infection rates, and decubitus [5,8,19-21]. These correlations are at least as strong as for the traditional paper surveys method [9,19,21]. Moreover, in some cases, the real-time nature of rating sites means that feedback can be given rapidly, which might make the information contained on them more up to date and might thus detect episodes of poor care or outliers in a more timely manner than surveys that took place a long time ago [9]. Also, these ratings can be given to all health care professionals and institutions while survey data regard, mostly, only one part of them. Last but not least, there is reason to believe that these rating sites will become commonplace. In fact, an increasing number of people consult the Internet, looking for health care quality information. This rose from 19% of North American adults in 2001 to 88% in 2010; 24% of them consulted review sites. Also, the number of ratings has risen rapidly. In 2010, up to 16% of all US physicians were reviewed [7,8,10,21], whereas 37% of physicians in Germany were reviewed in 2012 [22]. An awareness of 65% of the US population and a usage of 23% shows that patients are increasingly turning to Web-based rating sites [23]. A German study showed that approximately 65% of patients using a rating site have consulted a particular physician based on these ratings [3]. Thus, despite the arguments against the use of rating sites, these sites do have redeeming value that needs to be further explored.

A recent scoping review concluded that although literature about the topic is still limited, social media, and especially patient rating sites, can become a fast and cheap way to gather information about the quality of care and could complement traditional methods [24]. Thus, although some caution interpreting the information is needed, given methodological restrictions [24], using patient rating sites might help to detect poor performance [9,19,21,25,26]. It is therefore stated that neither physicians nor policy makers should underestimate the growing influence of ratings sites for patients in providing information, and for physicians in offering opportunities to improve the quality of their care, based on the concerns mentioned in reviews [3,4].

Due to the potential value of the information for judging the quality of care, some supervisory bodies already use rating sites as an additional source of information [21,27-30]. In England, for example, the Care Quality Commission actively uses patient rating information from the NHS Choices website, alongside other rating sites, to identify potential risks to patient safety [25,28]. Similar initiatives are found in Australia and Ireland [29].

The Dutch health care Inspectorate’s (IGZ) supervisory framework for risk detection in hospitals contains in the first place several process and outcome indicators developed to monitor the quality and safety of hospital care [31]. These quality indicators merely focus on clinical care processes and were developed in a collaborative process with the inspectorate, hospital federations, and medical specialist and nursing societies [32]. Furthermore, financial and administrative information, information from calamity reports and earlier visits, and judgments of the inspectorate provide input for risk detection.

Although research shows that IGZ inspectors expect patients to be capable of detecting poor performance or risks that might be missed by regular inspection visits [29], patient’s experiences are not yet included, systematically, in Dutch risk detection [33]. However, the inspectorate has become more interested in using information from rating sites to expand their methods to detect poor performance [34] having been stimulated by their colleagues working in health care supervision abroad and by the growing emphasis on patient participation [29]. In addition, an earlier study had already shown that the largest rating site in the Netherlands, ZorgkaartNederland, appeared to be the only social media source that was of additional value for risk-based supervision of elderly care [26]. Using rating sites by the Dutch health care inspectorate to detect poor quality of care could be an important development in several ways. First, the IGZ wants...
to involve the patient’s perspective in supervision, as the inspectorate’s primary client is the citizen [35]. The inspectorate therefore needs reliable sources that express the patient’s perspective on quality and safety of health care. Second, stakeholders, such as the health care inspectorate, may give patients a voice by using rating sites, which may encourage them to share their experiences. Besides, it may stimulate health care providers to improve their quality of care, knowing that both patients and stakeholders take these rating sites seriously. The aim of our study was therefore to explore whether and how patient experiences reported on rating sites can, in the eyes of health care inspectors, contribute to risk identification in hospital care.

We address 3 research questions:

1. Do health care inspectors already use patient experiences on rating sites in their daily supervision of hospitals and in what way?
2. Do inspectors expect patient experiences in hospitals, reported on rating sites, to contribute to their estimation of risk?
3. Does presenting, actively, patient reviews reported on the rating site ZorgkaartNederland alert inspectors in their estimation of risks to patient safety?

Methods
Given the unexplored nature of the topic, an exploratory, interview study was designed.

We used a semi-structured interview approach along with an investigation of the judgment of the review data from a patient rating site. The consolidated criteria for reporting qualitative research (COREQ) guidelines [36] were followed to ensure the completeness of the reporting.

Sample
For the supervision of hospital care, the IGZ divided the field into 10 segments. Each segment covers 10 hospitals on average with 1 senior inspector being responsible. Our sample thus consisted of 10 senior inspectors.

Study Design and Procedure
Step 1: First Round of Interviews, Exploring Use and Views
In January and February 2015, the primary researcher (SK) performed the first round of semi-structured interviews with the senior inspectors to establish their actual use in the supervision of health care, of patient experiences reported through rating sites and to explore their views on the potential contribution of such patient ratings (research questions 1 and 2). They were approached by email. The interview guide consisted of general topics concerning attitude to social media in general for working and private purposes; use of patient rating sites for working purposes; and (expected) value of the use of rating sites for supervision. These general topics consisted of several open questions, which were merely explorative: “What do you think of… and why?” Interviews were recorded on audiotape. Field notes were made during the interviews. The interviews lasted up to 1 hour. The first 2 interviews were discussed with 2 researchers (IB and RK) to ensure completeness and interview techniques.

Step 2: Selecting Hospitals and Reviews
After the first round of interviews, the inspectors were provided with texts of negative reviews on the rating site ZorgkaartNederland regarding one of the hospitals under their supervision. ZorgkaartNederland [37] is the Federation of Patient and Consumer Organizations’ (NPCF) noncommercial patient rating site [38]. It has the largest number of patient ratings in the Netherlands, with more than 300,000 ratings in total and 800,000 unique visitors per month. Patients can anonymously rate either the care organization or their care provider on a scale of 1 to 10 based on 6 factors: appointments, accommodation, employees, listening, information, and treatment. The average of the 6 scores yields the overall rating, which is a valid summary of the factor’s scores [39]. Patients have to clarify their rating with a written review checked by the website’s editorial office. This helps to mediate the risk of unfounded ratings. Even so, the editorial office checks the internet protocol address of every individual review, thus generating information on whether a patient has provided multiple ratings, which could be used to filter out ratings that appear to be duplicates. Patient characteristics are not asked for, so case-mix correction is not possible [40].

We defined a rating as a quantitative score given to a hospital or doctor and a review as a written comment [18]. For each inspector we selected, at random, 1 hospital under their supervision. Only hospitals with at least 50 ratings in the period from November 1, 2013 until October 31, 2014 (1 year) were eligible, to have a substantial number of ratings. Besides, at least 10 negative ratings had to be available for this hospital, as the reviews belonging to these ratings were expected to contain most useful information for inspectors [26]. Therefore, we categorized the average overall rating using a classification derived from the international known measure of recommendation, the Net Promoter Score. This measure considers the numbers 9 and 10 as positive (“promoters”), the numbers 7 and 8 as neutral, and the numbers 0 till 6 as negative recommendations (“detractors”) [41]. If the hospital had less than 10 negative ratings, we selected, at random, another hospital. The hospitals selected had on average 21 negative ratings (see Table 1).
Subsequently, we presented the texts of the negative reviews of the hospital selected in an Excel sheet, which was sent by email to the interviewees. We also provided the hospital’s contextual information such as the name, the mean rating, the total number of positive and negative ratings, and the percentage of negative ratings, as compared with other hospitals, and what level the review was attributed to: hospital, location, department, or doctor. Inspectors were asked to score the relevance of each negative review for the health care inspectorate according to a previously developed ordinal assessment scheme [26]: “no additional value (0),” “relevant, information leads to a signal in the file of the organization (1),” “relevant, information leads to further investigations (2),” or “relevant, information leads to immediate action (3).” We choose to reveal the name of the selected hospital to explore whether inspectors would find out new information or merely information that was supportive of what they already knew from their experiences with the hospital. Inspectors filled in the score list and returned it to the researcher before the second interview.

**Step 3: Scoring Negative Reviews and Identifying Underlying Motives**

The primary researcher (SK) performed a second round of interviews from April until June 2015. The aim was to determine whether the reviews contained information on risks to patient safety (research question 3). These interviews consisted of 2 parts. In part 1, inspectors were queried about their judgment of each negative review and were asked what elements in the text of the reviews triggered their scoring. We provided some possible triggers, such as the subject, the tone, the concreteness, or the extensiveness of the review. In addition to these, the inspectors could always add new triggers. In part 2, inspectors were asked their general opinion about the use and value of the judged reviews for daily supervision work. The topic list included items such as usability, reliability, new or known information, and value for risk estimation. These interviews were also tape-recorded.

**Analysis**

All interviews were transcribed verbatim and were sent to the interviewees for triangulation.

They were analyzed following guidelines for qualitative research [42,43] and by using a digital qualitative data analysis program, Atlas-ti [44]. Analysis was performed in parallel with the interviewing. In the first round of interviews, the first interviews were analyzed descriptively, aiming to explore and identify relevant views and propositions. In the second round of interviews, open coding (summarizing and categorizing the data) was gradually replaced with axial coding (confirmation of codes and the identification of broader relationships). Finally, data were clustered across interviews to derive common themes. The inspector’s scoring of the negative reviews was analyzed descriptively [26]. The arguments for the scores were described. We performed a member check by sending all quotes to all interviewees to ensure interpretation and hereby validity.

**Results**

**Sample**

All 10 senior inspectors consented to participate in both interviews. Their average age was 53 years (range 40-64). Seven were women. All inspectors were educated as a health care professional and had worked in a hospital for several years. The average number of working years as an inspector was 8.5 years (range 1-17). Four inspectors used social media (Twitter, Facebook) for private purposes. All used the Internet for their work (Google, ZorgkaartNederland, Twitter, news websites).

**Inspector’s Current Use of Patient Rating Sites in Daily Supervision**

The first round of interviews addressed the first research question, whether health care inspectors already used patient experiences on rating sites in their daily supervision of hospitals and in what way.

Seven inspectors used ZorgkaartNederland to gather information in their supervision work. When preparing their annual meeting with the board of a hospital or in case of reports of serious incidents, they looked for information on search machines such as Google and then ended up at the patient rating site ZorgkaartNederland.

Then I google that person. You end up at ZorgkaartNederland very quickly. The first hit of Google apparently is ZorgkaartNederland. [Respondent 3]

In particular I use ZorgkaartNederland, in any case I look at it in preparation for the annual board interview. And, if we focus on a specific doctor

**Table 1. Rating overview of the hospitals selected and of all the hospitals covered by ZorgkaartNederland (November 1, 2013-31, October 2014).**

<table>
<thead>
<tr>
<th></th>
<th>Ratings of 10 selected hospitals (mean of the 10 hospitals (range))</th>
<th>Ratings of all (94) hospitals on ZorgkaartNederland (mean of the 94 hospitals (range))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of ratings</td>
<td>129 (65-170)</td>
<td>173 (4-859)</td>
</tr>
<tr>
<td>Mean rating score&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8.2 (7.9-8.6)</td>
<td>8.5 (7.5-9.1)</td>
</tr>
<tr>
<td>Positive ratings (score&gt;8.4)</td>
<td>86 (40-116)</td>
<td>122 (3-598)</td>
</tr>
<tr>
<td>Neutral ratings (score 6.5-8.4)</td>
<td>22 (11-33)</td>
<td>36 (1-250)</td>
</tr>
<tr>
<td>Negative ratings (score&lt;6.5)</td>
<td>21 (12-28)</td>
<td>15 (0-56)</td>
</tr>
<tr>
<td>Percentage &gt;6.4</td>
<td>83.6 (78.5-89.7)</td>
<td>91.1 (67.9-100)</td>
</tr>
<tr>
<td>Percentage &lt;6.5</td>
<td>16.4 (10.3-21.5)</td>
<td>8.9 (0-32.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Rating score: average of 6 scores on a scale of 1 to 10 regarding appointments, accommodation, employees, listening, information, and treatment.
involved in a report or for example because of the suspicion of incompetence, then I check ZorgkaartNederland for the individual judgment relating to the doctor. [Respondent 2]

Three inspectors did not use the patient rating site, ZorgkaartNederland. They did, however, gather their information from the Internet, but in their cases from hospital websites, newsletters, or news websites, not from a source that contains the patient’s perspective.

I read newsletters from hospitals. (...) But Twitter is also a possible source. (...) For me that is easy to read, and very handy because I can scan very quickly whether it is valuable for me or not. [Respondent 6]

Inspector’s Anticipated Value of Patient Rating Sites for Daily Supervision

The first round of interviews also addressed the second research question, whether health care inspectors expect patient experiences in hospitals, reported on rating sites, to contribute to their estimation of risk to patient safety.

All inspectors who ended up at ZorgkaartNederland indicated that they find it hard to use this information or give weight to this information in their daily supervision.

I think you should be very careful with this information. It must be seen as a signal, not more than that. A signal deserves to be taken seriously and to be properly checked and verified. [Respondent 10]

What do you do with it? You take it with you. In that way you use it, but concretely in the conversation with the hospital board, or, in the reports, no, you do not use it that way. [Respondent 1]

Thus, apart from a source for gathering information, the 7 inspectors using ZorgkaartNederland did not apply the content of the information for risk identification in their daily supervision practice. However, they saw the reviews as a signal, providing interesting background or contextual information. In the opinion of 5 inspectors, these signals should always be verified and checked by other available information.

In fact it is an indicator. An indicator always needs further research. It must be seen in combination with other indicators: what are the connections and the relevant themes? [Respondent 2]

The inspectors brought up 3 main doubts concerning the weight and value of ZorgkaartNederland as a source for identifying risks. Firstly, 4 inspectors feared bias or selectivity, that is they felt that only a small group of people uses rating sites.

The number of reviews is too small to be taken seriously. Only a small group of patients makes the effort. [Respondent 5]

Inspectors felt that this group is probably not representative of the patient population of a hospital. For example, hospitals might stimulate very satisfied patients to rate their experiences, to raise their average rating. Besides, positive reviews may have been posted by family and friends of the doctor. Second, 9 inspectors indicated that reviews are often too subjective and emotionally driven. Accordingly, reviews may polarize public opinion at a certain moment and can be used for unnecessarily blaming the doctor.

I feel the psychology of reviewers on a rating site is interesting. In fact, there is a lot of psychology on those sites. People parrot each other easily and therefore strengthen the message and are thus polarizing what happened at a certain moment. And that gives an incorrect picture of the hospital or doctor. It is influenced too much by the moment and the polarization. We should be aware of that. [Respondent 8]

It can be used for blaming and shaming. That is very easy on the Internet because it is safe and anonymous. [Respondent 9]

Third, inspectors had doubts about the relevance of the content of reviews for the inspectorate’s estimation of risk. Negative reviews were thought to contain mostly remarks on the way patients are addressed, the bad food, signage, or waiting times, not about potential risks to safety.

Patients talk on a very basic level, often about how patients are addressed, and that is not within our remit. [Respondent 5]

I do not know how to interpret the reviews. You know, if a doctor is nice he gets an eight although technically speaking he is not so good. The patient cannot interpret that. (...) I feel that is no use for me. [Respondent 6]

If information on ZorgkaartNederland could be integrated into other sources of information on patient safety, most inspectors would consider this information to contribute toward the identification of risks. They indicated that the value of reviews for their supervision would improve if the reviews were supported by facts and were substantial but also that the tone of the texts matters.

It depends on whether the review is supported by facts. If it is written in concrete, correct sentences (...) I would rather adopt it than when it is a story of verbal abuse like “it was really awful” with a lot of emotions. [Respondent 10]

Yet, the inspectors indicated that they would be triggered to act if a review contains medical errors, serious incidents, damage, unacceptable care or, shortcomings of care. Those reviews would be taken more seriously than reviews about how patients are addressed or about complaints. They would also pay attention when the number of negative reviews suddenly rises because this could be a signal of failing. The inspector should have the feeling that the review was not written impulsively,

“but that another reasonable patient could echo this judgment as well. [Respondent 8]

Experienced Relevance of Patient Rating Sites for Daily Supervision

The second round of interviews addressed the third research question whether actively presenting patient reviews reported
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on the rating site ZorgkaartNederland alerts inspectors in their estimation of risks to patient safety.

In total, 207 negative reviews were presented to the inspectors, who scored these according to their relevance. The inspectors scored 47 (22.7%) reviews “relevant” (score 1, 2, or 3; see Table 2).

Table 2. The relevance of reviews as scored by the inspectors.

<table>
<thead>
<tr>
<th>Negative reviews (N)</th>
<th>Percentage</th>
<th>Percentage of “relevant” scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>No additional value (0)</td>
<td>160 (in 10 hospitals)</td>
<td>77.3</td>
</tr>
<tr>
<td>Relevant, information leads to a signal in the file of the organization (1)</td>
<td>31 (in 7 hospitals)</td>
<td>15.0</td>
</tr>
<tr>
<td>Relevant, information leads to further investigations (2)</td>
<td>15 (in 6 hospitals)</td>
<td>7.2</td>
</tr>
<tr>
<td>Relevant, information leads to immediate action (3)</td>
<td>1 (in 1 hospital)</td>
<td>0.5</td>
</tr>
<tr>
<td>Total</td>
<td>207</td>
<td>100</td>
</tr>
</tbody>
</table>

The Reasons Reviews Were Considered Irrelevant

Most of the reviews that were scored as nonrelevant for supervision (160/207) were labeled as a complaint dealing with how patients were addressed, the attitude of the doctor, information and communication, or waiting times. Inspectors indicated that dealing with such complaints is a task of the hospital itself, that is, the board or a complaint officer or committee.

This is about how the patient is addressed such as bad experiences with being listened to. I reckon that this happens in every hospital and I am convinced that a lot of improvements can be made in this respect, but it is not a task of the health care inspectorate. [Respondent 7]

Other motives not to score the review as relevant were their vagueness, the shortness of the description, or the highly emotional tone such as with comments like:

“He is a horrible man.” That man may well be horrible, but what can the health care inspectorate do about it? [Respondent 3]

The Reasons Reviews Were Considered Relevant

Thirty-one reviews (31/207; 15%) were scored as “relevant, information leads to a signal in the file of the organization” (score 1). The reasons why inspectors gave this score were:

- The review mentioned risks concerning quality and safety.
- The review had a medical content.
- The review could indicate a structural problem, such as shortcomings in care for vulnerable elderly patients or children; therefore, it could contribute to the compilation of a file on that particular hospital or department.
- The doctor was also an instructor to students.
- The department or doctor were well-known, for instance from an earlier investigation, or an underperforming department.

I know this doctor; he came up more often in conversations. He is also mentioned in an earlier investigation. Although no serious incidents have been reported against him, he is known to be a difficult man to deal with—so to speak! [Respondent 1]

Fifteen reviews (15/207; 7.2%) were scored as “relevant, information leads to further investigations” (score 2). The reasons the inspectors gave for considering these reviews to be of greater relevance were medical, procedural, or related to the hospital’s profile:

- The review mentioned serious incidents or surgical or medical errors, complications, or damage to the patient or other major consequences such as a long length of stay; or the review concerned medication, it was, for instance, forgotten, or a prescription meant for another patient was given in error during discharge from the hospital.
- The review concerned actual procedural themes in the hospital, for instance, deficiencies in procedures concerning the primary treating physician, about cardiac rehabilitation, or about shortcomings with anticoagulants.

If reviews concerned the hospital’s profile, this might indicate 2 possibilities. Either the review was about a topic in which the hospital was not specialized:

This hospital has no department for genetic research, so in that context, if genetic factors play a role, it should be taken care of by specific procedures. And, according to this review there was insufficient attention given to genetic factors. [Respondent 8]

Or the review was related to a topic in which the hospital was specialized.

This hospital is a bariatric center. Given that context this should not have happened here. [Respondent 2]

One review (1/207; 0.5%) was indicated as “relevant, information leads to immediate action” (score 3). The considerations given by the inspector were:

- The review described a serious incident, which was also reported to the inspectorate.
- The review concerned an already notorious doctor.
- Moreover, the hospital had not reacted properly after this serious incident.
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Additional Considerations Regarding Relevance of Reviews

The inspectors mentioned several other considerations for judging reviews to be of greater relevance:

- the number of reviews concerning a specific department, doctor, or topic;
- the concreteness of the review;

Five operations, two times outpatient operations, five infections; these are concrete facts which make me wonder what kind of operation room was that? [Respondent 4]
- their own opinion and experiences with how the hospital was functioning;

I am aware of a serious incident that happened recently in this department, so when I saw this review I was alerted. Then I saw another review about a doctor and again it was this same department. So maybe there is more going on there. [Respondent 3]
- the given period of time and the actual events that took place in the hospital;

This hospital has had a lot of negative publicity in that specific period. I think that is reflected in the negative reviews. [Respondent 7]
- the ranking of the hospital on other well-known ranking lists;

Since several years this hospital is on top of a number or ranking lists. However, last year it fell down (...) I think it is interesting to interpret this period, especially where does this organization come from, where are they now and where are they heading for? [Respondent 2]
- what was already known by the IGZ from other quality indicators;
- the contextual information about the mean scores of all hospitals was considered by most inspectors in their assessment of the reviews as valuable, but never decisive.

The percentage of negative reviews is high compared to other hospitals, but maybe this hospital challenges patients to offer a rating on ZorgkaartNederland. That fits in with the positive picture I have of this hospital. [Respondent 3]

New Information or Already Known?

The actions of 9 inspectors were triggered especially by reviews that confirmed their knowledge about, and experience with, the hospital. In these instances, the reviews on ZorgkaartNederland supported the other sources of information used. Five inspectors explicitly indicated that the reviews rendered new information, mostly concerning a specific doctor or department that was mentioned more than once in the reviews.

For me it resulted in two new points of attention: this doctor, who was mentioned four times and I have never heard of, and also the critical remarks about that specific department I did not know of. [Respondent 5]

In summary, after having been confronted with the reviews, the inspectors mentioned 2 ways in which they could use this information from ZorgkaartNederland in future supervisory work. According to 9 inspectors, this information could be used to put topics, departments, or specific doctors onto the agenda in the yearly interview with a hospital board.

I would mention it as a signal: I saw on ZorgkaartNederland that...Have you seen it as well and what do you think about it? And if so, what have you done about it? [Respondent 10]

Three inspectors indicated that this new information could be used in unannounced visits to the hospital, especially referring to specific departments who came to attention through the reviews.

We assess a lot of things, indicators, reports of serious incidents, but if you look for themes in order to make an unannounced visit, this could be part of it, definitely. People make an effort to write a review on ZorgkaartNederland, they do that on purpose. [Respondent 9]

Discussion

We examined whether and how patient experiences as reported on patient rating sites have a potential to contribute to hospital inspectors identification of risks to safety. Currently, most inspectors only use patient experiences on the patient rating site, ZorgkaartNederland, as a source for gathering background or contextual information about a hospital or a doctor. It automatically arises with searching the Internet. However, for most inspectors, this appears to lead to the question: what exactly to do with the ratings and reviews and how to determine the value of the picture they get? This could be caused by 3 main objections brought up by the inspectors at the beginning of this study. First, inspectors worry about how representative the patient rating sites are, given, for instance, the selected group of patients responding and the relatively low number of ratings. Second, they indicate that reviews are often too subjective and emotionally driven. Third, they had doubts about the relevance of the content of these reviews for supervision.

Earlier research showed, too, another objection among inspectors to the use of patient rating sites for supervision. This was their concern about whether patients are able to evaluate the medical expertise and capabilities of an individual doctor [29,45]. Concerning how far rating sites are representative, it is known from literature that users of patient rating sites significantly differ from nonusers on sociodemographic and psychographic variables and health status. Users are significantly younger and more highly educated. Also, female patients and patients with chronic diseases use patient rating sites more often than other patient groups [17,46]. However, research on the data provided by ZorgkaartNederland [40] showed that the self-selected sample of patients on ZorgkaartNederland did, in fact, lead to representative ratings about Dutch health care in hospitals. Moreover, research into the content of reviews showed that the
review process is not just a one-off reflection of a single moment but contextualizes this within a series of previous experiences [45]. This may place the prevalent “n=1” objection in perspective.

The subjectivity of patient’s assessment is a well-known discussion in literature. Indeed, a patient’s assessment of care is subjective, by nature. Nevertheless, a lot of research has been done, showing positive relationships between patient’s (subjective) assessments and the quality of care, patient safety, and clinical effectiveness [47-53].

Although there is evidence of the correlation between scores on patient rating sites and quality indicators and clinical outcomes on a hospital level [5,8,19-21], little research has been carried out on the association between patient ratings and physician quality metrics. Gao et al found a significant positive relationship between Web-based ratings and physician quality as shown by board certification, education, and malpractice claims [8]. However, more research on this topic is needed to overcome this objection.

Despite their reservations regarding the use of patient rating sites for daily supervision, when confronted with the text of negative reviews from one of the hospitals under their supervision, inspectors scored 23% of the reviews as being relevant for risk estimation. Reviews were indicated as relevant when they contained information about major safety problems such as medication errors, serious incidents, severe damage or consequences for the patient, structural organizational problems such as a malfunctioning department or doctor, actual themes, and whether the reviews are in line with the hospital’s profile. Many of these “medical” indicators of possible relevance were also mentioned by inspectors at the beginning of the study, before having scored the reviews presented. However, the scoring of the reviews also revealed new relevant indicators such as structural and procedural organizational problems, which could produce a relevant score for risk estimation.

Compared to previous research carried out on reviews from ZorgkaartNederland concerning their additional value for supervision in the long-term elderly care [26], the percentage of reviews considered relevant by hospital inspectors was lower (23% vs 62%). However, from the relevant hospital reviews, 34% is seen as “relevant, information leads to further investigations” (score 2) or even “relevant, information leads to immediate action” (score 3), compared to 15% in the elderly care. As compared with long-term elderly care, safety issues in hospitals might be judged as being serious at an earlier stage, given the high-risk processes involved. The high number of reviews judged to identify safety issues is in line with patient safety literature, which states that there is evidence to suggest that hospital patients can be used as partners in identifying poor and unsafe practice and help enhance effectiveness and safety [48,54]. Although most comments are classified as physician-related concerns [4,14], content analyses of reviews in literature showed 3 dominant themes indicated by patients: interpersonal manner, technical competence, and system issues. These all include potential risks to patient safety [14]. It is important to note that the use of rating sites is likely to increase in the near future when the generation socialized with social media reaches the age in which health questions and doctors become dominant. As a result, these kinds of sources might become even more relevant [3,4,12,46] for patients and physicians, as well as for stakeholders such as the health care inspectorate.

Implications and Future Research

Hospital inspectors at first showed some restraint in their concrete use of ZorgkaartNederland in their daily supervision. However, after being confronted, the negative reviews of one of the hospitals under their supervision, most inspectors were cautiously positive about the contribution of the reviews to their risk identification. Nevertheless, they insisted that the use of rating sites should always be accompanied and verified by clinical indicators. The caution of inspectors for the use of reviews from patients is a point of concern for supervision policy in the near future. It appears to be worthwhile to provide health care inspectors regularly with a summary of negative reviews on carefully edited rating sites such as ZorgkaartNederland, complemented with contextual information, regarding hospitals under their supervision. Almost all inspectors indicated that specific themes, departments, or doctors on ZorgkaartNederland could be presented in their annual interview with the hospital board. Also, specific departments that showed up negatively in the reviews could be subjected to unannounced visits. However, evaluating the value and usability of this additional source for hospital supervision in the near future is necessary. Furthermore, it takes more research to understand and support the additional value of the patient’s perspective on quality of health care, for instance, by comparing the patient’s perspective with clinical outcome indicators or with supervision judgements.

A positive aspect of using ratings and reviews in supervision is the availability of actual information, in addition to the yearly available conventional quality indicators. Thus, a more efficient way of risk-based prioritizing within a huge number of health care organizations is a possibility [26]. This is especially important in health care sectors with a substantial number of organizations or professionals such as the elderly care sector, general practitioners, dentists, and pharmacists. In this way, patient ratings and reviews can become a structural part of the supervisory framework for risk detection.

However, most of the ratings on ZorgkaartNederland are positive, as is the case for most rating sites [4,10,11,17,18]. Furthermore, the percentage of negative ratings is decreasing in time, from 19.9% in 2010 to 7.2% in 2015 [55]. This may implicate that poor performance cannot be exclusively depicted by rating sites. Preferably, information from rating sites should be accompanied by other sources to express the patient’s perspective, such as general patient experiences or satisfaction surveys. Furthermore, patients could be stimulated by the government, hospitals, health care providers, and patient organizations to place their experiences on rating sites such as ZorgkaartNederland, to cover a more broad spectrum of patient experiences. For example, the branch organization of long-term elderly care and the NPCF, as owner of ZorgkaartNederland, organizes so-called road teams since 2015. These teams visit institutions of elderly care with mobile devices connected to the elderly care section of ZorgkaartNederland, interviewing
clients and relatives to increase the number of ratings substantially. Moreover, since July 1, 2014 a National Reporting Centre for Health Care Complaints (Landelijk Meldpunt Zorg) in the Netherlands gives patients and relatives an opportunity to express their complaints about care, always after having first complained at their provider. The health care inspectorate is given insight in these complaints and can use this information as additional source to detect poor performance from the patient’s perspective.

**Strength and Limitations**

This study has strengths and also limitations. The fact that the patient rating site ZorgkaartNederland is an independent, noncommercial website, with its own editorial office that judges the reviews one by one on their substantiating text and checks on the sender of the rating, is a strength of this patient rating site. It increases the value of the reviews. This is not necessarily the case with all patient rating sites in other countries.

The hospitals selected were not necessarily representative of hospitals on ZorgkaartNederland. However, the focus of our research was on the identification of risks in the texts of the negative reviews. Therefore, we wanted a substantial number of negative reviews per hospital and put the minimum threshold on 10. In that way, it was possible to identify trends, themes, departments, or doctors that were, for instance, mentioned more than once.

In this research design, we selected, for each inspector, a hospital for which he or she was responsible. In fact, most inspectors have known these hospitals for some time. They therefore assess the reviews according to their own point of reference, consisting of their accumulated knowledge and experiences. This can be a support to information already known by the inspectors, for instance, about a dysfunctional department. However, this could also blind the inspector to new insights or safety aspects. It would be worthwhile to investigate, in a future study, whether an inspector unacquainted with a certain hospital, would come to the same or a different selection of relevant reviews.

Furthermore, this is a case study among hospital inspectors in the Dutch health care setting, and more research in other settings is needed to draw general conclusions about the usability of patient rating sites for risk detection in supervision.

**Conclusions**

Patient rating sites may contribute to the risk-based supervision of hospital care of a health care inspectorate. Health care inspectors do have several objections against the use of patient rating sites for daily supervision. However, when they are presented with texts of negative reviews from a hospital under their supervision, it appears that most inspectors consider it as an additional source of information from the patient’s perspective to detect poor quality of care. Still, it should always be accompanied and verified by other quality and safety indicators. Preferably, it should also be accompanied by other methods to reveal patient’s experiences, to broaden the patient’s perspective on quality and safety of care. Furthermore, more research on the value and usability of patient rating sites in daily hospital supervision and other health care settings is needed.
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