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Abstract

The use of Web-based methods for research recruitment and intervention delivery has greatly increased as Internet usage continues to grow. These Internet-based strategies allow for researchers to quickly reach more people. African-Americans are underrepresented in health research studies. Due to this, African-Americans get less benefit from important research that could address the disproportionate health outcomes they face. Web-based research studies are one promising way to engage more African-Americans and build trust with the African-American community. With African-Americans’ increasing access to the Internet using mobile phones and other mobile phone technologies, we advocate for efforts to increase the representation of African-Americans in research studies by using the Internet as a recruitment tool and conclude with recommendations that support this goal.
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Introduction

African-Americans are commonly underrepresented in research studies [1-5]. A myriad of concerns are commonly cited when describing the reasons for this underrepresentation and why African-Americans are reluctant to participate in research studies [6-15]. Central to this lack of willingness to take part in research is an overarching sense of distrust that stems from a history of medical injustices [11,16,17]. Although the Tuskegee Syphilis Study is often cited as the most salient historical example of injustice in research pertaining to African-Americans, there are many other examples of medical racism in African-Americans’ collective consciousness [18-20]. Additional apprehensions that African-Americans tend to report are often accompanied by a lack of understanding related to the importance of research and the research process, economic challenges (transportation, employment) related to participation [21,22], and inadequate recruitment efforts made by study investigators [21-23]. Despite the challenges with research participation, increased morbidity and mortality related to chronic disease, predisposition to certain health conditions, and disproportionate impact of illness and varying health outcomes [24,25] necessitate concerted effort for engaging this population in health research. The research literature provides limited guidance in terms of effective strategies for using technology as a recruitment platform for African-Americans. However, such strategies are needed to better harness the benefits of technology and engage African-American participation in health research.

Existing studies have commonly recruited African-Americans via religious institutions and affiliations, community networks...
and organizations, and one-on-one interaction [26]. There are several specific strategies that have demonstrated effectiveness in the past. These strategies entail (1) direct face-to-face interaction with individuals and groups; (2) the necessity for flexibility with the manner in which participants are contacted (mobile phone, in-person, email); (3) provision of varying forms of information (booklet, handout, flier); (4) tangible participant incentives; and (5) an in-person reassurance of comfort with the research process inclusive of open sharing of information, opportunity for questions, and assertion of confidentiality [21]. However, when research necessitates large and diverse samples, many of these strategies are time consuming and often cost-prohibitive. Internet-based studies, in particular may require a different approach to recruitment, given that African-Americans’ underrepresentation in Web-based studies is well documented [21,27-32]. The purpose of this paper was to argue for enhanced efforts to include African-American participants in Internet-based research studies, despite the many challenges with doing so, and offer practical recommendations for effective recruitment strategies.

Relevant Theoretical and Ethical Considerations

There are important theoretical and ethical considerations that drive decisions about, and describe the importance of, how to engage African-Americans in Internet-based research. Childers and Skinner developed equity theory as a useful framework for understanding the processes that maximize participation in survey research; and we believe that its application within a Web-based research context has far-reaching implications [33]. The authors argue that in a research study, the researcher must establish trust with the participant if the expectation is for the participant to comply with the protocol for the study. Equity theory proposes that when a researcher and participant interact, there is a comparison of the input from the participant and the gains as a result of that input [33]. Thus, an effective interaction (exchange) would be reflected if the participant feels that his or her input is equal to the outcome or gain. The subsequent reward (outcome) can be monetary, in terms of an incentive in exchange for participating, or psychological, reflecting a symmetry with the research topic and his or her values [33]. In light of studies finding greater distrust of medical research among African-Americans than other groups [34-36], there is greater responsibility on behalf of researchers to ensure that participants perceive an equitable exchange with their research participation. For example, the recruitment and screening process could be structured so that a study staff member personally explains the role (input) and benefits (ie, incentive) of participation in lieu of a completely automated study that requires no interaction with study staff for participation. An explanation of this sort provides participants with an opportunity for a personal cost–benefit analysis for research participation that ideally tips the scales in favor of participating.

In addition to equity theory, one can think about African-Americans’ involvement in Web-based research through a research ethics lens. Health researchers are trained to abide by 3 ethical principles: respect for persons, beneficence, and justice [37]. From an ethical perspective, all research participants should be treated as autonomous individuals who are able to make their own decisions, and persons with diminished autonomy are protected. Under the principle of beneficence, harm to participants is minimized, and possible benefits of the research are maximized. However, the principle of justice is especially relevant to the current topic because it requires equity among research subjects and equal distribution of benefits across populations. This principle lays foundation for claims that a proportionate number of African-Americans participating in health research is necessary so that results can be generalized to African-Americans, and their health can be impacted by medical advances. With an increasing volume of Internet-based research, the opportunity for participation among African-Americans has expanded giving rise to greater opportunity for study participation and subsequent benefit of health research [38-43].

Internet Research Advantages

Using the Internet for health research has several main advantages. First, recruiting participants through the Internet allows for faster data collection at a lower cost than traditional in-person and email-based methods [44]. Participants can be screened almost instantly, and information can be entered directly into Web-based databases, thus reducing the time-intensive manual data entry process. Second, Web-based recruitment has the potential for far greater reach unlike traditional in-person recruitment, which is bound by geographic restrictions [45]. This is especially beneficial when the target population is relatively small, homebound, or lacks transportation and when studying a sensitive topic [14]. Given that 87% of people in the United States are estimated to have access to the Internet, the Internet can be a powerful tool for reaching these groups [46]. Internet use among young, college-educated people with higher incomes is comparable regardless of race and across Internet platforms, African-Americans and whites are very similar with mobile Internet access [47]. Mobile phones play a significant role bridging this Internet access gap [48]. Third, Web-based methods can eliminate common participant barriers to participation, such as lack of time, transportation, and scheduling [25]. Participating in research through the Internet tends to be more convenient as the participant can usually complete the research within his or her own time frame and location of preference [49].

Social media is one Web-based method that can be used to recruit specific individuals based on a specific demographic profile and ensure access to a diverse group of people [29]. For example, a 2014 study used social media sites to recruit HIV-positive individuals. Overall, 1221/1404 (87%) eligible participants completed the survey, indicating that Web-based recruitment was effective [49]. Using self-reported information on social media user profiles, researchers can target advertisements for specific populations and change content. For example, in a study conducted by Sullivan et al. participants were more likely to respond if the people pictured in the advertisements belonged to their racial or ethnic group [29].
Social media sites are also increasingly more popular among African-Americans. Research studies that use social media sites can especially benefit from recruiting a younger African-American audience, as this population uses social media at rates higher than comparable figures for whites [47]. Twitter specifically has a larger proportion of African-American users than whites based on results from a Pew Research study using a nationally representative sample (117/532, 22% of African-Americans; 579/3617, 16% of whites) [47]. Research has demonstrated that targeted ads on social media sites are effective at recruiting specialized populations [44,50]. For example, a 2013 Web-based preventive depression study recruited participants using search engine advertising (Google, Yahoo!, Bing), Facebook advertising, posts in forums and Web-based noticeboards, and promotion through relevant websites and email newsletters of mental health organizations. Several of the methods were effective, but Google Ads yielded the most participants [45]. Increasingly, researchers have used a variety of Web-based methods to recruit a broad sample of participants such as Web-based advertisements, Craigslist, and mobile phone apps [51].

**Internet Research Disadvantages**

Although the digital divide has been closing over time and African-Americans represent a group adopting broadband Internet at rates greater than other ethnic groups, there are still gaps in Internet access in the United States [52]. Large disparities exist with regard to the location, frequency, duration, and type of Internet access; however, this gap is not consistent across technology platforms [47]. As of 2014, using a nationally representative sample, it was estimated that 531/664 (80%) of African-Americans had Internet access (compared with 3674/4223, 87% of whites), and 412/664 (62%) had a home broadband connection (compared with 3125/4223, 74% of whites) [47]. Internet usage rates are most notable when comparing differences between African-Americans (299/664, 45%) and whites (2660/4223, 63%) with respect to older adults and those with lower levels of education [47]. Consequently, persons with less access to technology use email and social networking apps less often than those with more consistent access. These differences can affect completion rates for Internet surveys and are likely confounded by education and literacy [26]. The differences in completion rates can then create bias within the sample, which affects the generalizability of study findings.

General challenges with Web-based research participation are also abundant and entail issues related to recruitment, response rate, study retention, generalizability, and overall study design [14,15]. Some common reasons for low response rates among potential participants include ignoring study emails or ads, lacking the motivation (e.g., incentives, personal connection to the study) to participate, and/or difficulty with distinguishing legitimate messages from spam [53]. Minority recruitment can be even more complicated and difficult when compared with recruitment of other populations because of the inherent characteristics of the Internet such as concerns with absolute authenticity, the necessity of flexibility with multiple recruitment strategies, and dependency on cooperation with gatekeepers [15]. These are all challenges that should be accounted for when considering the Internet as a tool for research studies targeting African-Americans.

**Recommendations**

There is value in conducting Internet-based research studies targeting African-Americans to improve their health and well-being. Oftentimes, research with African-Americans requires a level of sensitivity that recognizes the influence of culture, history, and familial interactions. As a result, more efforts must be made by researchers who intend to include African-Americans in ways that align with equity theory [33]. We offer 5 recommendations to increase the successful recruitment of African-Americans into Internet-based research. First, consider using recruiters. In this approach, African-Americans are trained (via webinar) to recruit from their social networks both through the Internet and in person. The training should involve a brief overview of the reasons for African-Americans’ hesitancy to be involved in research studies (as we described previously), the importance of justice and equity theory as it relates to African-American recruitment, background information on the study, and techniques for Web-based recruitment such as social media. By using social media, trust is already established between the researcher (via the recruiter) and potential participants, increasing the likelihood of enrolling participants into the study. In addition to the potential for a large reach, social media recruitment has been demonstrated to be cost-effective when compared with traditional recruitment methods [43,54,55]. Second, and related to the first, is to capitalize from a commonly used technique—snowball sampling—in which participants recruit other participants [56]. Respondent-driven sampling is a commonly used form of snowball sampling [57]. These methods are being refined for use in a Web-based environment but may be particularly helpful for recruiting African-Americans because of previously established trusted relationships that exist among participants and members of their social networks.

Third, consider offering a list of incentives from which participants can choose. Each incentive must have the ability to be delivered quickly and with minimal effort through the Internet (e.g., electronic methods for cash payment such as PayPal, electronic gift cards such as Amazon e-gift cards, and virtual debit or credit cards). An incentive that is worthwhile to the participant will cause him or her to feel that the exchange is equitable. That is, the participant perceives that he or she is receiving a reward equal to his or her effort. Fourth, 2-tiered recruitment is suggested when feasible (e.g., there is a small geographic recruitment area). In this approach, participant recruitment occurs initially in person affording the participant an opportunity to interact with a trained peer volunteer and establish a rapport. Simultaneously, the participant will receive Web-based communication with directions for the completion of an Internet-based screener. The second tier of this approach entails the participant completing the screener, intervention components, and all questionnaires online. Decreased reach is a limitation of this approach because a researcher working face to face with participants cannot engage as many participants as
he or she could do through the Internet. A final recommendation is to use trusted institutions as partners for participant recruitment. Institutions such as churches, community organizations, sororities, and fraternities have existing relationships with the communities of which they are a part. The investigator can establish relationships with members of the institutions directly then work with the institution to send emails to their membership regarding study participation.

Conclusions

The convenient, far-reaching, fast-paced, Web-based environment provides numerous methodological advantages for researchers, yet specialized efforts are necessary to ensure the inclusion of African-American participants in Internet-based research studies. To build trust within African-American communities, address the unique challenges posed by participation in research. The hesitancy related to participation, is often a combination of a lack of understanding related to the relevancy of research [21,22] inadequate recruitment efforts made by study investigators [21-23], and a general lack of trust with respect to the health and medical field [11,16]. This viewpoint recommended 5 approaches that entail using recruiters and previous participants themselves, multiple-choice incentives, a 2-tiered recruitment strategy, and partnership with trusted organizations. These approaches emphasize the importance of relationship building as this has been highlighted as a key component of research recruitment and retention of African-American participants [21,58]. The use of these approaches may not be particular to African-Americans; however, they may be particularly useful for investigators to overcome some of the challenges related to mistrust and serve as a mechanism to establish a greater rapport with African-American research participants.
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Abstract

Background: Despite the disabling nature of eating disorders (EDs), many individuals with ED symptoms do not receive appropriate mental health care. Internet-based interventions have potential to reduce the unmet needs by providing easily accessible health care services.

Objective: This study aimed to investigate the effectiveness of an Internet-based intervention for individuals with ED symptoms, called “Featback.” In addition, the added value of different intensities of therapist support was investigated.

Methods: Participants (N=354) were aged 16 years or older with self-reported ED symptoms, including symptoms of anorexia nervosa, bulimia nervosa, and binge eating disorder. Participants were recruited via the website of Featback and the website of a Dutch pro-recovery–focused e-community for young women with ED problems. Participants were randomized to: (1) Featback, consisting of psychoeducation and a fully automated self-monitoring and feedback system, (2) Featback supplemented with low-intensity (weekly) digital therapist support, (3) Featback supplemented with high-intensity (3 times a week) digital therapist support, and (4) a waiting list control condition. Internet-administered self-report questionnaires were completed at baseline, post-intervention (ie, 8 weeks after baseline), and at 3- and 6-month follow-up. The primary outcome measure was ED psychopathology. Secondary outcome measures were symptoms of depression and anxiety, perseverative thinking, and ED-related quality of life. Statistical analyses were conducted according to an intent-to-treat approach using linear mixed models.

Results: The 3 Featback conditions were superior to a waiting list in reducing bulimic psychopathology (d=−0.16, 95% confidence interval (CI)=−0.31 to −0.01), symptoms of depression and anxiety (d=−0.28, 95% CI=−0.45 to −0.11), and perseverative thinking (d=−0.28, 95% CI=−0.45 to −0.11). No added value of therapist support was found in terms of symptom reduction although participants who received therapist support were significantly more satisfied with the intervention than those who did not receive supplemental therapist support. No significant differences between the Featback conditions supplemented with low- and high-intensity therapist support were found regarding the effectiveness and satisfaction with the intervention.

Conclusions: The fully automated Internet-based self-monitoring and feedback intervention Featback was effective in reducing ED and comorbid psychopathology. Supplemental therapist support enhanced satisfaction with the intervention but did not increase its effectiveness. Automated interventions such as Featback can provide widely disseminable and easily accessible care. Such interventions could be incorporated within a stepped-care approach in the treatment of EDs and help to bridge the gap between mental disorders and mental health care services.
Introduction

Eating disorders (EDs) are serious psychiatric disorders characterized by high rates of comorbidity, chronicity, mortality, and relapse [1-5]. Unfortunately, despite the disabling nature of these disorders, many individuals with ED symptoms do not seek and receive appropriate mental health care [2,6]. Barriers to care include geographical or financial barriers, as well as fear of stigmatization and feelings of shame [7]. E-mental health has the potential to reduce these barriers in help-seeking, as well as the unmet need for health care by providing easily accessible services.

Numerous Internet-based interventions for the prevention and treatment of ED have shown promising results [8-10]. The results of a recent meta-analytic review [10] demonstrated that Internet-based programs, of which the majority was based on cognitive behavioral principles, were successful in decreasing a range of ED-related symptoms including body dissatisfaction, symptoms of bulimia nervosa, shape and weight concerns, dietary restriction, and negative affect. Emerging research furthermore suggests that ehealth interventions may reach underserved populations and increase access to regular health care [11]. Despite the promising results, research into the effectiveness of such interventions is still in an early stage [9,12,13], and further high-quality studies are required.

Internet-based interventions can include many different components and can be provided with or without therapist support. In the field of depression and anxiety, it has been found that Internet-based interventions with therapist support were more effective than those without or those with only minimal therapeutic contact [14,15]. Direct comparisons of Internet-based mental health interventions with and without therapist support in randomized controlled trials are scarce although a recent meta-analysis indeed demonstrated guided interventions to be superior to unguided interventions [16]. However, studies investigating the optimal intensity of therapist support are rare [16], and it is currently unknown how much or how little therapist support is needed to realize a particular amount of additional improvement in health outcomes. To our knowledge, only 1 study directly compared different intensities of therapist support in an Internet-based treatment for panic disorder [17]. This study demonstrated no significant differences between higher and lower intensities of therapist support. Regarding ehealth interventions in the field of ED, no studies have yet directly compared guided and nonguided interventions nor have different intensities of therapist support been investigated.

In addition to the intensity of therapist support, another important factor is the way in which such support is provided. Tate et al [18] investigated the effectiveness of feedback on self-monitoring diaries provided by either a human counselor or a computer-automated program in an Internet-based weight loss program. Interestingly, at 3-month follow-up, no significant differences in outcome were found between participants in the computer-automated counseling condition and the human counseling condition, respectively. Along similar lines, a recent study demonstrated a Web-based intervention for mild-to-moderate depression symptoms to be equally effective when provided with human versus automated support [19]. Hence, automated support may be an effective and widely disseminable means of providing support within Internet-based interventions, and it is important to further compare the effectiveness of such automated support with the effectiveness of different intensities of individual therapist support.

This study evaluated self-help intervention “Feedback” for individuals with ED symptoms. Feedback comprises psychoeducation and a fully automated self-monitoring and feedback system. Self-monitoring is an important clinical technique that is often used in cognitive behavioral therapy [20], where it can among other things help to gain a more comprehensive understanding of one’s psychopathology. By means of the monitoring and feedback system, participants are invited to complete a weekly monitoring questionnaire assessing the core symptoms of ED: body dissatisfaction, excessive concern with body weight and shape, unbalanced nutrition and dieting, and binge eating and compensatory behaviors. After completion of the questionnaire, participants receive a feedback message, which is automatically generated and tailored to their answers of the monitoring questions, containing social support and advice on how to counteract reported ED symptoms. Feedback is aimed at individuals with all types of ED symptoms, which in line with the transdiagnostic theory that all EDs (eg, anorexia nervosa, bulimia nervosa, binge eating disorder) share the same core psychopathology, characterized by overevaluation of eating, shape, weight, and their control [21].

The first aim of this study was to investigate the effectiveness of Feedback in reducing ED psychopathology and comorbid symptoms. The second aim was to investigate the added value of Feedback in reducing ED psychopathology and comorbid symptoms. The second aim was to investigate the added value of therapist support and different intensities of therapist support. A randomized controlled trial was conducted comparing 4 conditions: (1) Internet-based intervention Feedback, consisting of psychoeducation and a fully automated monitoring and feedback system, (2) Feedback supplemented with low-intensity (weekly) therapist support, (3) Feedback supplemented with high-intensity (3 times a week) therapist support, and (4) a waiting list control (WLC).

Trial Registration: Netherlands Trial Registry: NTR3646; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3646 (Archived by WebCite at http://www.webcitation.org/6fgHTGKHE)
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Methods

Study Design and Procedure
This study was a 4-arm randomized control trial. Ethical approval was obtained from the Leiden University Medical Center Ethics Committee. This committee granted exemption for parental consent for individuals aged between 16 and 18 years of age. Detailed information on the study methods, including the design, intervention conditions, measures, and ethical precautions and crisis management, can be found in the published study protocol [22].

Participants were recruited via the website of Featback [23] and the website of Dutch pro-recovery–focused e-community “Proud2Bme” [24] for young women with ED problems. The eligibility criteria were: (1) age ≥ 16 years, (2) access to the Internet, and (3) ED symptoms. The latter was defined as scoring ≥ 52 on the Weight Concern Scale [25] or reporting 1 or more of the following ED symptoms as assessed by the Short Evaluation of Eating Disorders (SEED) [26]: a body mass index of ≤18.5, ≥ 1 binge eating episodes a week over the past 4 weeks, and engagement in ≥ 1 compensatory behaviors a week over the past 4 weeks.

After Web-based completion of informed consent and the screening questionnaire including questions regarding the eligibility criteria, participants were invited to complete the baseline questionnaire. Thereafter, participants were randomly assigned to 1 of the 4 study conditions with a block size of 40 and an equal allocation ratio (1:1:1:1). An independent researcher who had no involvement in any other aspect of this study conducted the randomization allocation by means of computer-generated random numbers created in SPSS. She concealed the allocation sequence in a password-protected computer file from the main researchers until interventions were assigned, preventing researchers from having any prior knowledge of the upcoming condition assignments. Importantly, therapists were alternately assigned to low- versus high-intensity therapist support.

Interventions

Featback
All participants had access to the Featback website where comprehensive and general information on ED could be found (ie, psychoeducation), for example, the types of EDs and symptoms, risk factors, causes, and comorbid problems. This information served primarily to educate participants about EDs and stimulate recognition and acknowledgement. The psychoeducation was purely self-guided, meaning that participants were free in choosing when and what to read. The monitoring and feedback system comprised a weekly invitation by email to complete a monitoring questionnaire. This questionnaire consisted of 8 4-point Likert items assessing cognitive and behavioral correlates of the following 4 dimensions: (1) body dissatisfaction, (2) excessive concerns with body weight and shape, (3) unbalanced nutrition and dieting, and (4) binge eating and compensatory behaviors. After completion, an algorithm determines the patterns of change of each of these 4 dimensions: still in the functional or healthy range, still in the dysfunctional or unhealthy range, improvement from the dysfunctional to the functional range, or deterioration from the functional to the dysfunctional range. The 4 different patterns of change with respect to the 4 dimensions of ED symptoms result in 4×4×4×4= 256 possible scenarios regarding a participant’s status. For each possible scenario, 10 to 15 different feedback messages were preformulated in a database. After determining the status of a participant, the algorithm randomly selected 1 tailored feedback message out of this database and sent this to the participant accordingly. Hence, when a participant’s status does not change over time, one would not receive the same message over and over again. All the feedback messages contained social support by expressing interest in and concerns about the participants’ well-being. Positive reinforcement techniques such as encouragement were used to stimulate and maintain healthy behaviors and attitudes. Furthermore, the messages included tips and advice on how to counteract negative developments in reported ED-related symptoms. The following is an example of a feedback message, which could be sent to someone with dysfunctional overconcerns with body weight and shape, unbalanced nutrition and dieting (dysfunctional), as well as deteriorations in body dissatisfaction and symptoms of binge eating and compensatory behaviors:

*We are concerned with the changes in your body image and eating behaviors, however, we know that you have the ability to make healthy changes. Your body image and eating habits are closely linked. This week, try to eat regular, well-balanced meals and snacks, which might help to prevent the binge eating and/or compensatory behaviors and help you to feel better. If you continue to have negative thoughts about your body, it may be helpful for you to talk to someone about it, maybe a family member? Or a friend? Take care!*

The fully automated self-monitoring and feedback system was developed in Germany, and for more detailed information on this system, see the study by Bauer et al [27]. A reminder was sent to participants by email each time they failed to complete a monitoring assessment.

Featback + Low-Intensity Therapist Support
Participants received Featback as described previously supplemented with low-intensity (weekly) therapist support by means of email, chat and/or audio teleconference (ie, Skype). Participants could schedule support sessions in a Web-based agenda where available time slots of the therapist were presented. For each support session, participants could choose their preferred medium of support. Therapists were instructed to send an email to participants in case they did not schedule any support session(s) or in case they did not show up at scheduled support session(s) and to repeat this process twice per nonresponse. Chat and teleconference sessions had a maximum duration of 20 minutes, whereas an email session contained 1 email reply from the therapist to the participant. The therapist support was independent of the monitoring and feedback system. The chat methodology was based on a 5-phase model: (1) a warm welcome, (2) clarifying the question, (3) determining the goal of the conversation, (4) concrete
elaboration of the goal of the conversation, and (5) closing the circle [28]. The email methodology contained 3 phases: (1) extracting the question, (2) formulating an answer, and (3) checking and rereading the message and sending it [28].

**Featback + High-Intensity Therapist Support**

Participants received Featback, supplemented with high-intensity (3 times a week) therapist support by means of email, chat, and/or teleconference as described previously.

**Waiting List Control Condition**

Participants were placed on a waiting list for 5 months, after which they were offered Featback with low-intensity therapist support.

In all 4 intervention conditions, participants were free to undergo any other type of intervention or treatment (ie, usual care).

**Therapists**

The therapists were 7 females who were either Master of Science students in clinical psychology or individuals with a master’s degree in clinical psychology. All therapists underwent training in the delivery and methodology of Internet-based support. Furthermore, they received extensive information on EDs and practiced with case material and expert patients (ie, someone who has experienced an ED themselves and has been successful in managing the disorder) before the start of the trial. Monthly face-to-face supervision sessions were organized by the main researcher (JA), a psychologist (MN), and an experienced psychotherapist (EvF) as a matter of routine professional and ethical care, as well as to reinforce adherence to the protocol. In addition, 2 individual supervision sessions were provided to all therapists during their first month. Thereafter, therapists’ adherence to the protocol was regularly checked at random, by checking whether the chats and emails included the 5- and 3-phase model, respectively.

**Outcomes**

All data were collected by means of Internet-administered self-report questionnaires at baseline, post-intervention (8 weeks after baseline), and at 3- and 6-month follow-up. Waiting list participants were offered Featback with low-intensity therapist support after the 3-month follow-up and were not assessed at 6-month follow-up.

The primary outcome measure was ED psychopathology as measured by the SEED [26] and the Eating Disorder Examination Questionnaire (EDE-Q) [29]. The SEED [26] distinguishes between the main symptoms of anorexia nervosa (underweight, fear of weight gain, distortion of body perception) and bulimia nervosa (binge eating, compensatory behaviors, overconcern with body shape and weight). Total severity indexes were calculated for both dimensions. The SEED has demonstrated validity and was shown to be sensitive to symptom change [26]. Regarding the EDE-Q, a global score of ED psychopathology was calculated by summing and averaging 22 7-point Likert items. The EDE-Q has demonstrated reliability and validity [30], and the internal consistency reliability in the current sample was high (Cronbach α=.88). Higher scores on both the SEED (range 0-3) and the EDE-Q (range 0-6) reflect higher ED psychopathology.

Secondary outcome measures included ED-related quality of life as assessed by the ED-Related Quality of Life Questionnaire (ED-QOL), a validated 25-item questionnaire assessing the influence of eating behaviors and body weight in the psychological, physical and cognitive, financial and work- or school-related domain [31]. The ED-QOL demonstrated excellent internal consistency reliability in this study sample (Cronbach α=.92). Higher scores (range 1-5) reflect lower quality of life. Symptoms of depression and anxiety were measured using the 4-item Patient Health Questionnaire (PHQ-4). The PHQ-4 has demonstrated factorial and construct validity [32] and demonstrated good internal consistency reliability in the current sample (Cronbach α=.83). Higher scores (range 0-12) reflect higher symptom severity. Finally, levels of perseverative thinking (ie, worry and rumination) were assessed using the Perseverative Thinking Questionnaire (PTQ) [33]. The PTQ demonstrated good internal consistency and satisfactory stability [33]. The internal consistency reliability in the current sample was excellent (Cronbach α=.95). Higher scores are indicative of higher levels of perseverative thinking (scale 0-4).

Given that participants were free to undergo any other type of intervention, psychological health care service utilization (ie, appointments with a dietitian, social worker, psychologist, psychiatrist, or psychotherapist) was assessed with the Trimbos/iMTA Questionnaire for Costs Associated with Psychiatric Illness: TiC-P [34]. User satisfaction was assessed with 2 open-ended questions asking participants for their positive and negative feedback, respectively. In addition, participants were asked to rate their satisfaction with the intervention and their satisfaction with their therapist on a 10-point Likert scale ranging from very dissatisfied (score of 1) to very satisfied (score of 10). Finally, 2 open-ended questions assessed the reasons for dropout attrition (ie, not completing study questionnaires) and nonusage attrition (ie, deregistration from the monitoring and feedback system).

**Statistical Analyses**

All data were analyzed in SPSS version 22 using 2-tailed tests and α=.05. A target sample size of 344 participants was calculated by the software program Power Analysis and Sample Size version 8.0 (2008) to yield 80% power to detect an expected between-group (pooled Featback conditions vs WLC) difference at post-intervention with an effect size of 0.3, α=.05, and an expected dropout rate of 30% (for more details on power calculation, see the paper by Aardoom et al [22]).

Possible differences in baseline characteristics, dropout rates, and participants’ experiences were investigated using chi-square tests and analysis of variances. All data were imputed using multiple imputation methods. Multiple imputations using predictive mean matching were conducted in statistical software program R version 3.02. Interactions were taken into account in the imputation procedure [35]. Multiple imputation methods have several advantages over complete-case analyses or single imputation techniques and are therefore highly recommended [36]. For each variable with missing data, the number of predictor variables was determined by the rule of thumb of 15 cases per potential predictor [37]. For example, in the case data
of 300 participants would be available on a specific variable, 300/15=20 predictor variables could be used to predict missing data on this variable. Then, correlations between the outcome variable and all other variables were investigated, so that the variables that correlated the highest with the outcome variable were chosen as predictors for the missing data on the outcome variables. A total of 100 imputed datasets were generated. Results from all imputed datasets were pooled according to Rubin’s rules to account for the uncertainty associated with the imputations [38].

The main analyses were conducted using linear mixed models including random intercepts. All analyses were conducted according to the intent-to-treat approach including all participants who underwent randomization. Three statistical models were specified including time and condition contrasts (for details on models and contrast coding, see Multimedia Appendix 1). Model 1 investigated whether the 3 Featback conditions (pooled) led to better outcomes than the WLC. Model 2 compared Featback without therapist support versus the 2 Featback conditions with therapist support (pooled). Model 3 compared Featback with low- versus high-intensity therapist support. Main analyses were repeated controlling for significant baseline differences between the conditions (ie, age, marital status, and duration of ED psychopathology), and number of received psychological health care appointments. The latter was entered as covariate to examine intervention effects over and above usual care. Also, main analyses were repeated for completers of the intervention only, defined as participants who completed at least 5 monitoring questionnaires (Featback without therapist support), plus at least 5 to 13 therapist support sessions (Featback with low- vs high-intensity therapist support, respectively).

Effect sizes (d) were calculated by dividing the unstandardized coefficients of interaction effects (time × condition) by the pooled within-group standard deviation (SD) of the outcome measure at baseline [39]. The resulting effect sizes of all imputed dataset were summed and averaged. The 2 open-ended questions related to satisfaction with the intervention, both critical and positive, were qualitatively explored to provide an overview of participants’ most frequently reported negative and positive comments.

Results

Participants

Participants were recruited between November 7, 2012 and June 17, 2013. Follow-up was completed at March 3, 2014. Figure 1 presents the flow of participants through each stage of the trial. A total of 354 participants were assessed at baseline, 273 (77.1%) at post-intervention, 202 (57.1%) at 3-month follow-up, and 118 participants (44.7%) of the available 3 study conditions (n=264) at 6-month follow-up. Study dropout rates did not significantly differ between the conditions at post-intervention (χ²(3)=4.35, P=.23) and 6-month follow-up (χ²(2)=2.87, P=.24), although at 3-month follow-up, the WLC participants dropped out of the study less often than participants who received Featback without or with low-intensity therapist support (χ²(3)=15.69, P=.001). No differences in non-usage attrition were found among the 3 Featback conditions (χ²(2)=5.24, P=.07).

Baseline characteristics of participants are summarized in Table 1. Significant differences between the conditions were found regarding age, duration of ED psychopathology, and marital status, whereas no significant differences were found for any other baseline variables. No significant differences between the study conditions were found regarding the number of psychological health care appointments received (ie, appointments with a dietitian, social worker, psychologist, psychiatrist, or psychotherapist) during the intervention period (F(3,245)=0.29, P=.84). One hundred participants (40.2%) did not receive any psychological health care appointments during this period, whereas 149 participants (59.8%) did have such appointments (range 1-40).
Table 1. Baseline characteristics (nonimputed) of the study population; data are provided as means (SD) or numbers (percentages)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Featback (n=87)</th>
<th>Featback+ low-intensity therapist support (n=88)</th>
<th>Featback+ high-intensity therapist support (n=89)</th>
<th>Waiting list control condition (n=90)</th>
<th>Total sample (n=354)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(3)=2.02, P=0.57)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (1.1%)</td>
<td>1 (1.1%)</td>
<td>2 (2.2%)</td>
<td>0 (0.0%)</td>
<td>4 (1.1%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>86 (98.9%)</td>
<td>87 (98.9%)</td>
<td>87 (97.8%)</td>
<td>90 (100.0%)</td>
<td>350 (98.9%)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(6)=13.22, P=0.04)</td>
</tr>
<tr>
<td>Married or living together</td>
<td>28 (32.2%)\textsuperscript{a,b}</td>
<td>17 (19.3%)\textsuperscript{a,b}</td>
<td>21 (23.6%)\textsuperscript{b}</td>
<td>11 (12.2%)\textsuperscript{a}</td>
<td>77 (21.8%)</td>
<td></td>
</tr>
<tr>
<td>Single or living alone</td>
<td>58 (66.7%)</td>
<td>71 (80.7%)</td>
<td>67 (75.3%)</td>
<td>79 (78.8%)</td>
<td>275 (77.7%)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (1.1%)</td>
<td>0 (0.0%)</td>
<td>1 (1.1%)</td>
<td>0 (0.0%)</td>
<td>2 (0.6%)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(6)=7.69, P=0.26)</td>
</tr>
<tr>
<td>Low</td>
<td>4 (4.6%)</td>
<td>4 (4.5%)</td>
<td>7 (7.9%)</td>
<td>10 (11.1%)</td>
<td>25 (7.1%)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>16 (18.4%)</td>
<td>26 (29.5%)</td>
<td>19 (21.3%)</td>
<td>17 (18.9%)</td>
<td>78 (22.0%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>67 (77.0%)</td>
<td>58 (65.9%)</td>
<td>63 (70.8%)</td>
<td>63 (70.0%)</td>
<td>251 (70.9%)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of psychotropic medication</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(3)=3.35, P=0.34)</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (24.7%)</td>
<td>17 (19.5%)</td>
<td>16 (18.2%)</td>
<td>25 (28.4%)</td>
<td>79 (22.7%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>64 (75.3%)</td>
<td>70 (80.5%)</td>
<td>72 (81.8%)</td>
<td>63 (71.6%)</td>
<td>269 (77.3%)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(9)=8.96, P=0.44)</td>
</tr>
<tr>
<td>School or study</td>
<td>50 (58.1%)</td>
<td>48 (55.2%)</td>
<td>40 (45.5%)</td>
<td>51 (56.7%)</td>
<td>189 (53.8%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>25 (29.1%)</td>
<td>22 (25.3%)</td>
<td>35 (39.8%)</td>
<td>30 (33.3%)</td>
<td>112 (31.9%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed or homemaker</td>
<td>4 (4.7%)</td>
<td>8 (9.2%)</td>
<td>4 (4.5%)</td>
<td>3 (3.3%)</td>
<td>19 (5.4%)</td>
<td></td>
</tr>
<tr>
<td>Sick leave or disabled</td>
<td>7 (8.1%)</td>
<td>9 (10.3%)</td>
<td>9 (10.2%)</td>
<td>6 (6.7%)</td>
<td>31 (8.8%)</td>
<td></td>
</tr>
<tr>
<td><strong>Treatment history for ED\textsuperscript{c}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\chi^2(3)=4.43, P=0.22)</td>
</tr>
<tr>
<td>Yes</td>
<td>48 (55.2%)</td>
<td>40 (45.5%)</td>
<td>39 (43.8%)</td>
<td>36 (40.0%)</td>
<td>163 (46.0%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>39 (44.8%)</td>
<td>48 (54.5%)</td>
<td>50 (56.2%)</td>
<td>54 (60.0%)</td>
<td>191 (54.0%)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td>24.7 (7.1)\textsuperscript{a,b}</td>
<td>23.0 (7.0)\textsuperscript{a}</td>
<td>26.3 (9.2)\textsuperscript{b}</td>
<td>22.8 (6.6)\textsuperscript{a}</td>
<td>24.2 (7.7)</td>
<td>F(3,350)=4.17, P=0.01</td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td>21.8 (5.0)</td>
<td>21.2 (4.8)</td>
<td>21.4 (5.4)</td>
<td>20.6 (4.6)</td>
<td>21.2 (5.0)</td>
<td>F(3,347)=1.03, P=0.38</td>
</tr>
<tr>
<td><strong>Duration of ED problems (years)</strong></td>
<td>8.1 (6.9)\textsuperscript{a,b}</td>
<td>6.5 (5.8)\textsuperscript{a,b}</td>
<td>8.2 (7.7)\textsuperscript{b}</td>
<td>5.7 (5.6)\textsuperscript{a}</td>
<td>7.1 (6.6)</td>
<td>F(3,346)=3.05, P=0.03</td>
</tr>
<tr>
<td><strong>Global ED psychopathology (EDE-Q)\textsuperscript{d}</strong></td>
<td>4.2 (0.8)</td>
<td>4.4 (0.9)</td>
<td>4.0 (0.8)</td>
<td>4.1 (1.1)</td>
<td>4.2 (0.9)</td>
<td>F(3,113)=1.54, P=0.21</td>
</tr>
<tr>
<td><strong>AN\textsuperscript{e}psychopathology (SEED-AN)\textsuperscript{f}</strong></td>
<td>1.1 (0.4)</td>
<td>1.1 (0.4)</td>
<td>1.1 (0.4)</td>
<td>1.1 (0.4)</td>
<td>1.1 (0.4)</td>
<td>F(3,347)=0.24, P=0.87</td>
</tr>
<tr>
<td><strong>BN\textsuperscript{g}psychopathology (SEED-BN)\textsuperscript{f}</strong></td>
<td>1.4 (0.7)</td>
<td>1.5 (0.7)</td>
<td>1.5 (0.6)</td>
<td>1.5 (0.7)</td>
<td>1.5 (0.7)</td>
<td>F(3,349)=0.30, P=0.82</td>
</tr>
</tbody>
</table>

\textsuperscript{a,b}Significant group differences were further investigated using Bonferroni post-hoc comparisons; different superscript letters indicate significant differences between the conditions.

\textsuperscript{c}ED: eating disorder.

\textsuperscript{d}EDE-Q: Eating Disorder Examination Questionnaire.

\textsuperscript{e}AN: anorexia nervosa.

\textsuperscript{f}SEED: Short Evaluation of Eating Disorders.

\textsuperscript{g}BN: bulimia nervosa.

Participants in this study demonstrated severe levels of ED psychopathology: their EDE-Q scores were comparable to the overall norm for treatment-seeking patients with an ED in our clinical program [40]. The mean EDE-Q score of 4.2 (SD=0.9) is furthermore markedly above the clinical threshold, as recent literature demonstrated reliable EDE-Q cutoff scores of >2.50
and >2.12 [42]. Approximately 98.6% (n=349) of the study participants scored above the cutoff score of 2.5. To provide a diagnostic impression of the study sample, we used the EDE-Q to approximate diagnostic classifications according to the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [43]. Subsequently, 103 (29%) participants demonstrated symptoms of anorexia nervosa, being a body mass index of ≤18.5 combined with a fear of weight gain or of becoming fat. A total of 93 participants (26%) reported binge eating disorder symptoms: binge eating episodes once a week or more during the past 28 days, without recurrent use of inappropriate compensatory behaviors (ie, less than once a week over the past 28 days). Seventy-seven (22%) participants reported symptoms of bulimia nervosa, being episodes of binge eating and inappropriate compensatory behaviors both at least once a week or more during the past 28 days. Only 14 participants (4%) demonstrated symptoms of purging disorder, that is, purging behaviors once a week or more during the past 28 days in the absence of binge eating episodes. Finally, 5 participants (14%) reported ED symptoms that may be classified as “unspecified feeding or ED,” or ED problems without a DSM-5 classification. Seventeen participants (5%) could not be classified owing to missing data regarding binge eating episodes or body mass index. The 4 study conditions did not differ with respect to the type of ED ($\chi^2(15)=19.33, P=.20$).

**Intervention Compliance**

Participants in the 3 Featback conditions completed a mean number of 5.6 (SD=2.3, range 0-8) of 8 weekly monitoring questionnaires, with no significant difference between the conditions (F(2,261)=1.36, P=.258). Participants in the 2 Featback conditions with therapist support received a total of 1407 support sessions, with email being the most popular medium (n=937, 67%), followed by chat (n=417, 30%) and teleconference (n=53, 4%). These proportions of email (t (1,155)=−1.63, P=.11), chat (t (1,153)=1.42, P=.16), and teleconference (t (1,159)=0.53, P=.59) were similar for the 2 study conditions. The mean number of received therapist support sessions differed significantly between Featback with low- and high-intensity therapist support (t (175)=8.24, P<.001): participants in the former condition received on average 4.7 (SD=2.7, range 0-8) sessions, whereas participants in the latter condition received on average 11.2 (SD=6.9, range 0-24) sessions. Thus, we successfully created 2 different intervention conditions regarding the intensity of therapist support.

**Comparison of Intervention Conditions With Waiting List Condition**

The outcome data for each of the 4 conditions over time can be found in Multimedia Appendix 2. Table 2 summarizes the results of the mixed model analyses comparing the 3 Featback conditions with the WLC (statistical model 1). As summarized in Table 2, from baseline to post-intervention, significant time-by-condition effects were found for bulimic psychopathology (d=−0.16, 95% CI=−0.31 to −0.01), symptoms of depression and anxiety (d=−0.31, 95% CI=−0.54 to −0.09), and perseverative thinking (d=−0.28, 95% CI=−0.45 to −0.11). These interaction effects indicated greater reductions in psychopathology for participants in the Featback conditions as compared with the WLC. For global ED psychopathology and ED-related quality of life, only significant time effects were found, indicating improvements over time. From post-intervention to 3-month follow-up, significant time-by-condition effects were found for ED-related quality of life (d=−0.22, 95% CI=−0.38 to −0.06) and symptoms of depression and anxiety (d=−0.21, 95% CI=−0.33 to −0.09), indicating more improvements in the Featback conditions as compared with the WLC during the 3-month follow-up period (see Table 2). For anorectic and bulimic psychopathology and levels of perseverative thinking, no interaction effects were found, but significant time effects were found that indicated improvements over time. Completer analyses confirmed the conclusions of the intent-to-treat analyses and are therefore not reported.

**Comparison of Active Intervention Conditions**

In statistical models 2 and 3, we compared the intervention conditions and thus investigated the added value of therapist support, and higher versus lower intensities of therapist support, respectively. As shown in Multimedia Appendices 3 and 4, participants in all Featback conditions
Figure 1. CONSORT diagram: Flow of participants through each stage of the randomized controlled trial.
Table 2. Results of linear mixed model analyses comparing the effectiveness of an Internet-based fully automated monitoring and feedback intervention with a waiting list control condition; results are based on the pooled results of 100 multiple imputed datasets.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Time effects</th>
<th>Time × condition effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>t (P)</td>
</tr>
<tr>
<td>Anorectic psychopathology (SEED\textsuperscript{a}-AN\textsuperscript{b})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.02</td>
<td>−0.42 (.44)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.05</td>
<td>−2.21 (.03)</td>
</tr>
<tr>
<td>Bulimic psychopathology (SEED-BN\textsuperscript{c})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.07</td>
<td>−1.50 (.11)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.12</td>
<td>−2.51 (.01)</td>
</tr>
<tr>
<td>Global ED psychopathology (EDE-Q\textsuperscript{d})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.22</td>
<td>−3.07 (.002)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.18</td>
<td>−2.44 (.02)</td>
</tr>
<tr>
<td>ED-related quality of life (ED-QOL\textsuperscript{e})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.13</td>
<td>−3.46 (.001)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.06</td>
<td>−1.44 (.15)</td>
</tr>
<tr>
<td>Symptoms anxiety &amp; depression (PHQ-4\textsuperscript{f})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.37</td>
<td>−1.92 (.06)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.29</td>
<td>−1.43 (.15)</td>
</tr>
<tr>
<td>Perseverative thinking (PTQ\textsuperscript{g})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to post-intervention</td>
<td>−0.08</td>
<td>−1.48 (.14)</td>
</tr>
<tr>
<td>Post-intervention to 3-month follow-up</td>
<td>−0.16</td>
<td>−2.89 (.004)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SEED: Short Examination of Eating Disorders.
\textsuperscript{b}AN: anorexia nervosa.
\textsuperscript{c}BN: bulimia nervosa.
\textsuperscript{d}EDE-Q: Eating Disorder Examination Questionnaire.
\textsuperscript{e}ED-QOL: Eating Disorder–related Quality Of Life.
\textsuperscript{f}PHQ-4: 4-item Patient Health Questionnaire.
\textsuperscript{g}PTQ: Perseverative Thinking Questionnaire.

Improved over time (baseline vs post-intervention, and post-intervention vs 3- and 6-month follow-up, respectively) with respect to bulimic psychopathology, global ED psychopathology, ED-related quality of life, symptoms of depression and anxiety, and levels of perseverative thinking (all \(P\) values ≤.01). When comparing Featback without therapist support with the pooled Featback conditions with therapist support (statistical model 2), the results demonstrated no significant differences between the conditions over time (all \(P\) values >.05, see Multimedia Appendix 3), indicating that participants improved to a similar degree. When comparing Featback with low- versus high-intensity therapist support (statistical model 3), no significant time-by-condition effects were found for most of the outcome measures (Multimedia Appendix 4). Except for ED-related quality of life, participants who received Featback with high-intensity therapist support showed greater improvements in ED-related quality of life from baseline to post-intervention (\(P=.001, \ d=0.15, \ 95\% \ CI=0.06-0.24\)) and from post-intervention to 6-month follow-up (\(P=.01, \ d=0.14, \ 95\% \ CI \ 0.03-0.25\)) than participants who received Featback with low-intensity therapist support. This finding should be interpreted with caution because participants who received Featback without therapist support scored in between and thereby not significantly different from the 2 Featback conditions with therapist support (Multimedia Appendix 2). Completer analyses confirmed the conclusions of the intent-to-treat analyses and are therefore not reported.

Participants’ Experiences

Regarding participants’ experiences, significant differences in participants’ level of satisfaction with Featback were found (\(F(2,184)=38.41, \ P<.001\)). Participants who received Featback without therapist support were significantly less satisfied (M=5.0, SD=1.9, scale 1-10) than participants who received Featback with low- (M=7.1, SD=1.5) or high-intensity therapist support (M=7.4, SD=1.3), whereas no differences between the latter 2 were found. Overall, participants were very satisfied with the therapist support (M=8.0, SD=1.4, scale 1-10), with no significant differences between the low- and high-intensity therapist support conditions (\(t(1,117)=−0.34, \ P=.74\)).
addition, no significant differences in satisfaction with the different therapists were found (F(6,112)=0.36, P=.902).

A total of 158 participants provided negative feedback, and 160 participants provided positive feedback to the open-ended questions regarding their satisfaction with the intervention. Participants’ most reported critical comments included statements about the limitations of the automated feedback (n=95, 60%), for example, it being too general or impersonal, as well as the lack of more personal or individual therapist support. Most of the positive comments (n=107, 84.3%) included complementary remarks regarding the individual therapist support, such as participants having received good advice and support, having enjoyed the empathy, warmth, and attention of the therapists, as well as the feeling that someone was looking after them. Approximately one third (n=45, 28%) of all positive comments included positive feedback on this system, for example, experiencing the system as a good checkup supporting moments of reflection. No adverse effects from Featback were reported.

Discussion

To our knowledge, this is the first randomized controlled trial to investigate an Internet-based fully automated self-monitoring and feedback intervention (Featback) and the added value of 2 different intensities of therapist support for individuals with ED psychopathology. The results demonstrated Featback to be superior to a WLC in reducing bulimic psychopathology (ie, a total severity index of binge eating, compensatory behaviors, and overconcern with body shape and weight), perseverative thinking, and symptoms of depression and anxiety. Thus, self-monitoring of ED-related attitudes and behaviors and receiving feedback by means of an automatic system can be effective in reducing psychopathology. No effects were found regarding anorectic psychopathology; hence, Featback may be more suitable for individuals with bulimic psychopathology. Interestingly, when comparing Featback with and without therapist support, no added value was found for therapist support in terms of the effectiveness of the intervention, although participants who received Featback with therapist support were significantly more satisfied.

Our findings add to the growing body of literature indicating the potential of ehealth interventions for individuals with (ED) psychopathology [8,9,12,13,44]. Our results are furthermore in line with 2 studies demonstrating that interventions supplemented with automated support can be equally effective to human support [18,19]. A fully automated Internet-based intervention such as Featback is a promising, widely disseminable, easily accessible, and potentially effective means of providing care for individuals with ED psychopathology. Such care is particularly important for these individuals, given that many do not seek or receive appropriate mental health care [6]. Hence, Internet-based self-help interventions might help to bridge the gap between mental disorders and mental health care services, by improving the help-seeking pathways. Internet-based automated self-monitoring and feedback systems may be of interest to a number of other areas in the field of psychiatry. Indeed, a recent study [45] demonstrated an Internet-based intervention including self-monitoring via text messages to be effective in remitted patients with symptoms of depression.

The finding that Featback was equally effective with and without therapist support is in line with that of several previous studies [46-48], however, in contrast to the result of a recent meta-analysis that included Internet-based interventions for a range of mental health problems [16]. This meta-analysis demonstrated guided Internet-based interventions to be significantly superior to unguided interventions. However, the larger effect sizes in the guided interventions may have been biased by significantly higher adherence rates in the guided interventions as compared with unguided interventions [16], whereas adherence rates in our study were similar for the guided and unguided conditions. A possible explanation for why therapist support did not enhance the effectiveness of Featback is that the monitoring and feedback system alone was already a relatively powerful intervention in reducing ED symptoms. Self-monitoring is an important clinical technique that is often used in cognitive behavioral therapy [20]. It can help an individual to gain a more comprehensive understanding of one’s psychopathology. By self-monitoring one’s psychopathology and receiving feedback, an individual is stimulated to think about the frequency, antecedents, and consequences of their problematic behaviors and attitudes [20]. Furthermore, through the provided feedback, individuals are encouraged to think about possible solutions to achieve positive behavioral changes, and in addition, the feedback can help them in applying and developing certain skills to promote such behavioral changes in their daily lives. It could be speculated that the self-monitoring and feedback system of the Featback intervention already provided such a powerful intervention to help reduce ED psychopathology that the therapist support did not add an extra effect. Within this context, the individual therapist support might primarily be appreciated for its empathy, warmth, and attention, as well as the feeling that someone is looking after you and listening to you. Increasing the frequency of therapist support did not significantly affect outcome, which is in line with the results of a study that experimentally investigated different intensities of therapist support in an Internet-based treatment for panic disorder [17]. More frequent therapist support did furthermore not affect the participants’ satisfaction with the intervention or their therapist. Thus, increasing the amount of therapist contact may not necessarily result in increased effectiveness or increased satisfaction with Internet-based interventions. Nevertheless, future dose-response studies should replicate these rather unexpected findings before any firm conclusions can be drawn with respect to the added value of different intensities of therapist support. Also, cost-effectiveness studies comparing different intensities of therapist support would be of great interest. Such studies can facilitate decision making on how to most optimally deliver therapist support within Internet-based interventions. How much money needs to be invested in terms of additional therapist support to realize a particular amount of additional improvement in health outcomes? And does the extra benefit resulting from therapist support justify the extra cost: is
adding a certain amount of therapist support good value for money?

Interestingly, our results show a discrepancy between the added value of therapist support in terms of effectiveness (no added value of therapist support) and satisfaction with the intervention (added value of therapist support). The fact that therapist support did increase the satisfaction of participants significantly might well be due to the empathy, warmth, and attention of the therapists. Individuals with ED are often ashamed about their ED and can feel isolated and unsupported, as well as misunderstood by their personal environment [49]. Although the automated feedback as part of Featback expresses interest in participants’ well-being and provides advice on how to possibly counteract certain dysfunctional beliefs or behaviors, it is not interactive. That is, individuals are not able to share their personal story, history, in-depth feelings and emotions, or experiences. In the individual therapist support sessions, they were able to (anonymously) ventilate their problems and emotions, and the majority reported on how nice it was to have someone looking after them, understanding them, and listening to them. Translating these study results to everyday clinical practice is challenging, given the added value of therapist regarding satisfaction, but not effectiveness. The resulting dilemma is about how to implement Featback: with or without therapist support? Adding such support implies more costs while not necessarily resulting in increased effectiveness. That being said, adding therapist support presumably heightens the attractiveness and thus reach of the intervention, eventually leaving more individuals feeling supported. An interesting future research direction would be to investigate the effectiveness of adding personal support by means of a Web-based peer support group. Possibly, the personal interactive support of peers might be sufficient to increase satisfaction rates, while at the same time reducing costs in comparison to trained professionals.

Adding therapist support did not enhance study adherence because no differences between study dropout rates were found between the 3 Featback conditions. However, our results showed that at 3-month follow-up, participants in the waiting list condition dropped out less often than participants who received Featback without or with low-intensity therapist support. Presumably, participants in the waiting list condition were more motivated to complete the study questionnaires given their knowledge that they would receive Featback with low-intensity therapist support after completing this follow-up questionnaire.

It is noteworthy that Featback produced significant reductions in psychopathology over and above usual care. Participants’ treatment status (yes or no) or number of received psychological health care appointments during the intervention period did not significantly differ between the study conditions and could furthermore not account for the superiority of Featback in comparison to WLC when entered as a predictor in the model. This suggests minimal self-help interventions such as Featback to be of interest for a broad population of individuals with ED symptoms. The small effect sizes match our expectations, given the type of intervention (ie, self-help) and the fact that most participants received psychological health care during the intervention period. Interventions such as Featback could be incorporated within regular treatment settings (ie, blended care), where it would enable accurate monitoring of patients’ well-being in treatment settings and in their everyday lives [20,50]. Also, information about patterns of dysfunctional attitudes and behaviors as gathered by the use of self-monitoring may aid in clarifying the rationale and goals for treatment, as well as informing therapists and patients about the patient’s progress in treatment. It could furthermore be useful to incorporate self-help interventions such as Featback as a first step within a stepped-care approach in the treatment of ED, thereby providing low-intensity care to individuals with ED symptoms who might not (yet) need more intense specialist care. Individuals who remain symptomatic after a certain period of time could then “step up” to a more intense specialist care. Similarly, Featback could also be used as a “step down” intervention after a more intensive treatment. Individuals can keep track of their ED symptoms and can be supported in their process of recovery. In addition, Featback as a “step down” intervention could allow for early identification and prevention of relapse. The potential effectiveness and cost-effectiveness of a stepped-care approach starting with self-help, as compared with cognitive behavior therapy, has already been demonstrated in a large multicenter trial for individuals with bulimia nervosa [51,52]. In sum, investigating the effectiveness of Featback within treatment settings, or as part of stepped-care approaches in the treatment of ED, is an interesting area for future research.

This study has several strengths and limitations. Strengths include the large sample size, randomized controlled design, intent-to-treat analyses, and the use of multiple imputation methods as these have shown improved performance over alternative approaches such as complete case analysis or single imputation methods [36]. Limitations include the lack of a 6-month follow-up for the WLC and the considerable amount of missing data at 3- and 6-month follow-up. The non-significant differences between the 3 Featback conditions should be interpreted with caution as statistical power might have been reduced due to the missing data at 3- and 6-month follow-up. The use of broad eligibility criteria can be regarded as both a strength and a limitation. The broad inclusion criteria may well have led to a study population that bears close resemblance to reality, thereby enhancing the generalizability of our findings and being consistent with the aim of an easily accessible intervention for a broad population of individuals with ED psychopathology. Alternatively, the broad inclusion criteria can be regarded as a limitation given the potential influences of variables such as the presence of comorbid disorders or the use of co-interventions on study outcome measures that were not under study control. Nevertheless, we attempted to reduce the risk of bias by acquiring detailed information on participant characteristics and external influences, so that these influences could be examined and controlled for in the analyses. Finally, the use of Web-based self-report assessments can be considered both a strength and limitation. Advantages include a reduction in research costs and being in line with the aims of the anonymous ehealth intervention: being able to remain anonymous, which lowers the barriers of seeking help and maximizing the accessibility, efficiency, and availability of health care services. Another advantage includes the minimization of the risk of bias because of the lack of face-to-face contact with participants. However, the latter might
have reduced study and/or intervention commitment [9], and it resulted in the absence of a face-to-face diagnostic interview. Although we did provide a diagnostic impression of the study sample using the EDE-Q [43], it must be emphasized that the resulting classifications provide only an approximation of DSM-5 classifications as there are limitations to the use of the EDE-Q in evaluating the diagnostic criteria of ED [53].

In conclusion, an Internet-based fully automated monitoring and feedback intervention was effective in reducing psychopathology and is an interesting means of providing care for individuals with ED symptoms. Supplemental therapist support enhanced satisfaction with the intervention but did not increase its effectiveness. An interesting next step is to economically evaluate Feedback with and without therapist support to determine its cost-effectiveness in comparison to a waiting list. Also, examining potential predictors, moderators, and mediators of intervention response will help to inform the field regarding for whom and how Feedback work(s). A final topic for future investigation is a focus on opening the black box of therapeutic support in Internet-based interventions: what do therapists actually do when providing Web-based support and can their behavior be linked to the effectiveness of such interventions?
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Abstract

Background: Many online interventions designed to promote health behaviors combine multiple behavior change techniques (BCTs), adopt different modes of delivery (MoD) (eg, text messages), and range in how usable they are. Research is therefore needed to examine the impact of these features on the effectiveness of online interventions.

Objective: This study applies Classification and Regression Trees (CART) analysis to meta-analytic data, in order to identify synergistic effects of BCTs, MoDs, and usability factors.

Methods: We analyzed data from Webb et al. This review included effect sizes from 52 online interventions targeting a variety of health behaviors and coded the use of 40 BCTs and 11 MoDs. Our research also developed a taxonomy for coding the usability of interventions. Meta-CART analyses were performed using the BCTs and MoDs as predictors and using treatment success (ie, effect size) as the outcome.

Results: Factors related to usability of the interventions influenced their efficacy. Specifically, subgroup analyses indicated that more efficient interventions (interventions that take little time to understand and use) are more likely to be effective than less efficient interventions. Meta-CART identified one synergistic effect: Interventions that included barrier identification/ problem solving and provided rewards for behavior change reported an average effect size that was smaller (ḡ=0.23, 95% CI 0.08-0.44) than interventions that used other combinations of techniques (ḡ=0.43, 95% CI 0.27-0.59). No synergistic effects were found for MoDs or for MoDs combined with BCTs.

Conclusions: Interventions that take little time to understand and use were more effective than those that require more time. Few specific combinations of BCTs that contribute to the effectiveness of online interventions were found. Furthermore, no synergistic effects between BCTs and MoDs were found, even though MoDs had strong effects when analyzed univariately in the original study.
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Introduction

Online interventions hold great promise for the promotion of health behavior. The Internet is used by many individuals to find health-related information [1]. Three potential advantages of online interventions are high reach, low costs, and convenience for users (eg, timely delivery) [2]. Various meta-analyses have shown that online interventions designed to promote health behavior change can be effective, but that the effectiveness of interventions varies considerably [3-6]. One source of variability is differences in the behavior change techniques (BCTs) that are used by interventions. Research points to the importance of using standard definitions of BCTs [7,8] and has started to identify which BCTs are effective and which are less so. Yet relatively few studies have sought to identify the effectiveness of BCTs in online interventions. One exception is Webb et al [3], who examined the effectiveness of online interventions using a taxonomy of BCTs adapted from Abraham and Michie [9]. Webb et al [3] found, based on univariate analyses, that several BCTs were associated with larger than average effect sizes. Specifically, stress management and general communication skills training had the strongest positive effects, while emotion control training and providing information about others’ approval were not effective.

In addition to deciding which BCTs to use in an intervention, a second challenge for online interventions is how to attract users, encourage them to engage in the intervention and explore the website, and have them return for follow-up visits as necessary [10-12]. This process may be more complicated than traditional intervention methods (eg, a letter, flyer, or video), and it is likely that the usability—or user friendliness—of the intervention [13] has a substantial bearing on the efficacy of that intervention. Usability refers to how easily the features in the intervention are to use and how pleasant it is for the user to engage with the intervention [14]. However, it is unclear which factors influence how usable an intervention is. Therefore, the present meta-analysis aimed to identify factors that influence the usability of interventions, as well as how these factors are related to the effectiveness of interventions.

Interactions Between Intervention Factors

Webb et al also found that interventions were more effective when more BCTs were included (see also [15]), suggesting that combining BCTs may be more effective than using one or two BCTs in isolation. Indeed, evidence suggests that BCTs can interact and have cumulative (or potentially synergistic) effects. For example, the combination of fear arousal and providing skill information has been shown to be particularly effective in promoting a variety of health behaviors, such as smoking or vaccination [16,17]. Similarly, Michie et al [18] found that interventions that combined self-monitoring with at least one other BCT specified by control theory (eg, goal setting) tended to have larger effects than interventions that used self-monitoring in isolation.

Dusseldorp et al [19] developed and applied a new method for looking at the effectiveness of combinations of moderators (eg, BCTs), which they called meta-CART [20]. Meta-CART combines “Classification And Regression Trees” (CART) and subgroup meta-analysis in such a way that interactions between moderators that can account for variability in effect sizes derived from primary studies can be discovered. Dusseldorp et al found a number of effective combinations of BCTs for promoting physical activity and healthy eating: (1) “Provide information about behavior-health link” with “Prompt intention formation” (mean effect size $\bar{g}=0.46$), and (2) “Provide information on consequences” and “Use of follow-up prompts” ($\bar{g}=0.44$) [19]. However, little is known about synergistic effects in online interventions, which often include several BCTs. This research focuses on BCTs that have a cumulative effect in addition to their univariate positive effect. The second aim of this research is to identify synergistic effects of BCTs (next to their already identified univariate effects) in online interventions aimed at health behavior change.

A third factor that may influence effect sizes is the mode by which the intervention is delivered. Online interventions can differ substantially in their specific modes of delivery (MoD). Webb et al [3] noted that content can be delivered in a more or less interactive manner [18] and that online interventions that employ supplementary delivery modes (notably, text messaging, tailored feedback, access to advisor, telephone, or email) tend to be more effective in univariate analyses [3,10]. However, until now, research has not considered the effectiveness of different combinations of MoDs and how MoDs might interact with the use of particular BCTs and usability factors to determine the efficacy of an intervention. For example, an online peer forum (an MoD) is more likely to provide quick social support (a BCT), and not only at one weekly face-to-face session. Therefore, the third and fourth aims of this research are to identify the most effective combinations of MoDs and the most effective combinations of BCTs, MoDs, and usability factors, respectively. Providing insight into the effects of usability factors and synergistic effects with BCTs and MoDs will also provide a starting point for an evidence-based instrument that can be used to develop new interventions and evaluate the quality and the potential of existing interventions.

Our Research

This review aims to develop a taxonomy for coding the usability of online interventions and to identify what combinations of BCTs, MoDs, and usability factors influence the effectiveness of online interventions designed to promote health-related behavior. In order to identify these synergistic effects, meta-CART analysis was employed.

Methods

We considered data from the 85 studies that were included in the meta-analysis of Webb et al [3] for inclusion in this meta-analysis. The studies were published between 1990 and July 2008, in peer-reviewed journals and conference proceedings written in English. This review uses data on the effectiveness of the interventions and the use of BCTs and MoDs. Each intervention was coded by Webb et al for inclusion or exclusion of each of the 40 BCTs from the CALO-RE (Coventry, Aberdeen, and London—Refined) taxonomy of Michie et al [21]. Webb et al also coded 11 modes of delivery used by each of the interventions. Study characteristics were coded by a single
author and so information is not available on the reliability of so doing. Evidence suggests that behavior change techniques can be reliably coded [21], but additional research is needed to confirm the extent to which coders can reliably identify modes of delivery and usability.

Selection of Interventions
Webb et al included studies (1) in which the described intervention was delivered via the Internet, (2) where participants were randomly assigned to conditions, and (3) where health-related behavior was measured after the intervention. This review included interventions that used two or more BCTs, MoDs, or usability factors (if studies included only a single BCT, then it was not possible to study the combined effects of such factors). Second, only effective factors were included in the analyses, because initial meta-CART analyses found that including all factors resulted in a tree without any boosting (or strengthening) effects. A BCT or MoD was considered effective when univariate analyses showed that studies including the BCT or MoD had a higher absolute effect size than the studies not using the specific BCTs or MoD. Because the univariate effects of the usability factors still needed to be investigated, we based our selection only on the effects of the BCTs and MoDs.

A total of 52 studies met the criteria for inclusion in the review. The included studies reported on interventions targeting health-related behavior, such as physical activity (n=13), dietary intake (n=8), and alcohol consumption (n=6). Seven studies addressed multiple behaviors (eg, combined physical activity + dietary intake). The target population varied from children to adults and from the general population to patients at specific risk (eg, patients with diabetes). In order to evaluate the effect of the interventions, all of the studies compared an experimental condition that was exposed to the intervention with an active or passive control condition. The included studies tested the impact of 20 effective BCTs and 7 effective MoDs (see Multimedia Appendix 1 for an overview of all included BCTs and MoDs).

Taxonomy of Factors That Influence the Usability of an Intervention
Given that studies generally lack a description of the usability of the evaluated intervention, we developed a survey to obtain this information from the original authors. The survey was based on a taxonomy, which described indicators of the usability of online interventions. The existing literature points to various factors that influence how usable an intervention is likely to be, such as guidelines on functionality [22], accessibility [23], usability [24], design [25], user experiences [26], as well as studies of persuasive technology [27] and Shneiderman’s golden rules [28]. First, it was decided which factors were applicable for online interventions targeting health behaviors. Those factors were included in our first draft survey. Second, factors in the draft were grouped and summarized where possible. Third, titles and definitions were adapted to fit the human-computer interaction. Fourth, the factors and definitions were discussed with other interaction specialists. When necessary, factors were adapted or refined and new factors were added.

The result of these steps was a 27-item taxonomy, with 8 subscales: learnability (reflecting how easy it was to accomplish basic tasks the first time that a user encounters the design), efficiency (the speed at which tasks can be performed once users have learned the design), memorability (reflecting how easy it was to re-establish proficiency when a user returns to the design after a period of not using it), errors (likelihood and severity of errors potentially made by users, and how easy it was to recover from such errors), satisfaction (pleasantness of using the intervention), personalization (reflecting the extent to which it was possible to adapt to the intervention to the individual user’s characteristics, preferences, values and self-image), situatedness (the ability of the system to predict and adapt to the user’s dynamic behavior in specific contexts), and social interaction (reflecting whether the intervention encouraged social interactions). These features and the attributes that compose them are shown in Table 1.

We contacted the 85 authors of the original papers and asked them to rate their intervention using a questionnaire version of our taxonomy and to send us their intervention (if available) so that we could also code features influencing usability. Twelve authors (14%) coded their intervention and six (7%) provided access to their intervention or pictures from the intervention. Calculations and analyses are based on these 12 studies. We calculated scores for each study on each of the 8 scales of the taxonomy by calculating the mean of the items in each scale. Descriptive statistics are used to calculate the scale reliabilities, means, and standard deviations. Scale reliability varied from Cronbach alpha=.69 (efficiency) to .98 (situatedness). The learnability scale had an alpha of only .52 (even after omitting an item) and was therefore not included in the analyses. Scale scores were then dichotomized based on the median (ie, low or high on the scale). Finally, the effect sizes for the low and high group were calculated for each usability factor by using subgroup analyses in Comprehensive Meta-Analysis (CMA) software, version 2.2 [29].
Table 1. Usability taxonomy (the intervention referred to in the taxonomy is the intervention itself as well as its embodiment, the user interface).

<table>
<thead>
<tr>
<th>Usability attributes</th>
<th>Measures (example)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learnability</strong></td>
<td></td>
</tr>
<tr>
<td>1. Consistency</td>
<td>The intervention is consistent in the use of interface aspects such as layout, buttons, and language (eg, the OK button is always on the left and the Cancel button is always on the right side, consistent use of terminology and look-and-feel)</td>
</tr>
<tr>
<td>2. Conventions</td>
<td>The intervention follows platform conventions (eg, in Windows, the cross at the upper right corner of the screen is always used to close the window)</td>
</tr>
<tr>
<td>3. Intuitiveness</td>
<td>The intervention characteristics intuitively imply its functionality and use (eg, a button with an arrow pointing to the right, implying “go to the next page”)</td>
</tr>
<tr>
<td>4. Visibility of system status</td>
<td>The intervention provides feedback about its (future) state, action, and result (eg, when loading, the system provides a load bar showing how much time has passed and how much time remains)</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td></td>
</tr>
<tr>
<td>5. Flexibility</td>
<td>The intervention caters to a variety of users, both inexperienced and experienced (eg, the system provides both viewable icons, such as a floppy disk, and short-cuts, such as Ctrl-S)</td>
</tr>
<tr>
<td>6. Structure</td>
<td>Using the intervention, users understand the structure of the intervention and know where they are (eg, the intervention provides breadcrumb navigation, ie, showing previous interaction steps and steps to come)</td>
</tr>
<tr>
<td>7. Defaults</td>
<td>The intervention makes use of default settings (eg, fields containing defaults come up selected and the user can replace the default contents with new information—the defaults are user-specific)</td>
</tr>
<tr>
<td><strong>Memorability</strong></td>
<td></td>
</tr>
<tr>
<td>8. Tailoring to user group</td>
<td>The intervention speaks the user groups’ language, with words, phrases and concepts familiar to the user group, rather than intervention-oriented terms (eg, intervention contains words and phrases fit for children, intervention uses read-aloud function for low literates)</td>
</tr>
<tr>
<td>9. Recognition rather than recall</td>
<td>The intervention minimizes the user’s effort by making options visible or easily retrievable whenever appropriate (eg, the intervention shows context specific relevant available functionalities instead of referring to a manual where all options are listed)</td>
</tr>
<tr>
<td><strong>Errors</strong></td>
<td></td>
</tr>
<tr>
<td>10. Error recovery</td>
<td>The intervention supports undo and redo (eg, the intervention offers a “Go” and a “Back” button)</td>
</tr>
<tr>
<td>11. Error prevention by the system</td>
<td>The intervention prevents problems from occurring and notifies the user if a problem can potentially occur (eg, the intervention indicates which fields are mandatory [*] and applies form validation, such as the right format for postal code)</td>
</tr>
<tr>
<td>12. Error recognition and resolution by the system</td>
<td>The intervention provides error messages expressed in plain language (no codes), which precisely indicate the problem and constructively suggest a solution (eg, when entering a faulty password, the intervention indicates: “Your password is incorrect, please ensure your CAPS LOCK key is off”)</td>
</tr>
<tr>
<td>13. Help by the system</td>
<td>The intervention provides help information that is easy to search and focuses on the user’s task (eg, the intervention has a help function, in the form of a question mark icon, for every text field that needs to be entered)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>14. Minimalistic</td>
<td>The intervention does not contain elements that are irrelevant or rarely needed (eg, the intervention interface is not cluttered, does not use distracting irrelevant interface elements, and does not require extensive scrolling)</td>
</tr>
<tr>
<td>15. Aesthetic appearance</td>
<td>The intervention is esthetically attractive (eg, includes pictures, colors)</td>
</tr>
<tr>
<td>16. Fun</td>
<td>The intervention is fun to use (eg, the intervention offers a challenge to users and arouses their curiosity)</td>
</tr>
<tr>
<td>17. Modality integrity</td>
<td>The intervention offers information in a suitable modality (eg, information is presented in text when presenting details, information is presented in image when providing an overview)</td>
</tr>
<tr>
<td>18. User control</td>
<td>The user is in control of the intervention (eg, the user initiates actions, the system justifies responses to actions of the user)</td>
</tr>
<tr>
<td><strong>Personalization</strong></td>
<td></td>
</tr>
<tr>
<td>19. Adaptability by the user</td>
<td>The user can adapt the intervention to fit to their preferences and skill level (eg, the intervention offers the user to decrease and increase interface’s font size, the intervention offers the possibility to take a tour through the intervention or change the background color)</td>
</tr>
<tr>
<td>20. Adaptiveness to the user</td>
<td>The intervention is aware of the user’s characteristics and adapts the interface to these characteristics (eg, the intervention aware the user is farsighted and increases the font size)</td>
</tr>
<tr>
<td>21. Adaptiveness to the context</td>
<td>The intervention is aware of the user’s context and adapts the interface to this context (eg, when the user is using the intervention in a public space, sound is turned off)</td>
</tr>
</tbody>
</table>
Outcome Measures
Following Webb et al [3], when studies reported the impact of an intervention on multiple outcomes, effect sizes were averaged before inclusion in the main dataset. Where studies included multiple points of measurement, the longest follow-up point was included. Effect sizes were computed as the standardized mean difference between intervention and comparison conditions in study outcomes using Hedges’ $g$ correction for small sample size [30]. In our study, the distribution of the effect sizes was dichotomized using the overall effect size as the split point (following the strategy proposed by [19]). The effect sizes of the 52 included interventions ranged from -0.47 to 2.25, with an overall pooled effect size (weighted for sample size) of $g=0.25$ (95% CI 0.18-0.31). The median value was $g=0.20$, which is considered a small effect size, according to Cohen’s criteria [31]. We used this latter value as a criterion for success for this type of intervention. Interventions with an effect size higher or equal to $g=0.20$ were classified as successful ($n=26$), and those with effect sizes below 0.20 as less successful ($n=25$).

Statistical Analysis
Prior to the main analyses, effect sizes were inspected for outliers. The intervention described by Hurling et al [32] appeared to be an outlier ($g=2.25$). Analyses performed with and without this outlier showed that it significantly influenced the weighted average effects and so it was omitted from subsequent analyses.

Univariate Analyses
To analyze the effect of usability factors on the efficacy of interventions, standard subgroup or moderator analyses, were conducted. The mixed effects model consisted of a random effects model within subgroups and a fixed effect model across subgroups, which is an approach recommended by Borenstein et al [33]. The significance of the Q model statistic indicated whether the heterogeneity could be explained by the between groups variable and thus if the factor was a significant moderator [33]. The mixed effects analysis was performed in CMA [29].

### Multivariate Analyses With Meta-CART
Meta-CART consists of two phases. In the first phase, a CART analysis is applied and in the second phase, subgroup meta-analysis is applied to the results of the first phase. CART is a machine learning technique that builds classification trees for categorical outcome variables and regression trees for continuous outcome variables. In the context of our review, the CART algorithm partitions interventions into homogeneous subsets, resulting in a binary tree in which the end nodes contain the most homogeneous groups with respect to within-group effect size. The partitioning is based on intervention characteristics (eg, a BCT). More information on the background of CART analysis is provided by Dusseldorp et al [19].

A CART analysis proceeds in three steps (see Figure 1). In the first step, a full classification tree is grown [20] for the dichotomized outcome variable with different minimum numbers of interventions in an end node. This minimum can be fixed at 5 (which is often used in standard CART) or can be varied. In general, the recommended strategy is to choose this value as low as possible (to be able to grow a large tree and then prune it back) [20]. In this study, we varied this number between 2 (the absolute minimum) and 6 (a relatively high value). In addition, a minimal decrease in heterogeneity (impurity) of 0.001 was set as a stopping rule. In this analysis, this resulted in 6 full classification trees that differed in the minimum number of interventions in the end nodes. In the second step, the full classification trees were pruned, using the standard procedure of CART (with tenfold cross-validation and the one-standard-error rule [19]). The pruning procedure results in a best size of the tree, expressed in the number of end nodes. To increase the stability of the results, the pruning procedure was repeated 1000 times [19]. This resulted in 1000 estimates of the best tree size, from which the modal tree size was chosen. If the modal tree size was 1 (meaning a tree of one end node, ie, the total group is not split) or 2 (meaning a tree with two end notes, so one split, indicating no interaction), then the analyses were not continued. For example, in Figure 1, the pruning procedure shows that there is no interaction effect when the
minimum number in an end note is set at 2. In the third step, the pruned trees were inspected for “end cut preference” splitting: this occurs if the first split of the tree ends in a node that has the minimum number of interventions (as defined earlier, ranging from 2-6). If this occurs in the first branch, no splits can be made after this one. If end-cut preference was present, the tree was dismissed and a tree with a larger minimum number of interventions was preferred [34]. In this research, end-cut preference occurred when the minimum number was set at 3, 4, and 5. These three steps are shown in Figure 1. The final tree represents the synergistic effect of the moderators (in our case BCTs and or modes) on outcomes. The end nodes of the tree form the subgroups. From the final tree, a new variable was created, with its categories referring to the end nodes of the tree. The CART analyses were performed in the R software environment, version 2.15 [35] using the package rpart, which is developed for classification and regression trees [36].

In the second phase of the meta-CART procedure, a standard subgroup meta-analysis is performed to investigate whether the new grouping variable resulting from the first phase accounts for heterogeneity in the study effect sizes. The same procedures were used as for the analyses of the factors that influence usability. An advantage of the subgroup analysis was that a weighted mean effect size (\( \bar{g} \)) was obtained for each subgroup (ie, end node of the tree).

In total, three meta-CART analyses were performed, varying in the BCTs and MoDs that were included as moderators (see Table 2). The first analysis included only the 20 BCTs. The second analysis included only the 7 MoDs. The third analysis included the 20 BCTs and 7 MoDs together. Not enough studies were available to perform a meta-CART analysis with the usability factors as moderators.

Table 2. Meta-CART Analyses conducted in this research (see Multimedia Appendix 1 for the names of the BCTs and MoD).

<table>
<thead>
<tr>
<th>Research question</th>
<th>Included moderators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective combinations of BCTs</td>
<td>Analysis 1: 46 studies</td>
</tr>
<tr>
<td></td>
<td>20 BCTs: 4, 5, 6, 7, 8, 10, 13, 14, 19, 20, 21, 22, 23, 24, 25, 27, 28, 34, 35, 39</td>
</tr>
<tr>
<td>Effective combinations of MoD</td>
<td>Analysis 2: 31 studies</td>
</tr>
<tr>
<td></td>
<td>7 MoDs: b, d, e, f, g, h, i</td>
</tr>
<tr>
<td>Effective combinations of BCTs and MoDs</td>
<td>Analysis 3: 43 studies</td>
</tr>
<tr>
<td></td>
<td>20 BCTs (see above), 7 MoDs (see above)</td>
</tr>
</tbody>
</table>

*BCTs/MoDs that are univariately associated with an effect size that is higher than the effect size of the studies that do not include the specific BCT/MoD, minus outlier Hurling et al [32].

Results

First, the scale characteristics and effect sizes from the factors that influence usability are described. Then, the results from the three meta-CART analyses are described: the first one using BCTs only, the second one using MoDs only, and the third one using both.

Usability and Effect Size

The first analysis examined whether the usability factors influenced intervention effectiveness. Interventions that were deemed to be more efficient (ie, scored higher on the efficiency subscale) proved to be more effective (\( \bar{g} = 0.43 \), 95% CI 0.18-0.67) than interventions that are less efficient (\( \bar{g} = 0.02 \), 95%CI -0.29 to 0.10; between groups Q-value=4.25, P=.04). No relations between effect size and other usability factors were found (see Table 3).
Figure 1. Stepwise meta-CART analyses.

Table 3. Usability: factor reliabilities, factor median, and the impact of these factors on effect size (low versus high, Q-model and $P$ value for difference) among 12 interventions.

<table>
<thead>
<tr>
<th>Scale</th>
<th>$\alpha$</th>
<th>Median of scale</th>
<th>$\hat{g}$ (95% CI)</th>
<th>High (&gt;median of scale)</th>
<th>Between groups Q ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learnability$^d$</td>
<td>.52$^b$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Efficiency</td>
<td>.69</td>
<td>3.33</td>
<td>0.02 (-0.29 to 0.10)</td>
<td>0.43 (0.18-0.67)</td>
<td>4.25 (.04)</td>
</tr>
<tr>
<td>Memorability</td>
<td>.91</td>
<td>5.00</td>
<td>0.32 (-0.23 to 0.87)</td>
<td>0.22 (-0.09 to 0.53)</td>
<td>0.09 (.76)</td>
</tr>
<tr>
<td>Errors$^c$</td>
<td>.70</td>
<td>3.33</td>
<td>0.47 (0.31-0.63)</td>
<td>0.15 (-0.34 to 0.64)</td>
<td>1.45 (.23)</td>
</tr>
<tr>
<td>Satisfaction$^d$</td>
<td>.73</td>
<td>4.00</td>
<td>0.37 (0.01-0.73)</td>
<td>0.15 (-0.22 to 0.53)</td>
<td>0.67 (.41)</td>
</tr>
<tr>
<td>Personalization$^e$</td>
<td>.70</td>
<td>2.33</td>
<td>0.15 (-0.19 to 0.49)</td>
<td>0.38 (0.05-0.68)</td>
<td>0.82 (.37)</td>
</tr>
<tr>
<td>Situatedness</td>
<td>.98</td>
<td>2.00</td>
<td>0.21 (-0.08 to 0.50)</td>
<td>0.52 (0.23-0.81)</td>
<td>2.14 (.14)</td>
</tr>
<tr>
<td>Social Interaction</td>
<td>.94</td>
<td>3.33</td>
<td>0.10 (-0.40 to 0.69)</td>
<td>0.34 (0.04-0.65)</td>
<td>0.68 (.41)</td>
</tr>
</tbody>
</table>

$^a$Item 4 removed from scale.
$^b$Scale not analyzed because of low reliability.
$^c$Item 10 removed from scale.
$^d$Item 16 removed from scale.
$^e$Item 21 removed from scale.

Effective Combinations of Behavior Change Techniques

Meta-CART analyses were conducted to study effective combinations of BCTs. The best fitting tree was found when a BCT was used by at least 6 interventions, that is, the minimum amount of studies in an end node was set at 6. This resulted in a tree with four end nodes (see Figures 1 and 2). Subgroup analysis showed that the subgroups were significantly different from each other (between groups Q-value=11.03, $P=.01$). One synergistic effect was found: interventions that included both barrier identification/ problem solving and provided rewards...
for behavior change had an average effect size of 0.23 (95% CI 0.08-0.38). Interventions that only provided normative information about the behavior of others ($g=0.16$, 95% CI 0.10-0.23) or included barrier identification/problem solving ($g=0.13$, 95% CI 0.04-0.23) were least effective. Interventions that used other combinations of techniques than barrier identification/problem solving and provided rewards for behavior change were most effective ($g=0.43$, 95% CI 0.27-0.59).

**Figure 2.** Results from meta-CART and subgroup analyses: classification tree and effect sizes across studies that used at least two univariately effective BCTs ($n=47$) (note a: percentage of interventions in this node that were more successful, ie, an effect size higher than 0.20).

**Effective Combinations of Modes of Delivery**

The meta-CART analysis including the seven MoDs showed that the best fitting tree had only one node—the root node. In other words, there was no combination of MoDs that was able to explain heterogeneity in the effectiveness of Internet-based interventions for health behavior change.

**Effective Combinations of Behavior Change Techniques and Modes of Delivery**

When all BCTs and MoDs were combined in the third analysis, no synergistic effects were found.

**Additional Analyses on Group 4**

Figure 2 shows that interventions that did not prompt barrier identification/problem solving or provide normative information about others’ behavior (Group 4) were the most effective. We therefore conducted additional analyses to understand the positive effects among this group of studies. Based on previous reviews, meta-analyses and the original study by Webb, we set hypothesis related to study quality, intervention intensity, and effective univariate BCTs. Our first hypothesis was that the increased effectiveness was due to the interventions in this group being more intensive. Our second hypothesis was that the interventions with a larger effect were evaluated in studies of lower methodological quality than the interventions with a smaller effect (eg, used passive control conditions or self-report measures of outcome). In order to test these hypotheses, 2 authors coded (1) the number of contacts and length of contact in the intervention, (2) activity in the control condition (no treatment vs alternative intervention), and (3) measurement of outcome (self-report or objective). They discussed the coding results until agreement was reached.
Next, we compared the BCTs, intervention, and characteristics from the studies in Group 4 (n=12) to the other studies in this review (n=34), using chi-square tests and t tests. Interventions in Group 4 had significantly more contact moments (mean=180) than the other interventions (mean 40; P=0.03). Furthermore, the BCTs “model/demonstrate the behavior” (P=0.09) and “prompt self-talk” (P=0.01) were more often used in Group 4 studies compared to the other studies. These BCTs were not used if less than 6. Studies. The interventions in Group 4 also used an active control intervention more often (compared to no intervention, P=0.03) and had a longer follow-up time between intervention and measurement (P <0.05) than the other studies. No differences were found with regard to use of self-reporting or objective measurement of outcomes. Thus, the higher effects in this group cannot be explained by a weaker study design in these studies.

**Discussion**

**Principal Findings**

This meta-analysis re-analyzed data from a systematic review of online interventions aimed at health-related behavior change [3] in an effort to identify synergistic effects of behavior change techniques (BCTs), modes of delivery (MoDs), and usability factors. First, the univariate analyses of the usability factors indicated that one usability factor influenced effect sizes: the efficiency of the intervention. Meta-CART was then used to identify subgroups of interventions that were associated with particular levels of effectiveness. One synergistic effect was found: barrier identification/problem solving in combination with providing rewards for behavior change (g=0.23). No synergistic effects were found among MoDs or among MoDs with BCTs. Below, we discuss each of these findings in more detail.

**Usability Factors**

The usability questionnaire that we developed resulted in 7 reliable subscales (one subscale was not reliable). Efficiency was positively related to intervention effect. This means that interventions that are flexible (can cater both experienced and inexperienced users), provide structure (that is understood by the user and the user knows where they are in that structure), and make use of default settings are more likely to be effective. The score for efficiency ranged from 2.33 (for study [37]) to 5 (for study [38,39]). Participants may be more likely to use an intervention if it is efficient in its use (eg, quick delivery of information or support). Furthermore, these characteristics allow the user to use the system easily and quickly, therefore posing low cognitive load on the user. A high cognitive load is less likely to result in a learning experience than a low cognitive load [40]. Based on these assumptions, increasing the content of an online intervention may come at the expense of efficiency. This makes it necessary to take into account usability and effectiveness when making a strategic choice about what to include in interventions.

Nevertheless, we should be careful in interpreting these results because usability information was provided by the authors of only 12 of the primary studies and their answers were not cross-validated as we did not have access to these interventions. However, based on the reliability of the subscales (the majority) and the finding that efficiency predicted variability in the effectiveness of the primary interventions, we believe that our taxonomy is suitable for use in these kinds of settings. Of course, more research in larger studies is needed to establish its reliability and validity, especially if coded by different authors. A special concern in these studies should be the improvement of the learnability scale, as its reliability was unsatisfactory. Better-powered studies should explore the best combinations of items to make the scales. In addition, item 4 (visibility of system status) was removed because it reduced the reliability of the scale even further. The remaining three items have a mean value of 4.4±4.6 (SD 0.70±0.97). As the minimum is 1 and the maximum is 5, this may indicate that these questions cannot differentiate sufficiently. Perhaps the questions should be stated in a stronger and more precise fashion. For example, instead of asking if the intervention follows platform conventions (item 2; scale of totally disagree to totally agree), it may be possible to ask which or how many aspect platform conventions are followed (eg, cross in upper right corner, disk to save changes).

**Synergistic Effects**

Webb et al [3] reported that the univariate effects of barrier identification/problem solving and providing rewards for behavior change were g=0.20 and g=0.18, respectively. In this analysis, these two BCTs had a combined effect of g=0.23, which is higher than using barrier identification/problem solving only. Both techniques are likely to play a role in the maintenance of action and prevention of relapse. The interactive effect may be due to their different approach. While barrier identification/problem solving takes a somewhat negative approach (ie, thinking about what can go wrong), providing rewards for behavior change suggests a positive consequence in the future. Also, barrier identification/problem solving is aimed directly at problem solving (instrumental function of skill learning), while providing rewards for behavior change has a more affective function in increasing motivation. The combination may thus provide for different needs. Based on our findings, we suggest using these techniques together.

However, the most effective interventions were those that did not provide normative information about the behavior of others or prompt barrier identification/problem solving (g=0.43). Webb et al [3] showed that interventions including more BCTs were more effective, but this group of studies did not use more BCTs than the less effective studies. However, the effective studies had significantly more contact moments than the other studies. In addition, these studies more often used “model/demonstrate the behavior” and “prompt self-talk” than the other studies. Furthermore, it is likely that these studies (and also the other studies) included BCTs that were not included in the taxonomy. Thus, they are not coded and their effects not analyzed by Webb, nor by us in this study. Also, implementation of the BCTs was not taken into account, a factor that may influence effectiveness [41] by how, when, and for how long a BCT is used in an intervention. For example, the BCT “provide rewards for behavior” does not make explicit what the reward is, who decides it, and how often it is given. These factors can greatly influence its effectiveness.
In line with previous studies, our findings suggest that online interventions designed to promote health behavior should not provide normative information on the behavior of others. Other studies showed that providing information on what people usually do (ie, descriptive norms), independent of presenting minority or majority information [42], is less likely to result in action [39,43,44]. When presenting normative information, it might be better to use injunctive norms (what people typically approve or disapprove) [45]. In future reviews it will be important to differentiate between injunctive and descriptive norms and then analyze differential effects.

It is important to understand the context in which a BCT operates [42-44]. MoD is part of this context. Michie et al [18] showed that differences in the effectiveness of the interventions could be explained by, among others, theoretical basis, use of theory and MoD. In the original review [3], the univariate influence of additional MoD was quite strong (eg, Internet-based interventions that also included telephone contact were more effective than those without). In our research, however, no effective combinations were found among MoD. This may be due to the fact that each MoD by itself is already an additional mode: every mode is in addition to an online intervention. Based on the results of Webb et al’s review and our meta-analysis, we can recommend that online interventions include one or more additional MoDs, but we cannot advise on specific additional modes to increase the effectiveness. In addition, when BCTs and MoDs were combined, only combinations of BCTs were found. These findings indicate that the effectiveness of BCTs is not dependent on (additional) modes of delivery.

**Limitations and Future Directions**

This is one of the first studies to investigate interactive effects of BCTs and MoDs in online interventions. However, the lack of primary studies that used a large number of BCTs and MoDs limited our options for analysis. First, not all BCTs from the original taxonomy of Abraham and Michie [9] were present in the original analyses by Webb et al [3]. Furthermore, only a selection of the BCTs from Webb et al was included in the meta-CART analysis. In addition, other techniques that are not part of the taxonomy (such as cognitive restructuring) may be effective as well. A similar limitation occurred for modes of delivery. As such, our findings are limited to the relatively small number of effective BCTs and MoDs that were present in at least 6 interventions (the number needed in each end node to obtain a stable tree) in this dataset. Stress management, general communication skills training, model/demonstrate the behavior, and facilitate social comparison were highly effective univariately but were used by five studies or fewer. As such, these BCTs were not included in the final tree. Thus, the lack of effects found for these BCTs in this meta-analysis does not influence the conclusions about these BCTs in [3]. Furthermore, all studies in the meta-analysis were published at least 7 years ago. As such, no interventions using smartphones or tablets have been included. It would be interesting to study if the same effects are found by more recent interventions, and if the same relation with usability exists.

In general, few synergistic effects were found, suggesting that the BCTs that were identified by Webb et al [3] have a clear single effect that cannot [46] be strengthened by combining them with other BCTs. For example, previous studies have shown that self-monitoring of behavioral outcomes is moderately-to-strongly related to behavior change [3,18,47-50].

In the current meta-analysis, we could not identify other BCTs that improve the effects of self-monitoring. The lack of this combined effect may be due to the same reason why we did not find any combination among some of the most effective BCTs: the low number of studies that used a certain BCT. Another problem may be the dichotomization of the effect size (using a classification tree). Ideally, the original, continuous outcome would be used (in a regression tree); however, the studies could not be weighted. In the CART procedure, the accuracy of the study effect sizes could not be taken into account. The advantage of the use of a continuous outcome (compared to a dichotomized one) is that the variance in the effect sizes is maintained. Therefore, a regression tree is less likely to be biased than a classification tree. The next step for CART in meta-analysis is to develop the possibility of taking study weight into account, thus decreasing the risk of bias in trees.

This meta-analysis aimed to provide information on which combination of techniques may enhance the effectiveness of Internet-based interventions designed to promote health behavior. It does not, however, explain how the techniques should be used in practice, that is, when, where, and in which shape they will be effective. Bartholomew et al provide such recommendations for a limited set of techniques [51], but more information is needed. Also, negative effects were not explored further in the meta-CART analyses because interactions were found only when factors that have positive effects were included. Another limitation is that this meta-analysis shows the effects on behavior and/or outcomes, but not on the potential mediators (eg, factors such as attitudes, self-efficacy, and skills) that might explain behavior change [46,52]. Given that behavior change is assumed to be the result of changes via behavioral or environmental determinants [21,53], and BCTs are expected to have an impact on such determinants, it is important to also understand the change mechanisms [54]. More evidence is also needed with regard to implementation factors such as dose and fidelity [13,55,56]. A higher number of intended contact moments was associated with a larger effects size in the Group 4 studies, but we did not take into account the intended or delivered dose of BCTs. Adding a measure of actual dose allows us to study a dose-effect relation and differentiate between efficacy and effectiveness [41] and may thus increase our understanding of when and how to choose and use BCTs.

Further research into usability factors may also increase our insight in change mechanisms. The lists of indicators of usability and mode of delivery that were used in this study are not exhaustive. Future studies should take into account recent developments in this field, such as the use of smartphones and their connection with the intervention under study. Finally, a broad range of outcomes was used in this meta-analysis (physical activity, healthy eating, alcohol consumption and more) and the relatively small number of studies did not allow us to conduct separate analyses for each behavior. In future studies, it would be useful to find out if combinations of BCTs have different effects for specific behaviors.
Conclusion

This research developed a new coding frame for identifying the factors that influence the usability of online interventions. One factor—efficiency—influenced effect sizes, with more efficient studies tending to report larger effects than less efficient studies.

We then used meta-CART analysis to investigate the effects of combinations of BCTs and/or modes of delivery. We were able to identify the synergistic effect of two BCTs: (1) prompting barrier identification/problem solving in combination with (2) providing rewards for behavior change. However, no other interactive effects of BCTs and modes of delivery were found.
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Abstract

Background: Mobile phone apps are increasingly used to deliver health interventions, which provide the opportunity to present health information via different communication modes. However, scientific evidence regarding the effects of such health apps is scarce.

Objective: In a randomized controlled trial, we tested the efficacy of a 6-month intervention delivered via a mobile phone app that communicated either textual or auditory tailored health information aimed at stimulating fruit and vegetable intake. A control condition in which no health information was given was added. Perceived own health and health literacy were included as moderators to assess for which groups the interventions could possibly lead to health behavior change.

Methods: After downloading the mobile phone app, respondents were exposed monthly to either text-based or audio-based tailored health information and feedback over a period of 6 months via the mobile phone app. In addition, respondents in the control condition only completed the baseline and posttest measures. Within a community sample (online recruitment), self-reported fruit and vegetable intake at 6-month follow-up was our primary outcome measure.

Results: In total, 146 respondents (ranging from 40 to 58 per condition) completed the study (attrition rate 55%). A significant main effect of condition was found on fruit intake (P=.049, partial η²=0.04). A higher fruit intake was found after exposure to the auditory information, especially in recipients with a poor perceived own health (P=.003, partial η²=0.08). In addition, health literacy moderated the effect of condition on vegetable intake 6 months later (P<.001, partial η²=.11). A higher vegetable intake was found for recipients with high health literacy after exposure to the textual or auditory intervention compared to the control condition (contrasts text control: P=.03; audio control: P=.04).

Conclusions: This study provides evidence-based insight into the effects of a mobile health app. The app seems to have the potential to change fruit and vegetable intake up to 6 months later, at least for specific groups. We found different effects for fruit and vegetable intake, respectively, suggesting that different underlying psychological mechanisms are associated with these specific behaviors. Based on our results, it seems worthwhile to investigate additional ways to increase fruit and vegetable intake in recipients with low health literacy.

ClinicalTrial: International Standard Randomized Controlled Trial Number (ISRCTN): 23466915; http://www.isrctn.com/ISRCTN23466915 (Archived by WebCite at http://www.webcitation.org/6hTtfSvaz)
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Introduction

The number of mobile health apps is increasing rapidly. In 2013, more than 30,000 health apps were available [1], whereas more than 150,000 health-related apps were found only two years later [2]. In the broad context of mHealth, apps have been developed and used in health interventions, focusing on a wide array of behaviors and having different functions, such as the prevention and management of chronic and mental illnesses [3], and education about smoking, physical activity, or nutrition in an effort to stimulate behavior change in these domains [4,5]. However, scientific and evidence-based research with regard to the efficacy of these mobile health apps is lacking [3,6,7]. A recent review [6] shows that most published work on mobile apps used in health behavior change interventions are pilot studies [8] or describe the app in terms of content or acceptability [5,9]. Moreover, mobile phone apps are often offered as an additional tool to stimulate health behavior change next to an eHealth intervention, face-to-face counseling, or a virtual coach. To the best of our knowledge, only a few randomized controlled trials exist that focus on the effects of standalone mobile health apps [10,11], with only minimal follow-up periods ranging from 6 to 8 weeks. This means there is limited knowledge on the effectiveness of mobile phone apps in the process of health behavior change. In this study, the effects of auditory and textually tailored health information provided via a mobile phone app are tested in a randomized controlled trial.

Using mobile phone apps to deliver an intervention can have a variety of advantages. In addition to the increased availability and accessibility of mobile phones and the potential of reaching many people, it provides the opportunity to use interactive technological possibilities for persuasion that may support behavior change [12]. In particular, it enables the use of different communication modes (eg, text, video, and audio) and the use of computer tailoring to convey health information [13]. Mobile phones are, in general, already partly used for their MP3 function and mobile phone apps can be easily used to include and deliver auditory information, such as integrated within a health intervention. In addition, there is some evidence that at least audiovisual tailored messages can have advantages compared to text-based tailored messages [14,15] and at least one study suggests that audio-based information may be of added value in the stimulation of fruit and vegetable consumption [16]. Furthermore, tailoring can have beneficial effects in health interventions over providing nontailored information, for example, by increasing the relevance of the information [17-20]. The goal of this study is to investigate the efficacy of a mobile phone intervention that delivers tailored persuasive information as communicated via two different communication modes: text versus audio.

The mode of communication via which the persuasive health information is delivered might affect how the information is processed. For instance, compared to textually tailored information, interactive tailored information (either video- or audio-delivered) has been found to lead to greater attention [21,22] and is perceived as being more salient [23] and engaging [22]. In addition, in processing video- and audio-delivered communication, source considerations and peripheral cues or heuristics may play a more important role [24]. Furthermore, one study showed no significant differences between auditory and textual feedback on the recall of health-related information [25]. Other studies found mixed results between audiovisual and textual feedback [21,25]; audio only or audiovisual information was not always more effective than textual feedback. Thus, concerning the communication of health-related information, no explicit conclusion can be formulated with regard to the efficacy of a specific communication mode.

This intervention will apply and compare auditory and textual persuasive communication aimed at stimulating fruit and vegetable intake. A sufficient daily intake of fruit and vegetables contributes to the prevention of cardiovascular diseases and certain types of cancer [26]. However, more than 70% of the Dutch adult population does not meet the recommended minimum intake of fruit and this percentage is even higher for vegetable consumption [27]. These recommendations refer to a daily consumption of two pieces of fruit and 200 grams of vegetables for an adult population [28]. In addition, the average intake levels of fruit and vegetables seems to be decreasing over the years [27]. Moreover, similar intake patterns and trends are identified all over the world [29]. Thus, the stimulation of fruit and vegetable consumption remains a highly important health promotion topic.

To determine which communication mode can be used to deliver the tailored health information most effectively, it is important to test this in a randomized controlled trial. In this study, two research questions will be central. First, we aim to answer the question whether a tailored health intervention delivered via a mobile phone app is able to change fruit and vegetable intake in the advocated direction. Second, this study provides an exploratory test of the possible difference in efficacy between the more classic textual mode of communication (reading) and the auditory mode of communication (listening).

With regard to the first research question, it is expected that a tailored health intervention will be more effective compared to a control condition in which no health information is given. However, this difference may not be displayed in everyone, but only in a specific group of people. It is hypothesized that this will be especially the case in people who perceive a need to change their fruit and vegetable intake. It is reasoned that people who perceive their own health as relatively good have a lower need to change, whereas this need is higher for people who perceive their own health as relatively poor. The intervention might fit within the need for this latter group and, therefore, might be more beneficial for people who perceive their own health as relatively poor. Within the unimodel of persuasion [30], this could be described as a match between the persuasive
information and a premise held by a person (eg, “I might need this information because my health is not that good”), whereas this match might be lacking for people who perceive their own health as good in advance. Therefore, we will test the hypothesis that the intervention (either textual or auditory) will be more effective, especially for people who perceive their own health as relatively poor.

With regard to the second (exploratory) research question, it will be investigated whether the efficacy of the auditory intervention differs from the textual intervention. Again, this might not be the case for everyone. A relevant individual difference in this context is health literacy, defined as “the degree to which individuals can obtain, process, and understand the basic health information and services they need to make appropriate health decisions” [31]. Furthermore, health literacy is found to be related to level of education, cognitive and social skills, language and cultural barriers, and motivation [31,32], and low health literacy is associated with poorer health outcomes as well [33,34]. It seems worthwhile to consider the communication modality in combination with the construct of health literacy [34]. For instance, it is recommended to explore the use of auditory information because this might be especially beneficial for people with low health literacy [32]. Therefore, it is expected that people with low health literacy may benefit from health information communicated via the auditory mode, whereas no specific differences are expected for people with high health literacy.

In summary, we aim to test the efficacy of two different fruit and vegetable promotion interventions delivered via a mobile phone app that communicates persuasive health information via an auditory or textual mode. The efficacy of the auditory and textual intervention will be compared with a control condition in which no intervention is present, and the textual and auditory interventions will be compared to each other. The content of the intervention is tailored to relevant characteristics of the individual: Feedback on the participants’ perceived fruit and vegetable consumption and personalized recommendations regarding the individual barriers to eating sufficient fruit and vegetables are included. Other evidence-based behavior change strategies [35] applied in this intervention to assist behavior change are listed in Table 1. The dependent variables are self-reported fruit intake and self-reported vegetable intake at 6-month follow-up as assessed with a detailed and validated frequency questionnaire [36].

### Table 1. Overview of behavior change techniques applied in the intervention.

<table>
<thead>
<tr>
<th>Behavior change technique</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tailored working mechanisms</strong></td>
<td></td>
</tr>
<tr>
<td>Provide feedback on performance</td>
<td>“You indicate that you eat sufficient fruit and vegetables, that is very positive” (baseline message)</td>
</tr>
<tr>
<td>Adaptation of the content</td>
<td>Provide information on how to overcome personal barriers; the inclusion of information about weight management based on dieting status (baseline message)</td>
</tr>
<tr>
<td>Preference tailoring</td>
<td>Use of preferred conversational form throughout the intervention</td>
</tr>
<tr>
<td>Testimonial matching</td>
<td>Exposure to a testimonial of the same gender as the respondent (follow-up moments)</td>
</tr>
<tr>
<td><strong>General working mechanisms</strong></td>
<td></td>
</tr>
<tr>
<td>Provide information about behavior-health link</td>
<td>Provide general health risk information: “Eating sufficient fruit and vegetables contributes to good health” (baseline message)</td>
</tr>
<tr>
<td>Provide information on consequences</td>
<td>Provide positive outcomes of performing the behavior: “The vitamins, minerals, and fibers in fruit and vegetables affect your health in several ways” (low blood pressure, improved physical stamina, and decreased risk for diseases; baseline message)</td>
</tr>
<tr>
<td>Barrier identification</td>
<td>“Different aspects can play a role in eating insufficient fruit and/or vegetables. Of the following reasons, can you list maximally two aspects that apply to you?” (assessed at baseline)</td>
</tr>
<tr>
<td>Use of follow-up prompts</td>
<td>Monthly follow-up moments are created to encourage respondents to revisit the app</td>
</tr>
<tr>
<td>Provide opportunities for social comparison</td>
<td>The use of testimonials (follow-up moments)</td>
</tr>
<tr>
<td>Prompt specific goal setting</td>
<td>Respondents are encouraged to create own implementation intentions (general app content; menu button “action plan”)</td>
</tr>
<tr>
<td>Repetition</td>
<td>Respondents can be exposed to the tailored message multiple times (general app content; menu button “my advice”)</td>
</tr>
</tbody>
</table>

### Methods

#### Recruitment

Participants were recruited in October and November 2013 to join a mobile phone intervention study aimed at stimulating fruit and vegetable intake. Those interested were eligible for participation if they were 16 years or older, lived in the Netherlands, and owned an Android device (mobile phone or tablet, Android version 2.2 or later) with an installed version of Adobe Air (if necessary, they were automatically directed to
Google Play to install it safely). In collaboration with the programmers (affiliated with the University of Groningen), we decided to focus solely on the Android operating system because market research showed that the majority of Dutch mobile phone users owned an Android device [37]. In addition, the recruitment invitation was specifically aimed at people who had not (yet) succeeded in consuming two pieces of fruit and 200 grams of vegetables on a daily basis. After the 2-month recruitment period, interested people who signed up could not participate anymore.

Participants were recruited via several advertising campaigns published on newspaper and (health) magazine websites, on the local university website, in the online newsletter of the Netherlands Nutrition Centre, and via social networking websites. In addition, a local newspaper focused on the topic of fruit and vegetable consumption and referred to our mobile phone app, the “Fruit and Vegetables hAPP” (the addition of the “h” to the word “app” in Dutch means “snack” or “bite”). All advertisements briefly mentioned the content and 6-month duration of the study and provided a link to the mobile phone app in Google Play where respondents could find more information and download it. Respondents were not informed about the existence of different research conditions. They had a chance of winning different prizes (two Android tablet computers, 10 books with vegetable recipes, and 20 €10 coupons) after completing the pretest and posttest measurements. The study was approved by the ethical committee of the faculty of Behavioral and Social Sciences for conducting human participant research at the University of Groningen (no: 13012-N; trial registration: ISRCTN23466915).

We estimated the number of respondents to be included. This intervention and the comparison between auditory and textual persuasion were novel; therefore, it was difficult to predict what could be expected. We aimed to find medium effects for the comparison between one of the interventions and the control condition for the intervention to be of practical relevance. This meant at least 64 respondents needed to be included in each condition at posttest (P=.05, power=.80) [38].

**Research Design and Procedure**

This study was a pretest-posttest randomized controlled trial with two experimental conditions (text-based tailored health information and audio-based tailored health information) and a control condition in which respondents completed only the baseline measurements and posttest measurements at the 6-month follow-up. Those interested could download the mobile phone app in Google Play and sign up for the research via the app itself. This was done by creating a personal account with an email address and password, which was necessary to combine the data of the different measurements. In addition, the sign-up procedure consisted of questions on gender, first name, and preferred conversation form (in Dutch, a formal and polite conversation form [u, uv] and a more informal conversation form [jij, jou] can be distinguished based on certain display rules). This information was used for tailoring purposes throughout the assessment and intervention. Next, respondents were presented with an informed consent form that stated the procedure, duration, and confidentiality of the research. In addition, it was mentioned that participation would be used for research purposes. After giving informed consent in the mobile phone app (with a checkbox), respondents were automatically assigned to one of the three conditions (sequentially in order of registration). All assessment questions (one question per screen) and the tailored health information were delivered via the mobile phone app. Figure 1 represents an overview of the design and the different elements of the study, which will be described subsequently.

Respondents in all conditions were asked to complete the pretest measures that consisted of baseline measures and questions for tailoring purposes. Respondents in the text-based and audio-based health information condition were then exposed to a tailored message (on the basis of decision rules) and additional evaluation measures. In total, this first contact took 20 minutes on average after which these respondents had access to the general mobile phone app content. Respondents in the control condition were only exposed to a message screen addressing the end of the baseline questionnaire. They were thanked for their participation and it was explicitly mentioned that they could expect another questionnaire 6 months later. They did not have access to the content of the mobile phone app.

Those respondents who did not complete the baseline questionnaire within 1 month were reminded by email to fill out the questionnaire. Further reminders were sent monthly; respondents who did not complete it during the research period were excluded from the study and informed about this by email. In the months between the pretest and posttest assessments, respondents in the text-based and audio-based health information condition received monthly email invitations (with a maximum of four reminders during the month). They were asked to visit the mobile phone app to complete follow-up tailoring measures (identical for each month) and were exposed to newly added (either textual or auditory) tailored health information based on their input. Finally, at 6-month follow-up, all respondents were sent an email invitation to fill out the posttest measures in the mobile phone app (again with a maximum of four reminders during the month). Respondents who indicated they were interested in receiving more information were debriefed via email when the 6-month posttest had been completed. For ethical reasons, respondents could notify the researchers during the trial when they were not interested in participating anymore. After this notification, they did not receive monthly email invitations anymore, but only a final invitation to complete the posttest measures.
Intervention

This intervention was developed in the framework of Intervention Mapping [39-41]. In addition, behavior change techniques [35] were applied and the intervention was based on several sociocognitive determinants known to predict fruit and vegetable intake [42]. The core determinants included outcome expectations of eating sufficient fruit and vegetables and self-efficacy with regard to being able to eat sufficient fruit and vegetables. More specifically, the intervention focused on increasing positive outcome expectations and restructing negative outcome expectations with regard to eating sufficient fruit and vegetables, and increasing self-efficacy. Different methods were used to address these factors. For instance, to target self-efficacy, we identified the respondents’ experienced barriers to eating sufficient fruit and vegetables and provided relevant information to cope with these barriers [35].

The intervention consisted of one main moment of exposure to the tailored information at baseline and five follow-up moments with exposure to smaller components of tailored information. After exposure to the main tailored message right after completing the pretest measurements, respondents had access to additional functions of the mobile phone app throughout the 6 months. These functions were presented as seven main menu buttons (a screenshot is presented in Figure 2), including a button that invited respondents to formulate a personal action plan while making use of “if...then” formulations (implementation intentions; Figure 2), a button with an alphabetical list of fruit and vegetables (Figure 2), and fruit and vegetable recipes. Four extra recipes were uploaded to the mobile phone app every month. In addition, one button included the most recent tailored message so it was possible to read or listen to it again (Figure 2).

During the five follow-up moments between the pretest and posttest assessments, respondents were exposed to a new, short tailored message each month that approached the topic of fruit and vegetable intake from distinct perspectives. Every month, the content was related to a general topic: the effect on well-being, the availability of fruit and vegetables, fruit and vegetables as a basic physical need, the lowered risk for chronic diseases, fruit and vegetable intake as a part of a healthy lifestyle, and objections people can have regarding fruit and vegetable intake, respectively. Additionally, a unique testimonial was included each month for sharing experiences on fruit and vegetable intake with the respondents. Testimonials are constructed stories in which successful personal experiences are shared “directly or indirectly encourage the audience” to perform the behavior themselves [43]. For example, a physician elaborated on the relevance of a healthy diet and a nonexpert (without a specified occupation) expressed the experienced benefits of fruit and vegetables in the long term. To ensure that respondents were exposed to the information from different perspectives, the follow-up content was replaced in the mobile phone app at all five follow-up moments.

Figure 1. The design of the mobile phone health intervention to stimulate fruit and vegetable intake.
Figure 2. Screenshots of the app content: the main menu, starting an action plan, an alphabetical list of fruit and vegetables, and a tailored auditory advice. Three screenshots are translated from Dutch.

The Main Tailored Message
At baseline, a number of tailoring questions were included to partly determine the content of the feedback. Firstly, respondents could indicate with two questions whether their fruit and vegetable consumption was sufficient or not (perceived [subjective] consumption of fruit and vegetables, respectively), according to the recommendations. Participants could answer these questions with “Yes, I do meet this guideline;” “No, I probably do not always meet this guideline;” and “No, I do not meet this guideline.” The second category was added to prevent people from overreporting their fruit and vegetable intake; the latter two answering options both reflected “not meeting the guideline.”

Based on the answers given, respondents could select one or two individual barriers to eating sufficient fruit and/or vegetables from a predefined list. Respondents who indicated that they already met the guideline for eating sufficient fruit and vegetable consumption were asked to think of barriers in a future period in which they possibly would eat less fruit or/and vegetables. Examples of barriers included in the list were “I don’t like the taste of fruit” or “It takes a lot of time and effort to prepare vegetables” [44,45].

Another tailoring question concerned health value was assessed with one item (“How important is health to you?”). Participants could indicate whether they believed health was 1=not the most important to them (eg, “It is important to me, but not the most
important aspect in life”) or 2=most important to them. In addition, they could indicate the perceived difference between themselves and their ideal and ought self, respectively (“In general, how large is the difference between who you actually are and who you prefer to be / who you should be?”). A scale was created by subtracting the score on the second item from the score on the first item; answering options ranged from 1=very small to 7=very large. The combination of health value and self-discrepancy determined whether the baseline message focused on the positive outcomes of sufficient fruit and vegetable consumption or on the negative outcomes of insufficient fruit and vegetable consumption [46]. Finally, it was assessed whether respondents were frequent dieters (answering options: 1=never, 2=sometimes, 3=regularly, 4=often) based on Lowe and Timko [47], and whether they had a partner relationship or not. These answers were used to decide whether or not to include information on the outcomes of sufficient/insufficient fruit and vegetable consumption related to weight management and appearance benefits, respectively.

Based on the answers on the previously mentioned tailoring questions, the baseline message consisted of a short general introduction providing information on the behavior-health link, feedback on their own fruit and vegetable consumption, and adapted information on the outcomes of sufficient/insufficient fruit and vegetable consumption with possibly information about appearance benefits and weight management. Then, feedback regarding one or two assessed individual barriers to perform the behavior with personal recommendations and formulation of relevant individual implementation intentions [48-50] were included. Throughout the mobile phone app, the preferred conversation form was used consistently. Transition sentences and closing sentences were created to ensure that the composed message was perceived as one fluent message.

The Follow-Up Tailored Messages

During all follow-up moments, respondents had to answer a maximum of four tailoring questions. First, the two questions on the current self-perceived fruit and vegetable intake were assessed again. The recommendations were included and respondents could indicate whether they met this guideline in the previous two weeks (answering options: yes/almost/no; the latter two answering options were considered as “not meeting the guideline”). In case of insufficient self-perceived fruit and/or vegetable consumption, we additionally asked whether the respondent had the intention to increase fruit and/or vegetable consumption in the following two weeks (answering options: no/a little/yes; the first two options reflected “no intention”).

Based on the given answers, respondents were then exposed to a short (textual or auditory) feedback message that addressed a certain theme at each follow-up moment. After this, the (textual or auditory) testimonial was included that matched the respondent’s own gender, except when it was one of the three testimonials that were only recorded with either a male or a female voice. This was decided in line with general expectations; for example, a dietitian was only represented by a female voice. Respondents who already perceived their fruit and vegetable consumption as sufficient were not exposed to the thematic information, but only to a short encouraging message and testimonial.

Mode of Delivery

The text-based and audio-based interventions varied only in their mode of delivery. The content information was partly composed in collaboration with the Netherlands Nutrition Centre and the auditory elements were developed in collaboration with a professional recording studio. An experienced female actor was selected for recording the baseline and follow-up feedback messages. She had a gender-congruent voice (feminine and high-pitched) and neutral sound without specific cultural or disturbing elements. After recording and arrangement sessions, the tailored audio files (233 files for the pretest and 114 for the follow-up moments, ranging from a single sentence to a text of 200 words) were mastered in 96 kHz 24 bit and converted to mono MP3 format (64 kbps) to use in the mobile phone app. Because it was important that the audio files of different parts could be arranged into one fluent message (without experiencing obvious transitions between parts), it was ensured that all recordings had a similar “tone of voice.” Natural pauses between sentences lasted approximately 1 second; after every part, a 1-second pause was created as well to create as natural transition as possible. After a first evaluation round, the recording studio made some improvements; once the first author approved this, the audio files were uploaded in the intervention system by the programmers. Before listening to the baseline message, respondents in the audio-based information condition were presented with an instructive recording on volume regulation. They could adjust the mobile phone volume while listening to ascertain that it was sufficient and convenient. On the next screen, they could listen to the tailored health message. The complete message at baseline consisted on average of approximately 900 words (approximately 5 minutes for the auditory recording), roughly varying between 600 words (approximately 3 minutes) and 1200 words (approximately 6 minutes). In addition, the shorter tailored messages at follow-up consisted of 180 words on average and lasted 1:10 minutes on average for the auditory recording.

Contrary to the other auditory content, the testimonials within the follow-up moments were recorded with nonprofessional voices. The first author gave instructions and the testimonials were recorded in an office environment with a headphone microphone with the Praat software program [51] and arranged with the Audacity software program [52]. The recordings were send to the professional recording studio to make sure that the testimonials had the same quality and default volume as the remaining auditory content, again to ensure that it could be composed together. In total, 11 expert and nonexpert testimonials were created, among which four were recorded twice (ie, with a male and female voice). Three testimonials were only recorded for a man or a woman. On average, the testimonials consisted of 244 words and lasted 73 seconds. In total, an average follow-up moment lasted 2 to 3 minutes.

Multimedia Appendix 1 contains video and audio material of the mobile phone app content to provide insight into the registration procedure, baseline assessment, and exposure to the information at baseline and follow-up.
**Measurements**

**Baseline Measurement**

The following sociodemographic variables were assessed: age, cultural background, and highest level of completed education. This latter item was dichotomized into low (primary education, lower general secondary education, intermediate vocational education) and high level of completed education (higher general secondary education, higher vocational education, university level). Then, health-related questions were asked. The participants’ perceived own health [53] was indicated on a 6-point scale ranging from (“my health is...”) 1=very good to 6=very bad. This item was recoded and high scores corresponded with good perceived health (mean 4.86, SD 0.72). Self-reported height and weight were assessed to calculate body mass index (BMI) and we assessed whether respondents had a chronic disease or dyslexia. In addition, two items assessed perceived difficulty of eating sufficient fruit and sufficient vegetables as a measure of self-efficacy: “How difficult is it for you to eat sufficient fruit (vegetables)?” Both items could be answered on 5-point scales (1=not difficult at all, 2=not difficult, 3=neutral, 4=difficult, 5=very difficult). A composite measurement was created ($r=.37, P<.001; mean 2.47, SD 0.95).

Then, we assessed the self-reported fruit and vegetable consumption in the previous month with a detailed and validated food-frequency questionnaire [36]. Respondents were asked how often, on average, per week they ate or drank products from several fruit and vegetable categories during the previous month. The answer options ranged from 0=never or less than 1 day a week, 1=1 day a week, to 7=every day. Next, they were asked to indicate the amount of intake per category of fruit or vegetables in terms of pieces of fruit and servings of vegetables, with the answer options ranging from 0=none, 1=1 piece, to 5=5 or more pieces. The main categories were cooked vegetables, raw vegetables/salad, fruit and vegetable juice, tangerines, oranges/grapefruits/lemons, apples/pears, bananas, other fruit, and apple sauce. The category “fruit and vegetable juice” was excluded because we would be unable to distinguish between fruit and vegetables. The number of days per week and the vegetable portions were multiplied for the first two categories and added to create a composite index of mean weekly vegetable intake for the previous month. The mean number of days per week and the fruit portions were multiplied for the remaining six categories and added to create a composite index of weekly fruit intake for the previous month.

Finally, we assessed respondents’ health literacy with three statements that could be answered on 5-point scales ranging from 1=strongly disagree to 5=strongly agree. The three items were “I think it is easy to understand...information about health and lifestyle” / “...health information given by a physician, for example about a disease or treatment” / “...information about the effects of healthy nutrition” ($α=.85$, mean 4.23, SD 0.77).

Process evaluation questions were included immediately after respondents in one of the two experimental conditions were exposed to the tailored health information. These items were included to assess self-reported exposure (“Did you read/listen to the fragment?” answering options ranging from 1=yes, completely to 5=no, not at all) and potential distracting elements while reading or listening (“Was the reading or listening possibly disrupted, for example, by other people, hard sounds, music, or other distracting elements?” with answering options “yes” and “no”). In addition, the novelty and usefulness of the information were assessed with two statements (“The information was new to me / useful for me”) that could be answered on a 5-point scale ranging from 1=strongly disagree to 5=strongly agree. Finally, a general evaluation question was included (“How would you rate the intervention?”). This item could be answered on a 7-point scale ranging from 1=very negative to 7=very positive.

**Posttest Measurement**

At 6-month follow-up, fruit and vegetable intake was again assessed with the same questionnaire as at baseline [36]. Again, two composite measures for fruit and vegetable consumption, respectively, were created. In addition, it was assessed how often respondents searched for information about health and fruit and vegetables besides the information in the mobile phone app (mean 3.03, SD 1.03) and to what extent they spoke to others about the topic in the past 6 months (mean 2.71, SD 1.08). Both items could be answered on 5-point scales with answering options ranging from 1=never to 5=often. Finally, seven questions were added to evaluate the information and mobile phone app as a whole for a range of measures, such as personal applicability, novelty, credibility, the extent to which it is perceived as intense, usefulness, comprehensibility, and visual attractiveness. These questions could be answered on 5-point scales, with answering options ranging from 1=strongly disagree to 5=strongly agree. In addition, one item provided recipients with the opportunity to give qualitative feedback.

**Analyses**

First, univariate analyses (ANOVA, chi-square) were conducted to analyze whether the respondents in the conditions differed on relevant pretest measures and to see whether respondents who dropped out after baseline (184/329, 55.9%) significantly differed from the respondents who completed both measurements. Second, ANCOVAs were conducted for fruit and vegetable intake separately, while controlling for self-reported fruit or vegetable intake at baseline, age, and highest completed education (because these two latter variables had a large variance within our community sample). After testing the main effects of condition, two moderators (perceived own health status and health literacy) were tested on fruit and vegetable intake to assess whether the effects of condition were similar in specific groups of respondents. The same covariates were included. To examine the meaning of the moderation effects, simple main analyses were conducted at two different levels (low/high) of the moderator. The complete dataset was then used to model respondents as scoring high or low by adding and subtracting 1 SD to the standardized means, respectively [54]. Post hoc contrasts were inspected to investigate the difference between one of the interventions and the control condition, and to explore differences between both interventions. In addition, in the intention-to-treat analyses, the posttest (T2) fruit and vegetable intake of respondents who did not complete the study were considered to be equal to their reported fruit and vegetable intake at pretest. With these data, we again conducted the analyses on fruit consumption and vegetable consumption.
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Finally, two categories of process measures were inspected referring to exposure to the intervention and a general evaluation of the main tailored message at baseline and the complete intervention. Age and education were now applied as covariates.

**Results**

**Sample Characteristics**

In total, 342 respondents registered for the study and started the pretest measurement and 96.5% completed it (330/342). Of these 330 respondents, 147 respondents (44.5%) completed the final questionnaire at 6-month follow-up as well. One respondent was excluded because he or she reported a fruit intolerance. The final sample for the analyses consisted of 146 respondents of whom 73.3% were females (n=107), 71.2% were highly educated (n=104), varied in age from 16 to 71 years (mean 41.4, SD 14.6), and with a mean BMI of 25.2 (SD 5.5). Recipients with a lower education reported a lower health literacy (mean 4.01, SD 0.77) compared to recipients with a higher education (mean 4.32, SD 0.76, \( P=.03 \)). Thirty of 330 respondents (9.1%) were accidentally exposed to the same information during the first two follow-up moments (for technological reasons), instead of being exposed to different content information (referring to 20 respondents in the sample that actually completed the study, 13.7%).

The composite index of fruit and vegetable intake at pretest was treated as an indication of self-reported fruit and vegetable intake. The mean fruit intake was sufficient (14 portions considered sufficient; scale ranging from 0 to 56; mean 14.04, SD 10.63), whereas the mean vegetable intake was insufficient (28 portions considered sufficient; scale ranging from 6 to 70; mean 25.44, SD 11.37). If one of the two questions was answered with zero ("never or less than 1 day a week" or "no servings"), the total intake for that specific category was automatically set at zero as well (this was also when the pattern was not filled in consistently). This conservative approach means that the fruit and vegetable intake might be lower than in reality. Condition did not affect whether a question on fruit or vegetable intake was filled in consistently or not at baseline (\( P=.66 \)) or posttest (\( P=.64 \)).

Based on the answers given, 19.2% (28/146) of the respondents were classified as consuming an insufficient amount of vegetables (but a sufficient amount of fruit), 16.4% (24/146) were classified as consuming an insufficient amount of fruit (but a sufficient amount of vegetables), 48.6% (71/146) were classified as consuming both insufficient amounts of fruit and vegetables, and 15.8% (23/146) were classified as consuming sufficient amounts of both fruit and vegetables. At posttest, the scores on the composite index of fruit and vegetable intake were somewhat higher (fruit: scale ranging from 1 to 56.5, mean 14.93, SD 9.27; vegetables: scale ranging from 6 to 70, mean 27.47, SD 11.81). The respondents were distributed over the conditions as follows: textual health information (n=48), auditory health information (n=40), control condition (n=58).

**Figure 3.** Flowchart of number of participants allocated per condition.
Randomization Check and Attrition Analyses

First, no significant differences between conditions were found regarding our set of 18 demographic and health-related baseline variables: gender ($P=.53$), age ($P=.11$), highest completed education ($P=.35$), cultural background ($P=.75$), dieting status ($P=.09$), relationship status ($P=.41$), the extent to which health is valued ($P=.25$), discrepancy between ought and ideal self ($P=.54$), having dyslexia ($P=.94$), perceived own health status ($P=.78$), having a chronic disease ($P=.84$), BMI ($P=.30$), self-efficacy ($P=.72$), self-reported fruit consumption ($P=.79$), self-reported vegetable consumption ($P=.16$), perceived (subjective) fruit and vegetable consumption ($P=.86$ and $P=.37$, respectively), and health literacy ($P=.07$).

In addition, the respondents who dropped out after baseline and the respondents who completed both measurements did not significantly differ on the pretest measures as mentioned in the previous paragraph (all $P>.12$). Furthermore, condition did not significantly affect whether respondents dropped out during the trial ($P=.08$). However, respondents who completed the study and who received either the auditory or textual feedback reported a significantly higher extent of being exposed to the information ($P<.001$) and they had a slightly more positive general impression of the pretest intervention content and measures compared to those who dropped out ($P=.06$). Finally, when exposed to the auditory feedback, respondents who dropped out reported being distracted while listening to the baseline intervention content more often compared to those who completed the whole study ($P=.03$). No significant differences were found on the extent to which the information was perceived as new or useful.

Effects on Fruit and Vegetable Consumption

Main Effects

We assessed whether condition affected the self-reported intake of fruit and vegetables 6 months after baseline. With regard to fruit intake, a significant main effect was found ($F_{2,140}=3.08$, $P=.049$, partial $\eta^2=0.04$) with the following estimated means: text (mean 13.5, SE 1.0), audio (mean 17.1, SE 1.2), and control (mean 14.3, SE 0.9). The difference between text and audio was significant ($P=.02$), but it did not reach statistical significance between audio and control ($P=.06$). The difference between text and control was not significant ($P=.53$). No significant main effect was found on vegetable intake ($F_{2,140}=0.01$, $P=.99$, partial $\eta^2=0.00$).

For fruit consumption, the raw means at pretest and posttest were inspected to gain more insight into the actual differences per condition. The means remained quite similar in the textual feedback condition (pretest vs posttest: mean 14.8, SD 11.1 vs mean 14.2, SD 6.9) and in the control condition (pretest vs posttest: mean 13.4, SD 10.4 vs mean 13.8, SD 9.4). Thus, only small differences were observed here (mean -0.6 pieces and 0.4 pieces per week, respectively). In the auditory feedback condition, the fruit intake was most strongly increased (3.3 pieces; pretest vs posttest: mean 14.2, SD 10.6 vs mean 17.5, SD 11.1).

Moderation Effects

A significant interaction was found between condition and perceived own health status on fruit intake ($F_{2,137}=4.24$, $P=.02$, partial $\eta^2=0.06$), but not on vegetable intake ($F_{2,137}=0.15$, $P=.86$, partial $\eta^2=0.00$). Figure 4 displays the mean fruit consumption for respondents with poor and good perceived own health.

In case of poor perceived own health status, condition did significantly affect fruit consumption at 6-month follow-up ($F_{2,137}=6.05$, $P=.003$, partial $\eta^2=0.08$). The mean scores were as follows: text (mean 14.2), audio (mean 20.5), and control (mean 13.2). Post hoc contrasts showed that the intake of fruit was significantly higher after listening to the information compared to the other two conditions (text: $P=.006$; control: $P=.001$). In case of good perceived own health status, condition had no significant effect ($F_{2,137}=1.15$, $P=.32$, partial $\eta^2=0.02$). The mean scores were as follows: text (mean 13.3), audio (mean 13.8), and control (mean 15.9). No significant contrasts were found.

Second, health literacy as assessed at pretest was tested as a moderator. No significant interaction with condition was found on fruit intake ($F_{2,137}=0.25$, $P=.78$, partial $\eta^2=0.00$). However, we found a significant interaction on vegetable intake ($F_{2,137}=8.42$, $P<.001$, partial $\eta^2=0.11$). Figure 5 displays the mean vegetable intake in the conditions for people with relatively low and high health literacy.

In case of low health literacy, condition significantly affected vegetable consumption at 6-month follow-up ($F_{2,137}=3.62$, $P=.03$, partial $\eta^2=0.05$). The mean scores were as follows: text (mean 21.3), audio (mean 23.1), and control (mean 27.9). Post hoc contrasts showed that the intake of vegetables in this group was significantly higher in the control condition compared to the two interventions (text: $P=.03$; audio: $P=.04$). In case of high health literacy, condition significantly affected vegetable consumption at 6-month follow-up as well ($F_{2,137}=4.53$, $P=.01$, partial $\eta^2=0.06$). The mean scores were as follows: text (mean 30.1), audio (mean 33.5), and control (mean 25.6). In addition to the higher scores compared to respondents with low health literacy, post hoc contrasts showed that the intake of vegetables in this group was lower in the control condition compared to the textual intervention ($P=.07$) and the auditory intervention ($P=.004$).

The main effect of condition was not significant on a composite measure of fruit and vegetable consumption ($P=.34$) and neither was the interaction with perceived own health status ($P=.16$). However, the interaction with health literacy was ($F_{2,137}=4.39$, $P=.01$, partial $\eta^2=0.06$). The main effect of condition then became nonsignificant in respondents with low health literacy and only two of the four contrasts remained significant, showing that the control condition was most effective for low-literate respondents (compared to reading) and listening to the auditory information was most effective in high-literate respondents (compared to control).
We further analyzed the effects in selections of respondents for whom the health information could be especially relevant. With regard to the effects on fruit intake, respondents were selected whose self-reported fruit intake was found to be insufficient at pretest (and the vegetable intake was either insufficient or sufficient, n=95). The main effect on fruit consumption was not significant anymore ($F_{2,89}=1.85$, $P=.16$, partial $\eta^2=0.04$). The estimated means were lower showing a similar pattern: text (mean 11.2, SE 1.12), audio (mean 13.7, SE 1.25), and control (mean 10.9, SE 1.00). The contrasts were not significant anymore (all $P>.07$), but the pattern of findings remained similar. Again, this pattern was especially found for recipients with a poor perceived own health (moderation effect: $F_{2,86}=2.46$, $P=.09$, partial $\eta^2=0.05$; main effect: $F_{2,86}=3.95$, $P=.02$, partial $\eta^2=0.08$), showing significant differences between control (mean 8.9) and audio (mean 16.3; $P=.006$), and text (mean 10.5) and audio ($P=.04$) for this group. No significant differences between the conditions were found for recipients who perceived the own health as relatively good. As for the whole sample, health literacy did not moderate the effect on fruit intake.

In addition, the effects on vegetable intake were analyzed in a selection of respondents who indicated eating insufficient vegetables at pretest (and either insufficient or sufficient fruit intake, n=99). As in the whole sample, no significant main effect or moderation of perceived own health was found; however, the moderation of health literacy was not significant anymore ($F_{2,90}=0.07$, $P=.93$, partial $\eta^2=0.00$).

**Figure 4.** The interaction between condition and perceived own health status on fruit consumption at 6-month follow-up controlled for age, highest completed education, and self-reported fruit intake at baseline.
Figure 5. The interaction between condition and health literacy on vegetable consumption at 6-month follow-up controlled for age, highest completed education, and self-reported vegetable intake at baseline.

**Intention-to-Treat Analyses**

At T2, 183 of 330 (55.5%) respondents had dropped out despite reminders to fill in the follow-up measurement. In the intention-to-treat analysis (while assuming that the fruit and vegetable intake was equal to the assessed fruit and vegetable intake at pretest for the respondents who dropped out), we again conducted the analyses on fruit consumption and vegetable consumption. The main effect on fruit consumption remained significant ($F_{2,323} = 3.18$, $P = .04$, partial $\eta^2 = 0.02$) with the following means: text (mean 13.5, SE 0.52), audio (mean 15.3, SE 0.52), and control (mean 14.3, SE 0.51). Now, the interaction between condition and perceived health status on fruit consumption was not significant anymore ($P = .33$). However, as expected, for respondents with a poor perceived health status, the effect of condition remained significant ($P = .04$, partial $\eta^2 = 0.02$) with a similar pattern of means and significant contrasts (audio vs text: $P = .02$; audio vs control: $P = .04$) compared to the original analyses. The interaction between condition and health literacy on vegetable consumption remained significant as well ($F_{2,320} = 5.52$, $P = .004$, partial $\eta^2 = 0.03$). For both respondents with low and high health literacy, the effect of condition became marginally significant (all $P = .07$) with only the contrasts between audio-based health information and the control condition being significant (all $P = .02$). Overall, small(er) effect sizes were found.

**Process Analyses**

Effects on two categories of process variables were inspected, referring to the exposure to the intervention and a general evaluation of the main tailored message at baseline and the intervention in general. First, with regard to exposure, participants logged in a mean 7.6 times (SD 4.5) and, as expected, this was significantly more in one of the experimental conditions ($F_{2,143} = 42.11$, $P < .001$, partial $\eta^2 = 0.37$, text: mean 10.1, SD 3.7; audio: mean 9.4, SD 4.2) compared to the control condition (mean 4.2, SD 3.0; contrasts text control and audio control; both $P < .001$). No significant difference was found between the two interventions ($P = .35$).
On average, respondents completed 4.1 follow-up moments (SD 1.36). There was a difference between the two interventions: after reading, recipients completed slightly more follow-up moments (mean 4.35, SD 1.19) compared to the recipients who listened to the information (mean 3.83, SD 1.50; \( F_{1,70}=3.40, P=0.07 \), partial \( \eta^2=0.04 \)). In addition, 55 of 88 (63%) respondents in one of the experimental conditions completed all five follow-up moments and at least two follow-up moments were completed by 84 of 88 (95%) of the respondents. Those respondents who completed four or five follow-up moments were selected (text: \( n=39 \); audio: \( n=25 \)) and compared to the control group (\( n=58 \)) with regard to the set of 18 baseline measures. The groups did not differ significantly from one another regarding these variables (all \( P>0.06 \)).

At baseline, respondents who were in one of the intervention conditions were asked to indicate the extent to which they were exposed to the main tailored message and the extent to which they experienced potential distracting elements. Slightly more respondents reported being only partly exposed after listening \( (F_{1,241}=2.94, P=0.09) \) and fewer respondents identified potential distracting elements after listening to the main tailored message compared to those who read the information \( (F_{1}=2.7, P=0.10) \).

Second, differences between conditions were found on perceived usefulness and the general evaluation of the main tailored message \( (F_{1,214}=12.27, P=0.001, \text{partial } \eta^2=0.05 \) and \( F_{1,214}=12.10, P=0.001, \text{partial } \eta^2=0.05 \), respectively): Respondents who read the baseline information experienced it as significantly more useful (mean 4.21, SE 0.08) and positive (mean 5.77, SE 0.09) compared to the respondents who listened to the baseline information (usefulness: mean 3.81, SE 0.08, general evaluation: mean 5.33, SE 0.09). No significant differences were found on the perceived novelty of the information \( (P=0.29) \).

With regard to the evaluation of the mobile phone app and intervention content at the 6-month follow-up, respondents who were exposed to the audio-based content reported to have looked more often for additional information about health and fruit and vegetables mostly via Internet websites \( (F_{2,141}=3.00, P=0.05 \), partial \( \eta^2=0.04 \) compared to respondents in the control condition (contrast \( P=0.02 \)). In addition, after exposure to the audio-based intervention respondents appeared to have talked more about the topic with other people \( (F_{2,141}=2.49, P=0.09 \), partial \( \eta^2=0.03 \) compared to the control condition (contrast \( P=0.03 \)). When comparing both interventions, the feedback and the mobile phone app were experienced equally in terms of personal applicability, novelty, credibility, intensity, usefulness, comprehensibility, and visual attractiveness.

### Discussion

This study addressed the efficacy of two tailored mobile phone interventions in a sample of people who were invited to participate especially when they perceived their own fruit and vegetable intake as insufficient. The efficacy of the interventions was compared to a control condition in which no tailored health information was provided, and an exploratory comparison was made between the text-based and audio-based tailored intervention. Besides testing this main effect, two relevant moderators—perceived own health status and health literacy—were included in this research.

### Principal Results

It seems that the results for fruit consumption and vegetable consumption are different. The results on fruit consumption were supported by the similar findings of the intention-to-treat analysis and, although the effects were less strong in the selection of respondents, the pattern of findings was still present in respondents with a more objectively assessed fruit consumption that was insufficient (according to guidelines). The significant main effect showed that the audio-based intervention was more effective than both the text-based intervention and the control condition. The auditory mode of communication, but not the textual mode of communication, led to increased fruit consumption with a mean increase of three pieces of fruit a week. We did not expect specific differences between the efficacy of textual and auditory health information, but it is in line with previous studies on the potential efficacy of auditory information \[16\]. The auditory information may have led to more attention \[21,22\] or it may have been perceived as more rich and personal to the recipient \[23\], which is possibly translated into behavior change.

With regard to vegetable consumption, there was no significant main effect of condition. Instead, an interaction between condition and health literacy was found, which was supported by the intention-to-treat analysis, but the pattern of findings was not found in the selection of respondents with a more objectively assessed vegetable consumption that was insufficient. Yet, there was no difference between the auditory and textual health information: both the text-based and audio-based intervention led to higher vegetable consumption in respondents with high health literacy, whereas this was not the case for respondents with relatively low health literacy (within this highly educated sample). For them, both interventions led to a significant decrease in self-reported vegetable consumption at the 6-month follow-up compared to the control condition. It seems that the current mobile phone app was not helpful for people with relatively low health literacy, at least not in improving a complex behavior such as vegetable intake.

We found that respondents who perceived their own health as relatively poor reported higher fruit consumption after being exposed to the auditory health information. It was initially expected that the health information in general would be more relevant for recipients with a poor perceived own health because they might perceive the necessity to change and are willing to make more investments \[43,55\]. In other words, there is a match between the persuasive health information and a characteristic of the recipient \[30\]. Thus, it seems that recipients with poor perceived own health did benefit most from the rich and personal auditory information. Although speculating, this might be related to an optimal level of threat of the auditory information that was necessary to engage in behavior change or the promise that the threat will be lowered once the recipient engages in behavior such as more fruit and vegetable intake.

We expect that respondents who perceived their own health as relatively poor reported higher fruit consumption after being exposed to the auditory health information. It was initially expected that the health information in general would be more relevant for recipients with a poor perceived own health because they might perceive the necessity to change and are willing to make more investments \[43,55\]. In other words, there is a match between the persuasive health information and a characteristic of the recipient \[30\]. Thus, it seems that recipients with poor perceived own health did benefit most from the rich and personal auditory information. Although speculating, this might be related to an optimal level of threat of the auditory information that was necessary to engage in behavior change or the promise that the threat will be lowered once the recipient engages in behavior. It is important to address these underlying processes in further research because the findings on the current process evaluation measures are unlikely to explain this pattern.
The moderator effect on vegetable intake shows that the intervention in general seemed to have worked especially in respondents with high health literacy. It can be that recipients with relatively low health literacy did not understand all content information or were not motivated to process the information [32,34] and therefore discarded the information in general. For recipients with high health literacy, it did not seem to matter how the information was communicated because they may have been open to the content information regardless of the mode of communication. It is important to unravel the different aspects of health literacy; for instance, education could have played a relevant role because recipients with a lower education level also reported lower health literacy in this study, but it is also possible that low health literacy is related to a defensive reaction to threatening health information.

Thus, we observed a main effect on fruit intake and, within a subsample of respondents, we could also find effects on vegetable intake. However, this finding on vegetable intake could not be replicated within a subsample of recipients who indicated consuming insufficient vegetables. This suggests that the findings on vegetable intake are less robust than on fruit intake. In addition, according to a conventional rule of thumb [56], small to medium effect sizes are found for fruit intake ranging between partial η²=0.04 and partial η²=0.08. It remains the question whether the absence of a main effect on vegetable intake was a matter of power because the recommended number of respondents per condition (n=64) was not reached. Yet, this effect might then have been too small to be relevant and the moderating effect of health literacy on vegetable intake showing contradictory results for recipients with low and high health literacy may indicate that it is indeed unlikely to find a main effect on vegetable intake.

The results suggest that not everybody benefitted equally from the intervention and that it can even adversely affect vegetable consumption. Thus, the tailored health information may have negative effects in subgroups of respondents when the information is communicated either via a textual or auditory channel. This increased our awareness on possible side effects of persuasive health communication. For future research, it seems worthwhile to investigate how individual characteristics can be assessed to optimize the practice of persuasive health communication and to increase knowledge on how “hard-to-reach” groups can benefit from it as well [32]. Possibilities may not only lie in providing persuasive tailored health information via another communication modality (ie, video tailoring), but also in the use of other interactive methods and elements (ie, the use of sensors, serious games, or avatars).

We did not expect specific differences for fruit and vegetable intake. It may be that these differences are found because fruit and vegetables are products with different qualities with regard to taste, preparation and culinary uses [57], and perceived ease of increasing consumption [55]. It may be that after a follow-up period of 6 months, the auditory intervention was only able to change fruit intake because this is a relatively less difficult behavior to change. In addition, interventions may differentially lead to increased fruit and vegetable consumption [58]. For instance, the context in which the products are consumed might play a role: vegetables are more likely to be consumed in a social context (at dinner, with the rest of the family), whereas fruit is more likely to be consumed individually. Therefore, environmental interventions may be more effective for increasing vegetable intake. It seems a rational choice to assess fruit and vegetable consumption separately in future studies.

The effects on the process measures showed that there were no differences between the text-based and audio-based interventions with regard to exposure. However, more follow-up moments were completed by recipients who read the information compared to recipients who listened to the information. In addition, after the first contact, the baseline textual information was evaluated as more useful and positive compared to the auditory information. However, after 6 months the textual and auditory interventions were not evaluated significantly different on relevant measures, such as novelty, credibility, comprehensibility, and usefulness. Yet, recipients who were exposed to the auditory information searched more for health-related information and they discussed the topic more often with other people compared to the control condition. Further research is needed to explain these findings and to investigate how characteristics of the textual and auditory information may possibly have contributed to these differences.

**Limitations**

This research also has several limitations. First, a high percentage of respondents did not complete the entire study, which might have biased these findings. High attrition rates are common in Internet-based health behavior change interventions [59,60]. Although initially one could reason that an app might lead to lower attrition rates because people can participate in the study anywhere and at any time, it seems that for mobile phone apps it is still a challenge to keep respondents involved after their first visit. This might illustrate the quick and shallow relationship people have with the Internet and mobile phone apps in general (“app snacking”). Yet, it is found that respondents who dropped out from the research did not differ in relevant pretest measures compared to the respondents who completed the study.

Although it was not a significant result in this study, more respondents dropped out in one of the intervention conditions, which is a common finding in health intervention research [60]. Respondents in the intervention conditions were sent email reminders frequently and they were informed about the possibility to end their participation via email, whereas this was not the case for respondents in the control condition. These aspects of our research might additionally have contributed to differences in attrition between the conditions. A specific improvement may refer to sending reminders as mobile phone notifications versus email messages.

Secondly, we aimed to increase exposure by sending email prompts and providing regular updates of intervention content [59]. However, it is difficult to detect the actual exposure to the intervention content. People may report that they were fully exposed to the information, but still we do not know the quality of the exposure. In addition, we could not test intervention components separately, which means we do not know specifically why respondents showed certain improvements.
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Thus, we were not able to determine the unique contribution of each component of the current mobile phone intervention and to make statements about the elements that affected fruit and vegetable intake specifically.

Thirdly, the sample was a selective community sample, which could have biased the results. Respondents were not necessarily a representation of the whole community because they were mostly highly educated with a Dutch nationality and had to use an Android device to be included in the research. Furthermore, in our recruitment, people were invited who did not eat sufficient fruit and vegetables, which is obviously a selection of respondents who might be interested in the topic of health and changing their health behavior. In addition, people tend to generally overestimate their fruit and vegetable intake with self-report assessment measures, as used in this study [61].

Conclusions

In our view, this app may be an effective channel to change fruit and vegetable intake, at least in certain groups of respondents. The development of the audio-based content was more costly and time-consuming compared to the text-based content, but it has shown to have beneficial effects on fruit consumption, or at least for some subgroups. The results showed us that it is important to be aware of the possible side effects of psychological health interventions and to take into account individual differences when exposing respondents to threatening health information and personal feedback on fruit and vegetable intake.

A next step may be to optimize the mobile phone app. It is worthwhile to investigate possibilities to expose the subgroups to either one of the current interventions that was shown to be efficient, depending on the specific behavior one would like to change. Furthermore, tracking and sensor technologies can be added to use the mobile phone app as an intervention channel to its fullest potential [62], which means that recipients can keep track of their daily fruit and vegetable intake and may receive reminders to buy fruit and vegetables when they are in the supermarket. In addition, it would be worthwhile to ensure a higher level of interactivity between the recipient and the mobile phone app as an interactive information system.

To the best of our knowledge, this is a first test of the effects of communication modalities in an evidence-based tailored mobile phone app to stimulate fruit and vegetable intake. It provided us with new insights on the efficacy and processes involved, and we hope to inspire the testing and development of evidence-based mobile phone apps in the field of health education and promotion.
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Abstract

Background: Mobile phone text messages (short message service, SMS) are used pervasively as a form of communication. Almost 100% of the population uses text messaging worldwide and this technology is being suggested as a promising tool in psychiatry. Text messages can be sent either from a classic mobile phone or a web-based application. Reviews are needed to better understand how text messaging can be used in mental health care and other fields of medicine.

Objective: The objective of the study was to review the literature regarding the use of mobile phone text messaging in mental health care.

Methods: We conducted a thorough literature review of studies involving text messaging in health care management. Searches included PubMed, PsykINFO, Cochrane, Scopus, Embase and Web of Science databases on May 25, 2015. Studies reporting the use of text messaging as a tool in managing patients with mental health disorders were included. Given the heterogeneity of studies, this review was summarized using a descriptive approach.

Results: From 677 initial citations, 36 studies were included in the review. Text messaging was used in a wide range of mental health situations, notably substance abuse (31%), schizophrenia (22%), and affective disorders (17%). We identified four ways in which text messages were used: reminders (14%), information (17%), supportive messages (42%), and self-monitoring procedures (42%). Applications were sometimes combined.

Conclusions: We report growing interest in text messaging since 2006. Text messages have been proposed as a health care tool in a wide spectrum of psychiatric disorders including substance abuse, schizophrenia, affective disorders, and suicide prevention. Most papers described pilot studies, while some randomized clinical trials (RCTs) were also reported. Overall, a positive attitude toward text messages was reported. RCTs reported improved treatment adherence and symptom surveillance. Other positive points included an increase in appointment attendance and in satisfaction with management and health care services. Insight into message content, preventative strategies, and innovative approaches derived from the mental health field may be applicable in other medical specialties.
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Introduction

In recent years, the general public and caregivers have increasingly adopted the use of mobile phones. According to the United Nations specialized agency for information and communication technologies, the number of mobile phone subscriptions worldwide had reached almost 7 billion by the end of 2014, corresponding to a penetration rate of 96% worldwide and 90% in developed countries [1]. Mobile health (mHealth) can be defined as the use of mobile computing and communication technologies in health care and public health [2]. mHealth has the potential to incorporate qualities often associated with more conventional health communication methods, such as personalization, tailoring, interactivity, and message repetition at a relatively low cost. Text messaging (short message service, SMS) has proven to be effective, in particular, in psychiatric care. This form of communication allows for the exchange of messages containing 160 characters or fewer between mobile phones [3]. Messages can be sent in a standardized or individualized format and are available on all mobile phones, including low-cost devices. Text message frequency (daily, weekly, etc.), text message interactivity (one-way vs. two-way), personalization (message content based on known characteristics, including patient’s condition, history, etc.) and tailoring (message frequency, interactivity and/or content matching each recipient’s characteristics) [4]. SMS text messages can also be sent from web-based platforms that allow for pre-scheduling of sending, automation, and better monitoring of reception status.

There is emerging evidence that mobile phones can play an important role in health care delivery, especially in mental health [5]. Combining Internet or mobile phone contact with traditional treatment has shown meaningful results in remote counseling [6] and monitoring support [7]. Literature reviews examining the use of mobile phones in health care have demonstrated the potential of mobile phones to support health education [8], increase access to health care [9], improve prevention and treatment strategies [10], and support public health programs [11]. Text messaging has also been used to provide appointment reminders [11], improve patient adherence with treatment [12], monitor chronic conditions [13], and provide psychological support [14]. Additionally, SMS messages are used in the prevention of communicable diseases [15] and in preventive health promotion programs [16]. Text messaging has also improved service provision to population subgroups who do not typically use health services [13]. Text messages provide the opportunity to remotely access caregivers for advice [17], and mHealth can also extend prevention strategies for caregivers; another on-going challenge of 21st century medicine [18]. Knowledge proceeding from the mental health field could also be easily transferred to other specialties, considering the transversal contribution of cellular technology in providing innovative monitoring and prevention strategies.

When taking into account the rapid expansion of mHealth applications, combined with current mental health challenges, reviews of existing applications and evidence of successful messaging-supported health care strategies are needed. Reviews of text messaging have been proposed in many fields of medicine including diabetes, weight loss, and smoking cessation [4]. To better understand and validate the use of these specific mHealth applications, we conducted a review of the use of mobile phone text messaging to promote mental health.

Methods

Objective

The objective of this study was to provide a thorough review of the applications of text messaging in mental health care. Two review authors independently assessed all studies retrieved against the inclusion criteria (SB and EBG). Disagreements were resolved by a third review author (PC). During the literature review process, relevant studies were categorized in a two-step approach. We first performed the review of the titles and abstracts of all publications that were identified as relevant according to the inclusion criteria. Abstracts were then categorized by the type of methodology used, health condition, applications, and purposes. The full text of all publications that were not excluded during the title and abstract review stage were checked. Publications that met all inclusion criteria comprised the final sample.

Search Strategy

PubMed, PsycINFO, Cochrane, Scopus, Embase and Web of Science databases were extensively searched in May 2015. The list of keywords was created around the two domains of mental health and text messaging. A search command was constructed using “AND” and the disjunction “OR” as logical operators in Medical Subject Headings (MeSH) terms, titles, and abstracts (see Figure 1). We did not include keywords related to smoking cessation as it had already been reviewed in another article [19]. Substance abuse disorders were included in our review despite a recent study that did not take into account recent articles and pilot studies [20]. We explored titles, abstracts, and MeSH terms, and reference lists of selected studies were also checked for other potentially relevant studies.

Primary endpoints of interest were health outcomes as a result of text messaging. Technical aspects were sometimes reported, and we also considered the patients’ and caregivers’ evaluation of messaging approaches, subjective perceptions of effectiveness, institutional burden, and cost when possible. The studies included were heterogeneous in terms of design features, conditions addressed, characteristics of messaging procedure, and outcome measures. Thus, the findings are presented descriptively.
Selection Criteria

We included randomized controlled trials (RCTs) and non-randomized studies. Study protocols were included when referring to RCTs. We included studies in which SMS text messaging was used to promote mental health, including any type of preventive or monitoring strategy. Text messages could be delivered to a patient by the caregiver or vice versa. We did not include studies assessing the patient’s general feeling about text messages (ie, surveys) for a specific medical application. We excluded studies that used mobile phone multimedia messaging service or android/OSX apps as tools for prompting.

Results

The steps in the literature search and review process are summarized in Figure 1. The initial search retrieved 677 articles. After checking for duplicates and screening abstracts and full texts, 36 articles met the inclusion criteria. Notably, most studies (20/36, 56%) assessed the feasibility and acceptability of sending text messages to patients with a psychiatric condition or substance abuse disorder, while 44% (16/36) of the studies proposed quantitative methodologies. Ten of the 36 studies were RCTs (28%). We observed increased interest in text messaging, from 4 articles cited in 2010 to 14 articles cited in 2014. The largest upsurge occurred between 2013 and 2014 (see Figure 2). The majority of publications regarding text messaging were in medical journals (29/36, 81%), with the remaining 19% (7/36) being published in journals focused on medicine and telecommunication. We did not retrieve any articles published in journals focused only on technology. The geographical areas involved in this type of research were mainly Europe (16/36, 44%) and the United States (17/36, 47%).

Health Conditions

Studies addressed a wide range of psychiatric conditions. Figure 3 shows the mental health conditions in which the use of text messaging was studied. Substance abuse conditions were most often studied (11/36, 30%), followed by schizophrenia (8/36, 22%), and affective disorders, including bipolar disorder and depression (6/36, 17%). We found only eight studies on suicidal behavior, eating disorders, and post-traumatic stress disorder (PTSD). Text messaging was used in the management of chronic conditions (27/36, 75%), reactive conditions (7/36, 19%), and preventative strategies for healthy or at-risk individuals (2/36, 6%).
Methodology

Concerning the methodology of the studies, we identified pilot studies (20/36, 56%), followed by RCTs (10/36, 28%). Three of the RCT articles described only the study protocols with no results. Six studies used non-randomized, comparative methods. Before 2013, the samples used to study text messaging were mostly small (ie, fewer than 80 patients). Feasibility and acceptability were assessed in small sample sizes (ie, 15 to 50 patients). The sample size increased significantly in 2013, with four RCTs assessing samples of more than 400 patients.

Application

We identified four uses of text messages: reminders (5/36, 14%), information provision (6/36, 17%), supportive messages (15/36, 42%), and self-monitoring procedures (15/36, 42%). Applications were sometimes combined. Reminders aimed to improve either appointment attendance or treatment adherence. Information aimed to provide important notifications concerning available health care services or health recommendations. Supportive messages were either tailored to the patient or standardized. For self-monitoring procedures, patients had to send messages on their situation in time increments ranging from once weekly to twice daily.

Purposes

Most studies assessed the feasibility and acceptability of text messaging for patients. Outcomes were assessed by questionnaires on satisfaction or recorded response rates. We found only one study out of 36 that concluded that messaging was not well accepted, which involved a sample of patients with eating disorders [21]. Apart from this article, the other 35 studies reported positive perception of text messaging on the primary outcomes, which were acceptability, attendance at appointments, treatment adherence, and improvement of health.

Substance Abuse

SMS text messaging was frequently used to assess patients with issues related to substance abuse, as summarized in Table 1. A three-arm randomized trial compared self-reported alcohol use three months after emergency department visits, during which 765 young adults reported hazardous drinking [22]. Weekly text message drinking assessments were sent. The number of self-reported binge drinking days decreased from baseline to three months in the real-time feedback group compared to text
message drinking assessments without feedback or a control condition. Moore et al [23] assessed the feasibility of using text messages both to survey and moderate alcohol use, and were able to determine periods of greater alcohol use (ie, weekends and celebratory events). Irvine et al [24] also used two-way text messaging as a preventative method to assess and support disadvantaged men at risk of substance abuse. Interview data indicated that text messaging was acceptable to participants, and preferred over email and web-based methods. Text messaging also proved to be accepted and effective for young people (ages 12 to 24) transitioning out of community-based substance abuse treatment programs over a 90-day period [25].

In addition to alcohol abuse, other researchers performed ecological momentary assessments (EMAs) via text messaging on daily methamphetamine use, craving levels, and the perceived usefulness of messages [26]. The odds of messages being rated as very or extremely useful were 6.6 times higher (95% CI 2.2-19.4) in the active periods than the placebo periods, signifying good acceptability for text messages.

Kuntsche and Robert [27] showed that text message reports were as accurate as reports by mail. Other teams explored perspectives concerning the appeal, acceptability, and content of text messaging in a population at risk of alcohol abuse after discharge from the emergency department [22,28], and in adolescents admitted to primary care clinics [29].

Studies also reported the use of supportive messages in substance abuse. Bedsten et al [30] compared two methods of delivery by randomizing young students to receive automated alcohol-intervention messages, either by text messaging or by email. No difference was reported regarding satisfaction with the length and frequency of the messages, regardless of the method of delivery. Similar results were reported by Gonzales et al in young people [31]. In a longitudinal study, Haug et al [32] showed decreases in the percentages of persons with risky single-occasion drinking from baseline to follow-up assessment (75.5% vs. 67.6%, \( P < .001 \)) in 364 students. A pilot study also examined the feasibility of a 12-week mobile-based aftercare program for youth (ages 12 to 24) transitioning out of community-based substance abuse treatment programs over a 90-day period [25]. A study protocol described the use of text messaging in heavy drinkers [33] in order to provide initial information about the feasibility and efficacy of mHealth interventions for improving treatment adherence in alcohol use disorders.

Schizophrenia

Seven of the 36 studies focused on a diverse range of text message interventions for patients suffering from schizophrenia or related disorders, as summarized in Table 2. Two studies proposed text message reminders as a means to improve treatment adherence in patients with schizophrenia [34,35]. Montes et al [33] performed a prospective, randomized, open-label, controlled, six-month study in 56 outpatient psychiatric centers. Participants assigned to the intervention group received daily text messages on their mobile phones for three months, reminding them to take their medication consistently. The text message said, “Please remember to take your medication”. A significant improvement in adherence was observed among patients receiving text messages compared to the control group. Pijnenbrok et al [35] also found that patients significantly improved in keeping appointments with mental health workers when sent text message reminders, and carrying out leisure activities also increased with text message reminders.

Two studies examined text message support in outpatient management of patients with psychosis [36,37]. In the study by Ben-Zeev et al [37], the objective was to assess response rates to treatment-adherence messages. Results showed high rates of prompt responses and satisfaction rates (up to 90%) toward text message interventions. Valimaki et al [36] presented a study protocol in which the patient chose the form, content, timing, and frequency of the messages.

Symptom assessment via text messaging was proposed to patients with patients with schizophrenia in three studies [38-40]. Ganholm et al [40] and Depp et al [38] presented two versions of the same project: Mobile Assessment and Treatment for Schizophrenia. Through this method, these studies were able to assess self-reported treatment adherence, the number of social interactions, and severity of auditory hallucinations over a 12-week period. Overall, both studies showed that text messaging for symptom monitoring is a feasible and effective form of intervention to alleviate symptoms in patients with schizophrenia. Ainsworth et al [39] compared two methods of assessing symptoms via mobile phone, and demonstrated that it was feasible using either text messages or native smartphone applications.

Affective Disorders

Text message interventions were proposed to patients with affective disorders, including depression and mania [41-46], as summarized in Table 2. Supportive messages are used to convey positive feelings from the caregiver to patients with affective disorders. Agyapong et al [47] sent supportive twice-daily messages to a sample of 54 patients over a 3-month period. During this period, patients in the intervention group had significantly lower scores on the Beck Depression Inventory-II than control groups (8.5, standard deviation [SD] 8.0 vs. 16.7, SD 10.3, \( P = .003 \)) [44]. Aguilera [46] also used supportive text messaging in adjunct to cognitive-behavioral therapy for depression in two English-and Spanish-native speaking populations. The findings proved the interventions were feasible and acceptable to patients and, for Spanish-speaking patients, were also related to increased feelings of being cared for.

Symptom assessment was proposed by Bopp et al [42] to assess the course of bipolar disorder symptoms through a weekly assessment with the Altman Self-Rating Mania Scale and the Quick Inventory of Depressive Symptoms-Self Report. Adherence with the procedure was high (75%) and participants more frequently reported depressive symptoms (47.7%) than manic symptoms (7%).

Eating Disorders, Suicidal Behavior, and Post-Traumatic Stress Disorder

Text messaging has also proven to be acceptable and effective in a number of other mental disorders, such as eating disorders, suicidal behavior, and PTSD. Studies regarding text message interventions in patients with these conditions are summarized...
in Table 3. Three studies aimed to determine whether text message interventions might be of use in the management of eating disorders. Robinson et al. [21] showed a low response rate to the self-monitoring procedure, suggesting that the intervention was only moderately well accepted by participants. However, Shapiro et al. [48] showed that 87% of participants adhered to self-monitoring and reported good acceptability. Bauer et al. [49] added tailored feedback to self-monitoring. In an RCT, this study reported that text messaging could support adherence to self-monitoring and reported good acceptability. However, Shapiro et al. [48] showed that 87% of participants adhered to self-monitoring and reported good acceptability. Robinson et al. [21] showed a low response rate to the self-monitoring procedure, suggesting that the intervention was only moderately well accepted by participants. However, Shapiro et al. [48] showed that 87% of participants adhered to self-monitoring and reported good acceptability.

Studies relating to PTSD management showed that text messaging is applicable for support of at-risk patients [51] and for monitoring acute symptoms [52]. Other messaging interventions were proposed to patients during routine follow-up, without targeting any specific disorder. These applications were essentially appointment reminders for outpatients [53,54] and preventive information for disadvantaged patients [55].

Table 1. Summary of text message interventions in patients with substance abuse.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Country</th>
<th>Population (sample)</th>
<th>Text messages</th>
<th>Principal outcome</th>
<th>Method, duration</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suffoletto (2011)</td>
<td>USA</td>
<td>Young adults from urban emergency departments (n=45)</td>
<td>Text messages self-monitoring</td>
<td>Feasibility of heavy drinking days and drinks per drinking days, assessment by text message.</td>
<td>Randomized comparative study</td>
<td>Feasible</td>
</tr>
<tr>
<td>Stoner et al (2012)</td>
<td>USA</td>
<td>Treatment-seeking heavy drinkers (expected n=105)</td>
<td>Medication reminders and assessment</td>
<td>Effectiveness</td>
<td>Randomized trial</td>
<td>To be published</td>
</tr>
<tr>
<td>Haug et al (2013)</td>
<td>Switzerland</td>
<td>Vocational school students (n=477)</td>
<td>Self-monitoring</td>
<td>To evaluate appropriateness</td>
<td>Longitudinal pre-post study</td>
<td>Study found reduced percentage of persons with risky single-occasion drinking from baseline (75.5%, 210/278) to follow-up assessment (67.6%, 188/278, P=.001)</td>
</tr>
<tr>
<td>Keoleian et al (2013)</td>
<td>USA</td>
<td>Methamphetamine users (n=5)</td>
<td>Self-monitoring</td>
<td>Feasibility</td>
<td>Randomized crossover pre-test pilot study</td>
<td>79% of scheduled assessment were collected.</td>
</tr>
<tr>
<td>Mason et al (2013)</td>
<td>USA</td>
<td>College students with alcohol problems (n=18)</td>
<td>Self-monitoring and supportive messages</td>
<td>Feasibility and effectiveness</td>
<td>Randomized trial</td>
<td>Text messages for alcohol abuse prevention are feasible.</td>
</tr>
<tr>
<td>Rios-Bedya et al (2013)</td>
<td>USA</td>
<td>Adolescents recruited in primary care clinics (n=29)</td>
<td>Ecological momentary assessment</td>
<td>Feasibility</td>
<td>Pilot study</td>
<td>High participation rate</td>
</tr>
<tr>
<td>Bendsten et al (2014)</td>
<td>Sweden</td>
<td>University students (n=454)</td>
<td>Self-monitoring and supportive messages</td>
<td>Satisfaction regarding text messages</td>
<td>Randomized trial</td>
<td>No difference was seen regarding satisfaction with length and frequency of messages, regardless of method of delivery.</td>
</tr>
<tr>
<td>Lucht et al (2014)</td>
<td>Germany</td>
<td>Inpatient after alcohol detoxification (n=80)</td>
<td>Information about telephone support, twice a week.</td>
<td>Controlled prospective open pilot study.</td>
<td>Pilot study</td>
<td>Feasibility and acceptability were good. Adherence was satisfactory with 57.14% of participants replying to at least 50% of prompts.</td>
</tr>
<tr>
<td>Moore et al (2014)</td>
<td>UK</td>
<td>Alcohol consumers recruited in university (n=80)</td>
<td>Self-monitoring</td>
<td>Acceptability</td>
<td>Randomized controlled trial</td>
<td>Acceptable and preferred to email conducted assessment</td>
</tr>
<tr>
<td>Rachel Gonzales et al (2014)</td>
<td>USA</td>
<td>Young participants transitioning out of substance abuse program (n=80)</td>
<td>Self-monitoring, supportive messages</td>
<td>Feasibility</td>
<td>Random</td>
<td>A significant effect of condition on primary drug use re-lapse outcomes over time was observed as measured by urine analysis.</td>
</tr>
<tr>
<td>Suffoletto et al (2014)</td>
<td>USA</td>
<td>Young adults discharged from emergency department (n=765)</td>
<td>Self-monitoring</td>
<td>Satisfaction towards text message or email contact</td>
<td>Randomized trial</td>
<td>Decreased number of binge drinking in web intervention group only</td>
</tr>
</tbody>
</table>
Table 2. Summary of studies using text messages in patients with schizophrenia and affective disorders.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Country</th>
<th>Population (sample)</th>
<th>Text messages</th>
<th>Principal outcome</th>
<th>Method, duration</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pijenborg et al (2010)</td>
<td>Netherlands</td>
<td>Patients suffering from schizophrenia with severe cognitive impairment (n=62)</td>
<td>Text message reminders</td>
<td>Improvement in functioning in daily life</td>
<td>Non-randomized controlled trial, 7 weeks</td>
<td>The overall percentage of goals achieved increased with prompting (eg, appointments). Patients enjoyed receiving the message.</td>
</tr>
<tr>
<td>Depp et al (2010)</td>
<td>USA</td>
<td>Patients with severe mental illness (n=8) in pilot study program</td>
<td>Text messages for EMA</td>
<td>Feasibility evaluation</td>
<td>Pilot study</td>
<td>Monitoring symptoms of patients suffering from severe mental illness using text messages is feasible.</td>
</tr>
<tr>
<td>Granholm et al (2012)</td>
<td>USA</td>
<td>Patient suffering from schizophrenia (n=55)</td>
<td>Self-monitoring</td>
<td>Responding rate</td>
<td>Pilot study, 12 weeks</td>
<td>Text messaging interventions are feasible and effective in patients with schizophrenia.</td>
</tr>
<tr>
<td>Maritta Välimäki et al (2012)</td>
<td>Finland</td>
<td>Patient with psychosis (protocol)</td>
<td>Text message support</td>
<td>To evaluate the impact of text messages to encourage treatment adherence and follow-up</td>
<td>Randomized trial, 12 months</td>
<td>To be published</td>
</tr>
<tr>
<td>Montes et al (2012)</td>
<td>Spain</td>
<td>Patients suffering from schizophrenia (n=254)</td>
<td>Daily text message reminders</td>
<td>Impact of text messages on adherence with antipsychotic treatment</td>
<td>Multicenter, randomized, open-label, controlled study, 3 months</td>
<td>Significant improvement in adherence</td>
</tr>
<tr>
<td>Ainsworth et al (2013)</td>
<td>UK</td>
<td>Patients with non-affective psychosis (n=24)</td>
<td>Symptom assessment via text messages or native smartphone application (EMA)</td>
<td>Compare text message based assessment strategies to native mobile texting application in terms of satisfaction</td>
<td>Randomized, repeated measure, crossover design, 3 weeks</td>
<td>A greater proportion of data points were completed with the native smartphone application.</td>
</tr>
<tr>
<td>Bebee et al (2014)</td>
<td>USA</td>
<td>Outpatients followed for schizophrenia (n=30)</td>
<td>Self-monitoring</td>
<td>To evaluate the impact of text messages on treatment adherence</td>
<td>Comparative study with random assignment in intervention groups, 3 months</td>
<td>Non-significant effect on treatment adherence</td>
</tr>
<tr>
<td>Ben-Zeev et al (2014)</td>
<td>USA</td>
<td>Patients with psychotic disorder and substance abuse (n=70)</td>
<td>Text message support</td>
<td>Feasibility and acceptability</td>
<td>Pilot qualitative study, 12 weeks</td>
<td>90% of patients found the intervention useful</td>
</tr>
</tbody>
</table>
Technological Aspects

Regarding technological aspects, text messages were sent from a web-based application or a mobile phone (see Multimedia Appendix 1). In most studies, patients were encouraged to send text messages to caregivers for monitoring purposes (25/36, 69%). In only two studies (2/36, 6%), the patients were the only individuals to send text messages. Eleven studies proposed a one-way caregiver to patient text message exchange. In some studies, mobile devices were provided to patients for the study period [40,54]. One study also used an original smartphone application to manage text messaging [39].

Discussion

Text messaging is an effective means to assess the impact of mHealth interventions in unbiased samples and in a widespread population. Only 32% of the population worldwide own a smartphone [1]. In comparison, ubiquitous access to text messaging in the general population has recently been reached, making it a much more feasible method for managing psychiatric disorders in the broadest population.

We extensively screened all published papers dealing with the use of text messaging in the field of mental health care. Despite...
recent rapid growth, this innovative approach is still at an early stage. It remains difficult to interpret research findings because of heterogeneous study designs, populations, and medical conditions. Providing a review that could effectively translate findings into best-practice methods remains impossible, as has been described in other reviews concerning mHealth [4]. We aimed to descriptively report the research that has been conducted in the past decade concerning text messaging in mental health care in terms of medical conditions, characteristics of the interventions, and outcomes.

Results from this literature review demonstrate that text messaging as a management tool for mental health has been proposed in many mental health conditions with promising results. Innovative strategies have been suggested, but there is still a lack of evidence regarding their efficacy due to the paucity of consistent RCTs. We found a growing number of initiatives toward incorporation of text messaging in existing mental health care strategies, most of which were pilot studies. The increase in the number of articles over the past decade also indicates growing interest in the topic in peer-reviewed scientific literature. In particular, the number of articles nearly doubled from 2013 to 2014. These results are consistent with the increasing use of text messaging in all fields of health care management. Text messaging is highly adaptable to any health care strategy, given that it does not interfere with pre-existing care procedures. The findings from these text messaging studies may contribute to innovation in other fields of medicine as well.

mHealth and the Emergence and Expansion of Ecological Momentary Assessment

Although there are still a number of ways in which text messaging can be improved, it is clear that there are many overarching benefits to the use of mHealth techniques in the clinical field. With increasing availability of technology such as mobile phones and smartphones, not only are new forms of clinical intervention possible, but EMA has also arisen as a powerful research tool, especially in younger populations. Self-assessment and EMA have produced promising results when used in patients with mental disorders. EMA extends the concept of self-monitoring to emphasize real-world, real-time data capture. The ability to reach out to patients on a regular basis via text messaging allows for more effective use of EMA since patients can be assessed in their natural environments, rather than in a hospital or counseling setting. This advantage allows for a more accurate and comprehensive reading of patients’ physical and mental status, thus enabling physicians to better treat patients.

However, little is known about the validity provided by the assessment. In our review, researchers often used custom assessment procedures. An interesting approach, proposed by Altman et al (2003), provides patients with a self-assessment method relying on a validated self-assessment scale. This consideration may be of importance given that other medical specialties also intend to implement EMA (eg, in diabetes and asthma management) and may face the same validity issues [5]. Migration of such methods to an automated environment requires prior validation [7].

Insight Into the Type of Text Messaging Used

Overall, text messaging was used for reminders, information provision, supportive messages, and self-monitoring. Messages were never sent as a substitute for consulting or treatment. In our review, text messaging was proposed to patients suffering from either acute or chronic conditions. Text messaging invariably provided an extension of traditional care strategies, and this extension may occur after discharge [22], in between counseling sessions, or for delivery of a preventive message to an at-risk population [32]. Even when text messaging was used to perform a single assessment, it had a positive effect on clinical outcomes [49]. This finding is an important point that highlights a common aim in mHealth strategies: the strengthening of continuity in existing care. Text messaging in mental health seems to embrace a broad panel of messaging possibilities, breaking away from an approach that would rely solely on reminders [56]. These findings may encourage initiatives in other fields of medicine to assess the impact of text messaging and all of its available features.

Managing Patient Refusal

We found that text messaging may be readily accepted, even in populations that might normally be reluctant or opposed to treatment. The attitude of patients toward mental health services is crucial to seeking help, determining pathways of care, and subsequent therapeutic commitment and adherence. In fact, mental health care services often have to deal with patient refusal. Text messaging, however, was well accepted by patients suffering from eating disorders (a population that often refuses traditional treatment), as well as suicide attempters who accepted text messaging after refusing hospitalization [57]. Similar challenges can be overcome through the use of messaging in immunization campaigns [58], insulin therapy [59], and cancer management [60]. Text messaging is able to renew the care-giving process and avoids disruptions in the patient-physician relationship. Text messaging may also be an opportunity for patients to retain access to important health information without the potential stigma associated with clinic visits.

Reduction of Social Isolation and Increased Patient Interactivity

Text messaging is also particularly useful to reduce social isolation. As with other chronic conditions, mental illness is typically associated with increased social isolation, and text messaging may be an important tool to combat this issue [61]. Social isolation can be defined as disengagement from social ties, institutional connections, and even access to care services. Traditionally, interventions that provide social support for patients with disabling conditions rely on caregivers [62] or outpatient nursing programs [63]. The mechanism for maintaining patient participation may be as simple as a weekly message asking, “How are you?” [50] or, “Thank you” messages [47]. These spontaneous forms of contact allow patients to self-report their problems to caregivers using text messages, or to seek telephone or face-to-face contact. Two-way text messaging may also allow patients to become more involved in treatment, as shown in patients with asthma or diabetes [3,4]. Overall, it is clear that text messaging can provide effective...
two-way communication and promising support to enhance patient involvement and interactivity, and ultimately to reduce social isolation.

**Limits and Recommendations**

In our study, we propose a review of mHealth interventions based on text messaging. Despite the many benefits of SMS text messaging, there are still some limitations to the use of text messages in the clinical realm, which need to be addressed. Since the inception of text messaging, other innovative mHealth strategies have been developed using recent technological advances [64]. Due to the simplicity of its content, text messaging cannot be used as a remote counseling tool, unlike other telemedicine devices [6]. However, even with a few words, a simple message can have an important impact. The content of messages is of particular importance. Some characteristics such as personalization, caring sentiments, and polite text are associated with more successful preventative messages [65].

Most texting applications in mental health share a common characteristic: they tend to enhance connectedness between patient and caregivers. This concept was introduced before the mHealth era. In a pioneer study conducted in the 1970s, Motto proposed to stay in touch with patients discharged after a suicide attempt through regular surface mail for five years [66]. This effect has been described as testimony of the concern that caregivers have for the patient’s situation. Unfortunately, we did not retrieve any studies that addressed the question of message content. Furthermore, automated sending (which was often used in the included studies) was not conducive to basic precautions regarding message content. More concern and better knowledge is required in this area.

Another limitation present throughout the studies was that baseline behaviors with regard to the use of cellular technology varied widely between population subgroups [1,67]. We found only one study that assessed the use of mobile phones before enrolment in the study [37]. Since important variations have been described depending on population subgroups, better description of the population studied could help identify which patients would most likely respond favorably to text messaging. In the general population, the desire to use mobile phones also varies depending on age [68] and gender [69]. A better description of sociodemographic patterns may also be of crucial importance in selecting the right intervention for the right subgroup. Other factors such as level of education seemed to be associated with a better response to preventive messaging [70]. Such idiosyncratic factors may help predict the effects of text messaging. Insight into these factors likely requires better assessment of baseline behaviors.

Several important ethical considerations related to the use of text messaging in mental disorders must also be considered. The matter of participant burden is one such issue. Text messaging entails a non-negligible time commitment on behalf of the participants, and some text messaging programs rely on daily, or sometimes more frequent, prompts. Studies usually last for several days [52] or months, often after discharge or between counseling sessions. Furthermore, recording participants’ daily experiences in a continuous manner is an integral part of EMA. This approach may be significantly more invasive than asking a participant to complete a retrospective questionnaire or answering a question at a traditional interview. The risk of intrusiveness into daily life is real, and yet this issue was not assessed in the articles we reviewed or in other reviews in the field [71]. Receiving a text message may also inconvenience participants who are expected to complete an EMA or read information at a moment’s notice (ie, requests may occur at inopportune times). Caregivers should ascertain that such a burden would not be detrimental to participants’ well-being, particularly when studying individuals who have recently remitted or who are in-episode.

The number of messages can also vary based on the patients’ condition and target behaviors. Some patients may need to receive weekly messages (eg, in suicide management [41]), whereas other patients may need to receive daily messages to remind them to take medication [34] or for monitoring purposes [38]. Pop-Eleches et al [72] tested both daily and weekly messages and found that weekly messages improved anti-retroviral therapy adherence whereas daily messages did not. The frequency of text messages has been described as an important factor for success, as well as failure. In reminding patients to take their medication, weekly messages were more likely to achieve adherence above 95%. Daily messages were likely to be intrusive and cause user fatigue, thereby rendering them ineffective. Further research is necessary to understand the role of timing in the efficacy of text messaging, taking into account the potential intrusiveness of such interventions.

**Conclusion**

Overall, it is clear that text messaging has numerous benefits, from extending EMA and increasing patient interactivity to improving mental health in patients with chronic conditions, and encouraging treatment in normally resistant populations. Text messages and mHealth interventions are at a crucial stage in their development, as they present a promising opportunity for innovation in medicine, especially in terms of connectedness between patients and care services. At the same time, the risk of intrusiveness linked to the entry of care services into a patient’s personal space is high. This risk should be more carefully assessed. Nevertheless, text messages allow for inexpensive and instantaneous communication between patients and clinicians, and remains the easiest way to access mHealth applications. All results could be transferred to prompting applications using smartphone technologies. Additionally, early studies suggest that text messaging may be helpful for treatment adherence. Text messaging could also be useful for other aspects of patient self-management, by enhancing social support, encouraging patients to become more proactive in health care, and providing information to enhance health and well-being.
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Abstract

Background: Online communities hold great potential as interventions for health, particularly for the management of chronic illness. The social support that online communities can provide has been associated with positive treatment outcomes, including medication adherence. There are few studies that have attempted to assess whether membership of an online community improves health outcomes using rigorous designs.

Objective: Our objective was to conduct a rigorous proof-of-concept randomized controlled trial of an online community intervention for improving adherence to asthma medicine.

Methods: This 9-week intervention included a sample of asthmatic adults from the United Kingdom who were prescribed an inhaled corticosteroid preventer. Participants were recruited via email and randomized to either an “online community” or “no online community” (diary) condition. After each instance of preventer use, participants (N=216) were required to report the number of doses of medication taken in a short post. Those randomized to the online community condition (n=99) could read the posts of other community members, reply, and create their own posts. Participants randomized to the no online community condition (n=117) also posted their medication use, but could not read others’ posts. The main outcome measures were self-reported medication adherence at baseline and follow-up (9 weeks postbaseline) and an objective measure of adherence to the intervention (visits to site).

Results: In all, 103 participants completed the study (intervention: 37.8%, 39/99; control: 62.2%, 64/117). MANCOVA of self-reported adherence to asthma preventer medicine at follow-up was not significantly different between conditions in either intention-to-treat (P=.92) or per-protocol (P=.68) analysis. Site use was generally higher in the control compared to intervention conditions.

Conclusions: Joining an online community did not improve adherence to preventer medication for asthma patients. Without the encouragement of greater community support or more components to sustain engagement over time, the current findings do not support the use of an online community to improve adherence.

ClinicalTrial: International Standard Randomized Controlled Trial Number (ISRCTN): 29399269; http://www.isrctn.com/ISRCTN29399269/29399269 (Archived by WebCite at http://www.webcitation.org/6fUbEuVoT)
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Online communities have the potential to foster feelings of social support in patients battling chronic health issues [1-3]. The management of chronic health issues falls mostly on the patient and their family and can create a sense of isolation and distress [4]. Although there is no single accepted definition of an online community, a common definition is “...a group of people who share a strong common interest, form relationships, and interact online” [1]. Some of the largest online communities for patients (as of November 2015) are MedHelp, PatientsLikeMe, TuDiabetes, and DailyStrength with millions of members [5]. Such online communities can provide valuable support, but do they also relate to better management of chronic health issues such as increased medication adherence?

**Link Between Social Support and Medication Adherence**

Medication adherence can be defined as the extent to which a patient follows medication-taking guidelines agreed on by a patient and doctor [6]. Common guidelines include medication dosage and frequency. According to the World Health Organization, adherence to asthma medicine is just 50%, representing a significant health threat including increased risk of hospitalization and death [4]. Adherence is a complex phenomenon influenced by many factors, including economic (eg, financial costs of drugs or therapies), social (eg, age, race), therapy (eg, adverse reactions to medication), and patient (eg, individual attitudes and concerns) factors [4,6].

Adherence to medication is also influenced by social support. Although many of the factors relating to adherence are difficult to influence, social support is a promising target because it may be improved through low cost interventions (eg, support groups, sponsors). In a systematic review of 122 studies published between 1948 and 2001, DiMatteo [7] found a significant relationship between social support and adherence. Studies were categorized into types of support, including practical support (eg, instrumental support, assistance, reminders, organization, support for a specific behavior), emotional support, unidimensional social support (involving multiple types of social support not separated in their measurement), family cohesiveness (eg, warmth, closeness, acceptance), and marital status and living arrangement. Patients receiving practical support were 3.6 times more likely to adhere to treatment regimens than those who were not. Risk of nonadherence was also found to be 1.53 times more likely if patients had low social support. Equivalence between online and face-to-face interventions in related fields suggests that online support could similarly provide social support and be associated with improved medication adherence [8].

**Current State of the Evidence for Online Communities: Randomized Controlled Trials**

There have been only a few randomized controlled trials (RCTs) of online communities for patients with chronic health issues [9-13]. The results of these studies have been mixed. For example, a randomized controlled trial by Richardson et al [9], found an online community for an Internet-mediated walking program did not increase participant step count, but participants randomized to the online community had greater engagement and lower rates of attrition than the control group.

Similarly, a RCT by Brindal et al [10] of an online platform for weight loss found that compared to the noninteractive control group, groups with online community features (eg, friend requests, newsfeeds, quizzes, profile pages) had greater engagement, but did not show increased weight loss or retention. A RCT by Stoddard et al [11] also found that an online community feature (a message board) appeared to increase engagement for a smoking cessation website, but this feature did not influence quit rates.

Although more broadly fitting the definition of an online community [1], we found two trials that used Facebook to evaluate the effectiveness of online communities on physical activity, and weight loss, respectively [12,13]. In a RCT to evaluate the feasibility and efficacy of a Facebook-based intervention on physical activity for young adult cancer survivors, participants were randomized to either a Facebook online community intervention condition (FITNET) or a Facebook self-care condition. Injections in light physical activity were more than 2 hours per week greater in the FITNET condition compared to the self-care condition [12]. In another trial using Facebook, students with a body mass index of 25-50 kg/m² were randomized to Facebook, a Facebook plus text messaging and personal feedback group, or a wait list. After 8 weeks, the Facebook plus text messaging and personal feedback group had significantly greater weight loss than either of the other two groups [13].

**Theoretical Framework**

We predicted that participating in an online community would lead to greater medication adherence. The theoretical underpinnings of this prediction are Social Cognitive Theory [14,15], the Theory of Planned Behavior (TPB) [16], and the stress and coping perspective of social support [17]. The effect of community website exposure [11] is also included in the theoretical framework of the intervention. According to Social Cognitive Theory [14,15], individuals can learn by observing the actions of others. If those actions produce an effect that is beneficial to the individual being observed, those actions are more likely to be imitated. It was predicted that participants observing the adherence of other patients will themselves improve adherence to inhaled corticosteroid (ICS) treatment. Participants reading other patients’ success stories regarding adherence or dealing with asthma more generally will learn from these stories and apply these lessons to their own life, improving adherence.

The TPB states that the more an individual intends to perform a given behavior, the more likely they are to perform that behavior [16]. According to the TPB, intentions to perform a behavior are based on norms, attitudes, perceived behavioral control, and influence whether a given behavior is performed through intentions. It is predicted that when patients observe self-reports of adherence and other interactions on the site, over time these observations will positively influence their attitudes, norms, and perceived behavioral control around adherence.
promoting stronger intentions to adhere and subsequent adherence behavior.

Social support has been defined as the quality and structure of an individual’s relationships; greater social support is associated with improvements in adherence to medication regimens [7]. As is predicted in the stress-buffering perspective of social support [17], the perception of having socially supportive relationships and the support that participants actually receive will reduce stress associated with adherence and asthma, improving adherence and overall health.

**Objective and Hypothesis**

Our objective was to conduct a rigorous study of the effects of participating in an online community on adherence to asthma medicine. To our knowledge, there are no previous studies of the relationship between online communities and medication adherence. Asthma was chosen as the target illness for this trial because medication adherence is often low and the incidence of chronic asthma in adults is relatively high: nearly 10% in the United Kingdom [18]. Asthma in adults is typically treated with a combination of an ICS preventer and a bronchodilator reliever. We hypothesized that adherence would be improved by participation in an online community due to processes of modeling and social support.

**Methods**

**Study Design**

In this 2-arm RCT, participants were enrolled at random into either the intervention condition, “AsthmaVillage,” an online community for patients with asthma, or the control condition, “AsthmaDiary,” an online diary for recording ICS preventer use. Intervention arm participants had access to an online community and could leave comments or see who else was online. In contrast, the control-arm participants could not read the posts of other control-arm participants or interact with other participants online. An active control was used to test the effect of the community on adherence and to prevent participants from guessing if they were in the group of interest. The study was carried out for 9 weeks, between June 24 and August 26, 2013. The trial conformed to the Consolidated Standards of Reporting Trials (CONSORT) eHealth Checklist (Multimedia Appendix 1) [19].

**Recruitment**

A total of 1833 emails requesting participants for a study on asthma management were sent out to department secretaries of the 40 largest universities in the United Kingdom by enrollment. Universities were chosen as recruitment sites because recruitment through medical centers or primary care practices in the United Kingdom requires a lengthy approvals process that can go on for many months, which was beyond the resources available for this study.

Recruitment emails were sent over a period of 10 days from June 13 to 23, 2013. Department secretaries were asked in the body of the email to forward the request to department mailing lists (Multimedia Appendix 2). The request for participants invited individuals managing their asthma with an ICS preventer to fill out an eligibility screening form and included a link to the questionnaire (Multimedia Appendix 3). Participants were also informed that on successful completion of the study they would receive a £20 (approximately US $30) shopping voucher. Successful completion of the study was defined as recording their ICS preventer use at least once per week on the site for the duration of the study.

**Eligibility Screening and Consent**

A total of 936 participants responded to the eligibility questionnaire. Participants were excluded from the study if they failed to complete the eligibility questionnaire (n=256) or baseline measures (n=228), did not have asthma (n=105), were not prescribed an ICS preventer inhaler for a weekly regimen of at least one dose per week (n=87), failed to complete informed consent (n=35), or had previously participated in the pilot study (n=9). After screening, a total of 251 participants were eligible for study inclusion. See Figure 1 for details.

Participants were automatically taken to the information sheet (Multimedia Appendix 4) and were asked to provide informed consent (Multimedia Appendix 5). In all, 35 participants refused to provide consent and were eliminated from the study, leaving 216 eligible participants. Participants were then randomized to the diary (n=117) and online community (n=99) conditions. Randomization occurred through a random number generator [20], yielding two unequal groups. The experimenters then manually separated the two lists and emailed both groups log-in instructions.

The online screening survey was administered through Qualtrics [21], a subscription-based online survey software suite.
Baseline Measures

Baseline measures were included as part of the eligibility screening. Participants completed an online survey (Multimedia Appendix 6) that included questions about gender, age, previous social networking use, and prescriptions.

Preventer adherence in both conditions was self-reported using the 6-item Simplified Medication Adherence Questionnaire (SMAQ) [22] (Multimedia Appendix 7), a common, validated measure of medication adherence. A self-report measure of medication adherence was used because this study was designed to be low cost, feasible, and widely geographically distributed in the United Kingdom. Furthermore, questionnaires can have a high concordance with more expensive objective measures, such as electronic counters [23]. In the questionnaire, the SMAQ refers generally to all medicine. For example, the first item of the SMAQ is “Do you ever forget to take your medicine?” For this study, all instances of the word “medicine” were changed to “asthma preventer medication.” This small change was unlikely to have affected the measure.

The SMAQ was then recalculated with dichotomous scoring of all variables (more than two missed uses was treated as nonadherent) and by reverse scoring of item 4 of the SMAQ (“Thinking about the last week, how often have you not taken your asthma preventer medicine as prescribed?”). The rescored SMAQ formed a reliable measure (Cronbach alpha= .72); therefore, a mean across all completed items was computed. If there were two or fewer completed SMAQ items for an individual, the score was treated as missing (ie, no value was given) and these individuals were excluded from the analysis involving this variable. Replacing missing values with imputed values did not substantively alter the reported findings.

Pilot Study

Previous to this trial, a small pilot study (N=8) was conducted to gather qualitative feedback on the usability of the online community. The online community was created using WordPress [24], an open-source content management system, and BuddyPress [25] social networking features (Multimedia Appendix 8). There were three primary intervention components: (1) a home page that displayed all site activity in a rolling status board, (2) a group diary for posting preventer use, and (3) a profile page. The intervention was developed and adapted based on feedback collected during the pilot study. No additional feedback was collected during the trial.

The pilot study ran for 31 days. Participants were required to post their preventer use weekly in the online community. At the end of the study, participants were sent a questionnaire with short-answer items regarding the usefulness and usability of the site. Participants reported that they found the social support features of the intervention useful in connecting with other asthma patients, but found that after the first few weeks it was...
difficult to become engaged with the site because the number of active conversations diminished.

The results of the pilot study influenced the development of the final intervention administered during the RCT. The main finding from the pilot study was that participants found it difficult to engage with the site because of the lack of activity. With only eight members, participant conversations fell off rapidly and little discussion was observed after the first week. Participants reported logging into the site to report their medication usage and then logging out right after with little else happening on the site to engage them. However, most of the participants reported that hearing about other asthma sufferers’ experiences and having a forum to ask questions about asthma was useful. To more directly engage participants, a separate site section dedicated to questions about asthma was created for the RCT.

Additionally, participants reported often failing to remember to log in to AsthmaVillage, which likely also affected site usage. Therefore, for the RCT we decided to implement a system of automated, weekly reminder notifications. This automation was accomplished with MailChimp, an email marketing software tool.

**Intervention**

Like the pilot, the online community was created using WordPress and BuddyPress. In addition to the three features mentioned in relation to the pilot study, a fourth feature was added based on the results of the pilot and the need to increase engagement: a page for posting questions and answers about asthma.

The main actions participants could take on the online community were reporting their preventer use and writing posts, comments, or questions. Questions and comments needed to be answered by the community members themselves because there was no experimenter intervention once the trial had begun. The only feedback patients could receive during the trial was from other patients themselves because this intervention was optimized for implementation at scale and at low cost. This trial attempted to understand the value of an online community, implemented without the added support of a community manager to engage members. The intervention was developed to be accessible by smartphone Web browsers as well as by desktop versions.

The effect of membership in the online community is dependent on the extent members use the website of the online community itself. As previously mentioned, site engagement was a barrier for participants in the pilot study. In order to create a website that was more engaging, we created a site discussion section dedicated to posting questions and answers regarding asthma. Such features have been shown to be beneficial to engagement in previous studies [9].

**Control**

The control condition comprised an online diary, AsthmaDiary. The online diary was created using Google Forms. A single-item survey was created (Multimedia Appendix 9): “How many times did you take your preventer?” Participants randomized to the control condition could then input the number of puffs and, after entering their unique personal identification number (PIN), hit “submit.” Because participants did not need to log in with a username to fill out the form, participants used a PIN that allowed their posts to be identified by the researcher. Participants in the control condition could not see the posts of the other participants or otherwise know that there were other participants posting in their condition.

**Follow-Up Measures**

Follow-up measures were taken 9 weeks postbaseline. The SMAQ was also used to measure ICS preventer adherence at follow-up (SMAQ-T2) and scored in an identical fashion. The SMAQ-T2 formed a reliable measure (Cronbach alpha = .69) and mean scores were computed across all completed items. Missing values were assigned to any participant with fewer than two filled-out SMAQ-T2 items. Intention-to-treat (ITT) analyses used SMAQ-T1 means carried forward to follow-up for participants who did not complete the follow-up SMAQ-T2 measures.

Site activity was measured by producing counts of comments and posts by user and week. Comments were exported from the WordPress content management system and categorized into the following groupings: “preventer posts” (posts that were self-reports about preventer use), “posts about symptoms” (posts made by users about their asthma symptoms), “questions about asthma” (questions about asthma embedded in a comment or post, or standalone), “answer or reply comments” (answers or comments left by users to posted questions), and “nonanswer comments” (comments or statements left by users that were neither about symptoms or supporting another user). Posts or comments were categorized at the sentence level because longer posts or comments often had statements about symptoms and follow-up questions in the same post.

Participants in both conditions were instructed to report their preventer use on their assigned website each time they used their preventers over a period of 9 weeks. The extent that participants adhered to these directions was calculated (site adherence). The total number of preventer puffs (total puffs) each participant reported taking in each week was divided by the total number of preventer puffs prescribed in a given week (daily total number of puffs prescribed in 1 day multiplied by 7). This calculation produced a score of weekly site adherence for each participant. Thus, if a participant logged their preventer use every time they were prescribed to use their preventer, their site adherence would be 100%. The mean adherence across each of the 9 weeks was calculated, forming an overall score of adherence to the site (site adherence).

**Procedure**

After randomization, participants were emailed instructions on how to use their site (Multimedia Appendices 10 and 11). Participants were then prompted to log in to their respective websites. Before logging in, participants created a username and password for their sites. Participants randomized to the diary created a PIN that they were required to input whenever they posted preventer use. Participants in both conditions were quasi-anonymous. Registration required an email confirmation.
It was not possible to determine whether an individual operated multiple accounts on AsthmaVillage or the online diary. Account passwords were screened by the experimenters for duplicates in an attempt to mitigate this possibility.

During the trial, an automated weekly email was sent to participants indicating which week the trial was on (eg, week 6 of 9) and with a reminder to post their preventer inhaler use (Multimedia Appendix 12). At the end of the study, participants were emailed instructions (Multimedia Appendix 13) on how to complete the follow-up measures.

Participants who completed the study and posted on their site at least one a week were mailed a £20 (approximately US $30) shopping voucher for participation (n=82). Participants who completed at least the baseline and follow-up measures were mailed a £10 (approximately US $15) voucher (n=23). This approach was taken to allow as many participants as possible an opportunity to fill out the follow-up questionnaire and reduce bias in the sample.

**Statistical Analysis**

**Sample Size Calculation**

Based on an expected medium effect size ($d=.5$), an alpha of .05 (1-tailed), and power of 80%, we calculated that a total of 102 participants would be needed to complete the study. A medium effect size was justified based on the review by Webb et al [26], which found that greater use of theory in Internet interventions was associated with larger effect sizes. For example, use of the TPB was associated with a medium-sized effect ($d=.5$) in this review [26].

In the few RCTs of online communities, attrition varied considerably. We assumed a 50% dropout rate and, thus, aimed to recruit double the number of participants the power analyses suggested were required.

**Analysis**

First, descriptive statistics were calculated for all variables (gender, age, total puffs, site adherence, SMAQ-T1, SMAQ-T2, and SMAQ-T2 ITT) and examined across the whole sample and for each condition to ensure the measures were normally distributed.

Next, we examined the effect of condition on outcome variables. Multivariate analysis of variance (MANOVA) was used when variables were not measured at baseline (total puffs and site adherence). Multivariate analysis of covariance (MANCOVA) was used when variables were also measured at baseline (SMAQ) with the baseline score being the covariate.

Statistical analyses were conducted using SPSS version 20.0 (IBM Corp, Armonk, NY, USA).

**Human Participants and Trial Registration**

The University of Leeds, School of Psychology Ethics Committee approved this study (ethics reference number 13-0096). All participants gave online consent. The details of the trial were made public in advance (ISRCTN trial registration number: 29399269).

**Results**

**Attrition**

Of the 216 participants who met our inclusion criteria, only 103 participants fully completed the study, 64 (62.1%) of these were from the control arm. Of the 99 participants allocated to the intervention arm, 82 created a username and password (83%). A chi-square test indicated that dropout was higher in the intervention condition (60/99, 61%) than the control condition (53/117, 45.3%; $\chi^2=5.0, P=.03$).

We also tested whether the sample who completed the study were representative of the initial sample on baseline measures of gender, age, and SMAQ-T1. MANOVA revealed a significant difference between groups (Wilks’ lambda=0.944, $F_{3,212}=4.190$, $P=.007$). Examination of the univariate effects revealed significant effects for SMAQ-T1 ($F_{1,214}=4.48$, $P=.04$) and gender ($F_{1,214}=7.20$, $P=.008$), but no effect for age ($F_{1,214}=0.72$). On average, completers scored higher on the SMAQ-T1 (mean 1.49, SD 0.30) than noncompleters (mean 1.40, SD 0.27). Higher SMAQ scores indicate lower preventer adherence. Study completers were also more likely to be female (79.6%, 82/103) than noncompleters (61.1%, 69/113).

Our attrition analyses indicated that the sample completing the study was not fully representative of those starting the study; therefore, our analyses based on completers should be treated with caution.

**Descriptive Statistics**

Participants were mostly women and although ages ranged from 18 to 64 years, the average participant was in their late twenties (Table 1). There was generally an even mixture of adherent and nonadherent participants. Table 1 also shows that, in general, the control and intervention arms showed few differences except in relation to site adherence measures.
Table 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total N=216</th>
<th>Control n=117</th>
<th>Intervention n=99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>28.1 (9.7)</td>
<td>28.8 (10.1)</td>
<td>27.2 (9.2)</td>
</tr>
<tr>
<td>Gender, n (%), Male</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64 (29.6)</td>
<td>35 (29.9)</td>
<td>29 (29.3)</td>
</tr>
<tr>
<td></td>
<td>151 (69.9)</td>
<td>82 (70.1)</td>
<td>69 (69.7)</td>
</tr>
<tr>
<td>Gender, n (%), Female</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>29 (29.3)</td>
<td>35 (29.9)</td>
<td>64 (29.6)</td>
</tr>
<tr>
<td>Self-report adherence, mean (SD)</td>
<td>1.45 (0.29)</td>
<td>1.48 (0.30)</td>
<td>1.41 (0.27)</td>
</tr>
<tr>
<td>SMAQ-T1</td>
<td>1.48 (0.28)</td>
<td>1.49 (0.29)</td>
<td>1.46 (0.28)</td>
</tr>
<tr>
<td>SMAQ-T2</td>
<td>1.44 (0.28)</td>
<td>1.46 (0.29)</td>
<td>1.42 (0.26)</td>
</tr>
<tr>
<td>SMAQ-T2 ITT</td>
<td>1.42 (0.26)</td>
<td>1.46 (0.29)</td>
<td>1.44 (0.28)</td>
</tr>
<tr>
<td>Site measures, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site adherence</td>
<td>18.35 (21.98)</td>
<td>25.53 (25.63)</td>
<td>9.22 (10.87)</td>
</tr>
<tr>
<td>Total puffs</td>
<td>42.32 (50.40)</td>
<td>54.49 (58.01)</td>
<td>21.20 (20.80)</td>
</tr>
</tbody>
</table>

*a* For SMAQ-T2, total n=104, control n=64, and intervention n=40.

*b* For site adherence, total n=134, control n=75, and intervention n=59.

*c* For total puffs, total n=134, control n=85, and intervention n=49.

**Primary Outcomes**

MANCOVA indicated no condition effects on the SMAQ scores (Wilks’ lambda=0.998; $F_{1,96}=0.176$, $P=.68$). For this analysis, 104 participants were included, with 64 in the control and 40 in the intervention groups. When based on ITT analyses, MANCOVA also indicated no condition effects for the SMAQ, with 117 participants in the control and 99 participants in the intervention groups (Wilks’ lambda=1.000; $F_{1,207}=0.011$, $P=.92$). MANOVA for variables not measured at baseline (site adherence, total puffs) revealed significant differences for condition (Wilks’ lambda=0.922; $F_{2,114}=4.835$, $P=.01$). Examination of the univariate statistics revealed significant differences for both site adherence ($F_{1,91}=6.635$, $P=.01$) and total puffs ($F_{1,91}=9.400$, $P=.003$). Examination of the means revealed that these differences reflected the higher levels of site adherence and total puffs in the control compared to the intervention condition (Table 1).

**Site Activity Via Community Posts and Comments**

Examination of site activity via the posts and comments created by users during the 9 weeks suggested that the majority of site activity were self-reports of asthma preventer use (Figure 2). Of the 99 participants allocated to the intervention condition, 83 created a username and password.

Of the 861 comments or posts left by users on AsthmaVillage (intervention condition), 754 (87.6%) were preventer posts (eg, “2x preventer” and “1x symbicort”). Looking at the remaining comments or posts, 7.1% (61/754) were posts about symptoms (eg, “Got my preventer back, asthma has been quite uncontrolled this past week” and “No need to take my Ventolin today, feeling good...”). 1.9% (16/754) were questions (eg, “Has anyone taken Singular? I’ve heard it’s good as a preventer and for allergies. I’ve been on fexofenadine for years and it’s starting to lose effectiveness. It would be great to take a tablet that would replace my antihistamine and my symbicort…” and “I have a question about asthma reviews at the doctor. They chase me to come every 6 months, but nothing has ever changed [I’m 35 and have had asthma since I was 5, so I’m pretty good at managing it myself by now]. I don’t really understand the point of the review—if my symptoms get worse I will go to the doctor, but if it’s well managed why do I still need to go every 6 months? Does anyone else find these reviews useful? Is there something I can do to get more out of them?” and “[I’m self-regulating my dosage at the moment and my symptoms are almost nonexistent during summer. I was wondering if it’s better to keep taking the preventer two puffs a day, or to stop the preventer and just use reliever before exercise? Anyone know?]”). 1.7% (15/754) were answer comments (eg, “Hi, I have the same experiences. Nothing has changed in 20 years and it feels like a waste of their time. I’m keen to know if there’s anything I can do to get more out of them too.” and “Since I’ve been with my current GP I’ve had only annual reviews [and they are useful in that the preventer was altered from a pure steroid to include a long acting broncho-dilator that’s rendered Ventolin seldom used].”), and 1.7% (15/754) were nonanswer statements (eg, “Finally managed to pick up my preventer inhaler today after far too long without it.” and “I’ve got a cold...”). In all, 33 of 82 participants (40%) posted something on the site that was not purely a preventer post (ie, posts about symptoms, questions about asthma, answer or reply comments, nonanswer comments), and there were a mean 3.24 (SD 0.94) nonpreventer posts over the 9 weeks of the intervention. Eight of 82 participants (10%) explicitly asked questions of the community and tended to post more frequently (mean number of nonpreventer posts in this subgroup was 5.38, SD 3.50).
Site Adherence Over Nine Weeks

Further detailed examination of the weekly site adherence means over the 9 weeks of the intervention indicated a substantial difference between conditions in adherence. This was particularly apparent at week 1, with 41.7% adherence in the control condition compared to 11.3% site adherence in the intervention condition. Figure 3 shows that site adherence was most different between groups at week 1, but fell at a much greater rate across weeks in the control compared to the intervention condition. Site adherence was relatively consistent across weeks in the intervention condition.

Figure 2. Comments and posts by type over nine weeks.

Figure 3. Change in site adherence over nine weeks by condition.
Discussion

Summary of Principal Results

This RCT examined whether being part of an online community would improve self-reported preventer adherence. We anticipated that through the mechanisms of role modeling, social support, and website exposure the intervention compared to the control condition would increase adherence. However, contrary to expectations, being part of an online community for asthma patients for 9 weeks failed to increase self-reported medication adherence to ICS preventer therapy compared to a control diary condition (P=.68). In addition, there was significantly lower site adherence in the intervention condition than in the control condition (P<.001), even from the first week of the intervention (Figure 3).

Study condition also predicted attrition. Participants were less likely to complete the study if they were randomized to the intervention compared to control condition (P=.03). Further examination of this data indicated that both baseline adherence as assessed by SMAQ scores (P=.04) and gender (P=.008) were related to attrition with study completers being more likely to be women (79.6%, 82/103 vs 61.1%, 69/113) and less likely to be adherent to asthma preventer medication at baseline than noncompleters (mean 1.49, SD 0.30 vs mean 1.41, SD 0.27). This finding can perhaps be explained by the site being more useful for people struggling with asthma preventer adherence and less so for people without problems. Such an interpretation would be consistent with Magnezi et al [3] and their study of patient activation or the extent individuals are able to manage their own health care. These authors found a negative relationship between patient activation and perceived usefulness of a website because taking a less active role in one’s own medical care predicted higher website usefulness.

Recruitment and Attrition

Of the 936 participants who began the eligibility and baseline screening forms, 48.3% (452/936) completed them and, after exclusions, 23.1% (216/936) were randomized to condition. It is not unusual for Web-based studies of online communities to have a large number of participants dropout between screening and randomization. For example, Richardson et al [9] had 880 signups, but after dropouts and exclusions, only 324 were randomized. It is also possible that given the number of question items and forms that needed to be completed to be eligible for the study, participants who were initially attracted by the monetary reward became discouraged and failed to continue.

Of the 216 participants who began the trial, 103 (47.7%) completed the 9-week study. Attrition was within the typical range described by other online community RCTs [9-13] and reviews of the literature for midsized trials [26]. However, it is difficult to make comparisons because these RCTs are so different in design and virtually none tested the effectiveness of the online community as a standalone intervention as in this study.

Primary Outcomes

The online community did not improve self-reported preventer adherence (SMAQ) compared to the control. This finding is consistent with findings by Eysenbach et al [27] that virtual health communities were not associated with improved health outcomes and, more recently, Richardson et al [9] or Brindal et al [10] that found membership in online communities had no effect on behavior change. The evidence from these trials and the one reported here would suggest that joining an online community intervention is not associated with improved health behavior.

Site Activity Via Community Posts and Comments

Analysis of the comments and posts indicates that the online community was primarily used for posting asthma medication use (Figure 2). This is not entirely unexpected because posting ICS preventer use was the only requirement for the study. However, more than 100 (12%) of the 754 posts were nonpreventer and 40% (33/83) of the community could be considered as “nonlurkers.” Within the context of online health communities, “lurkers” are individuals who do not participate in posting [28]. Because these members posted something other than a preventer post, which was a study requirement, these members met the criteria for nonlurkers. Studies indicate lurking to be highly variable, between 0 and 99% [29]. Nonnecke and Preece [29] found a mean 45.5% of lurkers in online health communities. Research indicates that both lurkers and nonlurkers can receive benefits from online health communities [30]. Overall, the present online community did foster interaction between participants (eg, questions, answers to questions, posts about symptoms) and there existed a reasonable ratio of lurkers to nonlurkers.

Site Adherence Over Nine Weeks

Beginning in the first week of the study, there was a significant difference between conditions for site adherence. One possible explanation could be that participants did not like posting their preventer use in an online community compared to the participants posting in an online diary. Perhaps these participants felt worried or uncomfortable posting this information publicly even though their identity was anonymized. On the one hand, an online diary could maintain a sense of privacy; on the other hand, the more rapid decline in posting in the diary condition might be explained by a lack of engagement over time. Engagement remained fairly consistent in the online community perhaps because of the presence of other members. Such an explanation would also be consistent with the findings of Richardson et al [9], in which an online community was found to reduce attrition to an Internet-mediated walking program, but did not increase walking step count.

Study Strengths and Weaknesses

This study had a number of strengths and weaknesses. In relation to strengths, this study tested the effect of membership in an online community as a single intervention component in a RCT; RCTs are the gold standard for determining the effect of an intervention on an outcome. Second, previous studies have also attempted to influence the member activity of online communities through various time-intensive posting strategies, possibly confounding their results [9,27]. In contrast, this study did not attempt to influence participation beyond the weekly reminders sent to participants in both conditions. Outside of a
research context, it is improbable that organizations seeking to enhance health behaviors would divert considerable resources toward encouraging participation. As such, this study represents a test of a deliverable intervention. Third, the inclusion criteria for participation were broad, primarily requiring that patients be prescribed an ICS preventer for daily use. This increases the generalizability of the findings to a large percentage of individuals with asthma.

In relation to weaknesses, the only validated measure of adherence was a self-report measure. A self-report measure was chosen to facilitate the aims of this study, which was to deliver an intervention at low cost across a geographically widespread group of participants in the United Kingdom. Several studies have shown that self-report measures of adherence can be unreliable [31,32]. However, in an analysis of 86 published studies using both self-report and non–self-report measures, Garber et al. [23] found that self-report questionnaires and diaries were the most highly concordant with electronic measures (75% agreement).

Second, previous RCTs of online communities [9-13] have involved multiple components beyond the community itself to influence health behavior change. As such, these studies are unable to isolate the effectiveness of a single component compared to another, making it difficult to determine causality of the reported effects. Although it was a deliberate choice to test only a single component for this study, reliance on a single component also made this intervention more susceptible to failure. Similar to the pilot study, it may be that when the online community was unable to foster sustained engagement, participation dropped off.

Third, the measure site adherence should also be interpreted with caution. It is not an objective measure of actual preventer adherence, but more likely a measure of adherence to the study reporting instructions. It is possible that actual preventer adherence was different from that reported by participants on either site. Such an explanation would be supported by the SMAQ-T2 ITT and SMAQ-T2 means (Table 1), which indicated that there were no significant differences in self-report adherence for either condition at follow-up.

Finally, because universities were chosen as recruitment sites, it is possible that individuals associated with universities (eg, teachers, students, staff) are more likely to have the type of economic and social stability that may be associated with better adherence, self-reported or otherwise. This may affect generalizability because the most poorly controlled asthma patients may not be well represented in our sample.

**Future Directions**

The present findings indicate that a “pure” online community does not improve self-report medication adherence. Future research may wish to experiment with multiple levels of engagement with an online community. For example, researchers may have a pure community in the comparator and a community with a virtual coach in the intervention condition. Automation and machine learning could also be used predict compliance and offer different levels of automated support, such as notifications on relevant content or reminders to take medication. These types of community interventions might be better tailored to individual participants with varying levels of adherence or different attitudes around asthma and compliance. Although we believe assessing the independent value of an online community component is an important step for online health community research, without enough participants to sustain long-term discussion, pure community interventions are likely to fail. Thus, additional patient-tailored components can offer more value to patients and possibly sustain engagement over longer periods of time.

Because self-report measures of adherence are sometimes unreliable, future studies may wish to also invest in a mechanical or digital measure of adherence able to provide objective ICS preventer data that can be compared against self-report measures such as those employed here.

**Conclusions**

An online community did not improve self-reported adherence to asthma preventer medicine. Surprisingly, participants were much more adherent in posting inhaler use in the control condition than the intervention condition, although it appeared that this difference between conditions attenuated over time. Without greater community support beyond the existence of the community itself, it does not seem that an online community alone can improve adherence. However, our analyses of attrition suggest that online communities may be more useful to patients with poor asthma adherence than patients with good adherence.
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Abstract

Background: Both men and women are vulnerable to weight gain during the college years, and this phenomenon is linked to an increased risk of several chronic diseases and mortality. Technology represents an attractive medium for the delivery of weight control interventions focused on college students, given its reach and appeal among this population. However, few technology-mediated weight gain prevention interventions have been evaluated for college students.

Objective: This study examined a new technology-based, social media-facilitated weight gain prevention intervention for college students.

Methods: Undergraduates (n =58) in two sections of a public university course were allocated to either a behavioral weight gain prevention intervention (Healthy Weight, HW; N=29) or a human papillomavirus (HPV) vaccination awareness intervention (control; N=29). All students were enrolled, regardless of initial body weight or expressed interest in weight management. The interventions delivered 8 lessons via electronic newsletters and Facebook postings over 9 weeks, which were designed to foster social support and introduce relevant educational content. The HW intervention targeted behavioral strategies to prevent weight gain and provided participants with a Wi-Fi-enabled scale and an electronic physical activity tracker to facilitate weight regulation. A repeated-measures analysis of variance was conducted to examine within- and between-group differences in measures of self-reported weight control practices and objectively measured weight. Use of each intervention medium and device was objectively tracked, and intervention satisfaction measures were obtained.

Results: Students remained weight stable (HW: −0.48±1.9 kg; control: −0.45±1.4 kg), with no significant difference between groups over 9 weeks (P =.94). However, HW students reported a significantly greater increase in the number of appropriate weight control strategies than did controls (2.1±4.5 vs −1.1±3.4, respectively; P =.003) and there was no increase in inappropriate weight control behaviors (P =.11). More than 90% of students in the HW arm opened the electronic newsletters each week, and the average number of Facebook interactions (comments and likes) per student each week was 3.3±1.4. Each self-monitoring device was initialized by 90% of HW students. On average, they used their physical activity tracker for 23.7±15.2 days and their Wi-Fi scale for 14.1±13.1 days over the 9 weeks. HW students rated the intervention favorably.

Conclusions: The short-term effect of this technology-based weight gain prevention intervention for college students is promising and merits evaluation over a longer duration to determine whether engagement and behavioral improvements positively affect weight outcomes and can be maintained.

Introduction

Young adulthood represents a period in which weight gain and the onset of obesity are common [1,2], and these patterns are associated with an increased risk of chronic diseases and mortality [3-5]. The phenomenon of weight gain among college freshmen in particular is well known, with one recent meta-analysis reporting increases in weight ranging from 0.73 to 3.99 kg and an average weight gain of 1.74 kg among studies which objectively measured students’ weight [6]. Furthermore, weight gain continues throughout the full college period, and both men and women are vulnerable to this pattern [7-10]. Of note, an estimated one-third of college students are overweight or obese [11]. These facts are especially concerning given that college represents a critical transition when young adults begin to make independent decisions about a range of personal choices, including lifestyle behaviors [1]. The physical activity and dietary patterns they adopt—the two key lifestyle factors influencing weight [12]—will likely track into adulthood [1]. It is evident that the college years present a prime target period in which effective weight management should be promoted in an effort to shape the future health and well-being of a large number of individuals.

Technology offers an attractive platform for behavioral weight control interventions targeting college students because it is both familiar and appealing to young adults. The vast majority of college students regularly use the Internet (99%) [13] and mobile phones (80%) [14] to access information and connect socially, particularly through social networking platforms. Most college students (80%) use online social networks [13]; Facebook is the most widely used social networking platform among individuals aged between 18 and 29 years [15]. Furthermore, advanced technologies, such as “wearables” (eg, electronic physical activity trackers) and electronically-enabled health monitoring devices (eg, Wi-Fi body weight scales), are increasingly available and hold promise for managing weight [16-18]. These technologies provide opportunities for both collecting objective data and delivering intervention components in real-time, bringing interventions to the setting in which behaviors occur.

Interventions to promote healthy diet [19-23], physical activity [24-28], and weight control [29-33] among college students have shown potential. However, only a small number of studies have evaluated the effectiveness of technology-based interventions designed specifically for weight gain prevention among college students [34-36], and the findings from these studies have been mixed. There is a clear need for the continued development and evaluation of technology-based weight gain prevention interventions targeting college students. Indeed, in a recent review of the limited body of research on weight gain prevention interventions in college students, Laska et al [37] called for the further design and evaluation of interventions that capitalize on the crucial influences of technology and social networks for this population. Importantly, no healthy weight interventions targeting college students have sought to harness the joint capabilities of advanced technological monitoring devices and online social networks. The purpose of this study was to examine a novel, technology-mediated weight gain prevention intervention for college students.

Methods

Study Design and Procedures

This controlled, quasi-experimental study recruited undergraduates enrolled in two sections of an advanced health communication class at a public university in the Southeastern United States. Baseline questionnaires were administered via a secure website (Qualtrics, Provo, Utah), and anthropometric data were collected in-person by the study staff. Both classes received an 8-session, technology-mediated health promotion intervention that provided health education and facilitated social support, delivered over 9 weeks. Classes were randomly allocated by a coin toss to either (1) a behavioral weight gain prevention intervention (Healthy Weight, HW) or to (2) a human papillomavirus (HPV) vaccination awareness intervention (control). Each health promotion intervention served as a control for the other. This study design allowed for the simultaneous implementation and evaluation of interventions centered on two areas of health promotion that are particularly relevant to college students.

The HW intervention focused on weight gain patterns among college populations and long-term risk for obesity-related chronic diseases, as well as behavioral strategies to maintain weight and avoid obesity. Participants in the HW intervention were given a Wi-Fi-enabled scale (Aria; Fitbit Inc., Boston, MA) and an electronic physical activity tracker (Fitbit Zip; Fitbit Inc., Boston, MA) to facilitate weight regulation. Participants in both interventions were emailed weekly electronic newsletters targeting relevant content and enrolled in separate, private Facebook groups. These groups served as an additional channel for the delivery of intervention content, as well as promoted interaction between fellow group members, facilitated by study counselors. The control condition did not include any healthy weight-related behavior change elements. The interventions were matched for intervention duration and structure, as well as the number of newsletters and planned Facebook content postings. Newsletters were sent automatically via email using MailChimp (Rocket Science Group, LLC, Atlanta, GA), which allows prescheduling of distribution and also tracks who opens the newsletter link; both groups received newsletters on the same schedule. Posttreatment questionnaire data and body weight measurements were obtained 9 weeks after intervention initiation. Detailed descriptions of specific measures administered are given below. Primary outcomes for the HW intervention described here were change in body weight and in self-reported weight control behaviors. The Institutional Review Boards at both the College of Charleston and University of South Carolina approved the study.
Participant Recruitment and Eligibility

Email invitations outlining the study and eligibility criteria were sent to students enrolled in the targeted courses. Each student could voluntarily elect to either participate in the study as a course assignment or engage in an alternative course activity. To be included, students were required to be registered for the course, have access to the Internet via a computer and/or mobile device, and be willing to use their existing email address and Facebook account, or establish a new email address and Facebook account, for the study. Students were also required to provide informed consent on a secure website.

Healthy Weight Intervention

The HW intervention was based on the social cognitive theory (SCT) [38] and content was adapted from the Diabetes Prevention Program Lifestyle Intervention [39] and technology-mediated behavioral weight control programs [18,40,41]. The content was delivered by weekly electronic newsletters and Facebook postings coupled with technological tools that provided objective data on physical activity and body weight. Participants were encouraged to weigh themselves daily using the Wi-Fi scale provided and to track their weight over time using the affiliated website or mobile app. The rationale for daily weighing was provided and a self-regulation approach to promote weight maintenance and stability by initiating suitable weight management behaviors when body weight increased [18,42] was advocated. Daily self-weighing has been shown to facilitate weight loss and maintenance [43,44], with no evidence of harms associated with the practice [45,46].

Participants were given methods to identify their current weight status and information that directed those who might be overweight to engage in more focused weight management efforts, whereas those who were not overweight were instructed to focus their efforts on making their dietary intake and physical activity levels healthier while maintaining their current weight.

A key strategy for promoting healthy weight and fostering positive lifestyle habits was to emphasize increased physical activity. The electronic physical activity tracker provided personalized and real-time objective feedback on steps taken and miles walked, as well as cumulative personal reports on activity level, via the associated website and mobile app. Participants were given graded goals to increase their steps to at least 10,000/day [47] and suggestions were offered about how to use the feedback from the tracker to set proximal goals and stay motivated. Campus walking routes and university gym hours were provided in lesson materials to facilitate adoption of increased physical activity.

Healthy dietary intake patterns were addressed in the intervention, and behavioral strategies for improving diet quality were offered. Facebook posts and newsletters focused on building social support for selecting more fruits and vegetables, lower-fat dairy products, and lower-calorie and/or more nutrient-dense snack options, as well as validating a social norm around eating a healthier diet. However, no specific calorie goals or food patterns were prescribed.

Lesson content focused on themes relevant to college students engaged in healthy weight regulation (Table 1). Each lesson was tailored specifically for the campus, with examples of locations or events that promoted physical activity and tips on healthy food choices in the dining halls and local restaurants. In addition, study personnel posted at least five posts each week to the private Facebook message board. Posts were scheduled to allow automatized distribution using a social media management tool (Hootsuite Media Inc., Vancouver, BC, Canada). Study investigators moderated the Facebook page, providing answers to questions or stimulating interaction, as appropriate. The posts were designed to cultivate a social climate norming for healthy behaviors. These types of messages have been shown to stimulate discussion more effectively during social media–delivered weight loss interventions [40].

Intervention activities (reading the newsletters and interacting on Facebook) were intended to take approximately 30 min/week in total. The program spanned a 9-week period during the spring semester, inclusive of spring break.

Table 1. Lesson topics delivered via electronic newsletters and Facebook posts.

<table>
<thead>
<tr>
<th>Session</th>
<th>Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction to Healthy Weight intervention, setting up monitoring devices, and on-campus resources</td>
</tr>
<tr>
<td>2</td>
<td>Energy balance, self-monitoring, goal setting, and overcoming barriers</td>
</tr>
<tr>
<td>3</td>
<td>Nutrition and healthy dietary intake practices</td>
</tr>
<tr>
<td>4</td>
<td>Physical activity benefits and recommendations</td>
</tr>
<tr>
<td>5</td>
<td>Healthy eating and physical activity specific to the university setting</td>
</tr>
<tr>
<td>6</td>
<td>Sugar sweetened beverages, dining out, stress, and alcohol</td>
</tr>
<tr>
<td>7</td>
<td>Relapse prevention and social support</td>
</tr>
<tr>
<td>8</td>
<td>Overview of healthy weight control practices</td>
</tr>
</tbody>
</table>
Control Intervention

The control group received a HPV vaccination awareness intervention with similar elements to those implemented in the HW intervention. In brief, the control intervention was intended to increase knowledge about the health consequences of HPV and the benefits of the vaccination series, which can prevent certain types of HPV. Over the 9-week period, 8 electronic newsletters, featuring content related to the risks associated with HPV and the benefits of the vaccination series, as well as identifying barriers to vaccination and strategies to overcome these barriers, were delivered. A separate, private Facebook group with five or more posts each week, that was facilitated by the research staff, was also offered to provide relevant information, to build social support for completing the full vaccination series, and to create favorable social norms around HPV prevention through vaccination. The control intervention was matched in duration and contact schedule to the HW intervention, but did not include weight management content or any information on physical activity or healthy diet, and these participants were not provided with any monitoring devices.

Measures

All measures were obtained at baseline and immediately after intervention (9 weeks after baseline) unless otherwise noted. Self-report measures were administered in an online questionnaire format with direct data entry by the participants.

Anthropometric Data

Body weight was measured to the nearest 0.1 kg in light clothing without shoes using a digital scale (Tanita BWB 800, Arlington Heights, IL). Height was measured to the nearest 0.1 cm at baseline only using a stadiometer. Body mass index (BMI) was calculated as weight (kg)/height (m²).

Behavioral Weight Control Practices

Behavioral weight control practices were evaluated with a 28-item checklist that assessed both appropriate behavioral weight management strategies (eg, weigh yourself, record food intake, increase exercise levels; n = 23) and inappropriate weight management strategies (eg, smoke cigarettes, take diet pills, avoid food for 24 hours; n = 5). The inventory asks individuals to indicate whether they have engaged in the specified behaviors over the previous month and can be examined as either the total number of healthy (or unhealthy) practices endorsed or by examining specific behaviors. The appropriate or healthy weight management items were developed for use in the Look AHEAD trial, and practices identified in the measure have been associated cross-sectionally with lower adiposity [48] and were predictive of long-term weight maintenance [49]. The current study adapted the measure to include items assessing unhealthy or inappropriate weight control strategies (see Multimedia Appendix 1). Change in reported use of weight control practices from baseline to follow-up was the primary focus of the current study, with specific interest in increases in appropriate weight management practices (considered a positive change) and in inappropriate weight management behaviors (considered an iatrogenic, negative change).

Sociodemographic Information

Demographic characteristics (ie, age, sex, race, and academic year) were self-reported on the baseline questionnaire.

Intervention Engagement

Participant engagement in the HW intervention was assessed by objectively tracking interaction with each platform used and device provided. Engagement data on the newsletters were obtained from MailChimp metrics, which provide information on who opened each newsletter. If a participant opened the newsletter, he or she was considered to have engaged in the newsletter component. If the participant liked or commented on a Facebook post, he or she was considered to have engaged in that platform. In addition, the total number of Facebook likes and comments by each participant were tallied.

Fitbit Zip and Wi-Fi scale usage data were also obtained. The number of students using the devices in a given week was tracked. A participant was considered to have used the Fitbit Zip and Aria scale in a given week if at least one day of data from each respective device was available for the individual in that week. In addition to categorical data on weekly use, the absolute number of days a participant used the Aria scale and Fitbit Zip during the study period and within each week was also tracked.

Treatment Satisfaction

After the intervention, participants were asked how useful they found the program and how likely they were to recommend the program to a friend or family member; responses were recorded using a 5-point Likert-type response format. Participants were also asked to rate satisfaction with specific elements of the intervention, such as number of lessons, postings, and the devices.

Statistical Analyses

Statistical analyses were conducted using SPSS version 22.0 for Windows (IBM Corp., Armonk, NY). Descriptive statistics were calculated for all baseline and engagement measures. Baseline comparisons between conditions were made using the independent t test for continuous variables and the chi-square analysis for categorical variables. Two control participants did not complete the postintervention questionnaires (although weight data were collected postintervention for those participants). Therefore, intent-to-treat analyses (with the last value carried forward) of the numbers of appropriate and inappropriate weight control practices reported were compared between conditions. Primary outcomes (body weight and total number of behavioral weight control strategies) were examined with repeated-measures analysis of variance (with time point as the within-participant variable and group as the between-participant variable). Individual univariate comparisons between conditions for individual behavioral weight control strategies reported post-intervention were conducted using the chi-square analysis. Analysis of treatment satisfaction measures aggregated agree, somewhat agree, and strongly agree responses, and combined disagree, somewhat disagree, and strongly disagree, and descriptive data are provided. A P value of less than .05 was used to determine statistical significance.
Results

Sample Characteristics
All students in the two sections of the targeted health communication class were eligible for and elected to enroll in the study. Students (n = 58) were upperclassmen who averaged 21.6±2.2 years of age and were predominantly normal weight, although the average baseline BMI was in the upper end of the normal weight range. The majority were white. No significant differences were evident in the baseline characteristics of students in the two conditions. Retention rates at the posttreatment assessment were high, with no significant difference between groups (Table 2).

Table 2. Baseline characteristics and retention ratesa.

<table>
<thead>
<tr>
<th>Measure</th>
<th>All (n = 58)</th>
<th>Healthy weight (n = 29)</th>
<th>Control (n = 29)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (y)</td>
<td>21.6 ± 2.2</td>
<td>22.1 ± 2.9</td>
<td>21.1 ± 0.8</td>
<td>.08</td>
</tr>
<tr>
<td>Female (%)</td>
<td>81</td>
<td>79</td>
<td>83</td>
<td>.74</td>
</tr>
<tr>
<td>White (%)</td>
<td>90</td>
<td>83</td>
<td>97</td>
<td>.05</td>
</tr>
<tr>
<td>Academic year (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sophomore</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Junior</td>
<td>29</td>
<td>14</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>69</td>
<td>83</td>
<td>55</td>
<td>.30</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>67.0 ± 15.8</td>
<td>67.3 ± 11.3</td>
<td>66.6 ± 19.4</td>
<td>.26</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>24.0 ± 5.1</td>
<td>24.1 ± 4.3</td>
<td>23.9 ± 5.9</td>
<td>.37</td>
</tr>
<tr>
<td>Overweight/obese (BMI ≥ 25 BMI, %)</td>
<td>22</td>
<td>24</td>
<td>21</td>
<td>.75</td>
</tr>
<tr>
<td>Retained for follow-up (%)</td>
<td>97</td>
<td>100</td>
<td>93</td>
<td>.15</td>
</tr>
</tbody>
</table>

aData are mean ±standard deviation unless indicated by percentage (%).

Weight Change
Both groups remained fairly weight stable over the 9-week study period (HW: −0.48±1.9 kg; control: −0.45±1.4 kg), with no significant Group × Time interaction (P = .94). Examination of weight changes among individuals who were overweight at the start of the program (22% of sample) revealed no significant differences in weight change between conditions. Overweight students in the HW group (n = 7) lost 1.8±0.7 kg after 9 weeks compared to 1.4±1.7 kg among overweight students in the control group (n = 6; P = .71).

Behavioral Weight Control Practices
In contrast to weight, there was a significant Group × Time interaction with respect to the total number of appropriate weight control strategies students reported using in the previous month. An increase in the total number of these strategies was observed at postintervention for those in the HW group (2.1±4.5) versus those in the control group who experienced no significant change (−1.1±3.4; P = .003) (Table 3). Specific weight control practices that were higher at posttreatment among those in the HW group compared to those in the control group were self-weighing (P = .005), cutting out snacking (P = .001), reducing carbohydrate intake (P = .02), graphing weight (P = .01), reducing calorie intake (P = .02), reducing fat intake (P = .02), and increasing exercise (P = .02). No Group × Time effect for the total number of reported inappropriate weight control strategies was found (P = .11), and the absolute number of inappropriate strategies remained low at both time points (Table 3).
Table 3. Self-reported use of behavioral weight control strategies.

<table>
<thead>
<tr>
<th>Measure</th>
<th>All (n=58)</th>
<th>Healthy weight (n=29)</th>
<th>Control (n=29)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appropriate weight control strategies b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number (mean ± SD c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>8.0 ± 4.1</td>
<td>7.8 ± 4.5</td>
<td>8.3 ± 3.6</td>
<td>.003d</td>
</tr>
<tr>
<td>Post</td>
<td>8.5 ± 3.6</td>
<td>9.9 ± 3.1</td>
<td>7.1 ± 3.6</td>
<td>.11</td>
</tr>
<tr>
<td>Inappropriate weight control strategies e</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total number (mean ± SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>0.3 ± 0.7</td>
<td>0.3 ± 0.7</td>
<td>0.3 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>Post</td>
<td>0.3 ± 0.6</td>
<td>0.4 ± 0.7</td>
<td>0.1 ± 0.4</td>
<td></td>
</tr>
</tbody>
</table>

aQuestionnaire available from Multimedia Appendix 1
bTotal possible number of appropriate weight control strategies (23).
cSD: standard deviation.
dStatistically significant difference between groups at P < .05; Note: P values are for Group × Time interactions.
eTotal possible number of inappropriate weight control practices (5).

Intervention Engagement and Treatment Satisfaction

Electronic newsletters were opened each week by the majority of participants in the HW condition, with all participants (n = 29) opening the initial weekly newsletter and at least 26 out of 29 participants (90%) opening the newsletters during each subsequent week (Figure 1). The total number of participants who had at least one interaction on the private Facebook page (ie, liked or commented on a post) when study investigators posted ranged from 23 out of 29 (79%) during week 1 to 29 out of 29 (100%) during weeks 3 and 7 (Figure 2). Participants made a total of 862 comments and likes over the intervention period, resulting in an average of 3.3 ± 1.4 per person per week, with little variation from week to week except during spring break when there were no posts provided by the intervention to prompt student response (Figure 2). In total, participants averaged 29.5 ± 13.0 comments and likes over the course of the intervention, with comments representing the majority of the interactions (26.1 ± 9.7).

Fitbit Zips were initialized by 26 out of 29 participants (90%) in the HW group, and the number of participants who used the device ranged from 24% (7 out of 29 participants) during spring break to 83% (24 out of 29 participants) during week 2, with students using the Fitbit Zip to record step counts for an average of 23.7 ± 15.2 days across the 9-week observation period (Figure 3). The physical activity tracker was used an average of 2.6 ± 0.9 days per person per week.

Wi-Fi scales were also initialized by 26 out of 29 (90%) HW participants. Two students reported that challenges with the campus Internet were responsible for their failure to initialize. The number of participants who used their Wi-Fi scale ranged from a low of 38% (11 out of 29) during week 1 and spring break to a high of 76% (22 out of 29) during week 2 (Figure 3). On average, students used the Aria scales on 14.1 ± 13.1 days over the intervention period or 1.6 ± 0.7 days a week.

Overall, HW participants rated the intervention positively, with 90% (26 out of 29) indicating they enjoyed it, 86% (25 out of 29) reporting it was helpful, and 83% (24 out of 29) saying that they would recommend the program to a friend. Most participants (26 out of 29; 90%) reported that they were satisfied with the number of lessons, the number of Facebook postings (23 out of 29; 79%), the length of the Facebook postings (24 out of 29; 82%), and the extent of interaction with the study investigators on Facebook (21 out of 29; 72%). Most students also rated the electronic physical activity trackers and Wi-Fi scales positively, with 83% (24 out of 29) rating the trackers and 66% (19 out of 29) rating the Wi-Fi scales as helpful.
Figure 1. Participant engagement with healthy weight newsletters (N=29). No electronic newsletters were delivered by the study investigators.

Figure 2. Participant engagement with healthy weight Facebook group (N=29). No Facebook posts were made by the study investigators.

Figure 3. Participant engagement with electronic devices (N=29).
Discussion

Summary of Principal Results and Comparison to Existing Literature

A technology-mediated, theory-based weight gain prevention intervention targeted at college students that combined the use of Facebook, advanced technological monitoring devices, and electronic newsletters was well accepted by the students. Furthermore, results suggest the approach was efficacious in promoting effective weight management behaviors. The HW intervention led to a significant increase in the number of appropriate weight control behaviors reported by students receiving the intervention relative to the control group. Although no difference in body weight was apparent between conditions over the short intervention period, use of these weight control strategies over time has been shown to predict better weight management among obese individuals [49]. Therefore, continued implementation of these strategies for self-regulating weight may result in differences in weight gain over time between college students who implement more of these weight control behaviors compared with those who do not.

To our knowledge, this study is the first to use both Facebook and wireless monitoring devices to successfully deliver a Web-based weight gain prevention intervention to college students. The generally high level of engagement with the various intervention elements points to the potential this approach has for the target population. In particular, there was very high penetration of the electronic newsletter, with at least 90% of students opening the email each week. Admittedly, opening the newsletter does not indicate that students read the newsletter in detail, nor that they enacted the behavioral strategies for healthy weight management addressed in the newsletter, but it does provide an affirmative indication of treatment receipt. Furthermore, all students interacted with the Facebook group by either posting a comment or “liking” a post or comment. An average of more than three comments and likes were made per person per week, and this high participation level was sustained across the intervention period. This high degree of engagement may reflect how easily accessible these technological tools are to college students and that they are already integrated into their daily lives.

Previous studies have demonstrated that using email [50,51] and Facebook [31,51] to promote healthy lifestyle behaviors and weight loss in college students is feasible; however, the level of engagement with these features was higher in this study than in previous studies [31,50,51]. For example, one study [31] evaluated an 8-week, technology-based weight loss intervention for college students characterized in part by the use of a Facebook group. During this intervention, only 60% of participants posted at least 1 message to their Facebook group and, among those who posted, the average number of posts was approximately 2 messages. In contrast, this study had an average posting frequency of 26 postings over the course of the intervention.

The higher level of email and Facebook engagement observed in this study may be attributable, in part, to the fact that the intervention was integrated into a course for which students received credit. Thus, they may have been more motivated to engage with these technologies than in other studies that did not embed the technology-based intervention within a course [31,50,51]. However, providing course credit or research credit as an incentive for participation in weight gain prevention studies is not uncommon [34,36,52]. Course credit alone does not assure high participation rates; several studies that provided course credit for engaging in the intervention have reported low treatment engagement and/or retention rates [34,52]. Therefore, it is possible that the intervention implemented in this study itself contributed to the high engagement and retention rates. Future weight gain prevention studies in this population should continue to evaluate the effect of providing course credit for participation on both engagement and retention over a longer observation period.

Embedding a weight gain prevention initiative in a college course may also have some particular advantages for a social network–facilitated intervention. Participants in this study may have felt a sense of connectedness as they were enrolled in the same class. In turn, this may have made them more willing to interact via Facebook. Participants in previous Facebook-based studies [31,51,53] were part of ad hoc networks, which may have made some participants reluctant to share their thoughts [54].

This study is the first to provide college students with an electronic physical activity tracker and Wi-Fi scale to promote lifestyle behaviors designed to manage weight, and data on uptake are somewhat promising. Almost all students initialized both devices, and students used the Fitbit Zip an average of 24 days or just under 3.5 weeks across the 9-week observation period. The Wi-Fi scale was used just over 1.5 days a week on average. This was lower uptake than the recommended daily use, which may reflect the fact that students were not selected based on their interest in making lifestyle behavior changes and rather were engaged in the program based on enrollment in a class. Their motivation to monitor their weight and/or their physical activity might have been higher had they volunteered for the program initially based on their interest in weight control, as in the study reported by Napolitano et al [31]. Of interest, the lowest device use was observed in this study over the spring break week. No Facebook interactions from students occurred during this period either. However, no intervention content was delivered by email or Facebook from research staff during this week; hence, there was nothing to prompt students to react. Engagement with social media and device use resumed after the break ended; however, this experience suggests that there is a need to explore ways to facilitate sustained engagement in a technology-mediated weight gain prevention intervention during academic breaks. Data suggest that academic breaks may be a particularly risky time for weight gain for younger children [55], underscoring the importance of addressing this issue. A reasonable initial step would be to continue posting Facebook messages and providing newsletters during breaks, perhaps focusing content on making healthy lifestyle choices while on vacation.

The intervention not only appears to be acceptable but also efficacious in promoting self-regulatory behaviors that have been linked to effective weight control. Noteworthy was the...
absence of an increase in inappropriate weight control practices following exposure to an intervention that highlighted the need to achieve and maintain a healthy weight, a concern that has been voiced about treatments focusing on weight management among young adults [45]. The development of a pattern of healthy lifestyle behaviors likely to prevent excessive weight gain over time is particularly important in this college-aged population given that these behaviors will likely track into adulthood [1].

As noted, there were no significant differences between conditions in body weight at the end of the short intervention period; both groups were weight stable. However, students were at a healthy weight at baseline, and intervention materials were focused on maintaining a healthy weight; therefore, this is not completely unexpected. Furthermore, the intervention was implemented in the spring semester, a time when people are often making New Year’s resolutions to improve their health behaviors [56]. It is unknown whether weight differences would have emerged if the sample had been followed for a longer period. Most of the limited number of weight gain prevention interventions that have been conducted targeting college students have been short-term interventions (6-15 weeks), and their findings are mixed. For example, Dennis et al [36] observed significant increases in weight among freshmen women engaged in two different SCT-based weight gain prevention interventions, which were delivered through the Internet as part of a course. Providing monetary incentives for remaining weight stable in conjunction with a behavioral intervention resulted in weight changes comparable to those resulting from the behavioral intervention only, without incentives. Average 14-week weight gains were 1.75 and 0.95 kg, respectively. Without a control group in this study, it is unclear whether the interventions attenuated weight gain; evidently, they did not prevent it. In contrast, Levitsky et al [35] included control groups against which to compare two different semester-long interventions characterized by daily weight monitoring with emailed feedback targeted for freshmen women. They found that the control groups gained significantly more weight in each of the two studies (3.1 and 2.0 kg) relative to the experimental groups (0.1 and −0.82 kg), which had negligible gains or modest losses over the 12-week follow-up. Weight gains among those women in the intervention groups were similar to those observed in this study, but the control group participants in the study by Levitsky et al [35] experienced markedly higher weight gain than those in this study. This may reflect the different sample characteristics between the two studies. Levitsky et al [35] enrolled freshmen women exclusively, whereas the sample population in this study was comprised almost entirely of upperclassmen and included both men and women. The rate of weight gain among college students can vary, and freshmen typically gain weight at a higher rate than upperclassmen [7,8,57], which could explain, in part, the difference in weight gains in the control groups observed between the study by Levitsky et al [35] and this study. Indeed, even differences in the timing of the data collection can result in different weight gain trajectories; the first semester of freshman year appears to have the greatest weight gains [9].

This study followed upperclassmen during the spring semester, which perhaps accounts for the minimal weight gain in the control group over the 9-week period. In one of the few longer-duration studies, an intervention focused on maintaining a healthy lifestyle that was delivered to first- and second-year college students in small-group seminars produced small weight losses over 2 years [30], whereas the control group gained weight, resulting in a significant net difference of 1.3 kg between the two groups. This suggests that with extended follow-up periods, the effect of weight gain prevention interventions may be more likely to surface. More definitive studies are required to determine when interventions need to be delivered for college students and how long they should last to achieve the best weight gain prevention outcomes.

**Study Limitations and Strengths**

Limitations of this study must be considered when interpreting the results. First, the sample size was small and relatively homogeneous, limiting the generalizability of the findings. The use of a self-report measure of weight control behaviors is another significant study limitation, as is the short intervention exposure and the limited follow-up period. The risk that contamination between conditions occurred must also be considered since students were enrolled at the same university and were aware of the content being covered in both the interventions as a result of reviewing the consent forms. Confounding due to contamination that resulted in an increased focus on weight management among controls could explain the lack of a weight change difference. However, the failure to find an increase in behavioral weight control strategies among controls suggests contamination across conditions was unlikely. Furthermore, the small number of classes randomized is another limitation of this pilot study and points to the need for a larger study of longer duration.

Nevertheless, there are several notable strengths of this pilot study that fuel enthusiasm for the intervention approach implemented. In what is the first report of a behavioral weight gain prevention program for college students that incorporated social media and mHealth monitoring devices, student engagement was robust and treatment satisfaction was high. Moreover, retention was excellent. The use of objective measures of weight and intervention engagement and assessment of both appropriate and inappropriate weight control behaviors represent additional study strengths. The automated delivery of the electronic newsletters and Facebook posts is an additional advantage that points to the potential to readily bring the intervention to scale should it prove efficacious in larger trials over a more extended period.

**Conclusions**

An online social media-based weight gain prevention intervention accompanied by mHealth self-monitoring tools increased appropriate weight control efforts by college students relative to controls and demonstrated no short-term iatrogenic effects, although weight change differences between groups were not apparent over the 9-week observation period. Experiences with the intervention indicate students readily engaged with all the technological platforms implemented and found the intervention acceptable. These preliminary findings support the need for the evaluation of this type of intervention over a longer duration in order to determine whether engagement
and adherence, as well as the observed behavioral improvements, can be sustained, and in turn, positively affect weight outcomes.
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Abstract

Background: Our labor force is aging, but aged workers are not yet coached on how to stay cognitively fit for the job.

Objective: In this study, we tested whether a self-motivated, complex eHealth intervention could improve multiple health-related behaviors that are associated with cognitive aging among working Dutch adults.

Methods: This quasi-experimental prospective study with a pre-post design was conducted with employees of Dutch medium to large companies. All employees with Internet access, a good understanding of the Dutch language, and who provided digital informed consent were eligible to participate. In total, 2972 participants (2110/2972, 71.11% females) with a mean (standard deviation, SD) age of 51.8 (SD 12.9) years were recruited; 2305 became active users of the intervention, and 173 completed the 1-year follow-up. This self-motivated eHealth lifestyle intervention stimulates participants to set personally relevant, monthly health behavior change goals using Goal Attainment Scaling and to realize these goals by implementing behavior change techniques grounded in behavior change theory. The primary outcomes were the goal-setting success rate and the change in overall lifestyle score from baseline to the 1-year follow-up; the score was based on physical activity, diet, smoking, alcohol, sleep, and stress scores. The secondary outcomes were the changes in body weight, body mass index, specific lifestyle characteristics, and website usage.

Results: A total of 1212 participants set 2620 behavior change goals; 392 participants assessed 1089 (1089/2288, 47.59%) goals and successfully achieved 422 (422/1089, 38.75%) of these goals. Among the goal-setting participants in follow-up, this led to a +0.81-point improvement (95% CI 0.49-1.13, \(P<.001\)) in overall lifestyle (\(d=0.32\)) and weight loss of 0.62 kg (95% CI −1.16 to −0.07, \(P=.03\)). These participants also showed significant improvement in 8 out of 11 specific lifestyle components.

Conclusions: Among an adult Dutch population, this eHealth intervention resulted in lifestyle changes in behavioral risk factors associated with cognitive decline, and these improvements lasted over the period of 1 year. Given the general aging of our workforce, this eHealth intervention opens new avenues for the widespread use of cost-effective self-motivated prevention programs aimed at prevention of early-stage cognitive decline and more self-management of their risk factors.
Introduction

A number of large-scale longitudinal studies have shown that several behavioral risk factors are associated with the onset and progression of diabetes, cardiovascular disease, stroke, and cognitive impairment [1-3]. Moreover, studies have shown that the relative risk of developing these diseases increases when several risk factors are present [4]. Consequently, reversing unhealthy behaviors may significantly benefit one’s health in later life. Three key unhealthy behaviors—a lack of physical activity, consuming an unhealthy diet, and tobacco use—are estimated to account for approximately 71% of the more than 1 million preventable deaths that occurred in the year 2000 in the United States alone [5,6]. Moreover, a growing body of evidence suggests that good health during one’s midlife years has a positive effect on cognitive aging, and focusing on modifiable lifestyle-related risk factors can delay or even prevent the onset of Alzheimer disease [7-9]. Physical activity, nutrition, adiposity, smoking, alcohol consumption, sleep, and stress have all been identified as modifiable lifestyle factors that are associated with cognitive aging [10-18]. A recent study even predicted that one-third of all global cases of Alzheimer disease can be attributed to potentially modifiable risk factors [19], and according to a study by Barnes and Yaffe [7], even a 10%-25% reduction in modifiable risk factors for Alzheimer disease might prevent up to 3 million cases of Alzheimer disease worldwide.

Internet-Based Lifestyle Programs

In a recent systematic review, we found that tailored Internet-based intervention programs provide an evidence-based means to effect large-scale change in modifiable risk factors [20]. The efficacy and feasibility of Web-delivered intervention programs for changing unhealthy behaviors is well established with respect to the relevant health behaviors (eg, increased physical activity, weight loss, smoking cessation, and reduced alcohol consumption) [21,22]. Moreover, more recent research attempted to determine which types of interventions are the most effective. For example, recent meta-analyses revealed that some form of tailoring is necessary for improving the personal relevance and extent of health behavior change programs [23] and for increasing the intervention’s effectiveness [24]. However, to date, no published eHealth study has been designed to investigate the effect of lifestyle changes on cognitive aging.

Objective of the Study

Our objective was to design an innovative eHealth intervention program that motivates aging adults to adopt healthy lifestyle changes in order to help prevent cognitive decline. To facilitate feedback and to increase participant motivation, the intervention enables participants to monitor their own cognitive functioning over time by playing applied games (abbreviated here as the BAM-COG, Brain Aging Monitor–Cognitive Assessment Battery, part of the intervention), which provide a valid measure of various cognitive functions [25]. These games are part of the Brain Aging Monitor (BAM), an eHealth system with minimal barriers for participation, and they are sustainable in a wide range of practice settings. After developing and pilot-testing this eHealth intervention program, we initiated this study by asking whether using this self-motivated, complex eHealth intervention could effectively result in changing multiple health behaviors at midlife that are associated with cognitive decline in later life.

Methods

Study Design

This study used a pre-post design, in which newly enrolled participants chose their own time path, from registration to setting goals and monitoring their change in behavior. Randomizing the participants against a sham intervention in an occupational health promotion program, in which the stimulated behaviors are known to be advantageous, was judged to be insufficiently motivating for the participants and potential participating companies; therefore, we chose to use a pre-post design. Inclusion started in October 2012. This intervention was registered with the Dutch Trial Register (NTR4144) and was exempt from formal testing by the Medical Ethics Committee of the Radboud university medical center Nijmegen, which determined that the intervention was not invasive, risky, or burdensome.

Study Population

Participants were recruited from medium to large companies and from the general population. Due to the Internet-based nature of the eHealth intervention, no regional restrictions applied. Although the intervention was primarily aimed at participants aged 40 years and older, no age restriction for registration applied, as this did not result in any additional logistics or cost. Participants were required to have regular Internet access at their work and/or home. This was not a relevant barrier to participation, as approximately 92% of individuals aged 45-75 years in the Netherlands have Internet access [26]. Because the intervention was available only in Dutch, a good understanding of the Dutch language was a prerequisite for registration, and all participants were required to provide electronic written informed consent. Because the presented outcomes are intermediate outcomes for the overall 2-year follow-up data outcomes, no power analysis was performed specifically for the reported outcomes.
**Assessment of Risk Factors Related to Cognitive Aging**

At baseline, physical activity, nutrition, smoking, alcohol consumption, sleep patterns, and stress behavior data were collected using electronic questionnaires. For a detailed overview of the room for improvement in these 6 lifestyle factors in Dutch society, see Multimedia Appendix 1: Room for improvement in the Netherlands. We monitored the participants’ cognitive functions (eg, working memory, visuospatial short-term memory, and planning performance) using the BAM-COG, an Internet-based tool for self-monitoring cognitive functioning using applied games that we previously developed and validated [25]. In addition, we administered the Dutch General Self-Efficacy Scale [27], lifestyle factor–specific self-efficacy questions [28], the Positive and Negative Affect Schedule [29], and the Self-Control Scale [30]. A complete overview of these questionnaires is available from the protocol [31]. Twelve months after starting the intervention, the participants were automatically prompted by email to repeat the e-questionnaires and BAM-COG. We monitored the number of log-in events, the number of goals set, the number of goals assessed (ie, the goals that were scored by the participant), and whether or not a goal was achieved. Goals were set using Goal Attainment Scaling (GAS; see the example in Table 1; number of days and length of exercise bouts are variable) [32]. The main features and strengths of using GAS are that it enables BAM to compare goals over different lifestyle modalities, it provides positive feedback regarding partially accomplished goals, and it stimulates the participant to consciously consider what goals are realistic within a given time frame.

**Table 1.** One possible example of a filled out Goal Attainment Scaling for the goal “I want to exercise more.”

<table>
<thead>
<tr>
<th>Behavior frequency</th>
<th>Behavior duration</th>
<th>GAS Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>I fall short of my goal if I exercise</td>
<td>1 time per week</td>
<td>45 minutes</td>
</tr>
<tr>
<td>I fall a little short of my goal if I exercise</td>
<td>2 times per week</td>
<td>45 minutes</td>
</tr>
<tr>
<td>I reach my goal if I exercise</td>
<td>3 times per week</td>
<td>45 minutes</td>
</tr>
<tr>
<td>I greatly exceed my goal if I exercise</td>
<td>4 times per week</td>
<td>45 minutes</td>
</tr>
<tr>
<td>I greatly exceed my goal if I exercise</td>
<td>5 times per week</td>
<td>45 minutes</td>
</tr>
</tbody>
</table>

*GAS: Goal Attainment Scaling.*

Using these GAS scores, we measured both overall success and the success of each specific lifestyle area (as the percentage of achieved goals out of the total number of goals set). To measure overall lifestyle change, we calculated an overall lifestyle score based on the following 8 lifestyle measures: physical activity, exercise, healthy nutritional behavior, unhealthy nutritional behavior, smoking status, alcohol consumption, sleep status, and stress status. Each of these factors was categorical with a value of 1-3, thus summing to a total score that ranged from 8 (ie, an unhealthy lifestyle) to 24 (ie, a healthy lifestyle). More detailed information regarding how the values were defined for each lifestyle factor is provided in Multimedia Appendix 2: Construction of the overall lifestyle score. It is important to note that an outcome on a GAS score does not directly match a change in category in Multimedia Appendix 2. They are, however, related in such a way that if the participant in the example of **Table 1** would obtain a GAS score of 0 or higher, he or she would switch from the category of “suboptimally active” to “norm active.”

**The Brain Aging Monitor Intervention**

Participants were able to register free of charge at the intervention website. After providing electronic written informed consent and receiving email validation of their account, the participant could log on to a personalized “dashboard.” After completing the questionnaires (for their tailored intervention content), each participant received a personalized lifestyle overview indicating room for improvement, after which the participant was invited to complete the 3 validated Internet-based puzzle games to assess their baseline cognitive performance.

After the questionnaires were completed, the intervention components were unlocked, thus enabling the participant to begin setting behavioral goals using the GAS methodology [32] in the BAM interface. After a participant set a goal, positive reinforcement was provided, along with practical tips and tricks to accomplish that specific goal (eg, when a participant’s goal was to “start exercising,” the tips and tricks provided included training schedules building up to a 5-km run or 500-m swim). Because using behavior change techniques that are based on evidence-based principles leads to better final scores [33], we incorporated 13 of the 26 behavior change techniques that were identified in the taxonomy by Abraham and Michie [34]. These techniques are grounded in the Social Cognitive Theory [35,36], the Transtheoretical Model [37], the Theory of Reasoned Action, and the Theory of Planned Behavior [38]. Each goal was then transferred to the short-term monitoring system, in which the participants could monitor their behavior on a daily basis; behavior was represented graphically in bar charts. After 1 month, the participants were asked whether the goal was achieved. If the participant answered this question (regardless of the answer), the goal was considered assessed. If the result was positive (ie, a GAS score of ≥0), the goal was registered as being achieved successfully and the goal was transferred to the long-term monitoring system (LTMS); if the result was negative (ie, a GAS score of <0), the goal was deleted from the participant’s profile. After a goal with a positive outcome was entered into the LTMS, it was monitored monthly in order to track the behavior and stimulate its maintenance.

The BAM automatically sent reminder emails to the participants each week. The frequency of these reminder emails could be changed by the participant to daily, biweekly, or monthly intervals. In addition to the goal-setting and monitoring...
components, the BAM also featured weekly blogs and healthy recipes [31].

**Primary and Secondary Outcomes**

We defined changes in risk factors for cognitive aging and website use as the 1-year outcomes. The cognitive outcome measures require longer follow-up (eg, 2 years) and were not available at the time of publication [31]. The first 1-year primary outcome was the overall and lifestyle-specific goal-setting success rates, which were calculated as GAS scores of ≥0. The second primary outcome was the change in overall lifestyle score from baseline to the 1-year follow-up. The secondary outcomes were changes in body weight, body mass index (BMI), and the resulting changes in specific lifestyle areas.

**Data Analyses**

The differences between the group of participants who set goals after doing the pretest (goal-setting group) and the group of participants who did not set goals after the pretest (non–goal-setting group) at baseline were analyzed using the independent samples \( t \) test (for interval variables) or the \( \chi^2 \) test (for categorical variables). The Mann-Whitney \( U \) test was used to compare differences in intervention usage. We used the paired samples \( t \) test to analyze within-group differences in overall lifestyle score, BMI, weight, and lifestyle-specific areas. An analysis of covariance (ANCOVA) was used to calculate the mean change in body weight, BMI, and lifestyle changes, as well as the 95% CI. For changes in body weight and BMI, the baseline values were adjusted as covariates in the ANCOVA in order to control for a potential regression-to-the-mean effect. After adjusting for covariates, multivariate linear regression analyses were performed to assess the linear associations between the total number of goals set (as a proxy for intervention utilization) and the changes in lifestyle factors at the 1-year follow-up. Unless stated otherwise, the outcome values are presented as the mean and standard deviation (SD); where possible, 95% CI is presented as well. Effect size (Cohen’s \( d \)) was calculated for the overall lifestyle change. All \( P \) values are based on 2-sided testing, and all statistical analyses were performed using SPSS version 20 (SPSS Inc, Chicago, IL, USA).

**Results**

**Baseline Characteristics**

A total of 2972 people registered via the website, of whom 2305 became active users (see the flowchart in Figure 1). The mean (SD) age at registration was 51.8 (SD 12.9) years, and 71% of the participants were female. After the baseline measurement, 1212 participants proceeded with setting behavior change goals. Thus, 1093 participants never set a behavior change goal. The participants who set goals were more likely to be female, were less likely to have completed secondary school, and reported less healthy nutrition, and their overall lifestyle score was lower (Table 2).

---

**Figure 1.** Flowchart of Brain Aging Monitor participants.
Table 2. Baseline characteristics of the participants who set goals and those who did not.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Goal-setting group (n=1212)</th>
<th>Non–goal-setting group (n=1093)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>52.34 (12.21)</td>
<td>51.28 (13.73)</td>
</tr>
<tr>
<td><strong>Gender, female, n (%)</strong></td>
<td>862 (71.11)</td>
<td>689 (63.04)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school or lower</td>
<td>391 (32.3)</td>
<td>397 (37.2)</td>
</tr>
<tr>
<td>Vocational degree</td>
<td>537 (44.3)</td>
<td>421 (39.5)</td>
</tr>
<tr>
<td>University degree</td>
<td>284 (23.4)</td>
<td>249 (23.3)</td>
</tr>
<tr>
<td><strong>Body weight (kg), mean (SD)</strong></td>
<td>75.5 (14.4)</td>
<td>75.6 (14.8)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>25.2 (4.2)</td>
<td>25.0 (4.4)</td>
</tr>
<tr>
<td><strong>Subjective health, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>13 (1.1)</td>
<td>16 (1.6)</td>
</tr>
<tr>
<td>Fair</td>
<td>164 (13.5)</td>
<td>144 (13.5)</td>
</tr>
<tr>
<td>Good</td>
<td>796 (65.7)</td>
<td>654 (61.5)</td>
</tr>
<tr>
<td>Very good</td>
<td>187 (15.4)</td>
<td>188 (17.7)</td>
</tr>
<tr>
<td>Excellent</td>
<td>52 (4.3)</td>
<td>61 (5.7)</td>
</tr>
<tr>
<td><strong>Physical activity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inactive</td>
<td>274 (22.6)</td>
<td>206 (19.7)</td>
</tr>
<tr>
<td>Suboptimally active (1-4 days per week)</td>
<td>340 (28.1)</td>
<td>292 (27.9)</td>
</tr>
<tr>
<td>Norm active (≥5 days per week)</td>
<td>598 (49.3)</td>
<td>547 (52.3)</td>
</tr>
<tr>
<td><strong>Exercise, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inactive</td>
<td>303 (25.0)</td>
<td>239 (22.9)</td>
</tr>
<tr>
<td>Suboptimally active (1 day per week)</td>
<td>235 (19.4)</td>
<td>210 (20.1)</td>
</tr>
<tr>
<td>Norm active (≥2 days per week)</td>
<td>674 (55.6)</td>
<td>596 (57.0)</td>
</tr>
<tr>
<td>Healthy nutrition, range 0-30, mean (SD)</td>
<td>23.6 (4.6)</td>
<td>23.6 (4.8)</td>
</tr>
<tr>
<td>Unhealthy nutrition, range 0-14, mean (SD)</td>
<td>5.8 (3.9)</td>
<td>5.4 (3.8)</td>
</tr>
<tr>
<td><strong>Smoking, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>85 (7.0)</td>
<td>80 (7.7)</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>535 (44.1)</td>
<td>455 (44.0)</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>592 (48.8)</td>
<td>499 (48.3)</td>
</tr>
<tr>
<td><strong>Alcohol, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstainer</td>
<td>257 (21.2)</td>
<td>223 (21.6)</td>
</tr>
<tr>
<td>Drinker (1-5 days per week)</td>
<td>702 (57.9)</td>
<td>571 (55.3)</td>
</tr>
<tr>
<td>Frequent drinker (≥6 days per week)</td>
<td>253 (20.9)</td>
<td>238 (23.1)</td>
</tr>
<tr>
<td><strong>Sleep pattern, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor sleeper</td>
<td>268 (22.2)</td>
<td>208 (20.5)</td>
</tr>
<tr>
<td>Suboptimal sleeper</td>
<td>557 (46.1)</td>
<td>437 (43.1)</td>
</tr>
<tr>
<td>Good sleeper</td>
<td>384 (31.8)</td>
<td>369 (36.4)</td>
</tr>
<tr>
<td>Sleep hygiene score, mean (SD)</td>
<td>10.6 (4.0)</td>
<td>10.0 (4.2)</td>
</tr>
<tr>
<td>Satisfaction with life, range 5-35, mean (SD)</td>
<td>25.0 (6.3)</td>
<td>25.2 (6.3)</td>
</tr>
<tr>
<td>Overall lifestyle score, range 8-24, mean (SD)</td>
<td>17.4 (2.7)</td>
<td>17.7 (2.6)</td>
</tr>
<tr>
<td><strong>Personality questionnaires, mean (SD)</strong></td>
<td>32.0 (4.3)</td>
<td>32.3 (4.8)</td>
</tr>
</tbody>
</table>

a, b, c, d, e, f: indicate significance at p < 0.05, p < 0.01, and p < 0.001, respectively.
Use of the Brain Aging Monitor for Goal Setting

The 2305 participants logged on to the BAM a total of 14,225 times. The non–goal-setting group logged on with a mean (SD) of 2.6 (SD 1.9) times per participant, which was significantly fewer than the goal-setting group (9.4, SD 21.3, visits per participant), even when 12 goal-setting participants who logged on >100 times each were excluded (resulting in 7.7, SD 10.0, visits per participant in the goal-setting group; \( P < .001 \), \( r = .46 \)).

The 1212 goal-setting participants set a total of 2620 lifestyle goals (with 2.2, SD 3.6, goals set per participant). Of these 2620 goals, 2288 were predefined lifestyle goals in the GAS method, and the remaining 332 goals were created without the use of GAS. Of the 2288 prespecified behavior change goals, 1089 (1089/2288, 47.59\%) were assessed, and 422 of the completed goals (422/1089, 38.75\%) were achieved. Interestingly, all 1089 completed goals (goals that participants set and reported its status on) were completed by a subgroup of 392 participants (392/1212, 32.3\% of the goal-setting group); the remaining 820 (820/1212, 67.7\%) participants did not complete their goals (so did not report their status) within the study period. Table 3 summarizes the number of goals that the participants set, categorized by lifestyle area; Table 3 also presents statistics for the goal-setting participants who reached their follow-up period and those who did not reach the follow-up period. An interesting result from Table 3 is the notion that goal-setting participants in follow-up had a very high completion rate (575/673, 85.4\%) of goals, compared with the goal-setting participants who are not in follow-up (514/1615, 31.8\%), but the goal achievement rate was roughly equal: 39.5\% (227/575) versus 37.9\% (195/514), respectively. Presumably, this is the case because participants who drop out no longer complete their goals and participants who reached their initial goals dropped out of the study, as they no longer perceived added value of the program.

On the reference date for follow-up (March 9, 2014), 1785 participants had been registered for at least 1 year. However, 685 of these participants withdrew from the program, leaving 1100 participants who could provide follow-up data (see Figure 1). In comparison with the 1059 goal-setting participants who were lost to follow-up, the 153 goal-setting participants who reached the follow-up phase had lower BMI (\( P = .03 \)), were more educated (\( P = .04 \)), were more likely to exercise (\( P = .02 \)), and were more likely to be nonsmokers (\( P = .04 \)) at baseline. However, together these differences did not result in a significant difference in overall lifestyle scores between these 2 groups (\( P = .50 \)).
Table 3. Overview of goal setting, goal assessment, and goal achievement among the 1212 participants in the goal-setting group.

<table>
<thead>
<tr>
<th>Lifestyle area</th>
<th>Goals set, n</th>
<th>Goals completed, n (%)</th>
<th>Goals achieved, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity</td>
<td>590</td>
<td>270 (45.8)</td>
<td>131 (48.5)</td>
</tr>
<tr>
<td>Weight gain</td>
<td>7</td>
<td>1 (14.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Weight loss</td>
<td>516</td>
<td>243 (47.1)</td>
<td>57 (23.5)</td>
</tr>
<tr>
<td>Healthy nutrition</td>
<td>263</td>
<td>126 (47.9)</td>
<td>69 (54.8)</td>
</tr>
<tr>
<td>Unhealthy nutrition</td>
<td>288</td>
<td>143 (49.7)</td>
<td>65 (45.5)</td>
</tr>
<tr>
<td>Smoking</td>
<td>21</td>
<td>6 (28.6)</td>
<td>2 (33.3)</td>
</tr>
<tr>
<td>Alcohol consumption</td>
<td>184</td>
<td>114 (61.2)</td>
<td>47 (41.2)</td>
</tr>
<tr>
<td>Sleep</td>
<td>304</td>
<td>154 (50.7)</td>
<td>39 (25.3)</td>
</tr>
<tr>
<td>Stress</td>
<td>115</td>
<td>32 (27.8)</td>
<td>12 (37.5)</td>
</tr>
<tr>
<td>Total number of goals</td>
<td>2288</td>
<td>1089 (47.59)</td>
<td>422 (38.75)</td>
</tr>
<tr>
<td>Participants in follow-up</td>
<td>673</td>
<td>575 (85.4)</td>
<td>227 (39.5)</td>
</tr>
<tr>
<td>Participants not in follow-up</td>
<td>1615</td>
<td>514 (31.82)</td>
<td>195 (37.9)</td>
</tr>
</tbody>
</table>

a The number of goals set for each specific lifestyle area.
b Percentage of completed goals out of the number of goals set.
c Percentage of achieved goals out of the number of goals completed.
d The total number of participants in the group is 1212, and the number of participants who completed goals is 392.
e The number of participants who reached follow-up is 153 and, of those, the number of participants who completed goals is 127.
f The number of participants who did not reach follow-up is 1059 and, of those, the number of participants who completed goals is 265.

Overall and Lifestyle-Specific Lifestyle Changes

After 1 year of BAM intervention, the participants in the goal-setting follow-up group had a significant improvement in their overall lifestyle scores (with a mean change of +0.81, SD 1.92, 95% CI 0.49-1.13; P<.001, d=0.32). The overall improvement was even greater when only the participants who achieved their goals were taken into consideration (with a mean change of +1.01, SD 1.88, 95% CI 0.61-1.41; P<.001, d=0.39). Thus, remaining in the program and successfully reaching one’s goals translates to a higher overall lifestyle score over 1 year’s time. Table 4 summarizes the changes in lifestyle factors in the goal-setting group after 1 year in the program. We found that body weight, BMI, physical activity, healthy nutritional habits, unhealthy nutritional habits, hours slept per 24-hour period, and sleep hygiene were positively affected after 1 year’s participation in the BAM. With respect to smoking, no results can be reported, as none of the users in the follow-up group completed smoking-related behavior change goals. With the exceptions of the sleep outcomes and satisfaction with life, the participants who set a goal had significantly lower baseline values in each specific lifestyle area than the participants who did not set goals in that specific lifestyle area. For example, at baseline, the participants who set an exercise goal averaged 1.5 days of exercise per week, whereas the participants who did not set an exercise goal were already exercising an average of 2.3 days per week (P=.001).

In addition, using multivariate linear regression analyses, we investigated the association between the total number of goals set by each participant and the change in lifestyle factors from baseline to the 1-year time point; this association was measured for the 173 participants who completed the 1-year follow-up. Our analysis revealed that setting more goals was significantly associated with the participants’ ability to achieve weight loss (adjusted for gender and age at baseline; beta=-.08, 95% CI -0.14 to −.02, P=.01), reduce BMI (adjusted for gender and age at baseline; beta=-.03, 95% CI −0.05 to −.01, P=.01), and reduce unhealthy nutritional behavior (beta=-.06, 95% CI −0.10 to −0.02, P=.01). Setting more goals was also positively associated with an improvement in overall lifestyle (beta=.03, 95% CI −0.01 to .07, P=.06) and healthy nutritional behavior (beta=.05, 95% CI −0.01 to .01, P=.06). Finally, the total number of goals set was also positively correlated—albeit not significantly—with exercise, alcohol consumption, sleep hygiene, and sleep pattern (data not shown); in contrast, no such trend was found with respect to physical activity or satisfaction with life.
Discussion

Here, we report that there is a plausible association between utilizing a self-motivated eHealth intervention program for 1 year and one’s overall lifestyle scores by introducing lifestyle-specific health behavior changes that are relevant to cognitive decline. Although the effect size on overall lifestyle score at the individual participant level can be considered moderate (d=0.32-0.39) for a therapeutic intervention, from a public health perspective this effect size can be considered highly relevant and may deliver substantial added value to society [33].

Strengths of the Study

The primary strength of this study is that the intervention can reach and select the participants who score suboptimally in specific lifestyle areas, thereby motivating these specific individuals to set—and reach—realistic lifestyle goals and facilitating long-term health-related changes in behavior. This study therefore demonstrates proof of concept for the BAM intervention, focusing on improving cognitive aging risk factors among employees. Similar studies of other risk factors reported similar effect sizes [39] and concluded that these effects are common among computerized interventions; moreover, evidence suggests that these small to medium effect sizes can translate to large public health gains when implemented on a wide scale [23,24]. Therefore, the need for scalable lifestyle eHealth programs is clear, particularly given that smaller programs—although potentially more effective—lack the cost-effectiveness needed for large-scale public health implementation [40]. This improvement in public health is necessary, because epidemiological studies have found that healthy living—characterized by adherence to multiple healthy behavioral modalities—promotes positive physical and cognitive aging, whereas unhealthy living has a clear negative effect on both [1-3]. Because the BAM is targeted at the working population (a group that is intrinsically self-motivated to stabilize and/or improve their working capacity, particularly in times of economic crisis) it may benefit large populations during this important age window. From a scalability point of view, the funds needed to implement, recruit, and administer the BAM intervention likely favor eHealth over more traditional, expert-led face-to-face interventions [41].

The multimodal nature of cognitive decline justifies choosing a multimodal intervention over single modality programs. Multiple behavior change programs address a broader scope of risk factors, delivering tailored and more comprehensive help to the participant. Moreover, the current public health status in the Netherlands (see Multimedia Appendix 1: Room for improvement in the Netherlands) emphasizes the added value provided by multiple health behavior change interventions. For this reason, we analyzed the effect of the intervention on separate lifestyle factors, as well as the overall lifestyle score. Because one’s overall lifestyle is associated with cognitive function [9,12], measuring changes in overall lifestyle using an aggregated measure seems to make intuitive sense. In support of this approach, other studies measured overall lifestyle in separate lifestyle factors, as well as the overall lifestyle score. Because one’s overall lifestyle is associated with cognitive function [9,12], measuring changes in overall lifestyle using an aggregated measure seems to make intuitive sense. In support of this approach, other studies measured overall lifestyle in separate lifestyle factors, as well as the overall lifestyle score. Because one’s overall lifestyle is associated with cognitive function [9,12], measuring changes in overall lifestyle using an aggregated measure seems to make intuitive sense. In support of this approach, other studies measured overall lifestyle in separate lifestyle factors, as well as the overall lifestyle score. Because one’s overall lifestyle is associated with cognitive function [9,12], measuring changes in overall lifestyle using an aggregated measure seems to make intuitive sense. In support of this approach, other studies measured overall lifestyle in separate lifestyle factors, as well as the overall lifestyle score. Because one’s overall lifestyle is associated with cognitive function [9,12], measuring changes in overall lifestyle using an aggregated measure seems to make intuitive sense. In support of this approach, other studies measured overall lifestyle in separate lifestyle factors, as well as the overall lifestyle score.
(eg, self-monitoring of cognition with games), which by itself has been advocated for many years [44]. However, the general public is generally unfamiliar with the notion that healthy living can affect cognitive health in later life; indeed, to the best of our knowledge, the BAM is the first eHealth intervention that is aimed in this direction. Our results suggest a trend toward a dose-response effect between the number of goals set and lifestyle changes. This is consistent with other studies in which utilization of the intervention predicts outcome measures [21,39]. Consistent with our results, a synthesis of meta-analyses and reviews found that single health behavior change programs were more effective at changing physical activity and dietary behavior, whereas multiple behavior change programs were more effective at inducing weight loss [45]. Given the results of our study, alternative routes to successfully change participants’ physical activity and dietary behavior can be integrated into future eHealth interventions. Thus, although a program may initially be broad in its overall scope, it can subsequently focus on tailored behaviors. A systematic review by Nigg and Long [46] revealed a lack of multiple health behavior change interventions in older adults (ie, aged more than 55 years) for comparison with the effectiveness of single health behavior interventions, underscoring the need for interventions similar to BAM, so that further effectiveness comparisons can be done.

Limitations of the Study

This study also has some limitations. First, high dropout rates are a well-known limitation in eHealth research in general [21,39,47,48]. Although study retention does not necessarily affect the study’s outcomes [23], low study adherence can hamper external validity and makes results prone to self-selection bias. In this case, the description of this selection bias is also a relevant study result as we meant to identify what subset of the general population would subscribe and adhere to the program and which results could be acquired in that population. There is a form of self-selection bias (eg, higher percentage of female participants) caused by the fact that it is a self-management tool. The BAM could not be forced on participants, but the study outcomes still may point at effectiveness for the type of participants that the intervention program will likely reach in later phases of implementation (ie, external validity). Therefore, it makes the per-protocol results relevant to people who are interested in self-management using eHealth, still resembling the Dutch population of the same age distribution. This in our view increases the external validity. In our study, the average number of times each participant logged on to the BAM is higher than in a similar study [39]; however, the BAM should be improved further in order to increase adherence, thereby optimizing the public health impact. Initial tailoring, repeat notifications, and monitoring are important factors for increasing adherence; however, maintaining the participants’ interest is difficult with eHealth interventions that run longer than a few weeks [21]. Making the program more interactive and increasing the overall attractiveness of the design are two logical steps toward achieving higher adherence rates and increasing societal impact [49,50].

Second, our choice of a quasi-experimental pre-post design was driven by the predicted dropout rate and the setting of the study; this design was the most feasible option for this type of pragmatic field trial [40]. Although a cluster randomized trial would have been preferred, such a design was not feasible given the low number of participating companies. For practical reasons, the companies agreed to include the BAM in their health care policy only if all of their employees would be allocated to the experimental group. Randomizing the participants at each site into control and treatment groups would have posed many practical problems (eg, blinding and allocation criteria [51]). Therefore, given the dropout rate, in an attempt to maximize statistical power by keeping the study group as large as possible, the use of a quasi-experimental design when performing longitudinal self-motivated eHealth research is justified [40]. For the same reason no a priori power analysis and sample size calculation was performed, because it would have been a poorly educated guess at best as we were unaware of the attrition for this innovative Internet-based approach, and because we would need several separate power analyses for the different lifestyle factors addressed. As this was not a randomized controlled trial, we could not follow the CONSORT (Consolidated Standards of Reporting Trials) guidelines at all points to lead us to the feasibility results we were looking for. However, we acknowledge the need for more controlled trials in order to further investigate the causal and dose-response relationship between the intervention uptake and lifestyle change. These trials will all need to find a way to optimally decrease the possible reporting bias that self-reported measures inherently bring in to the study design.

Third, these results are based on self-reported measures, which may have introduced a social desirability bias. It is known that self-reported height, weight, and BMI are reliable using eHealth [52]. The self-management nature and lack of researcher-participant interaction caused multiple participants to state that they “did not feel part of a research project,” decreasing the likelihood of giving socially acceptable answers for the sake of the research team. However, no formal steps were taken to prevent participants from giving socially desirable answers. Moreover, self-reported measures provide a suitable reflection of the way in which participants view their own behavior and therefore serve as a suitable starting point for measuring behavioral changes that are perceived as personally relevant. Our recruitment strategies intentionally favored higher educated, “white collar” participants, as these participants would benefit most from a program with cognitive outcome measurements; such participants are likely to notice a small decline in executive functioning performance at work at a relatively young age. It may also be argued that the overrepresentation of women (71.1% of participants were female) may have affected the outcome of our study. However, this overrepresentation is expected in health-related Internet-based research studies, in which the average female participation rate was 64% [23]; moreover, neither age nor gender was significantly associated with the intervention outcome.

Finally, one could argue that the construction of the overall lifestyle score was—at least to some extent—arbitrary. To the best of our knowledge, no unified method combines—and assigns appropriate weight to—multiple lifestyle outcomes in...
a way that optimally reflects its effect on cognitive aging. Therefore, we combined 6 lifestyle areas that are known to have an effect on cognitive aging, and we constructed the overall lifestyle score using lifestyle area-specific scores that reflect their respective effects on brain aging. A similar approach has been used previously in other fields [42,53,54]. Combining the self-reported lifestyle into one integer may result in some degree of misclassification and underestimation of the effect on lifestyle. However, in order to create the opportunity for meaningful understanding and also facilitate further analysis between lifestyle and long-term effects (eg, on cognition) we chose to create a single-digit lifestyle score, which can also be used as a starting point to better understand the magnitude of effects of multiple risk factors as well as to facilitate communication on the complete lifestyle effect as a whole.

Unanswered Questions and Future Research

Asking healthy people in the general population to participate in a lifestyle-improvement trajectory by following a predetermined intervention route that can last for a year (or longer) is notoriously difficult. Our most important recommendation for implementing an eHealth intervention and maximizing program adherence is to design public health programs that are highly flexible, enabling the participants to enter and exit the program freely and at their own convenience while still providing measurements at regular intervals. The ability to measure each participant’s success using a more flexible approach should be addressed in future studies. Methods should be developed to identify pre–follow-up dropouts, who reached a sort of self-aspired end state, as those who successfully completed the intervention. Adapted stepped wedge cluster randomized trial designs may be well suited to this purpose [55]. From a more practical perspective, long-term adherence might be increased by “gamifying” future intervention programs. Adding game components to scientific research might provide the participant commitment and loyalty that many eHealth interventions currently lack [56]. The gamification of eHealth interventions can make the interventions more social, create competition, incorporate a reward system, and enhance motivation. Thus, within the constraints of playing a game, the working mechanisms of current eHealth components can be implemented [57].

Conclusions

In conclusion, we report adherence to and effectiveness of the BAM program, and we report that this Internet-based, self-motivated and self-managed eHealth intervention, which is aimed at changing multiple health behavior risk factors for cognitive decline, has a positive effect on public health. Given that the participants with the most room for improvement had the greatest change in behavior, and given that the participants who were the most involved with the program had the greatest benefit, we feel that future research with this tool is warranted. More globally, eHealth interventions can achieve more effective and more widespread primary prevention of cognitive decline, thus reducing the predicted strain of aging-related cognitive decline on health care systems in the near future.
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Abstract

Background: Some evidence suggests parents are drawn to media-based interventions over face-to-face interventions, but little is known about the factors associated with parents’ use of Internet-based or Internet-enhanced programs, especially among military families. Research is needed to understand characteristics of parents who may be most likely to use online components or attend face-to-face meetings in order to ensure maximum engagement.

Objective: In this study, we examined characteristics that predict various patterns of Internet use and face-to-face attendance in a parenting program designed for military families.

Methods: An ecological framework guided analysis of differences in patterns of Internet-based use and face-to-face attendance by parents’ demographic characteristics (gender, education, employment, and child age), incentives offered, and number of months the parent was deployed. We reported differences in the total number of online components completed over the 14 modules, total number of face-to-face sessions attended, and the use of different types of online components accessed (videos, downloadable handouts, mindfulness exercises, knowledge checks, and downloadable summaries). Then, we computed multinomial logistic regression accounting for nestedness (parents within families) to examine associations between demographic, programmatic, and military-related characteristics and patterns of engagement (use of online components and attendance at face-to-face sessions).

Results: Just over half (52.2%, 193/370) of the participants used the online components at least once, and the majority of participants (73.2%, 271/370) attended at least 1 face-to-face session. An examination of different patterns of participation revealed that compared with those who participated primarily in face-to-face sessions, parents who participated online but had little face-to-face participation were more likely to have received incentives than those who did not (95% CI 1.9-129.7). Among participants who had been deployed, those who had earned a 4-year degree (95% CI 1.0-2.2) and those who had been offered incentives to participate online (95% CI 2.1-58.6) were more likely to be highly engaged in online components and attend face-to-face compared with those who attended primarily face-to-face. However, those with a high number of months of deployment (95% CI 0.6-1.0) were less likely to be in the pattern of highly engaged in online components and face-to-face attendance. Compared with those who participated primarily face-to-face, deployed mothers were about 4 times more likely to engage in moderate online use with face-to-face attendance than deployed fathers (95% CI 1.21-11.83) and participate primarily online (95% CI 0.77-25.20).
**Conclusions:** Results imply that parents may be drawn to different delivery options of a parenting program (online components vs face-to-face sessions) depending on their education level, incentives to engage in online components, and their military-related experience. Results suggest potential directions for tailoring Internet-based interventions.
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**Introduction**

Evidence-based parenting interventions have been shown to improve the well-being of both children and parents and have the potential to enhance family resilience in the face of chronic and acute stress [1-3]. However, the reach of these interventions is limited because of factors such as lack of trained practitioners and low parent participation [4-6]. These challenges have led researchers to begin examining parents’ preferences for online program delivery formats [7,8], which hold the promise for reaching far broader swaths of the population. Online program components (eg, videos that demonstrate key skills and downloadable handouts) are potentially an important supplement to traditional, face-to-face interventions [6,9]. However, we know little about which parents most engage with these program components.

More specifically, in military families, participation in interventions may be affected by the deployment of parents. A recent study revealed that more than half of active-duty military families who initially engaged in a prevention program did not complete it because of factors such as lack of work-related issues or deployments [1]. Reserve component (ie, National Guard and Reserves; NGR) service members participate in monthly weekend drills and extended annual trainings in addition to their civilian work commitments. National Guard and Reserve populations also have been extensively deployed in the recent conflicts in Iraq and Afghanistan. There is a dearth of literature investigating the potential barriers to participation in parenting skills programs designed for military families, and particularly NGR families.

In this population, knowledge is also lacking regarding the relationship between demographic characteristics, ecological characteristics (eg, number of deployments), and parents’ use of online components in intervention settings. This information will allow service providers to tailor evidence-based programs for online distribution and maximize access to beneficial programs for military families. Online program components may be particularly beneficial to offset potential barriers to in-person participation. Understanding demographics and other characteristics of parents who engage in online components to differing degrees can inform resource allocation, recruitment, and retention efforts. To extend previous research on parent engagement in Internet-enhanced parenting programs, this study examined how demographic, programmatic, and military deployment-related factors are associated with patterns of parents’ use of online parenting components and face-to-face attendance in a parenting program for military parents.

**Engaging Parents Online**

**Online Parenting Programs**

A growing number of Internet-based interventions have been geared specifically toward parents and parenting [10,11]. One study examined the efficacy of an 8-module, intensive, positive parenting program, Triple P Online, for parents of children with early-onset disruptive behavior problems using a randomized controlled trial (RCT) design [12]. Parents receiving the Internet-based intervention had significantly better outcomes on measures of children’s problem behavior, dysfunctional parenting styles, parents’ confidence in their parenting role, and parental anger compared with the control group (general Internet use). These gains were generally maintained, and in some cases enhanced, at the 6-month follow-up assessment. Additionally, satisfaction ratings for the Internet-based intervention program were high [12].

Similarly, another RCT evaluated the efficacy of an Internet-based parent management training program for children with conduct problems [13]. Children whose parents had participated in the Internet-based program showed a greater reduction in conduct problems than children in the waitlist control group. Parents who completed the Internet-based parenting program also reported less use of harsh and inconsistent discipline after completing the program, as well as more positive praise. These positive effects were maintained at the 6-month follow-up. Other RCTs have also found that Internet-based parent management training programs are effective in reaching parents and report encouraging results [10,14-17].

Although these randomized trials are important for establishing the efficacy of Internet-based programs, they revealed very little about which parents might gravitate toward a face-to-face program and which might gravitate toward online materials because all intervention families were assigned to the Internet-based treatment. Often, Internet-based programs are viewed as a way to reduce barriers to engagement, but research comparing in-person versus Internet-based programs (ie, comparative effectiveness trials) is lacking. Studies that include Internet-based programming as a supplement to a face-to-face program can begin to answer some of these questions about differences in parents’ online usage. Sanders and colleagues [18] found that online supplemental materials were as effective as self-help workbooks for parents. In addition, Internet-based supplements to a parenting prevention program presented via television were found to be an effective method of engaging hard-to-reach individuals [19]. Little is known, however, about what contextual factors—individual, familial, or ecological—are...
associated with parents’ use of Internet-based programs and supplements compared with face-to-face programming.

**Parents’ Preferences**

Efforts to understand how parents engage in parenting programs have used marketing methods to explore preferences for program delivery options [7]. Cunningham and colleagues [7] identified subgroups of parents who preferred different resource delivery formats. The “Action” segment of parents (ie, those highly motivated to engage in services) preferred weekly, in-person meetings with other parents in addition to coaching phone calls from a therapist, whereas the “Information” segment of parents preferred to solely receive parenting information without in-person meetings or support [7]. The “Overwhelmed” segment of parents was more likely to have a child with externalizing problems but was less likely to prefer information or professional support than other segments of parents. Interestingly, however, overwhelmed parents reported preferring information found on the Internet significantly more than those in the other two segments. Metzler and colleagues [8] found a preference among parents for media-based programs (eg, television, online) rather than face-to-face programs in a survey of 162 parents with children aged 3-6 years. Overall, parents reported preferring television programs, online formats, and written materials to face-to-face interventions. Program materials that are tailored to parents’ individual preferences may improve engagement in and adherence to Internet-based parenting programs [7,20].

The studies discussed above examined parent preferences, rather than actual behavior. Moreover, some evidence suggests that parents’ preferences do not always match actual engagement in various methods of program delivery, and more information about parents’ behavior in practice is needed [7]. This study fills a gap in the literature by examining the use of Internet-based programming and patterns of face-to-face attendance in a parenting program for military families and the characteristics and contexts that predict those patterns.

**Demographic Characteristics Associated With Online Use**

Although little is known regarding parent characteristics related to adherence to Internet-based prevention programs, parent and family demographic variables have been shown to be related to parents’ general use of the Internet and other technology. Specifically, income and education were associated with parents’ online information-seeking behaviors [21-23]. In another study, parents who were on a waitlist for mental health services for their children and preferred Internet support had higher levels of educational attainment compared with those who preferred group or face-to-face interim services [24]. Although seeking information online differs from participating in an Internet-based parenting program, these studies help inform our understanding of parents’ use of Internet-based programs.

Gender is another important demographic characteristic to consider. Although some research has found that women do not use the Internet as frequently as men [25], other studies have found no gender differences in Internet use [26]. However, mothers have tended to use more parenting content online than fathers [27,28]. A study of parents’ preferences for online, parenting video episodes found that mothers tended to rate the online modules as more engaging, watchable, and realistic than fathers did [8]. Mothers may find parenting content delivered via media, such as television and the Internet, more interesting and relevant compared with fathers. Existing parenting content may be tailored more to mothers’ unique needs than fathers’ [29]. Alternatively, mothers may be gatekeepers to fathers’ access to parenting content [30] or fathers may lack parenting efficacy given the traditional role mothers have played in child-rearing [31]. Together, the aforementioned studies suggest that parents’ demographic characteristics are linked to online preferences and use.

**Face-To-Face Attendance**

The greater body of research on engaging parents in face-to-face parenting programs may inform research on Internet-based program participation. Face-to-face attendance in parenting programs varies widely; studies report that parents attend 35% to 61% of face-to-face group sessions [4,32,33]. A meta-analysis found a small but significant negative effect of socioeconomic status (SES) on dropout rates [34], addressing prior research that had reported mixed findings in this regard [35-37]. Similarly, single parents have been found to attend fewer face-to-face sessions than married or cohabiting parents in some studies [38] but not in others [32,39]. Family size is also related to parents’ face-to-face attendance in parenting programs, such that those with large families tend to attend fewer face-to-face sessions [32]. Overall, the evidence suggests that families at slightly higher risk (ie, single-parent families, lower SES families, and those with more children), who arguably may benefit most from such programs, may actually attend fewer sessions and participate less [32,38,40].

Evidence also suggests that process variables within the prevention program experience (eg, interest in and comfort with the group) may be related to continued participation [40]. For example, Fox and Gottfredson [41] found that parents who completed the program tended to report higher interest and more comfort with the pretest or program participation than parents who did not complete the program. In another study, interaction with other participants and group dynamics contributed to retention [40].

Although parents report that small incentives would promote attendance [42], studies have had mixed results regarding the effectiveness of providing incentives to encourage attendance. Al-Halabi Díaz and Errasti Pérez [43] found that the use of small incentives at the end of each session improved face-to-face attendance. Similarly, other studies found that incentives were positively associated with face-to-face attendance [44,45]. However, a relationship between incentives and attendance has not been found in other studies [46,47]. Although much has been written about attendance in face-to-face parenting programs, much less is known about participation in online settings.

**Ecological Characteristics**

From an ecological systems framework, families’ ability to participate in parenting programs may be influenced by barriers
or facilitators in their immediate environment [48,49]. On the basis of the ecological assumption that basic resources in the environment sustain families and communities [48], those who most need support may also be those who lack the resources to access that support. However, while the aforementioned literature outlines barriers for other at-risk populations, very little is known about the barriers to participating in parenting programs for military families.

Among active duty military families, levels of practical and emotional support may be high because of a sense of community found on military bases [50]. However, NGR families experience more isolation, as they are geographically dispersed across the United States without access to resources found on military installations. National Guard and Reserve parents may also feel especially pressed for time as many have civil employment during the week and military training and duties on weekends [1], and this may be a substantial barrier to face-to-face participation in parenting programs.

Internet-based resources may provide support to parents who feel isolated as a result of a partner’s deployment. Although technology has become increasingly accessible [51], little is known about which members of military families are most likely to engage with Internet-based resources. Evidence suggests that the deployment cycle in particular may increase families’ use of technology to stay in touch [52,53]. During deployment, parents who are on the home front, the majority of whom are mothers, are accustomed to the use of Internet-based technology for communication with deployed service members. Research also suggests Internet-based programming may be well suited for military families post deployment [54]. However, those who have extensive prior deployments may be less likely to engage in parenting programming if they are struggling with multiple demands to reenter civilian life or posttraumatic stress symptoms [55].

Our Study—After Deployment, Adaptive Parenting Tools

In our study, we sought to identify patterns of Internet-based and face-to-face participation in After Deployment, Adaptive Parenting Tools (ADAPT), an Internet-enhanced parenting program for military families. We examined the demographic, programmatic, and military-related characteristics associated with different patterns of engagement. Understanding patterns of engagement is important because the success of prevention programs and the benefits parents receive from these programs depend on their ability to engage and retain parents. This study analyzed data from an RCT of ADAPT, which aimed to improve parenting and child adjustment in families after the reintegrations of a parent from deployment to Iraq or Afghanistan. The ADAPT program is a 14-week parent training program that provided online components as supplements to weekly face-to-face programming.

To understand patterns of engagement with online components and face-to-face participation with military parents, we sought to answer the following research question: How often did parents use various online components and attend face-to-face sessions? Furthermore, based on the ecological systems framework, we hypothesized the following:

- $H_1$: Characteristics of parents (higher income, more education, full or part-time employment, fewer children, younger children, married, and female) and the program (incentives) will be positively associated with patterns of greater online and face-to-face use.
- $H_2$: Characteristics that may pose a barrier to military families’ participation (number of deployments) will be positively associated with patterns of lesser online and face-to-face use.

Methods

Procedures

This study includes the subset of families from the larger study (N=336 families) who were randomly assigned to the treatment group—that is, to participate in a preventive intervention program, ADAPT (n=207 families; n=370 parents). Families were eligible to participate in the RCT if at least one parent had been deployed overseas in service of Operation Enduring Freedom (Afghanistan), Operation Iraqi Freedom (Iraq), or Operation New Dawn (Iraq) since 2001, if the family had at least one child between the ages of 4 and 12 years, and if they were willing to participate in the parenting program if invited. Participants were recruited in several ways: project staff presence and presentations at military-sponsored events (eg, reintegration events and military family picnics), referral from military personnel (eg, family readiness group leader or commander), word of mouth from fellow service members or another parent, and media (eg, television or radio, advertisements, and online social media). Families could go directly to the ADAPT website to consent to participate or request to be contacted for more information. Recruitment staff replied via phone call to answer questions, emailing the hyperlink for the screener and online consent form as needed.

In two-parent families, both parents were invited to participate in the online and in-home baseline assessments after individually completing the online consent form. After baseline assessments, families were randomized to either the ADAPT parenting program or the control group (services-as-usual). Staff then contacted the family to inform the parents of the result of randomization and discuss arrangements for those who were randomized to ADAPT to attend group sessions. Specifically, groups were arranged to be delivered in parents’ geographic area, as close to their home as possible. If no groups were currently occurring in their geographic area, parents were invited to the next available group after their baseline assessment. As these arrangements were made for determining which geographic group a family would attend, staff also encouraged both parents in two-parent families to attend the program. Staff explained to such families that although attendance by both parents was expected to be most beneficial, it was not required (eg, if one parent had to work, the other parent could attend alone). A total of 7 cohorts of groups were delivered, each cohort included 2 to 7 groups, and each group included 3 to 10 families (up to 16 individual parents per group).
After Deployment, Adaptive Parenting Tools Program

The ADAPT program is an adaptation of Parenting Through Change, a 14-week group-based Parent Management Training–Oregon Model (PMTO) preventive intervention, for military families [36]. In addition to targeting positive parenting practices that are core to PMTO interventions (skill encouragement, positive involvement, family problem solving, monitoring, and effective discipline), ADAPT provides intensive coaching for parents on emotion regulation (via mindfulness exercises) and emotion coaching skills [57]. Skills are taught in 14 two-hour weekly group sessions using active teaching methods such as role-playing and group discussions. For more information about the ADAPT program, see Gewirtz and colleagues [54,57].

Online Components

Building upon previous research demonstrating the many barriers to face-to-face attendance at prevention programs [5] as well as difficulties with retention [37,44], an Internet-based supplement was developed to engage parents with the program content in their own homes as much as possible (see Multimedia Appendix 1 for example screenshots). The 56 online components were supplemental materials organized by the 14 group sessions into 14 online modules. Each module included a menu of components such as access to skill and practice videos of military families who are learning and practicing key parenting skills with their children, audio recordings of mindfulness exercises, knowledge checks, and printable PDF documents summarizing key parenting skills. Parents were able to choose the components that best fit their needs for a personalized approach to the online materials. The number of components in the modules ranged from one in module 14 to eight in module 5. After each group session, parents received an email prompt directing them to the relevant online module for that week. ADAPT facilitators encouraged parents to view online material between sessions and to share the material with family members. Parents who were unable to attend face-to-face sessions were given the option to complete the online program modules when delivery of group sessions was complete (ie, after all possible face-to-face attendance options had been exhausted).

Online and Face-To-Face Program Incentives

In an effort to encourage online engagement after initial low participation online, those in cohorts 3 through 7 who used the online components the previous week were entered into a drawing for a US $25 gift card at the face-to-face group session. Families participating in face-to-face sessions received a US $15 gift card for attendance at each session to compensate them for their travel and time. Participants who did not attend face-to-face sessions but were offered to complete the program online in the last cohort were provided a US $15 gift card at the completion of each online session.

Measures

Use of Online Components

Parents’ use of the online components was recorded using an online data tracking system. The system recorded whether each parent accessed an online component via clicking (coded as 0=did not click, 1=click). Clicks were interpreted as parents accessing and using that online component, and date stamps showed that parents accessed modules consecutively on different days, an indication that they were not casually browsing the material at one sitting. The total number of all components used was calculated as well as the total number of each component type used (videos, mindfulness exercises, knowledge checks, and downloadable summaries). In an effort to maximize use of online components, incentives were provided to families in cohorts 3 through 7 and in the online cohort (0= did not receive incentives to go online, 1= received incentives to go online).

Face-To-Face Session Attendance

Participants’ attendance at face-to-face sessions was recorded using sign-in sheets, receipts from gift card payments, and facilitator records. Number of sessions attended was summed to create a variable indicating the number of face-to-face sessions attended (of those who attended at least one session: mean 8.50, SD 3.91; including those who did not attend: mean 6.26, SD 5.04).

Variables Relevant to Military Families

Parents who had served in the military reported the number of months they had been deployed in the recent conflicts since 2001. A dichotomous variable reflecting deployment was created for the entire sample (0= not deployed, 1= deployed in recent conflicts).

Demographics

Parents self-reported demographic characteristics at their initial in-home assessment. Socioeconomic variables included household income in US dollars (less than $10,000 per year; $10,000 or more per year in $10,000 increments up to $150,000; or more than $150,000 per year) and education level (some high school or less, General Educational Development test, high school diploma, some college, associate’s degree, 4-year college degree, master’s degree, or doctoral or professional degree). Parents reported the number of children living at home at least 50 percent of the time, target child’s date of birth (converted to age), marital status (dichotomized into married and not married), and employment status (dichotomized into employed full-time or part-time and not employed).

Data Analysis

We addressed the research question regarding the frequency of parents’ online component use and face-to-face attendance using descriptive analyses (t tests and correlations). We also examined the use of different types of online components accessed, including videos, mindfulness exercises, knowledge checks, and summaries using descriptive analyses. We then identified patterns of use of online components and face-to-face attendance, and parents were categorized into descriptive groups based on their frequency of participation online and face-to-face. To test the hypotheses that demographic, programmatic, and military-related variables would predict patterns of use, multinomial logistic regression with standard errors adjusted to account for the nested data structure (ie, parents within families) was computed in Stata 14 [58]. We examined associations between demographic characteristics (education, income, employment, number of children, marital status, child age, and gender), cohort (incentive to participate online), and
military-related characteristics (months deployed) and patterns of online and face-to-face participation. Because deployment and gender were confounded (almost all men were deployed), additional analyses included only those who had been deployed. Missing data analysis revealed very little missing data. Only 2 variables had missing data that made up more than one percent of the total sample: number of children (1.9%) and income (1.4%). Therefore, listwise deletion was used, resulting in an analytic sample of 365 individuals in the main multinomial logistic regression model.

**Results**

**Descriptive Statistics**

Of the 207 invited families, 84.5% (175/207) participated in at least one of either the online modules or the face-to-face sessions. A total of 75.4% (156/207) participated face-to-face and a total of 68.6% (142/207) participated online (9.2%, 19/207, participated only online). Of the participating individuals, 88.3% (325/368) were married, and on average, most parents reported having 2 or more children. Parents were asked to choose their youngest child between the ages of 4 and 12 years to be the primary focus child for the assessments. The average age of families’ target child was 7.7 years. Parents reported annual household income as follows: 25.5% (93/365) had an annual income of less than US $50,000; 43.3% (158/365) had an annual income between US $50,000 and US $99,999; and 31.2% (114/365) had an income of more than US $100,000.

We also analyzed parents’ engagement in the program as individuals: 78.9% (292/370) participated in either the online modules or the face-to-face sessions. A total of 73.2% (271/370) participated face-to-face and a total of 52.2% (193/370) participated online (5.7% participated only online; 21/370). Approximately half of the participants were mothers (51.1%, 188/368), and 90.5% reported being European American. Parents reported belonging to the following branches of the military: Army National Guard or Reserve (44.3%, 163/368), Air Force National Guard or Reserve (7.9%, 29/368), Navy Reserve (1.6%, 6/368), and other (6.8%, 25/368); 39.4% (145/368) were civilian partners. On average, the number of deployments for service members was 1.7, and the average number of months of deployment was between 13 and 18 months. Of the participants, 50.3% (185/368) had completed a 4-year degree or more and 67.1% (247/368) were employed full-time.

**Online and Face-To-Face Participation**

Descriptive analyses revealed that the overall pattern of use of online components was bimodal (ie, no use or high use; Figure 1). The percentages of mothers and fathers who accessed each component at least once were calculated (Table 1). Because the distribution was bimodal (as has been found in past trials of PMTO, those who participated at least 3 times were more likely to complete the program), a cutoff of 4 components was used to calculate both online and face-to-face use. Among participants who accessed at least 4 online components, the mean number of components accessed was 41. Online videos and handouts were accessed most frequently. The first components in the first modules had the heaviest use. Significant differences in online component use were found by gender, education, incentives, and past deployment (Table 2). Mothers, parents with a 4-year degree, parents who received incentives to participate online, and those who had not been deployed used more components compared with fathers, parents without a 4-year degree, parents who did not receive incentives to go online, and those who had been deployed. In Figure 2, a graph illustrates the rate of online participation in 3 phases of incentives to go online: phase 1, no incentives; phase 2, a drawing for those who went online; and phase 3, gift cards for those who went online. Correlations revealed a significant but trivial, positive relationship between online use and number of months deployed (.10, P=.050).

**Face-to-face attendance** was also bimodal (Figure 3). Among participants who attended at least 4 sessions, the average number of sessions attended was 9.8. Mothers attended marginally more than fathers (Table 2). Correlations revealed a statistically significant, negative relationship between face-to-face attendance and child age—that is, parents with younger children attended more sessions (−.14, P=.009).

---

**Table 1. Parents’ use of online components (n=370).**

<table>
<thead>
<tr>
<th>Component</th>
<th>Total parents</th>
<th></th>
<th>Mothers</th>
<th></th>
<th>Fathers</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Any online use</td>
<td>193</td>
<td>52.2</td>
<td>115</td>
<td>60.5</td>
<td>78</td>
<td>43.3</td>
</tr>
<tr>
<td>Videos</td>
<td>185</td>
<td>50.0</td>
<td>113</td>
<td>59.5</td>
<td>72</td>
<td>40.0</td>
</tr>
<tr>
<td>Knowledge checks</td>
<td>170</td>
<td>45.9</td>
<td>102</td>
<td>53.7</td>
<td>68</td>
<td>37.8</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>176</td>
<td>47.6</td>
<td>109</td>
<td>57.4</td>
<td>67</td>
<td>37.2</td>
</tr>
<tr>
<td>Handouts</td>
<td>183</td>
<td>49.6</td>
<td>110</td>
<td>57.9</td>
<td>73</td>
<td>40.6</td>
</tr>
</tbody>
</table>

Face-to-face attendance was also bimodal (Figure 3). Among participants who attended at least 4 sessions, the average number of sessions attended was 9.8. Mothers attended marginally more than fathers (Table 2). Correlations revealed a statistically significant, negative relationship between face-to-face attendance and child age—that is, parents with younger children attended more sessions (−.14, P=.009).
Guided by the distributions of online component use and face-to-face attendance (Figures 1 and 3), five patterns of program engagement were identified (Figure 4): (1) face-to-face attendance with high online use, (2) face-to-face attendance with moderate online use, (3) primarily face-to-face attendance, (4) primarily online use with little face-to-face attendance, and (5) little to no attendance or online use. The difference between high and moderate online use was determined by a median split of the number of online components used.

To test our hypotheses that demographic, programmatic, and ecological characteristics (ie, military related) would be associated with various patterns of participation, multinomial logistic regressions were computed, adjusting the standard error to account for individuals nested in families. The reference group of parents who attended primarily face-to-face was chosen because it represented traditional delivery. Because the vast majority of the men in this sample had been deployed, gender and deployment were confounded and modeled separately in preliminary models. The first hypothesis that demographic and programmatic characteristics would be associated with patterns of greater online and face-to-face use was partially supported. The following findings note significant differences with a \( P \) value of less than .05 compared with the reference group, parents who attended primarily face-to-face. The first model fit the data well (\( \chi^2_{20}=72.8, \ P<.000 \)), and gender was a significant predictor of each pattern (results available upon request). The second model, in which we removed gender but added deployment, also fit the data well (\( \chi^2_{20}=62.9, \ P<.000 \)), and deployment was a significant predictor of each pattern (see Tables 3 and 4). Those who had face-to-face attendance and high engagement online had higher levels of education. Those who were employed and who had older children were more likely to have a pattern of little face-to-face or online participation. Those who were incentivized to go online were about 2 to 9 times more likely to have a pattern of face-to-face attendance and high or moderate online use and about 15 times more likely to have a pattern of primarily online use. Income, number of children, and marital status were not associated with patterns and were therefore removed from the models for parsimony.

Table 3. Multinomial logistic regression of characteristics associated with patterns of online component use and face-to-face attendance (n=365).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Attendance + high online use (n=71)</th>
<th>Attendance + moderate online use (n=79)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR (^a) P 95% CI</td>
<td>RR P 95% CI</td>
</tr>
<tr>
<td>Deployed</td>
<td>0.44 .017 0.23-0.87</td>
<td>0.47 .027 0.24-0.92</td>
</tr>
<tr>
<td>Education</td>
<td>1.38 .025 1.04-1.84</td>
<td>1.21 .162 0.93-1.59</td>
</tr>
<tr>
<td>Employed</td>
<td>0.75 .518 0.32-1.79</td>
<td>2.17 .099 0.86-5.45</td>
</tr>
<tr>
<td>Child age</td>
<td>1.13 .094 0.98-1.29</td>
<td>1.10 .150 0.97-1.25</td>
</tr>
<tr>
<td>Incentives</td>
<td>9.69 .000 3.23-29.03</td>
<td>1.96 .086 0.91-4.23</td>
</tr>
</tbody>
</table>

\(^a\)RR denotes relative risk. Reference group attended at least 4 times but had little to no online use (n=77).
The second hypothesis that military-related variables would be associated with patterns of lesser online and face-to-face use was partially supported. To avoid the confound between gender and deployment, only those men (n=173) and women (n=34) who had been deployed were selected in the final model and gender was added into the model (n=207). The final model fit the data well ($\chi^2=40.67, P=.004$). Compared with parents who attended primarily face-to-face, mothers who had been deployed were nearly 4 times more likely to have moderate online use and attend face-to-face and were more than 4 times more likely to attend primarily online, although, likely because of the relatively small number of women, the effect is only marginally significant (see Tables 5 and 6). Compared with parents who attended primarily online, those with fewer months deployment were less likely to have a pattern of high online use and face-to-face attendance.

Table 5. Multinomial logistic regression of characteristics associated with patterns of online component use and face-to-face attendance among those who had been deployed (n=207).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Attendance + high online use (n=34)</th>
<th>Attendance + moderate online use (n=43)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Months deployed</td>
<td>$RR^a 0.78 \text{ P=0.41} 0.61-0.99$</td>
<td>$RR 0.88 \text{ P=0.265} 0.71-1.10$</td>
</tr>
<tr>
<td>Education</td>
<td>$1.53 \text{ P=0.029} 1.04-2.24$</td>
<td>$1.31 \text{ P=0.140} 0.91-1.89$</td>
</tr>
<tr>
<td>Employed</td>
<td>$0.47 \text{ P=0.334} 0.10-2.18$</td>
<td>$0.77 \text{ P=0.718} 0.18-3.24$</td>
</tr>
<tr>
<td>Child age</td>
<td>$1.05 \text{ P=0.617} 0.87-1.26$</td>
<td>$1.01 \text{ P=0.919} 0.85-1.20$</td>
</tr>
<tr>
<td>Female</td>
<td>$1.15 \text{ P=0.849} 0.28-4.71$</td>
<td>$3.78 \text{ P=0.023} 1.21-11.83$</td>
</tr>
<tr>
<td>Incentives</td>
<td>$11.20 \text{ P=0.004} 2.14-58.60$</td>
<td>$2.80 \text{ P=0.068} 0.92-8.49$</td>
</tr>
</tbody>
</table>

$^a$ RR denotes relative risk. Reference group attended at least 4 times but had little to no online use (n=55).

Table 6. Multinomial logistic regression of characteristics associated with patterns of online component use and little face-to-face attendance among those who had been deployed (n=207).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Little/no attendance + online use (n=13)</th>
<th>Little/no attendance or online use (n=66)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Months deployed</td>
<td>$RR^a 0.92 \text{ P=0.563} 0.69-1.23$</td>
<td>$RR 0.86 \text{ P=0.164} 0.69-1.06$</td>
</tr>
<tr>
<td>Education</td>
<td>$1.25 \text{ P=0.402} 0.74-2.09$</td>
<td>$1.16 \text{ P=0.389} 0.83-1.62$</td>
</tr>
<tr>
<td>Employed</td>
<td>$0.50 \text{ P=0.503} 0.64-3.86$</td>
<td>$0.69 \text{ P=0.567} 0.19-2.46$</td>
</tr>
<tr>
<td>Child age</td>
<td>$1.12 \text{ P=0.394} 0.87-1.43$</td>
<td>$1.16 \text{ P=0.044} 1.00-1.35$</td>
</tr>
<tr>
<td>Gender</td>
<td>$4.41 \text{ P=0.095} 0.77-25.20$</td>
<td>$1.00 \text{ P=0.994} 0.29-3.50$</td>
</tr>
<tr>
<td>Incentives</td>
<td>$8.69 \text{ P=0.044} 1.06-71.22$</td>
<td>$2.03 \text{ P=0.113} 0.84-4.92$</td>
</tr>
</tbody>
</table>

$^a$ RR denotes relative risk. Reference group attended at least 4 times but had little to no online use (n=55).
**Figure 1.** Histogram of Online Components Participants Accessed (n=370).

**Figure 2.** Graph of 3 phases of incentives for online participation (n=370).
Figure 3. Histogram of Total Number of Face-to-Face Sessions Participants Attended (n=370).

Figure 4. Patterns of online use and face-to-face attendance (analytic sample; n=365).
Discussion

To better understand patterns of engagement in a preventive parenting intervention program with both online components and face-to-face sessions, we sought to identify demographic, programmatic, and ecological characteristics of military life related to parents’ use of online components and face-to-face attendance. As in prior studies evaluating PMTO (personal oral communication, Marion Forgatch, PhD, January, 2014), most participants had a high frequency of attendance (on average 10/14 sessions) once they participated in more than 3 face-to-face sessions. We also found this to apply to online components, such that parents who completed more than 3 online components had a high frequency of online component use (on average, 41/52 components). The high percentage of total participation (84.5% of families, 78.9% of individuals) was comparable to or better than other parenting programs [32,37].

Patterns of engagement were identified: high online use with face-to-face attendance, moderate online use with face-to-face attendance, primarily face-to-face attendance, primarily online use, and little to no online use or attendance.

This study found that among those who had been deployed, participants with a high number of months of deployment were less likely to be in the group with the highest engagement both online and face-to-face. Although military families communicate via Internet-based medium during deployment [52,53], it may be that at home those who spent the most time away value face-to-face time with family rather than spending time on the computer. Alternatively, these individuals may be less connected to parenting, given their lengthy deployments and absences from the family, and thus see less value in participating in a parenting program. Employment was not significantly associated with participation among those who had been deployed, but it was significantly associated with lower participation across the entire sample, which suggests that employment of the nondeployed spouse may have been a barrier to participation.

Incentives seemed to be important motivators for parents to participate in online components; these findings parallel past findings regarding the use of incentives with face-to-face attendance [43,45]. Parents participating before the introduction of incentives (ie, phase 1) had low participation online, but an increase in online participation was evident in phases of delivery where incentives were offered to participate online. Although the proportion of those who participated online among those who were incentivized with a drawing in phase 2 was similar to those who were incentivized directly with a gift card in phase 3, it should be noted that those who were recruited in phase 3 were “hard to reach” participants who had not previously been able to attend face-to-face. Almost 10% of families who participated in ADAPT did so primarily online and likely would not have participated in the program at all without the online option. Overall, this evidence suggests that online options (especially those that are incentivized) could increase engagement in parenting programs and provide access to resources for parents who are isolated or unable to attend face-to-face programs.

Similar to previous research findings [27], mothers were more likely to engage with online parenting content than fathers. This study is the first to demonstrate that mothers who had been deployed were more likely to participate in an online setting compared with participation in the traditional face-to-face setting. Deployed mothers may be a particularly appropriate target population for online programs, given these findings, and their likely high use of online technologies during deployment.

We also found that those with the highest levels of education were the most engaged online. This finding corroborates past research that found that parents with higher income levels were more likely to prefer online services and seek parenting information online [21,24] than low-income parents. We also found that parents with a 4-year degree were significantly more likely to access knowledge checks (quizzes) and handouts but not video components or mindfulness exercises, compared with those without a 4-year degree. Although parents in lower socioeconomic circumstances increasingly have access to online content, past research has suggested that digital literacy deficits may continue for some individuals because they lack skills or time to process online content [22]. For example, less educated parents may not feel that they have the confidence to complete quizzes. These findings suggest that demographic characteristics are important to consider in engaging military families in online and face-to-face parenting programs.

Limitations and Future Directions

Although this study is novel in its examination of demographic, programmatic, and ecological characteristics of military life as they relate to participation in an Internet-enhanced parenting program, there are some limitations to consider. This study included a sample of Midwestern NGR families with a parent who had been deployed, the majority of whom were European American. Although our findings help us better understand program engagement in this important subset of parents, our results may not generalize to active duty military families or civilian families. In addition, past research has found barriers to participation among those with low SES, but this sample did not have high variability of SES among participants (ie, most were upper middle class), and therefore the results may not adequately reflect the socioeconomic challenges to participating in a parenting program online. We found interesting differences in online component use based on cohort and incentives to participate online, but we did not randomize families to receive incentives (or not) at the beginning of the study. Incentives were added only in 2 later phases of the study. Randomized controlled trials examining the influence of incentives to participate in online supplements would provide important, additional evidence regarding their influence on participation. Additionally, in this study, the number of clicks was used as a proxy for completion of online modules; however, better measures of the time participants spend online and quality of those interactions are needed.

This study provides a foundation for future research on engaging parents in various contexts. While important differences were found when analyzed by parents’ demographic characteristics, program incentives, and the ecological context, future research that includes parents’ psychological characteristics, such as
motivation for participating in parenting programs, self-efficacy as a parent, and other unique individual characteristics, may further elucidate differences in participation. Additionally, research is needed to understand how engagement with online components versus face-to-face participation translates into behavior change (eg, improved parenting and child adjustment). Dismantling trials (which disaggregate different online components and face-to-face interventions options) as well as randomized preference trials (which randomize participants to choose or be assigned their modalities of choice) would provide practitioners and researchers with important information about what works in engaging and serving families through preventive parenting programs.

**Conclusions**

This research underscores the need to understand patterns of parent engagement in both Internet-based and face-to-face parenting programs. Our findings add to existing evidence that Internet-based participation has the potential to increase some parents’ participation; however, face-to-face programming also appears to provide unique benefits to some parents, which could include instrumental and emotional support. Collecting data and monitoring the use of online components and face-to-face participation in parenting programs provides opportunities to better understand audiences and potentially improve both engagement and retention [7].
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Abstract

Background: The obesity pandemic has now reached children, and households should change their lifestyles to prevent it.

Objective: The objective was to assess the effect of a comprehensive intervention on body mass index z-score (BMIZ) in schoolchildren.

Methods: A yearlong study was conducted at 4 elementary schools in Mexico City. Intervention group (IG) and control group (CG) were split equally between governmental and private schools. Three educational in-person parents and children sessions were held at 2-month intervals to promote healthy eating habits and exercise. To reinforce the information, a website provided extensive discussion on a new topic every 2 weeks, including school snack menus and tools to calculate body mass index in children and adults. Text messages were sent to parents’ mobile phones reinforcing the information provided. The IG contained 226 children and CG 181 children. We measured their weight and height and calculated BMIZ at 0, 6, and 12 months.

Results: The CG children showed a change of +0.06 (95% CI 0.01, 0.11) and +0.05 (95% CI 0.01, 0.10) in their BMIZ at 6 and 12 months, respectively. The BMIZ of IG children decreased by -0.13 (95% CI -0.19 to -0.06) and -0.10 (95% CI -0.16 to -0.03), respectively, and the effect was greater in children with obesity.

Conclusions: The comprehensive intervention tested had beneficial effects, preserved the BMIZ of normal weight children, and reduced the BMIZ of children with obesity.

Introduction

Childhood obesity is a public health problem because it is associated with comorbidities such as metabolic syndrome, hypertriglyceridemia, and type 2 diabetes [1-3]. Therefore, it is important to develop alternative strategies to prevent this health problem from an early age. In the last two decades, overweight and obesity have increased in Mexican children aged 5-11 years. The national nutrition surveys showed that from 1999 to 2006 the prevalence increased from 26.9% to 34.8%. In 2012, the prevalence was 34.4% [4], indicating that this problem prevails with unacceptably high figures for this age group [5].

Metabolically, obesity is caused by an imbalance in which energy intake exceeds expenditure in a persistent fashion. Low energy expenditure is caused by decreased physical activity and increased sedentary habits [6-8]. To neutralize this problem and its comorbidities, intervention studies have been performed to change lifestyles of eating and physical activity, but many have
been conducted in minority populations [9] without a control group [10,11] for short periods [9,12] and have had no lasting effect on the body mass index z-scores (BMIZ) [13,14]. The energy imbalance of overweight children results from the unhealthy lifestyles acquired at home, and health providers need to inform parents on how to change unhealthy feeding habits and sedentary habits for better alternatives.

Studies in children and adolescents have shown that Web-based information improves people’s knowledge, attitudes, and behaviors related to feeding and physical activity [15,16]. However, such information is rarely a comprehensive educational intervention [10] that also incorporates sociocultural and economic conditions of the target group. Furthermore, there is a need to educate parents about their role in the prevention of obesity. It is expected that information would change feeding behaviors, the types of foods available at home, and preparation and enjoyment of healthy menus. Currently, the Internet and mobile phones are regular informational tools of many households in Mexico City with several apps available for users. In Mexico, the percentage of Internet users nationwide grew from 19.5% to 40.2% from 2006 to 2012, the largest number being in urban areas. In the same period, the rate of mobile phone users increased from 52.6% to 90.8% [17]. One advantage of mobile phones for educational purposes is the instantaneous relay of short messages at any time and place.

The aim of this study was to compare the daily nutrition-based activities performed in schools in Mexico City, such as the availability of healthy food and drinking water [18,19], with an educational intervention involving in-person sessions with parents, distance activities using Web resources and mobile phone reminders, and printed materials in order to improve or at least preserve the BMIZ of Mexican children in elementary schools.

**Methods**

**Design and Study Population**

The study was approved by Research, Ethics, and Biosafety Committees of the Federico Gomez Children’s Hospital of Mexico (HIMFG in Spanish), a National Institute of Health. After the Ministry of Public Education granted the authorization to perform the study, 4 elementary schools from a middle-class suburb of Mexico City with similar number of students were included in the study. All school principals granted authorization for the study. The intervention was implemented in 2 schools, 1 governmental and 1 private (intervention group, IG), whereas the other 2 schools, 1 governmental and 1 private, were controls (control group, CG). Before implementation, educational materials and the website were designed and developed, which were the tools of the intervention. The subsequent activities are described as phase 1 of the study. The grades that participated were the first to fourth. Boys and girls were included, regardless of their BMIZ. Before starting the study, both objectives and activities were explained to teachers, parents, and children and also verbal agreement and written informed consent was obtained from children and their parents, respectively.

**Phase 1: Design and Development of Educational Materials and Website**

**Artwork That Would Accompany the Messages**

The artworks for this project, such as images of children eating healthy foods, were created by the designers of Universum, the Science Museum of the National Autonomous University of Mexico (UNAM). Designs were considered to be ad hoc for the age of the children and culture of Mexico City.

**Informative Topics, Posters, and Messages**

Twenty topics were developed to inform parents about overweight, obesity, healthy eating, physical activity, and health risks that obesity involves, which are described in Table 1 [20-25]. The topics were developed by pediatricians, nutritionists, nurses, and physical educators, who were asked to adjust the information to the following format: not more than 500 words, to suggest activities that could be implemented by the family, and annotate 2 or more hyperlinks to obtain more information, if desired. Topics were edited by a pediatric nutrition expert, for the purpose of standardizing the language and isolating 2 brief messages that would be sent to the parents' mobile phones. Information posters were developed to reinforce the written topics, which were placed in strategic locations within the intervention schools.

Various materials were developed for the children to take home, such as laminated place mats with the images of the Mexican Eatwell Plate [26] and Drinkwell Pitcher [27] and the pyramid of physical activity. For illustrative purposes, some screenshots of the educational materials used in the intervention are presented in Multimedia Appendix 1 (Selected screenshots of the materials used in the intervention); additionally, the authors can be contacted to obtain samples of the materials.

Guidelines for parents were developed with information on how to prepare a healthy school lunch, including numerous examples.
Figure 1. Study population: screening results and follow-up.

<table>
<thead>
<tr>
<th>Study population</th>
<th>4 schools (children 1st-4th grade)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention</strong></td>
<td>2 schools</td>
</tr>
<tr>
<td>2 schools</td>
<td>Limited to participate</td>
</tr>
<tr>
<td>n=409</td>
<td></td>
</tr>
<tr>
<td>Did not accept, n=148 (36.2%)</td>
<td>No response, n=35 (8.6%)</td>
</tr>
<tr>
<td>Agreed to participate</td>
<td>n=226 (55.2%)</td>
</tr>
<tr>
<td>Change of school, n=0</td>
<td></td>
</tr>
<tr>
<td>Measurements at 6 months</td>
<td>n=216</td>
</tr>
<tr>
<td>Measurements at 12 months</td>
<td>n=193 (25.4%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control</th>
<th>2 schools</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 schools</td>
<td>Limited to participate</td>
</tr>
<tr>
<td>n=408</td>
<td></td>
</tr>
<tr>
<td>Did not accept, n=131 (32.1%)</td>
<td>No response, n=96 (23.5%)</td>
</tr>
<tr>
<td>Agreed to participate</td>
<td>n=181 (44.4%)</td>
</tr>
<tr>
<td>Change of school, n=4</td>
<td></td>
</tr>
<tr>
<td>Measurements at 6 months</td>
<td>n=167</td>
</tr>
<tr>
<td>Measurements at 12 months</td>
<td>n=154 (25.1%)</td>
</tr>
</tbody>
</table>

Table 1. Work topics on the website, phone messages, and posters.

<table>
<thead>
<tr>
<th>Website topics</th>
<th>Messages</th>
<th>Poster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What is obesity? Why are there more obese people now than before?</td>
<td>M1, M2</td>
<td>The change in lifestyle has affected our health</td>
</tr>
<tr>
<td>2. Obesity and its relationship to chronic degenerative diseases</td>
<td>M3, M4</td>
<td>Consequences of overweight and obesity in health</td>
</tr>
<tr>
<td>3. Lifestyles, feeding, activity/sedentary, and health monitoring with regular measurements</td>
<td>M5, M6</td>
<td></td>
</tr>
<tr>
<td>4. Lifestyle and health. We stay as we are or we make an effort to improve the health of the family and of each of its members</td>
<td>M7, M8</td>
<td></td>
</tr>
<tr>
<td>5. Eating breakfast and bringing lunch to school are essential for health and school performance of children</td>
<td>M9, M10</td>
<td>Breakfast at home and lunch at school</td>
</tr>
<tr>
<td>6. Physical activity is much more than expending energy</td>
<td>M11, M12</td>
<td></td>
</tr>
<tr>
<td>7. Sedentary lifestyle, a risk for health</td>
<td>M13, M14</td>
<td>Free and spontaneous play</td>
</tr>
<tr>
<td>8. Measure yourself. Self-measurement is much more than knowing your weight</td>
<td>M15, M16</td>
<td></td>
</tr>
<tr>
<td>9. Plain water is the healthiest</td>
<td>M17, M18</td>
<td>How can we avoid a sedentary lifestyle?</td>
</tr>
<tr>
<td>10. Not all the energy that we consume is the same in terms of health</td>
<td>M19, M20</td>
<td></td>
</tr>
<tr>
<td>11. Carbohydrates. Health benefits and risks</td>
<td>M21, M22</td>
<td>Natural water is the healthiest drink</td>
</tr>
<tr>
<td>12. Fiber. Health benefits and risks</td>
<td>M23, M24</td>
<td></td>
</tr>
<tr>
<td>13. Importance of eating fruits and vegetables</td>
<td>M25, M26</td>
<td>Fruits and vegetables in my feeding</td>
</tr>
<tr>
<td>14. Lipids. Health benefits and risks</td>
<td>M27, M28</td>
<td></td>
</tr>
<tr>
<td>15. Proteins in food. Health benefits and risks</td>
<td>M29, M30</td>
<td>Varied feeding</td>
</tr>
<tr>
<td>16. Table salt in food. Health benefits and risks</td>
<td>M31, M32</td>
<td></td>
</tr>
<tr>
<td>17. Vitamins and minerals. Health benefits and risks</td>
<td>M33, M34</td>
<td>Natural foods better than processed foods</td>
</tr>
<tr>
<td>18. Family behavior during food consumption at home</td>
<td>M35, M36</td>
<td></td>
</tr>
<tr>
<td>19. Planning food purchases. Learning to read labels on processed and industrialized foods</td>
<td>M37, M38</td>
<td></td>
</tr>
<tr>
<td>20. Integration. Create a healthy eating environment with your family</td>
<td>M39, M40</td>
<td></td>
</tr>
</tbody>
</table>
**Design and Development of the Website**

The project website was nested in the official HIMFG website www.himfg.edu.mx. The picture of 2 children eating healthy foods was the identification icon of the project. Upon accessing the site, the user found the biweekly highlighted topic and the following icons:

1. Previous topics. By accessing this icon, the list of biweekly topics appeared, which could be accessed at any time. At the end of 2 weeks, the current theme was stored in this folder.

2. School snacks. This icon contained information on how to develop a healthy school snack and 25 examples of school snacks.

3. Guidelines on healthy eating and physical activity. This icon contained files of 2 guides on nutrition and physical activity; these printed guides were also sent to parents through their children.

4. Posters. This folder contained the posters hung at schools on a monthly basis. Each poster reinforced the current theme. A total of 9 posters were placed.

5. Software for the calculation and interpretation of body mass index (BMI). This icon invited parents to assess the BMI of themselves and their children. When they entered a weight and height, the program returned a BMI, indicating whether there was a health risk.

6. Contact, questions, and comments. In this section, parents could contact researchers to raise questions or make comments related to the project.

7. Window for researchers. The page included a window that allowed researchers to activate the user, evaluate the number of accesses to the site by each of the families, read the comments or questions that were raised by parents, and keep the page updated with the information of each of the icons. A visual of the website is shown in Multimedia Appendix 2 (Selected screenshot of the website).

**Phase 2: Intervention Implementation**

The intervention was implemented from October 2013 to July 2014; parents and all children, regardless of their BMIZ, participated in the intervention.

**Activities of Parents in the Intervention Group**

1. **Website.** An interactive workshop to learn and use the project website was developed. The name of their child was the username, and the password was the date of birth of their child. Parents were invited to access the site at least once every 2 weeks and review the current topic.

2. **Messages by mobile phone.** A short message (25 words on average) was sent to the parents’ mobile phone, every week. The message was related to the current topic of the website that motivated and reinforced behavior changes. A total of 40 messages were sent (Multimedia Appendix 3: Selected screenshots of examples of messages sent to parents’ mobile phone).

3. **In-person activities.** Parents from the intervention schools were invited to 3 sessions of 1 hour each, once every 2 months, for the purpose of giving them feedback on topics of eating and physical activity that were on the website, to participate in some project activities, and to answer their questions and receive comments to modify or improve the website.

**Activities of Children in the Intervention Group**

1. **Workshops.** Two nutritionists and a physical educator conducted 4 workshops, 1 every 2 months, with a duration of 1.5 hours. The workshops were integrated with both board games and physical games and with educational materials to reinforce healthy eating habits and physical activity.

2. **Educational materials.** They were provided with board games and plastic place mats with pictures of a healthy dish [26], the pyramid of physical activity, and a picture of a healthy drink pitcher [27].

3. **Visit to Universum Museum.** Children and parents visited the Life in Balance room of Universum, the Science Museum of the UNAM.

4. **Posters.** Each month, in a visible area and an area with large influx of children inside the school (eg, at the entrance of the school and in the schoolyard) a new poster alluding to the project and specifically the current website topic was placed.

**Measurements**

**Sociodemographic Information**

Information about the socioeconomic status was obtained by administering a questionnaire to know the number of children, parental education, and housing characteristics.

**Anthropometric Measurements**

Weight, height, and waist circumference were measured in schoolchildren of all schools at baseline and then at 6 and 12 months. Weight was measured with a digital scale (Seca 882; Seca Corp, Hamburg, Germany) with an accuracy of 0.1 kg. Height was measured with a stadiometer (Seca 225; Seca Corp, Hamburg, Germany) with an accuracy of 0.1 cm. Waist circumference was measured with a nonelastic flexible measuring tape (Seca 200). Two trained nutritionists took these measurements according to international procedures [28]. Briefly, the children were measured without shoes and in light clothing, standing in the center of the scale platform or stadiometer, arms resting loosely on the sides, and head positioned in the Frankfort plane. To measure waist circumference, the child climbed an anthropometric box 60 cm tall, the tape was placed at the midpoint between the iliac crest and the lower costal margin, and the reading was taken at the end of a normal exhalation. The purpose of having the child stand on the box was to bring the reader's eyes close to the height of the tape to avoid parallax errors.

Body mass index (BMI) and BMI z-score (BMIZ) are measures used to define obesity. BMI is a measure of weight adjusted for height. It is calculated as weight in kilograms divided by the square of height in meters. Whereas in adults the BMI cut points that define obesity and overweight are not linked to age and do not differ for males and females, in growing children BMI varies...
with age and sex. For BMI to be meaningful in children it must be compared to a reference-standard that accounts for child age and sex. Body mass index (BMI) is a measure of relative weight adjusted for child age and sex. Given a child's age, sex, BMI, and an appropriate reference standard, a BMI z-score (or its equivalent BMI-for-age percentile) can be determined.

Children were classified according to the nutritional status as underweight (z-score ≤ -2), normal weight (-2 < z-score < 1), overweight (1 ≤ z-score < 2), or obese (z-score ≥ 2), using as a reference the data from the World Health Organization report of 2007 [29]. Additionally, the waist circumference percentile was calculated with consideration of age, sex, and height, using the tables for Mexican children [30].

After each of the anthropometric measurements, both groups of children were handed a letter with the results of the nutritional status and tips to maintain or improve their health. The recommendations mainly focused on eating and physical activity habits.

Data Analyses

Descriptive statistics were used to describe the baseline of the study population. The mean weight and height were adjusted for age and sex by multiple linear regression. The socioeconomic variable was built with the information obtained from the questionnaire on housing characteristics and ownership of property. Households were grouped into tertiles according to their score for socioeconomic status. To compare the groups at baseline, t-test for independent data was used for continuous variables and the χ² test was used for categorical data.

Because, frequently in this type of study, participants do not always follow instructions and consequently adherence is never 100%, we considered it appropriate to perform the data analysis by intention-to-treat, in which all participants assigned to each group are analyzed regardless of their adherence.

The intragroup BMI changes from baseline to 6 months and from baseline to 12 months were compared using paired t-test. To compare the intergroup BMI change, t test for independent data was used.

A model of mixed-effects linear regression was used to assess the change in BMI during follow-up. Because children are nested within schools, a mixed model with 3 levels and random intercepts by subject and school were tested. The model was adjusted by the fixed variables of age and BMI at baseline. The interaction between the intervention group and the time at each evaluation, 6 and 12 months, was assessed. Mean BMI by group (intervention or control) and by time was calculated and a graphic was done using marginal analysis. P values < .05 were considered statistically significant for all analyses. The analysis was performed using Stata v12.0 (StataCorp, College Station, TX, USA).

Results

The number of schoolchildren who participated was 226 in the IG and 181 in the CG. The participation rates were 55.2% (226/409) in IG and 44.4% (181/408) in CG. At 12 months, 85% of children in both groups completed the measurements. The proportion of children who did not conclude the study can be attributed to children moving to different schools for personal reasons. However, there was no movement of children between study groups (Figure 1).

The development of the intervention is presented in Table 2; among the parents, 51.3% (116/226) attended at least one educational session, 40.7% (92/226) consulted the website, and 91.2% (206/226) received mobile phone messages. All children handed in materials and participated in workshops.

<table>
<thead>
<tr>
<th>Table 2. Intervention development during the school year (n=226).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
</tr>
<tr>
<td>Parents' sessions</td>
</tr>
<tr>
<td>None</td>
</tr>
<tr>
<td>At least one session</td>
</tr>
<tr>
<td>1 session</td>
</tr>
<tr>
<td>2 sessions</td>
</tr>
<tr>
<td>3 sessions</td>
</tr>
<tr>
<td>Consultation of the website</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Sending messages to mobile phone</td>
</tr>
<tr>
<td>No message</td>
</tr>
<tr>
<td>Message</td>
</tr>
</tbody>
</table>

Table 3 presents the baseline characteristics of the study population. The demographic, anthropometric, and socioeconomic characteristics of both groups were similar. The average age was 8 years, and there was no difference in BMI. The only exception was the use of mobile phones, which was significantly higher in the IG.
Table 3. Baseline characteristics of the study population according to study group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=181)</th>
<th>Intervention (n=226)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>8.1 (1.2)</td>
<td>7.9 (1.2)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Sex, female, n (%)</strong></td>
<td>90 (49.7)</td>
<td>101 (44.7)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Anthropometric measurements</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight&lt;sup&gt;b&lt;/sup&gt;, kg, mean (SD)</td>
<td>30.1 (5.1)</td>
<td>29.3 (5.0)</td>
<td>.13</td>
</tr>
<tr>
<td>Height&lt;sup&gt;b&lt;/sup&gt;, cm, mean (SD)</td>
<td>127.4 (7.5)</td>
<td>126.4 (7.4)</td>
<td>.14</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;c&lt;/sup&gt;-z-score&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>0.98 (1.3)</td>
<td>0.85 (1.4)</td>
<td>.35</td>
</tr>
<tr>
<td>BMI classification&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal (-2≤ z-score &lt;1)</td>
<td>89 (49.2)</td>
<td>129 (57.1)</td>
<td></td>
</tr>
<tr>
<td>Overweight (1≤ z-score &lt;2)</td>
<td>46 (25.4)</td>
<td>52 (23.0)</td>
<td></td>
</tr>
<tr>
<td>Obese (z-score ≥2)</td>
<td>45 (25.4)</td>
<td>45 (19.9)</td>
<td>.25</td>
</tr>
<tr>
<td>Waist circumference, percentile, mean (SD)</td>
<td>53.0 (21.8)</td>
<td>52.2 (21.2)</td>
<td>.69</td>
</tr>
<tr>
<td><strong>Maternal schooling, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary or less</td>
<td>24 (14.1)</td>
<td>42 (20.8)</td>
<td></td>
</tr>
<tr>
<td>High school or technical school</td>
<td>77 (45.3)</td>
<td>76 (37.6)</td>
<td></td>
</tr>
<tr>
<td>College career or postgraduate</td>
<td>69 (40.6)</td>
<td>84 (41.6)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Number of children, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>116 (72.1)</td>
<td>153 (76.1)</td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>45 (27.9)</td>
<td>48 (23.9)</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Socioeconomic status (tertiles), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>42 (26.1)</td>
<td>63 (32.1)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>53 (32.9)</td>
<td>76 (38.8)</td>
<td></td>
</tr>
<tr>
<td>Higher</td>
<td>66 (41.0)</td>
<td>57 (29.1)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Availability of Internet, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At home</td>
<td>129 (86.6)</td>
<td>141 (82.9)</td>
<td>.37</td>
</tr>
<tr>
<td>On the mobile phone</td>
<td>94 (63.0)</td>
<td>92 (54.1)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>With mobile phone, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mothers</td>
<td>146 (85.4)</td>
<td>190 (92.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Parents</td>
<td>155 (90.1)</td>
<td>201 (95.3)</td>
<td>.05</td>
</tr>
</tbody>
</table>

<sup>a</sup>t test and χ<sup>2</sup> test.
<sup>b</sup> Means adjusted by age and sex.
<sup>c</sup> BMI: body mass index.
<sup>d</sup> World Health Organization, 2007.

Table 4 shows the differences in BMI and BMIZ both within and between groups from baseline to 6 months and from baseline to 12 months. Intragroup analysis showed that in the IG, BMIZ decreased from 0 to 6 months (-0.07, 95% CI -0.12 to -0.03) and was maintained at 12 months. Whereas BMIZ of the CG increased (0.07, 95% CI 0.02, 0.12) from baseline to 6 months and persisted until 12 months. When stratified by nutritional status according to baseline BMIZ, the BMIZ of CG children with normal weight increased at 6 months (P=.002) and was maintained at 12 months (P=.04), whereas the BMIZ of the IG was maintained throughout the follow-up. Overweight children of both groups did not show significant changes from baseline to 6 months or from baseline to 12 months. Concerning obese children, those of CG maintained their BMIZ throughout the follow-up, whereas BMIZ of IG children decreased at 6 months (P<.001) and continued decreasing to 12 months (P=.001).
When comparing the BMIZ change between IG and CG in children who started the study with normal weight, differences observed between groups at 6 and 12 months were -0.17 (95% CI -0.27 to -0.07) and -0.12 (95% CI -0.24 to -0.01), respectively. In children who were overweight at baseline, an effect between groups of -0.15 (95% CI -0.24 to -0.01) at 6 months was observed, although this effect was not maintained at 12 months. In obese children, the effect on BMIZ between groups was -0.12 (95% CI -0.23 to -0.02) at 6 months and -0.16 (95% CI -0.32 to -0.01) at 12 months.

Table 4. Intra- and intergroup body mass index z-score comparison during follow-up (intervention group, n=191; control group, n=154).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>0 months</th>
<th>6 months</th>
<th>12 months</th>
<th>Δ 0 to 6 months</th>
<th>Δ 0 to 12 months</th>
<th>( p^a )</th>
<th>( p^a )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BMI</strong> (^b) (kg/m(^2))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>18.4 (3.2)</td>
<td>18.8 (3.3)</td>
<td>19.1 (3.5)</td>
<td>0.50 (0.38 to 0.60)</td>
<td>&lt;.001</td>
<td>0.77 (0.62 to 0.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention</td>
<td>17.9 (3.3)</td>
<td>18.0 (3.4)</td>
<td>18.4 (3.6)</td>
<td>0.13 (0.03 to 0.23)</td>
<td>.01</td>
<td>0.50 (0.36 to 0.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>BMIZ</strong> (^c,d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>1.01 (1.3)</td>
<td>1.08 (1.3)</td>
<td>1.06 (1.3)</td>
<td>0.07 (0.02 to 0.12)</td>
<td>.004</td>
<td>0.05 (-0.01 to 0.11)</td>
<td>.07</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.85 (1.3)</td>
<td>0.77 (1.3)</td>
<td>0.80 (1.3)</td>
<td>-0.07 (-0.12 to -0.03)</td>
<td>.002</td>
<td>-0.05 (-0.10 to 0.01)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>BMIZ according to baseline nutritional status</strong> (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>-0.15 (0.7)</td>
<td>-0.01 (0.8)</td>
<td>-0.05 (0.8)</td>
<td>0.13 (0.05 to 0.21)</td>
<td>.002</td>
<td>0.10 (0.01 to 0.19)</td>
<td>.04</td>
</tr>
<tr>
<td>Intervention</td>
<td>-0.13 (0.7)</td>
<td>-0.17 (0.7)</td>
<td>-0.16 (0.8)</td>
<td>-0.04 (-0.10 to 0.02)</td>
<td>.20</td>
<td>-0.02 (-0.10 to 0.05)</td>
<td>.46</td>
</tr>
<tr>
<td>Difference IG versus CG</td>
<td>-0.17 (-0.27 to -0.07)</td>
<td>&lt;.001</td>
<td>-0.12 (-0.24 to -0.01)</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>1.43 (0.3)</td>
<td>1.52 (0.4)</td>
<td>1.52 (0.5)</td>
<td>0.09 (-0.01 to 0.18)</td>
<td>.07</td>
<td>0.09 (-0.03 to 0.21)</td>
<td>.15</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.52 (0.3)</td>
<td>1.46 (0.4)</td>
<td>1.56 (0.4)</td>
<td>-0.06 (-0.16 to 0.03)</td>
<td>.20</td>
<td>0.05 (-0.06 to 0.15)</td>
<td>.36</td>
</tr>
<tr>
<td>Difference IG versus CG</td>
<td>-0.15 (-0.24 to -0.01)</td>
<td>.03</td>
<td>-0.04 (-0.20 to 0.11)</td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>2.64 (0.5)</td>
<td>2.60 (0.5)</td>
<td>2.58 (0.5)</td>
<td>-0.05 (-0.11 to 0.02)</td>
<td>.14</td>
<td>-0.06 (-0.15 to 0.04)</td>
<td>.22</td>
</tr>
<tr>
<td>Intervention</td>
<td>2.78 (0.6)</td>
<td>2.61 (0.7)</td>
<td>2.55 (0.7)</td>
<td>-0.17 (-0.26 to -0.08)</td>
<td>&lt;.001</td>
<td>-0.22 (-0.35 to -0.09)</td>
<td>.001</td>
</tr>
<tr>
<td>Difference IG versus CG</td>
<td>-0.12 (-0.23 to -0.02)</td>
<td>.02</td>
<td>-0.16 (-0.32 to -0.01)</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( p^a \) Paired \( t \) test and \( t \) test for independent samples.

\( b \) BMI: body mass index.

\( c \) BMIZ: body mass index z-score.


\( e \) IG: intervention group.

\( f \) CG: control group.

On the basis of a linear regression model with random intercept mixed effect and adjusted by baseline age and BMIZ, the graph shown in Figure 2 was constructed. The continuous line in this figure shows that in the first 6 months the intervention had a greater effect on the BMIZ of schoolchildren; whereas BMIZ increased in the CG children (dashed line). At baseline, IG and CG children began with a similar BMIZ; however, the mean of BMIZ changed at 6 and 12 months between groups. The adjusted means of BMIZ of the CG were estimated at 0.93 (95% CI 0.89-0.97), 0.99 (95% CI 0.95-1.04), and 0.98 (95% CI 0.94-1.03) at baseline, 6 months, and 12 months, respectively; those of IG were estimated at 0.92 (95% CI 0.89-0.96), 0.86 (95% CI 0.82-0.89), and 0.88 (95% CI 0.84-0.92), respectively.
**Figure 2.** Body mass index z-score (BMIZ) change in children during follow-up. Linear regression mixed effects model with random intercept, adjusted for baseline age and baseline BMIZ.

**Discussion**

This study shows the results of an intervention implemented in elementary schools comprising multiple components. The intervention included in-person and remote activities aimed at parents and children. Comparing the BMIZ during the study with the BMIZ at baseline, in the intervention group BMIZ decreased and in the control group, BMIZ increased. In addition, the intervention maintains the BMIZ of normal weight children and decreased the BMIZ of obese children. Moreover, it is pertinent to emphasize that the strategy described in this report was not intended to treat obesity but sought to reach as many parents as possible to promote changes in the eating and physical activity habits of their children regardless of BMIZ.

For the management of obese adolescents and adults, the effectiveness of sending information electronically versus individual face-to-face consultation has been compared, and weight reduction is greater in those receiving individual consultation [31]. However, such consultations become unsustainable because of the magnitude of the problem and also because each subject requires a large amount of attention and resources. In this study, the effect of the yearlong follow-up intervention in the whole sample was a BMIZ reduction of 0.10, equivalent to a decrease of 0.4 kg. It is important to mention that studies with similar interventions achieved beneficial effects on BMIZ, whereas others achieved positive changes only in eating and physical activity habits of their children regardless of BMIZ.

In our study, in the children with overweight in the intervention group the BMIZ decreased at 6 months (intervention effect) but this effect disappeared at 12 months; this may be because the parents of these children do not yet perceive the health problem in which their children are immersed, and returned to their usual habits.

In the IG, the greatest reduction of BMIZ was observed in the first 6 months but did not continue to decrease at 12 months. However, in the subgroup of obese children the BMIZ continued improving after 6 months. This effect has been reported in other study that used a website to send information to parents [35]. The question remains as to how much longer the effect of the intervention can last, especially in obese children who continue to improve their BMIZ.

Concerning obese children of the CG who maintained their BMIZ (rather than increasing it), we propose that parents could have changed to healthier habits after receiving a letter with interpretation of their children’s anthropometric measurements and health care recommendations. It has been reported that regular anthropometric measures can improve or reduce BMI [36]. Regardless of the specific intervention, it seems that a crucial element of our strategy was that it targeted parents, who play a central role in promoting healthy habits within the family [33]. Similar results have been reported by Haerens et al [33] in a 2-year follow-up study using electronic means (but no website information) who found that parental involvement was a key factor to maintain BMIZ values. In other studies, in which information was sent to parents via a website, a direct association between the number of visits to the website and reduction in BMIZ was observed [15,16,37]. In this context, parents who most often consult the website are presumably the most informed and implement more changes in their children’s eating habits and physical activity.

obese schoolchildren are the subpopulation with better responses [34].
In our study, the parents of 91.2% (206/226) of IG children received text messages, the highest coverage of all the activities of the strategy. Each of the phone messages summarizes a topic that was extensively explained on the website. The use of mobile phones could play an important role in making successful interventions because other studies have found stronger communication effects using text messages versus the Internet [38]. Additionally, the use of mobile phones has achieved great efficacy at promoting improvements in maternal and child health in resource-poor countries such as India [39], and perhaps this device could be useful in crowded cities with scarce means of transportation.

The main limitations arise in our study: (1) The assignment of participating schools was not randomized. Despite this problem, the BMIZ of the schoolchildren of the IG and CG were comparable at baseline and the effect of the intervention was assessed with the BMIZ change (Δ) during the course of the study. (2) The study participation was approximately 50% and the reasons for nonparticipation should be explored in future studies. Nevertheless, parents of the 2 groups who agreed to participate remained in the study in relatively high proportion at 12 months. (3) The changes in dietary intake and physical activity of participants are not included in this report, and we can only assume that the changes in BMIZ of children were due to the improvement of these habits. (4) The effect of each of the components on BMIZ modification was not evaluated separately in this study because neither in-person activities nor the website consultation showed 100% parental participation. However, the positive effect observed in both normal weight children and obese children of IG possibly is due to the intervention.

The following are the strengths of this study: (1) The study sent information to parents by several channels, in person, through children, via the Internet, and via mobile phones. The few in-person sessions allowed parents a more efficient use of their time in a large, complex city in which in-person meetings are difficult. (2) The follow-up lasted 12 months, longer than in other studies in which interventions last only a few months. (3) Although the intervention had multiple components, it was affordable. (4) The intervention was not only addressed to the obese population but also involved schoolchildren of all BMI classes. This allowed us to determine that, although the effect of the intervention was greater in children with obesity, children with normal weight maintained their BMI, indicating that exposure to obesity risk factors could be decreased with this type of intervention.

Fighting overweight and obesity is a complex undertaking, and some intervention studies in schools have shown effectiveness in restraining but not reducing obesity [34]. Other studies have achieved behavioral changes without reducing BMIZ, and further studies focused on prevention rather than obesity treatment are currently required.

Although the results of this study cannot be generalized, the intervention is promising for implementation of strategies at a distance. Sending information via the Web and smarter mobile phones could encourage better eating and physical activity habits with the aim of preserving or improving children’s BMI. In large cities where mobility is difficult but the use of the aforementioned devices has increased [11], it could be useful to take advantage of this kind of intervention for the well-being of schoolchildren.

Lastly, serious and accessible information to promote healthy habits at home, which comes from the school itself, supported by a health institution such as HIMFG, always will be a counterbalance to the commercial information given by the media.

The comprehensive intervention combining in-person activities with Web-based information and mobile phone messaging maintained the BMIZ of normal weight children and decreased the BMIZ of children with obesity. Thus, this can be an affordable alternative to promote health changes in children at the household level.
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Abstract

Background: eHealth programs may be better understood by breaking down the components of one particular program and discussing its potential for interactivity and tailoring in regard to concepts from face-to-face counseling. In the search for the efficacious elements within eHealth programs, it is important to understand how a program using lapse management may simultaneously support working alliance, internalization of motivation, and behavior maintenance. These processes have been applied to fully automated eHealth programs individually. However, given their significance in face-to-face counseling, it may be important to simulate the processes simultaneously in interactive, tailored programs.

Objective: We propose a theoretical model for how fully automated behavior change eHealth programs may be more effective by simulating a therapist’s support of a working alliance, internalization of motivation, and managing lapses.

Methods: We show how the model is derived from theory and its application to Endre, a fully automated smoking cessation program that engages the user in several “counseling sessions” about quitting. A descriptive case study based on tools from the intervention mapping protocol shows how each therapeutic process is simulated.

Results: The program supports the user’s working alliance through alliance factors, the nonembodied relational agent Endre and computerized motivational interviewing. Computerized motivational interviewing also supports internalized motivation to quit, whereas a lapse management component responds to lapses. The description operationalizes working alliance, internalization of motivation, and managing lapses, in terms of eHealth support of smoking cessation.

Conclusions: A program may simulate working alliance, internalization of motivation, and lapse management through interactivity and individual tailoring, potentially making fully automated eHealth behavior change programs more effective.
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Introduction

“Black boxes,” or poorly described programs, have long been a criticism of the eHealth field [1-4], and effective program components across individual interventions are still largely unknown [5]. To address this problem, assumed mechanisms should be adequately described and put in a theoretical context [6]. This would build well-founded hypotheses for active program ingredients. Theoretically founded hypotheses may be especially useful in fully automated programs because automation standardize the therapy that is given. The standardization allows for program elements to be described in
According to Riley and colleagues, traditional health behavior change theories are static and linear in nature, and therefore, do not take advantage of the potential involved with interactive eHealth interventions [6]. eHealth interventions are not necessarily static or linear, as they can follow individual users and respond with tailored output to their immediate and previous responses. This enables dynamic adjustment of the intervention delivered, and theories from face-to-face counseling may therefore be more suited to understand eHealth interventions’ effective ingredients [6]. In this paper, therefore, we examine Endre, a fully automated program for smoking cessation that uses a fictional “therapist” to conduct tailored “counseling” sessions with the user.

Within eHealth-assisted behavior change, there is a growing interest in the concept of a working alliance [11-22], which is found essential in face-to-face counseling [7,8]. The alliance is commonly defined as an emotional bond, as well as agreement on task and goal [7]. It can also be described as therapist processes—such as empathy, warmth, and genuineness, establishing a collaborative framework and offering support and guidance [23]. A strong alliance facilitates client processes that are central to therapy-assisted behavior change, such as expectancies, intentions, motivation, hope, openness, trust, commitment, satisfaction, and a changing view of the self [23]. It may be possible to develop a working alliance to a fully automated program [12,21,22], but so far, there are only a few examples of programs designed to support a working alliance [11,12]. Likewise, motivational interviewing (MI) [24] is considered an effective method to motivate client change in counseling [25]. The effectiveness of MI has been linked to its ability to influence 3 basic psychological needs, including competence, relatedness, and autonomy [26,27]. By supporting these needs, external motivation, a weak form of motivation characterized by performing an activity to gain an external reward or avoid an external punishment, can become internalized. This means the activity is performed because the individual accepts it as an important step toward a personally valued goal [26], improving self-regulation, performance, and persistence [9,27,28]. Although MI is often mentioned as one of several methods in eHealth programs [29-33], only 2 report MI as a main method applied extensively [32,33]. Finally, behavior change is difficult, and even when an individual is motivated and the change is going well, he or she still needs to avoid lapses or setbacks in behavior. If a lapse should occur, the individual needs to react constructively to avoid a complete relapse. Teaching people how to prevent a lapse from becoming a relapse (lapse preparation), and helping them manage lapses (lapse management), is thus important when implementing behavior change [10]. Lapse preparation and lapse management have previously been applied to fully automated eHealth programs [31,34-37], but its effect has not been documented. Each therapeutic process has a unique contribution to the user’s change process. Supporting internalization of motivation gives the user strength and persistence in upholding the change [9,27,28]. Helping the user manage lapses keeps him or her from resuming the old behavior after a setback. Finally, supporting a working alliance makes a positive therapy outcome more likely [7,8] (Figure 1).

No published description exists, as far as we know, of a program supporting all 3 processes simultaneously, as proposed in the theoretical model in Figure 1. The aim of this paper is therefore to illustrate this model through a case study of Endre, a fully automated smoking cessation program, and to forward a hypothesis of these 3 therapeutic processes as important eHealth elements. We use a focused, descriptive analysis to conceptualize the translation from theory to intervention. The analysis is based on a modified intervention mapping protocol [38], which is a framework for designing and planning health promotion interventions through a taxonomy of mapping tools that can be used to code intervention contents. We use the steps that target process theory, methods, and design integration (steps 2-4) to focus on the 3 therapeutic processes that constitute the working hypothesis of Endre. This paper therefore also exemplifies the use of intervention mapping as an approach ideally suited to investigate potentially important elements in the “black box” of eHealth programs.
Methods

The Case: Endre

Endre is a fully automated eHealth program for smoking cessation that has evolved from the third author’s experience with the smoking cessation program Happy Ending [34]. Endre has some of the same basic structures as Happy Ending. It uses tunneling [18,39], has both pull (Web page) and push elements (e-mails and short message service [SMS] messages), and delivers program materials through the “voice” of a nonembodied relational agent [11]. Importantly, lapse management (with Marlatt’s cognitive behavioral model of relapse prevention [10] as methodological counterpart) is a central component of both Endre and Happy Ending. However, as opposed to Happy Ending, which in addition to lapse management consisted of a large number of theoretical and methodological underpinnings [34], the content of Endre is centered on 2 other theoretical concepts: internalized motivation (with MI as the methodological counterpart [26,27]) and working alliance (with alliance factors [13] as the methodological counterpart).

Endre consists of 26 tunneled [18,39] Web sessions. On registration, users provide their mobile phone number and e-mail address, which prompts receipt of an automatically generated e-mail with a username and password. After the program starts, the user goes through 10 days of preparing to quit with one new session each day, followed by their quit day, which is scheduled on the 11th day. The user must confirm a quit attempt before the program moves on to the follow-up phase. In the follow-up phase, the user gets one new session the first 3 days, then 2 new sessions every week for the first 4 weeks, and finally one new session a week for the last 4 weeks. The program ends 8 weeks after the cessation day. Automatically generated e-mails give the user access to each new session through a link. The links are time based, they lead to today’s session for that individual user, and one cannot access earlier sessions by clicking on old links. If a user rarely logs on, he or she will only receive the most important missed sessions. An overview of the themes for each session can be viewed in Multimedia Appendix 1.

Endre provides no additional human support. Most sessions involve user interactivity, requesting input from the user (see screenshots below for examples). We anticipate that an adult, typical user with average reading abilities may spend 4-6 minutes on each session. The user receives synchronous and immediate feedback on input. The lapse management component of Endre is based on the lapse management component in Happy Ending [34] and consists of daily SMS messages that are sent out to users who have quit, asking them if they have been smoke free that day. If the user reports a lapse, he or she gets access to a special, Web-based session intended to help the user recover from the lapse (Multimedia Appendix 2). This special session can be accessed whenever and for as many times as necessary.

Analytic Procedure

We describe how a counselor’s support of a working alliance, internal motivation, and lapse preparation and management are simulated in Endre by using selected steps from the intervention mapping protocol (steps 2, 3, and 4) [38]. Intervention mapping is well suited for describing process simulation because it can be applied to understand the program construction. Furthermore, the necessary information for an intervention mapping analysis was readily available, as Endre was developed using intervention mapping. Intervention mapping is conventionally used to describe everything in a program [29,30,40-50]. Contrarily, we use it in a focused way to describe only the elements that are relevant to our hypothesis of important program elements. The intervention mapping tools are thus used for an analysis consisting of 2 parts: First going from general therapeutic process to theoretical operationalization suiting the context of this program; and second, going from theoretical operationalization to simulation in specific program elements.

First, we describe how supporting a working alliance, internalized motivation, and lapse preparation and management are operationalized in Endre’s theoretical change model (step 2 in intervention mapping [38]). In the change model, the changes necessary to quit smoking by means of Endre are
described and displayed in a matrix. In the intersecting cells of the matrix, the operationalization of each therapeutic process is described in a list of change objectives. That is, each change objective shows how one aspect of one of the therapeutic processes is operationalized for the purpose of the intervention (that the user quits smoking and stays smoke free with Endre) and its context (a fully automated program). An analytic text accompanies the change model to describe how the 3 processes are represented in the change model. The change model that was used for the development of Endre (Multimedia Appendix 3) is simplified to highlight the 3 therapeutic processes, and we use sequential numbering of the change objectives instead of conventional intervention mapping-labeling [38] to improve readability outside of the intervention mapping community. The change model operationalizes the abstract and general therapeutic processes. It is therefore the first part of the analysis toward the processes’ simulation.

After showing how supporting a working alliance, internalized motivation, and lapse preparation and lapse management are operationalized through change objectives, we describe how the 3 therapeutic processes are simulated through specific program elements (steps 3 and 4 in intervention mapping [38]). The program elements result from combining change objectives with theoretical methods for inducing change (eg, MI, modeling). This second part of the analysis takes the (theoretical) operationalizations of the 3 therapeutic processes and makes them into (practical) simulations through specific program elements.

Results

Operationalization of the Therapeutic Processes in Endre

The operationalization of the therapeutic processes can be viewed in the change model matrix (Table 1). In the matrix, sub-behaviors in quitting, or performance objectives, are crossed with theoretical constructs, or personal determinants, believed to be causing or influencing the behavior. Each therapeutic process is represented within the model either as a personal determinant or a performance objective. The personal determinants and performance objectives intersect in cells containing change objectives, which specify how each personal determinant must change for the individual to be equipped to do each performance objective.

Working alliance and internalized motivation are operationalized as personal determinants, whereas behavior maintenance through lapse preparation and lapse management is operationalized as a performance objective. Having a working alliance to the program is not a necessary psychological process for quitting smoking in general. It might, however, be an important process for quitting smoking with the help of Endre, if one assumes that a successful simulation of supporting a working alliance can have the same benefits for therapy outcome in a fully automated program as it has in face-to-face counseling [7,8]. Though a working alliance can be an important psychological process for quitting smoking with Endre, internalized motivation is an important psychological process for succeeding in quitting smoking at all. In the model, internalized motivation is separated into the underlying personal determinants relatedness, competence, and autonomy; the 3 “needs” that influence the internalization of motivation [9]. Competence is itself separated into 2 personal determinants: skills and self-efficacy. As with competence, relatedness is also separated into 2 personal determinants: relatedness to social network and working alliance. Working alliance, or relatedness to the program, is included under relatedness because a positive counseling relationship can also support the client’s (or user’s) need for relatedness [27]. In contrast, behavior maintenance through lapse prevention and lapse management is operationalized in the change model as a performance objective, meaning that managing lapses in a constructive way is considered an important subgoal for succeeding in quitting smoking. The change objectives belonging to each therapeutic process is the operationalization of that process for the purpose of this program.
Table 1. Modified change model.\(^a\)

<table>
<thead>
<tr>
<th>Performance objectives</th>
<th>Personal determinants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internalized motivation (therapeutic process 2)</td>
<td>Relatedness</td>
</tr>
<tr>
<td>Working alliance (therapeutic process 1)</td>
<td></td>
</tr>
<tr>
<td>1. Decide to quit smoking and plan how to do it.</td>
<td>1. Experience the program as a social actor [11].</td>
</tr>
<tr>
<td></td>
<td>2. Experience the program as accessible, helpful, empathic, and trustworthy [13].</td>
</tr>
<tr>
<td></td>
<td>3. Be aware of one’s influence on program content [13].</td>
</tr>
<tr>
<td></td>
<td>4. Understand how to use the program and do the exercises [13].</td>
</tr>
<tr>
<td>2. Initiate the quit attempt and stay smoke free for the first 3 days.</td>
<td>16. Experience the program as: (1) responsive, sensitive, and adjustable for emerging needs and (2) suiting one’s own preferences and style [13].</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Establish a smoke-free lifestyle (from day 4 and onward).</td>
<td>25. Continue with the program for as long as needed, even after a period of program disengagement (“rupture prevention and repair”) [13].</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Maintain the behavior by managing lapses constructively (therapeutic process 3).</td>
<td>Same as the above (change objectives 16 and 25).</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Every cell specifies the theoretical operationalization of one (or several) therapeutic process(es).
Simulation of the Therapeutic Processes in Endre

In this section, we describe how the therapeutic processes are simulated in Endre. For each therapeutic process, we present program elements that are involved in the simulation and describe the methods that are used. To support working alliance we adapted MI [24] to a computerized “counselor” who delivers all program material through what we refer to as computerized motivational interviewing (cMI). The “counselor” is called Endre, which has a double meaning in Norwegian, being a man’s name, as well as literally meaning “to change.” Internalized motivation is primarily supported through cMI, whereas behavior maintenance is strengthened with a psycho-educative session before the quitting day, as well as a special Web-based session that is made accessible if the user reports a lapse. If the user experiences several lapses, this is recognized by Endre, and the content of the session is adjusted accordingly.

Simulation of Working Alliance Support

Working alliance is supported in program elements using a nonembodied relational agent [12], cMI (Multimedia Appendix 4), and dynamic tailoring [42] to convey alliance factors [13]. For the users to experience the program as a social actor [11] (change objective 1) that is accessible, helpful, empathic, and trustworthy [13] (change objective 2), the relational agent [12] Endre is used throughout the program. Endre is a nonembodied, text-based relational agent that simulates a “counselor” the user “communicates” with. Some key attributes of Endre can be found in Textbox 1, and examples of how “he” is represented in the program can be found in Figures 2-6.

Textbox 1. Attributes of the relational agent Endre.

<table>
<thead>
<tr>
<th>Uses first person tense.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduces a new topic for each session.</td>
</tr>
<tr>
<td>Asks questions and reflects answers empathically [24].</td>
</tr>
<tr>
<td>Uses appropriate greetings and farewells according to time of day [12].</td>
</tr>
<tr>
<td>Uses humor [12].</td>
</tr>
<tr>
<td>“Remembers” earlier conversations by explicitly referring to them or implicitly adjusting program content.</td>
</tr>
</tbody>
</table>

To further support a working alliance, users are allowed to influence the program content [13] (change objective 3). This is a way of “negotiating” goals [13] and is done in the first session (Figure 2). After Endre has presented the program plan, the user is asked to choose a topic he or she considers important when quitting. On the subsequent page, Endre assures the user that “he” will make time for this topic during the course of the program. The user’s topic is visited 2 times during the program.

To build a working alliance to the user, it is also necessary for him or her to receive guidance in how to use the program [13] (change objective 4). Endre provides guidance to the user, for example by explaining how new sessions are made available and how the user can log onto them. In addition, new program exercises are demonstrated by four fictional “quitters” (Figure 3).

Working alliance is further strengthened if the program is experienced as responsive, sensitive, adjustable for emerging needs, and suiting one’s own preferences and style [13] (change objective 16). To address this, Endre has a flexible session manager (Textbox 2) that adjusts the total number of sessions to user behavior. This means that a user who does not log on to the program every time a new session is available will only receive the most important sessions, limiting the total number of sessions for that particular user.

Textbox 2. Flexible session manager.

| Ensures that a user who has missed several sessions receives the most important session of the ones he or she has missed. |
| A user that seldom logs on will only get the most important sessions of the program. |
| We developed a set of rules that decides what session the user will get next (ie, the most important sessions), based on: |
| the program plan, |
| which sessions the user has already logged on to, |
| rules that categorize the sessions as either high priority (all users must go through these) or low priority (the user only receives these if he or she has done the high-priority sessions thus far). |
| A user who has missed several sessions first receives those that are categorized as high priority. |
| If the user has logged on to all high-priority sessions, he or she receives low-priority sessions that address (in the following order): skills, self-efficacy, relatedness, and autonomy. |

A final program aspect supporting working alliance is a “mini motivation intervention” (Textbox 3), consisting of SMS messages and intended to prevent program disengagement (alliance “rupture” [13]) (change objective 25).

Before quitting day:
If the user misses one session, nothing happens.
If the user misses 2 sessions, he or she gets an SMS message from *Endre*, reminding him or her to log on.
If the user misses 3 sessions, he or she gets an SMS message where *Endre* normalizes having second thoughts and recommends logging on to the program.
If the user misses a fourth session, nothing happens.
If the user misses a fifth session, he or she gets a final SMS message where *Endre* appeals to the “healthy part” of the user to log on.

After quitting day:
After quitting day, there is no intervention if the user does not log on to the Web page.

A part of the lapse management system is that the user every evening receives an SMS message, asking if he or she has been smoke free. If the user does not answer the SMS message, he or she will receive up to 3 extra SMS messages encouraging him or her to answer.

Figure 2. Choosing a topic (“negotiating” goals).

Figure 3. The 4 “quitters” demonstrate how to do the program exercises and model how to combine Endre’s advice with one’s own personal style.
Figure 4. Eliciting self-efficacy change talk through a confidence ruler.

Figure 5. Endre has asked the user to choose a “support person” for her quit attempt, and the user has answered that he or she wants to quit without any help.
Simulation of Internalized Motivation Support

Internalized motivation is achieved through Endre strengthening the user’s autonomy, competence, and relatedness [9]. Relatedness is partly supported through building a working alliance between the user and the program, as described in the previous section. The other part of relatedness, relatedness to social network, is strengthened through helping the user find support in the people surrounding him or her. This is done by advising the user to recruit a “support person” from his or her social network (change objective 6), advising him or her to make the quit attempt public (change objective 5), and guiding the user in how to make their “support person” have the greatest positive impact on his or her quit attempt (change objective 17). Figure 5 is from the session where Endre advises the user to choose a “support person,” showing what happens when the user does not want to follow Endre’s advice. Another way in which Endre supports the user’s relatedness to his or her social network is effectuated if the user reports a lapse after he or she has quit. Endre then asks if this lapse may affect the user’s relationship to his or her social network. If the user answers yes, Endre offers help to ensure the social network’s continued support for the quit attempt (change objective 30). All advice is given using cMI (Multimedia Appendix 4) and dynamic tailoring [42].

Autonomy is supported in program elements using cMI, dynamic tailoring [42], and modeling [38]. One way Endre supports autonomy is by asking for permission before giving any information or advice (Textbox 4). This is a way of acknowledging that the user chooses what information to receive. Asking for permission is relevant to change objectives 13, 15, 23, and 24.
A second way in which autonomy is supported is through handling sustain talk (reasons for smoking) and discord (dissatisfaction with therapy) [24] respectfully. Sustain talk and discord may be expressed by the user at select places in the program through multiple-choice alternatives. The fact that expressing sustain talk or discord is allowed (even when it goes against the program) communicates respect for the user’s autonomy. If sustain talk or discord is expressed, Endre repeats the user’s feelings empathically, and then, depending on the situation, asks more questions, normalizes, offers help, or changes the topic [24]. Handling sustain talk and discord is relevant to change objectives 13, 15, 23, 24, and 35. An example of how sustain talk or discord may be expressed and how it is handled can be seen in Figure 6. This is from the user’s second day as smoke free. On page 1, Endre asks the user how he or she feels about staying smoke free for the rest of the day. The example shows the user choosing the statement representing the lowest degree of self-efficacy; so low that it qualifies as sustain talk. On page 2, Endre offers help. The user chooses that he or she does not want any help; this can be seen as dissatisfaction with the program, or discord. On page 3, Endre reflects empathically and normalizes the user’s feelings.

A third way Endre supports the user’s autonomy is through eliciting and reflecting change talk, that is, talk arguing toward change [24] (change objective 12). Change talk is the user’s autonomous reasons and capacities for quitting and is requested throughout the program. Endre repeats the user’s change talk and sometimes elaborates on it. For example, in one session, Endre asks the user for his or her most important reason for wanting to become smoke free (eliciting change talk). Endre repeats the user’s most important reason on the next page (reflecting change talk). Asking for permission, handling sustain talk and discord, and eliciting change talk is achieved through cMI and dynamic tailoring [42], and details of these applications can be viewed in Multimedia Appendix 4.

A fourth and final way in which Endre supports autonomy is through modeling [38]. In the program, 4 fictional “quitters” model autonomy by illustrating how to combine the advice of the program with one’s own style and preferences (change objective 15). The 4 “quitters” are of different gender, age, socioeconomic status, cultural background, and smoking profiles [53]. The “quitters” answer Endre’s questions and tasks in ways that suit their situation and personality. An example of this application can be viewed in Figure 3. This screenshot is from the session for making a cessation plan, where Endre asks the user what he or she needs to do the day before quitting. By clicking on the names of the 4 fictional “quitters,” the user may read “their” answers.

Autonomy is supported through asking for permission before giving advice, handling sustain talk and discord respectfully, eliciting and reflecting change talk, and modeling how to combine the program’s advice with one’s own preferences and style. Competence is supported through increasing the user’s quit-related skills and increasing his or her self-efficacy for quitting. Skills can be acquired through the general information and advice that Endre gives, as well as through program exercises. For example, before quitting day, Endre asks the user to spend a few days thinking about what precedes his or her smoking—what are his or her smoking cues. After a few days, Endre asks the user for these smoking cues. This teaches the user to be attentive to what triggers the urge to smoke. The advices and exercises that Endre gives are based on self-monitoring of behavior, counter-conditioning, active learning, goal setting, planning coping responses, and implementation intentions [38], always communicated using cMI (Multimedia Appendix 4).

Whereas skills are supported through information, advice, and exercises, self-efficacy is supported through cMI techniques, in combination with dynamic tailoring [42]. The user’s self-efficacy is strengthened through “confidence rulers” [24,32]. An example of this application can be found in Figure 4. These screenshots are from the same session as the ones in Figure 6, but showing what happens when the user answers differently. In this example, the user chooses the statement reflecting a quite high degree of self-efficacy. On page 2, Endre asks the user to justify why he or she chose that statement over a statement representing a lower degree of self-efficacy. The user types in his or her answer, and on page 3, this statement is reflected back to him or her. The user has argued for change and had the argument reflected back, amplifying the effect [24].

Self-efficacy is also strengthened through affirmations [24], that is, compliments on the user’s strengths and accomplishments. For example, in one session, the user is asked if he or she has tried quitting before. If the user answers yes, Endre replies that this is a good thing, because the user then has experience that he or she can use to increase the chances of succeeding this time. Turning previous quitting experience into something positive is a way of providing affirmation, supporting self-efficacy, competence, and internal motivation.

**Simulation of Lapse Preparation and Lapse Management Support**

Behavior maintenance is supported through a psychoeducative session before the user’s quit day and a lapse management component after he or she has quit. First, a psychoeducative session on lapses and relapses prepares the user to respond constructively in case of a lapse (change objectives 31 and 35).
In this session, a car puncturing a tire is used as a visual analogy [38] for lapsing and relapsing. The cars can be seen in Figure 7. Car no.1 illustrates the lapse (puncturing the tire), car no.2 illustrates a relapse (giving up and succumbing to negative emotions), car no.3 shows the process of choosing, car no.4 is acting to resume the quit attempt, and car no. 5 illustrates being smoke free again.

In the preparatory session, the user is also presented with an advance organizer [38] of the process of becoming smoke free again after a lapse. The advance organizer has the shape of a circle (Figure 8) displaying the self-regulation loops [54] that can help the user back to being smoke free. First, realize that you are smoking (“innse”), then choose: Keep smoking or keep quitting (“velge”), then act to become smoke free again (“handle”), and finally continue with being smoke free (“fortsett”). The information is given with cMI (Multimedia Appendix 4).

Following up on the preparatory session on lapses and relapses is a lapse management component which is effectuated after the user has confirmed a quit attempt. Every day, the user receives an SMS message asking if she is still smoke free. If the user answers yes, another SMS message compliments the user’s accomplishment. If however the user answers no, he or she receives an SMS message with a link to a Web-based lapse management session. The user may access the session through the SMS message; if he or she does not log on via the SMS message, he or she receives the lapse management session when logging on to the program next time. The lapse management session helps the user make a choice, become smoke free again and learn from the lapse. When logging on to the Web-page, the user is first reintroduced to the car (Figure 7) and the circle (Figure 8). Endre then asks if the user has already decided what to do: keep quitting or keep smoking (Figure 9). If the user chooses to keep quitting, Endre guides him or her back to being smoke free, helps making a new plan on how to face a similar situation in the future without lapsing, and supports the user’s belief in his or her ability to stay smoke free. Figure 9 shows a screenshot from the lapse management session. In this example, Endre has asked the user if he or she knows what to do now, and the user has answered that he or she is unsure. On the next page, shown in the screenshot, the user may choose which topic he or she wants Endre to start with (the picture does not show the entire page). Asking the user what topic to start with is a way of asking for permission [24], strengthening his or her autonomy and supporting internal motivation. In addition, letting the user influence the program structure influences the working alliance positively [13]. This screenshot shows the main topics that are covered in the lapse management session: reattribution [10], ambivalence [24], the abstinence violation effect [10], and making a choice. Only users who express ambivalence or an abstinence violation effect when asked go through these topics. Multimedia Appendix 2 contains more information on the lapse management component, including a flow chart that shows the different ways in which this session may be built up. Some of the methods that are used are cMI (Multimedia Appendix 4), dynamic tailoring [42], reattribution [55], and cognitive restructuring [56].

Figure 7. Visual analogy for lapsing and resuming the quit attempt.
Figure 8. Advance organizer of returning to the quit attempt after a lapse (from top left section): realize (“inne”), choose (“velge”), act (“handle”), and continue (“fortsett”).

Figure 9. From the lapse management session: the user is unsure of what to do and is asked what topic to begin with.

Discussion

Summary Analysis

This case study illustrates our proposed theoretical model for eHealth behavior change interventions: simulating a counselor’s support of working alliance, internalization of motivation, lapse preparation, and lapse management simultaneously. The case, Endre, is a fully automated smoking cessation program where each session takes the form of a written “counseling session” between the user and the program. The program content and structure were analyzed using intervention mapping [38],
illuminating the translation from theoretical model to intervention. The analysis shows that simulation of the 3 therapeutic processes is accomplished through a range of program elements. Working alliance [7,8] is supported through alliance factors [13], a nonembodied relational agent [12], cMI (Multimedia Appendix 4), and dynamic tailoring [42]. Internal motivation [9] is supported through cMI, dynamic tailoring, and modeling [38]. Finally, relapse is sought prevented through a psychoeducative session on lapses and relapses and a postquit day lapse management component.

By defining the components of a program and discussing its potentials for interactivity and tailoring in terms of concepts from face-to-face counseling, eHealth programs can be better understood [6]. This has implications both for program development and for the theoretical development of eHealth therapeutic process. In addition, by showing how the therapeutic processes of a program can be documented, from abstract concept through operationalization to simulation in specific program elements, we have demonstrated how intervention mapping used in a focused manner provides a compelling, interpretative approach to eHealth case studies. The value of such an inquiry for future empirical investigation is substantial: If the intervention should prove not to be effective, this may be because the identified theoretical processes are not sufficient for supporting behavior change or because the translation from theory to intervention elements was less than optimal.

The analysis of Endre suggests that the simultaneous simulation of each therapeutic process may result in a synergy effect. The operationalization in Table 1 reveals some of these potential interaction effects. The table visualizes that a working alliance is also a part of internalized motivation. When a working alliance to Endre is supported, this can influence the user’s need for relatedness, thus supporting his or her internalized motivation to quit [27]. In addition, Table 1 visualizes that a working alliance and internalized motivation (columns) cross behavior maintenance (row). This means that for Endre to succeed in helping the user manage lapses, he or she needs to have both a working alliance to Endre and internalized motivation to recover from a lapse, demonstrating that lapse management in a fully automated program can benefit from a strong working alliance and internalized motivation. A strong working alliance may enhance the effect of a lapse management program element through facilitating client processes such as commitment, satisfaction, and trust [23]. This may increase the likelihood of the user staying with the program long enough to benefit from the lapse management therapy and trust the therapy that is given. At the same time, internalized motivation increases self-regulation, performance, and persistence [9,27,28] and may function as a buffer for future lapses. Should the user experience a lapse, a program that is supportive through that difficult period is likely to strengthen the working alliance by demonstrating sensitivity to the user’s changing needs [23]. Furthermore, if the user should succeed in overcoming the lapse it would also presumably increase his or her feeling of competence, again enhancing internalized motivation [27]. It seems therefore that simultaneous simulation of supporting a working alliance, internalized motivation, and lapse management may result in a mutual enhancement of each process. These hypothesized synergy effects are displayed in Figure 10.

Interaction can be assumed from the operationalization level, but the step to simulation also shows the many methods and program elements that support several therapeutic processes at once. For example, all program material is delivered by the relational agent Endre using cMI. A relational agent supports working alliance [12], and cMI supports both working alliance [25] and internalized motivation [26], but in different ways. Endre also uses cMI in the lapse management session, influencing all 3 therapeutic processes at once. Another example of a program element that support several therapeutic processes are the 4 “quitters,” serving both as guides in how to do the program exercises (supporting a working alliance) and as models in how to exercise autonomy in the quitting process (supporting internalized motivation). The fact that many program elements support several therapeutic processes at once implies that the effort needed to incorporate more than one therapeutic process in a program may diminish for each process included.
Comparison with Prior Work

All 3 therapeutic processes have been applied to fully automated programs previously. Studies on working alliance have mostly been on relational agents [11,12]. *Endre* builds on this work, although applying a nonembodied, rather than embodied relational agent, allowing the user freedom to “create” aspects of the relational agent. To further support a working alliance, *Endre* also incorporates alliance factors [13]. “Endre” also builds on previous work in the application of MI [32,33] and use of lapse preparation and lapse management [31,34-37]. The most significant contribution of *Endre*, however, is simulating all 3 processes simultaneously, something that to the best of our knowledge has not been done before systematically in a fully automated eHealth program.

Finally, this paper extends earlier work using intervention mapping eHealth tools to present a focused descriptive analysis of chosen program elements. Papers that use intervention mapping usually follow the structure of the intervention mapping steps and reports on most of these [29,30,40-50]. Instead of giving a full account of the breadth of the program, this paper uses intervention mapping for a focused descriptive analysis to make an argument of possible important eHealth elements. The description is intended to be sufficiently deep to allow for further inquiry into the chosen elements. This application of intervention mapping represents a complementary approach to the standard use of the method, that is, instead of using intervention mapping as a purely descriptive tool, we use it as a normative tool to determine what elements should be present in the “black box” of eHealth programs.

Limitations

Although comprehensive, the analysis presented here is a simplification of how the 3 therapeutic processes are simulated in *Endre*. Especially the social behavior of the relational agent, cMI, and dynamic tailoring are elements that are used in the entire program, and a full account was therefore not possible. Another limitation is to highlight the 3 therapeutic processes, descriptive depth was chosen over descriptive breadth. In addition, *Endre* does not simulate the 3 therapeutic processes perfectly. A fully automated program neither has the flexibility nor the presence of an actual human being. Just as *Endre* is not a human counselor, cMI is not MI. But the program may nevertheless simulate these 3 therapeutic processes convincingly enough to derive some of the benefits they have in face-to-face counseling. It should also be noted that *Endre* only represents one way in which these therapeutic processes may be simulated. Thus, if *Endre* fails to be an efficient program, it may be because the therapeutic processes in a fully automated program are not successful in inducing change or because the simulation of the therapeutic processes in *Endre* was inadequate.

There are, of course, limitations to the type of program that *Endre* represents. First, not everyone who wishes to quit smoking may benefit from such a detailed program. In the first author’s clinical experience, some simply quit and do not wish to spend more time elaborating on the process. A participant in an earlier study conducted by the third author [57] actually experienced late night SMS messages asking whether she had been smoke free that day as smoking cues, creating a risk of (re)lapsing. *Endre* does make it possible for “unproblematic” quitters to move through many of the sessions rapidly, and the flexible session manager makes it possible to complete fewer sessions than what is in the full program. Nevertheless, it is a quite extensive intervention, communicating an expectation that quitting smoking is a process instead of a one-time action and requiring answers to daily SMS messages. Second, not everyone may wish to convey their thoughts with a program. Efforts to simulate a therapeutic setting aside, the therapy may still seem too artificial and ultimately unconvincing to the user. Alternately, the simulation may be too convincing, and sharing one’s personal thoughts on quitting smoking with a machine that responds empathically to one’s input may create an “uncanny” feeling [58] because the program acts like a human without being one. Even though reports from users of *Endre* so far indicate to the contrary that they respond positively to the
“mixture” of Man and machine, this is an area that will require further research.

**Future Directions**

*Endre* and the theoretical model presented here will be evaluated in forthcoming studies. Because the application of the model to the program is made explicit, it is possible to test. Empirical investigations may in turn influence or alter the theoretical model or its recommended application to a program.

In one current Randomized Controlled Trial (RCT), the lapse management component will be evaluated by randomly allocating participants to one version of the program with the lapse management component and one version without it. The results of this RCT will tell us whether providing immediate help to users who have had a lapse can significantly improve their success rate. We also plan to collect indicators on working alliance and on internal motivation.

Another ongoing project is a qualitative study on the users’ working alliance to *Endre*. The goal of this study is to explore the nature of the working alliance because it is not given that working alliance to a fully automated program is identical to the working alliance to a human therapist. It is only when we can be convinced of the nature of working alliance to a fully automated program that it will be truly meaningful to test its importance for eHealth-assisted behavior change.

Finally, although we have argued that *Endre* simulates support of a working alliance, internalized motivation, and lapse preparation and lapse management, we do not know to what extent this simulation is successful for the user. One might establish simulation success through RCTs as the one described previously and compare the results with comparable findings from the counseling literature.

**Conclusions**

We have demonstrated how *Endre*, a fully automated eHealth program, through interactivity and individual tailoring emulate 3 effective mechanisms of face-to-face counseling. By having used intervention mapping to systematically break down *Endre* into smaller components and showed how the program simulates a counselor’s support of a working alliance, internalized motivation, and lapse preparation and lapse management, our analysis is an example of how knowledge of what works in eHealth programs may be deepened by interpreting them in light of therapeutic processes. We suggest that the combination of these 3 therapeutic processes may result in a synergistic effect. Based on the analysis, we believe the combined support of a working alliance, internalization of motivation, and lapse preparation and management should be an element in the “black box” of automated eHealth behavior change programs that will make them more effective.
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Abstract

Background: Nonadherence to treatment is a prevalent issue in Internet interventions. Guidance from health care professionals has been found to increase treatment adherence rates in Internet interventions for a range of physical and mental disorders. Evaluating different guidance formats of varying intensity is important, particularly with respect to improvement of effectiveness and cost-effectiveness. Identifying predictors of nonadherence allows for the opportunity to better adapt Internet interventions to the needs of participants especially at risk for discontinuing treatment.

Objective: The goal of this study was to investigate the influence of different guidance formats (content-focused guidance, adherence-focused guidance, and administrative guidance) on adherence and to identify predictors of nonadherence in an Internet-based mobile-supported stress management intervention (ie, GET.ON Stress) for employees.

Methods: The data from the groups who received the intervention were pooled from three randomized controlled trials (RCTs) that evaluated the efficacy of the same Internet-based mobile-supported stress management intervention (N=395). The RCTs only differed in terms of the guidance format (content-focused guidance vs waitlist control, adherence-focused guidance vs waitlist control, administrative guidance vs waitlist control). Adherence was defined by the number of completed treatment modules (0-7). An ANOVA was performed to compare the adherence rates from the different guidance formats. Multiple hierarchical linear regression analysis was conducted to evaluate predictors of nonadherence, which included gender, age, education, symptom-related factors, and hope for improvement.

Results: In all, 70.5% (93/132) of the content-focused guidance sample, 68.9% (91/132) of the adherence-focused guidance sample, and 42.0% (55/131) of the participants in the administrative guidance sample completed all treatment modules. Guidance had a significant effect on treatment adherence ($F_{2,392}=11.64$, $P<.001$; $\omega^2=.05$). Participants in the content-focused guidance (mean 5.70, SD 2.32) and adherence-focused guidance samples (mean 5.58, SD 2.33) completed significantly more modules than participants in the administrative guidance sample (mean 4.36, SD 2.78; $t_{223}=4.53$, $P<.001$; $r=.29$). Content-focused guidance was not significantly associated with higher adherence compared to adherence-focused guidance ($t_{262}=0.42$, $P=.67$; $r=.03$). The effect size of $r=.03$ (95% CI 0.09 to 0.15) did not pass the equivalence margin of $r=.20$ and the upper bound of the 95% CI lay below the predefined margin, indicating equivalence between adherence-focused guidance and content-focused guidance. Beyond the influence of guidance, none of the predictors significantly predicted nonadherence.
Conclusions: Guidance has been shown to be an influential factor in promoting adherence to an Internet-based mobile-supported stress management intervention. Adherence-focused guidance, which included email reminders and feedback on demand, was equivalent to content-focused guidance with regular feedback while requiring only approximately a quarter of the coaching resources. This could be a promising discovery in terms of cost-effectiveness. However, even after considering guidance, sociodemographic, and symptom-related characteristics, most interindividual differences in nonadherence remain unexplained.


KEYWORDS
guidance; treatment adherence; predictors; Internet intervention; work-related stress; stress management

Introduction

Many participants of Internet-based programs do not begin the interventions after registration or are nonadherent and quit the intervention prematurely against recommendations in both study and routine care settings [1-6]. Treatment adherence can be defined as the extent to which individuals experience the intervention content [7]. Low treatment adherence is a major concern because it has been associated with reduced efficacy of Internet interventions for physical and mental disorders and health promotion programs [8-13].

Occupational stress is associated with an increased risk for common mental disorders in the long term [14]. Internet-based stress management interventions for employees show promising effects in reducing stress and related health problems such as depression [15-19]. Nevertheless, low treatment adherence is a serious problem that adversely impacts the efficacy of Internet-based antistress programs [20-22].

In order to improve the clinical effects of Internet interventions, it is important to identify and evaluate factors associated with adherence [23]. Treatment factors, in particular human guidance, may be especially important [24-26]. Guided treatments have been shown to result in higher adherence rates (56% to 81%) than unguided treatments (26% to 69%) [27-31]. Treatment adherence rates of guided interventions have often been found to be comparable to those of face-to-face interventions [32,33]. However, guidance from a health care professional is expensive and a limited resource. Thus, it is crucial to investigate the effects of different guidance formats to identify the level and type of guidance necessary to achieve acceptable treatment adherence.

Guidance in Internet interventions is often classified according to the amount of required coaching or therapist time [34]. However, guidance also differs regarding objectives and content. Accordingly, at least four different guidance formats can be distinguished: (1) unguided interventions, completely self-administered by the user; (2) administrative guidance, providing technical support in case of computer and Internet platform-related problems and dispensing relevant information throughout the course of the treatment; (3) adherence-focused guidance, with adherence monitoring including reminders by email or telephone; and (4) content-focused guidance, personalized written feedback by coaches for completed treatment modules and adherence monitoring.

Content-focused guidance in Internet interventions has been found to be associated with higher levels of treatment completion (72%) compared to administrative guidance (62%) or unguided interventions (26%) in a meta-analysis [31]. Adherence-focused guidance also seems promising in fostering treatment completion with the added benefit of keeping coaching demands—in terms of time spent per participant—to a minimum [26,35-39].

However, whether adherence-focused guidance results in comparable adherence rates to content-focused guidance formats remains unclear. Comparisons of adherence-focused guidance to content-focused guidance are currently limited regarding treatment adherence in Internet interventions.

Mohr and colleagues [25] introduced the notion of “supportive accountability” to explain the relationship between human guidance and treatment adherence in Internet interventions. This model assumes that human support in Internet interventions enhances adherence by allowing the patient to foster a commitment toward an eCoach, who is perceived as being trustworthy, benevolent, and professionally knowledgeable. The eCoach is responsible for accompanying the participants through the program, showing interest in their training processes, and offering support. In this respect, adherence monitoring in addition to reminders in case of nonadherence must be embedded in a benevolent context, with the aim of supporting adherence instead of surveillance of module completion. The expectations placed on the participant by the therapy program, to be sustained on a regular basis throughout the treatment, should be transparent and reasonable. Hence, the participant knows what is to be expected and can be involved in determining these expectations. Both in adherence- and content-focused guidance, the eCoach communicates the requirements for successful participation in the intervention and the associated expectations placed on the participants. By contrast, in unguided or administrative-guided interventions, participants only receive general recommendations on program use.
Based on the supportive accountability model [25], we assumed that the introduction of an eCoach who offers support in program completion is important for creating an adherence-promoting relationship with the participant. For this reason, we developed the concept of adherence-focused guidance, which is comprised of not only adherence monitoring, but also the opportunity to receive content feedback on demand [40]. At the beginning of the training, the eCoach invites the participant to contact them in case of content-related questions and any desired feedback for completed treatment modules. Feedback on demand is expected to emphasize the supporting role of the eCoach in the training process and thereby promote the participant’s adherence. Assuming that accountability is the essential factor in coaching that keeps participants involved in training, we hypothesized that both adherence-focused guidance and content-focused guidance are superior to administrative guidance with regard to adherence rates. Adherence-focused guidance was expected to be equivalent to content-focused guidance for adherence rates.

Apart from treatment factors, knowledge of user characteristics related to nonadherence helps to identify individuals who are at risk of discontinuing treatment and might need additional support. According to the behavior change model for Internet interventions by Ritterband and colleagues [41], user characteristics can be classified into disease-related factors, demographics, traits, cognitive factors, beliefs and attitudes, physiological factors, and skills.

Demographic and disease-specific user characteristics were of particular interest in past adherence research in the field of Internet interventions. Low education level [1,42-44], male gender [1,30,42-45], or being unmarried or single [43,46-48] have been found to be associated with lower treatment adherence across different mental and physical health interventions. Younger age has also been shown to be related to nonadherence in the majority of studies [37,42,45,49]. Only a small number of studies found older individuals to be at a higher risk for nonadherence [1,2,7]. However, some studies found no significant association between any sociodemographic variables and treatment adherence [7,50,51].

High symptom severity at baseline is also frequently linked to lower treatment adherence [7,47,52,53]. But, the relationship between baseline depressive symptoms and treatment adherence seems inconsistent. Both higher [7,54,55] and lower [1,3,42] baseline depression scores were found to be associated with lower treatment adherence or no significant association was found [30,50,56,57]. Lower treatment expectations have been found to be related to nonadherence in Internet interventions [56,58,59].

Only a few studies to date have investigated predictors of adherence in Internet intervention and they showed conflicting results [60]. For this reason, we used an exploratory approach including potential predictors based on (1) results of previous studies investigating adherence predictors in Internet interventions [1,7,42-44] and (2) theoretical assumptions due to intervention characteristics. The final list of potential predictors investigated in the present study included: (1) demographics: gender, education level, and age; (2) symptom-related factors: stress, depression, and emotional exhaustion; and (3) variables concerning beliefs and attitudes: hope for improvement.

To the best of our knowledge, no research to date has explored the influence of different guidance formats and user characteristics on treatment adherence to an Internet intervention in stressed employees.

The current study aimed to (1) report adherence rates from a newly developed Internet-based mobile-supported stress management intervention (ie, GET.ON Stress) and (2) investigate the role of different guidance formats (content-focused guidance, adherence-focused guidance, and administrative guidance) on adherence. Further goals of the study were to (3) identify user characteristics predictive of treatment nonadherence over and above the guidance formats and (4) analyze differential predictor effects as a function of guidance formats.

We hypothesized that (1) treatment adherence rates would be greater for content-focused guidance and adherence-focused guidance compared to administrative guidance, and (2) adherence-focused guidance is equivalent to content-focused guidance in terms of adherence rates. User characteristics that contribute to treatment nonadherence apart from guidance formats and differential effects of predictors as a function of guidance formats were analyzed exploratively. In this study, treatment adherence is operationalized by the number of completed treatment modules.

**Methods**

Data for this analysis were drawn from three randomized controlled trials (RCTs) evaluating the same Internet-based mobile-supported stress management intervention (GET.ON Stress [61-64]) under varying guidance conditions (study 1: content-focused guidance vs waitlist control; study 2: adherence-focused guidance vs waitlist control; study 3: administrative guidance vs waitlist control). Details of the study design for study 1 have been described in a published study protocol [61]. All three trials employed the same design and procedures apart from the guidance format, allowing for the pooling of the data from the three studies.

**Sample**

The analyses in this study were based solely on the intervention group samples of the N=395 participants who received the same Internet-based mobile-supported stress management intervention (study 1: n=132; study 2: n=132; study 3: n=131). Participants in the waitlist control condition were not included in the analyses because they did not receive access to the training until 6 months after randomization. All three studies included (1) currently employed workers, (2) older than age 18 years, (3) with scores ≥22 on the Perceived Stress Scale (PSS-10) [65], (4) who self-reported having Internet access, (5) sufficient skills in reading and writing German, and (6) who were willing to give informed consent. Participants were excluded when (1) they self-reported having been diagnosed with psychoses or dissociative symptoms in the past or (2) showed a notable suicidal risk as indicated by a score of greater than 1 on item 9.
Intervention

The Internet-based mobile-supported stress management intervention GET.ON Stress is based on two main components: problem solving [16,67-69] and emotion regulation [70,71]. A detailed description can be found elsewhere [61]. The intervention consists of seven modules composed of psychoeducation (module 1), problem solving (modules 2-3), emotion regulation (modules 4-6), planning for the future (module 7), and an optional booster session. Additionally, participants are offered eight units that are integrated in modules 2 to 6 that can be opted for based on individual needs or preference. These units are directed at time management, rumination and worrying, psychological detachment from work, sleep hygiene, rhythm and regularity of sleeping habits, nutrition and exercise, organization of breaks during work, and social support. Each module can be completed in approximately 45 to 60 minutes. Participants were advised to do at least one and a maximum of two modules per week. Consequently, the intervention took approximately 4 to 7 weeks (not including the booster session offered 4 weeks after completion of the intervention). Lessons were in the format of text, exercises, and testimonials, and included interactive elements such as audio and video clips. Participants were encouraged to keep a daily online stress diary. One strong focus of the intervention lay in transfer tasks (homework assignments) to integrate the newly acquired strategies and techniques into daily life. The training was adaptive because the content is tailored to the specific needs of the individual participants by continuously asking them to choose among various response options. Using responsive Web design, participants could use the program on a computer, tablet, or mobile phone. An integrated read-aloud function allowed participants to follow narrated lessons. If desired, participants could receive automatic motivational text messages and small exercises on their mobile phones. These messages had the purpose of supporting the participant in transferring the exercises of the training into their daily lives (eg, short relaxation exercises). The participants had the opportunity to choose between “light coach” (one text message every other day) or “intensive coach” (two to three text messages every day) options.

Content-Focused Guided Internet-Based Mobile-Supported Stress Management Intervention

Participants in the content-focused guidance condition received personalized written feedback from an eCoach on the exercises they had completed in each module within 48 hours. The eCoaches were psychologists and trained Master’s-level psychology students who followed guidelines about the feedback process that were defined according to the standardized manual for the intervention. The eCoaches were advised to not spend more than 30 minutes on feedback on a given completed module. The eCoaches sent reminders when the participants did not complete a module within 7 days. In total, the eCoaches sent 365 reminders, corresponding to a mean 2.77 reminders per participant (range 0-11, SD 2.41). The time required for coaching totaled up to 4 hours per participant.

Adherence-Focused Guided Internet-Based Mobile-Supported Stress Management Intervention

Participants of the adherence-focused guidance condition were also supported by an eCoach. The guidance manual was based on our developed adherence-focused guidance concept as outlined in the Introduction [40]. The eCoaches were trained psychologists who followed guidelines about the feedback process that were defined according to the standardized manual for the intervention. Adherence-focused guidance consisted of adherence monitoring and feedback on demand. Adherence monitoring included regularly checking module completion and sending reminders in case the participant did not complete at least one module within 7 days. In total, the eCoaches sent 463 reminders, corresponding to a mean 3.51 reminders per participant (range 0-13, SD 1.98). Feedback on demand included offering participants the opportunity to contact the eCoach and receive individual support or feedback within 24 hours. In contrast to the content-focused guidance concept, eCoach guidance only took place at the initiative of the participants to minimize the costs. There were only requests for a mean 8 content feedbacks by all participants (range 0-5, SD 0.46), corresponding to 0.06 feedback demands per participant. Thus, most of the time spent per participant was related to checking adherence to the intervention and providing reminders in case of nonadherence. The time required for coaching, including all reminders and feedback by request, added up to 1 hour per participant.

Administrative-Guided Internet-Based Mobile-Supported Stress Management Intervention

Participants in the administrative guidance condition were provided with contact information for the study administration team during the study period, which addressed such things as the completion of questionnaires, but they were not supported by an eCoach. They were provided with an email address to use in case of any technical problems.

Measures

Adherence Measures

The number of completed treatment modules in the Internet-based mobile-supported stress management intervention, which ranged from 0 to 7, was the primary outcome measure in this study and was assessed by the system that provided the intervention. Module completion was defined by completion of the last page of a module. To arrive on the last page, participants were required to complete all the previous writing tasks. A module completion score of 0 could either mean that the participant did not start the intervention or did not finish the first module. Each module took approximately 45 to 60 minutes for completion.

Predictor Measures

The following variables, assessed at baseline before the start of the program, were evaluated as potential predictors of nonadherence: sociodemographic factors (gender [male/female], age [years], level of education [low, middle, high]), symptom severity factors (perceived stress, depressive symptoms,
emotional exhaustion), and hope for improvement (confidence in treatment efficacy).

Perceived stress at baseline relating to the past week was measured with the German version of the 10-item Perceived Stress Scale (PSS-10) [65,72]. This self-report instrument uses a 5-point Likert-type scale that ranges from 0=“never” to 4=“very often.” A Cronbach alpha of .77 indicated acceptable internal consistency of the PSS-10 in this study.

Baseline depression symptom severity was measured with the German version of the Center for Epidemiological Studies Depression Scale (CES-D) [73,74]. This frequently used self-report instrument consists of 15 items that are answered on a 4-point Likert-type scale and refer to the previous week. Total scores range from 0 to 60. In this study, internal consistency was good (Cronbach alpha=.88).

To measure emotional exhaustion, the basic stress dimension of burnout, the German version of the Maslach Burnout Inventory was utilized (MBI-GS-D) [75,76]. This commonly used self-report instrument consists of five items and uses a 6-point Likert-type scale anchored by 1=“never” and 6=“very often.” In this study, internal consistency was acceptable (Cronbach alpha=.79).

Hope for improvement (confidence in treatment efficacy) was measured using the homonymous subscale of the German Patient Questionnaire on Therapy Expectation and Evaluation (PATHEV) [77] adapted to the online training context. The items are rated on a 5-point Likert-type scale. The hope for improvement subscale showed acceptable internal consistency (Cronbach alpha=.79) in this study.

**Results**

### Descriptive Statistics

In total, 395 participants were included in the analysis. Baseline characteristics of the study population are presented in Table 1. There was a significant difference in the gender ratio and the education level between the three studies. The adherence-focused guidance sample showed a significantly lower percentage of male participants (13.6%, 18/132) compared to the administrative guidance (26.0%, 34/131) and adherence-focused guidance samples (26.5%, 35/132). The content-focused guidance sample had a significantly higher education level (64.4%, 85/132) compared to the administrative guidance (56.5%, 74/131) and adherence-focused guidance samples (52.3%, 69/132). However, gender and education level were not associated with treatment adherence in the explorative analysis and, thus, not accounted for in subsequent analyses.
Table 1. Baseline characteristics of the study population (N=395).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Administrative guidance (n=131)</th>
<th>Adherence-focused guidance (n=132)</th>
<th>Content-focused guidance (n=132)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.2 (9.4)</td>
<td>42.6 (9.5)</td>
<td>42.4 (10.7)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>97 (74.1)</td>
<td>113 (85.6)</td>
<td>97 (73.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Male</td>
<td>34 (26.0)</td>
<td>18 (13.6)</td>
<td>35 (26.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.8)</td>
<td></td>
<td>1 (0.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Caucasian</td>
<td>107 (81.7)</td>
<td>108 (81.8)</td>
<td>110 (83.3)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.8)</td>
<td>1 (0.8)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>23 (17.6)</td>
<td>23 (17.4)</td>
<td>22 (16.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Unmarried</td>
<td>40 (30.5)</td>
<td>39 (29.6)</td>
<td>43 (32.6)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>65 (49.6)</td>
<td>62 (47.0)</td>
<td>63 (47.7)</td>
<td></td>
</tr>
<tr>
<td>Cohabited</td>
<td>16 (12.2)</td>
<td>18 (13.6)</td>
<td>17 (12.9)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>9 (6.9)</td>
<td>13 (9.9)</td>
<td>8 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (0.8)</td>
<td>0</td>
<td>1 (0.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
<td>1 (0.8)</td>
<td>5 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>57 (43.5)</td>
<td>62 (47.0)</td>
<td>42 (31.8)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>74 (56.5)</td>
<td>69 (52.3)</td>
<td>85 (64.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Gross annual income (in Euro), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Low</td>
<td>39 (29.8)</td>
<td>41 (31.1)</td>
<td>35 (26.5)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>40 (30.5)</td>
<td>33 (25.0)</td>
<td>26 (19.7)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>45 (34.4)</td>
<td>49 (37.1)</td>
<td>59 (44.7)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>7 (5.3)</td>
<td>9 (6.8)</td>
<td>12 (9.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>Permanent</td>
<td>104 (79.4)</td>
<td>107 (81.1)</td>
<td>110 (83.3)</td>
<td></td>
</tr>
<tr>
<td>Temporary</td>
<td>19 (14.5)</td>
<td>14 (10.6)</td>
<td>11 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>6 (4.6)</td>
<td>9 (6.8)</td>
<td>11 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.5)</td>
<td>2 (1.5)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Experience with health-related programs, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Yes</td>
<td>14 (10.7)</td>
<td>17 (12.9)</td>
<td>17 (12.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>117 (89.3)</td>
<td>115 (87.1)</td>
<td>115 (87.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Experience with face-to-face psychotherapy, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Yes</td>
<td>47 (35.9)</td>
<td>46 (34.9)</td>
<td>57 (43.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>84 (64.1)</td>
<td>86 (65.2)</td>
<td>75 (56.8)</td>
<td></td>
</tr>
<tr>
<td>Stress, mean (SD)</td>
<td>25.7 (5.0)</td>
<td>25.2 (4.6)</td>
<td>25.9 (3.9)</td>
<td>.44</td>
</tr>
<tr>
<td>Depression, mean (SD)</td>
<td>25.1* (9.3)</td>
<td>23.2 (9.3)</td>
<td>23.3 (8.5)</td>
<td>.15</td>
</tr>
<tr>
<td>Emotional exhaustion, mean (SD)</td>
<td>4.8 (0.8)</td>
<td>4.7 (0.8)</td>
<td>4.7 (0.7)</td>
<td>.96</td>
</tr>
<tr>
<td>Hope of improvement, mean (SD)</td>
<td>3.7* (0.6)</td>
<td>3.6 (0.6)</td>
<td>3.7 (0.7)</td>
<td>.27</td>
</tr>
</tbody>
</table>

*a Due to missing data, the means refer to a subsample with n=130 in this group.
Adherence Rates Between Guidance Formats

Figures 1 and 2 depict the treatment adherence rates for all three samples. Figure 1 shows the total number of completed modules per participant and Figure 2 depicts the number of completed modules by module. In the administrative guidance sample, 13.7% (18/131) of the participants did not start the intervention, and 42.0% (55/131) completed all seven modules with a mean of 4.4 completed modules (SD 2.8, range 0–7). In the group that received adherence-focused guidance, 5.3% (7/132) of the participants did not start the intervention and 68.9% (91/132) completed all modules with a mean number of 5.6 completed modules (SD 2.3, range 0–7). In the content-focused guidance sample, 7.6% (10/132) of the participants did not start the intervention and 70.5% (93/132) completed all modules with a mean number of 5.7 completed modules (SD 2.3, range 0–7).

Figure 1. Total number of completed modules per participant.
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Figure 2. Number of completed modules by module.
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Guidance Formats on Adherence

As expected, there was a significant effect of guidance on treatment adherence \( (F_{2,392} = 11.64, P < .001; \omega^2 = .05) \). Planned comparisons revealed that (1) participants in the content-focused guidance (mean 5.7, SD 2.3) and adherence-focused guidance samples (mean 5.6, SD 2.3) completed significantly more modules than the participants in the administrative guidance sample (mean 4.4, SD 2.8; \( t_{223} = 4.53, P < .001; r = .29 \)) and (2) there was no significant difference between the content-focused guidance and adherence-focused guidance groups in treatment adherence (\( t_{23} = 0.42, P = .67; r = .03 \)). The effect size \( r = .03 \) (95% CI –0.09 to 0.15) did not cross the equivalence margin of \( r = .20 \). Likewise, the upper bound of the two-sided 95% confidence interval lay below the predefined margin, indicating that adherence-focused guidance was equivalent to content-focused guidance. Hence, we conclude that adherence-focused guidance is not associated with relevant lower treatment adherence compared to content-focused guidance.

Using a more conservative outcome by defining modules as completed only when finished within 12 weeks did not result in any different conclusions (results not shown). Similarly, conducting survival analysis according to Kaplan-Meier, we derived comparable results. The survival distribution for administrative guidance was significantly different from the survival distribution of adherence-focused guidance (\( \chi^2 = 19.0, P < .001 \)) and significantly different from the survival distribution of content-focused guidance (\( \chi^2 = 21.7, P < .001 \)). No significant difference was found between the survival distributions of
adherence-focused guidance and content-focused guidance ($\chi^2=0.1, P=.77$).

**User Characteristics Predictive of Nonadherence**

Table 2 shows the results of the imputed hierarchical multiple linear regression analysis examining predictors of treatment nonadherence over and above the guidance format. Due to missing values, the depression level variable and the hope of improvement variable of one participant had to be imputed. Entering the sociodemographic variables (gender, age, and education level) as a first step into the model did not significantly explain variance ($R^2=.02, P=.09$). Entering the symptom-related factors (stress level, depression, emotional exhaustion) and hope for improvement as a second block into the model resulted in significantly more explained variance ($\Delta R^2=.02, P=.046$). Stress level and depression were predictive of treatment nonadherence in this step ($t_{385}=2.00, P=.046; t_{385}=2.10, P=.04$). However, none of these factors was predictive of treatment nonadherence over and above the influence of guidance, which was added as dummy-coded variables (content-focused guidance vs administrative guidance; adherence-focused guidance vs administrative guidance) as a third step into the model. The final model explained 9.4% of the variance in treatment nonadherence ($\Delta R^2=.05, P<.001; t_{385}=4.26, P<.001; t_{385}=4.01, P<.001$).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (SE)$^b$</th>
<th>Beta$^c$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td>$R^2 = .02$</td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Constant</td>
<td>3.22 (1.08)</td>
<td>.09</td>
<td>.09</td>
</tr>
<tr>
<td>Gender</td>
<td>0.53 (0.31)</td>
<td>.09</td>
<td>.09</td>
</tr>
<tr>
<td>Education</td>
<td>0.47 (0.25)</td>
<td>.10</td>
<td>.06</td>
</tr>
<tr>
<td>Age</td>
<td>-0.00 (0.01)</td>
<td>-.01</td>
<td>.79</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>$\Delta R^2 = .02$</td>
<td></td>
<td>.046</td>
</tr>
<tr>
<td>Constant</td>
<td>0.28 (1.56)</td>
<td></td>
<td>.86</td>
</tr>
<tr>
<td>Gender</td>
<td>0.42 (0.31)</td>
<td>.07</td>
<td>.17</td>
</tr>
<tr>
<td>Education</td>
<td>0.44 (0.24)</td>
<td>.09</td>
<td>.07</td>
</tr>
<tr>
<td>Age</td>
<td>-0.01 (0.01)</td>
<td>-.03</td>
<td>.58</td>
</tr>
<tr>
<td>Stress</td>
<td>0.08 (0.04)</td>
<td>.14</td>
<td>.046</td>
</tr>
<tr>
<td>Depression</td>
<td>-0.04 (0.02)</td>
<td>-.15</td>
<td>.04</td>
</tr>
<tr>
<td>Emotional exhaustion</td>
<td>0.31 (0.21)</td>
<td>.09</td>
<td>.14</td>
</tr>
<tr>
<td>Hope for improvement</td>
<td>0.26 (0.20)</td>
<td>.07</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>$\Delta R^2 = .05$</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.49 (1.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>0.32 (0.30)</td>
<td>.05</td>
<td>.29</td>
</tr>
<tr>
<td>Education</td>
<td>0.44 (0.24)</td>
<td>.09</td>
<td>.06</td>
</tr>
<tr>
<td>Age</td>
<td>-0.01 (0.01)</td>
<td>-.04</td>
<td>.39</td>
</tr>
<tr>
<td>Stress</td>
<td>0.07 (0.04)</td>
<td>.12</td>
<td>.08</td>
</tr>
<tr>
<td>Depression</td>
<td>-0.03 (0.02)</td>
<td>-.11</td>
<td>.13</td>
</tr>
<tr>
<td>Emotional exhaustion</td>
<td>0.28 (0.20)</td>
<td>.08</td>
<td>.16</td>
</tr>
<tr>
<td>Hope for improvement</td>
<td>0.36 (0.20)</td>
<td>.09</td>
<td>.07</td>
</tr>
<tr>
<td>Guidance format (content-focused guidance vs</td>
<td>1.31 (0.31)</td>
<td>.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>administrative guidance)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guidance format (adherence-focused guidance vs</td>
<td>1.24 (0.31)</td>
<td>.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>administrative guidance)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^aR^2$ is for step 1 and $\Delta R^2$ for steps 2 and 3.

$^b$Unstandardized regression coefficient and unstandardized standard error.

$^c$Standardized regression coefficient.
Interactions Between Guidance Formats and Predictors

Adding the interactions between the guidance formats and the other variables to the model did not significantly change explained variance ($\Delta R^2=.02$, $P=.95$).

Discussion

Principal Results

The first aim of this study was to identify the adherence rates for an Internet-based mobile-supported stress management intervention. The content-focused guidance adherence rate was 71%, which is comparable to the rates found in other guided Internet-based stress management interventions (46%-88%) [21,22,83,84]. For the adherence-focused guidance and the administrative guidance conditions, we found adherence rates of 69% and 42%, respectively. Comparing adherence rates for adherence-focused guidance and administrative guidance to previous trials is difficult because most of those trials conducted in the field either used other guidance formats or did not report adherence rates. However, in a study with adherence reminders [85], a module completion rate of 35% was found, which is below the rate for adherence-focused guidance in this study (69%). Nevertheless, varying definitions and operationalization of module completion limit the comparability of treatment adherence rates between different studies. Despite the limited comparability, this study’s results suggest relatively high adherence rates for content-focused guidance and adherence-focused guidance and lower rates for administrative guidance.

Our second research goal was to investigate the influence of different guidance formats on adherence in an Internet-based mobile-supported stress management intervention. Similarly to studies on other target conditions, such as depression [31] and anxiety [38,56], this study suggests that participants show better adherence with guided treatments in comparison to unguided treatments. As predicted, content-focused guidance and adherence-focused guidance resulted in higher treatment adherence rates compared to unguided treatment with only administrative support (administrative guidance).

As hypothesized, both content-focused guidance and adherence-focused guidance have high adherence rates; therefore, the next step was to analyze their equivalence in terms of treatment adherence. For both guidance formats, adherence was equivalent. Despite the equivalence in adherence rates, both guidance formats differ in the amount of eCoaching each requires. Content-focused guidance included both reminders and written feedback from an eCoach on every completed module and required up to 4 hours of coaching time. In contrast, adherence-focused guidance consisted of adherence monitoring and feedback on demand and only required up to 1 hour of coaching time per participant during the intervention. Therefore, by choosing adherence-focused guidance regarding the costs of treatment, substantial savings may be made without a significant reduction in patient adherence. This finding is in line with the assumption that the active factor responsible for improving adherence in guided versus unguided self-help interventions is that the participant is accompanied through the intervention. Providing instructions or detailed feedback on the content the participants worked on within the modules seems less critical for continued participant engagement.

However, the incremental value of offering feedback on demand compared to only adherence monitoring from an eCoach remains yet unclear. Within the adherence-focused guidance concept, it is hypothesized that feedback on demand is an important component so that the eCoach is seen as having the participant’s best interests at heart. Offering support may be an antecedent for creating an adherence-promoting relationship and, according to the supportive accountability model [25], assumed to be necessary to maximize the effects of adherence monitoring. But, it is possible that the superiority of adherence-focused guidance compared to administrative guidance can be purely explained by the effect of personalized reminders. Thus, future studies should investigate whether having the possibility to contact an eCoach has an incremental influence on treatment adherence beyond adherence monitoring.

In the adherence-focused guidance study arm, monitoring adherence and sending a personalized reminder took up almost all the resources associated with this guidance format (approximately 1 hour per participant). In contrast, feedback on demand required much less resources. Hence, the question arises whether automatic reminders sent from the system on behalf of the eCoach have, in combination with feedback on demand, a similar effect on adherence, while requiring even less resources. Other studies have already shown positive effects on treatment adherence through automatic reminders [86].

If feedback on demand from a health professional is not a necessary component to achieve sufficient treatment adherence, adherence monitoring may also be performed by nonprofessionals. This would improve cost-effectiveness and dissemination. The eCoaches’ qualification level was not found to significantly influence treatment efficacy in Internet interventions for a range of conditions [27]. A study by Titov and colleagues [87] did not show significant differences in clinical efficacy between layperson- or clinician-assisted Internet interventions. Hence, the characteristics of an eCoach keeping participants adherent to an intervention should be further investigated. It also remains unclear whether a personal coach is necessary at all.

However, reducing human contact in Internet interventions can also entail potential risks for participants. Without content-related feedback, the eCoach may not become aware of problems participants may experience during the training. Thus, the risk for negative effects with Internet interventions for some individuals has the potential to be higher when receiving adherence-focused guidance instead of content-focused guidance. For this reason, negative effects should be investigated in future studies that compare different guidance formats [88,89].

Likewise, the guidance format could also influence the acceptance and attractiveness of Internet interventions, and thereby be important for dissemination. Therefore, varying guidance formats in Internet interventions should also be evaluated in terms of attractiveness and general acceptance [90,91].
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Abstract

Background: Despite numerous healthy eating campaigns, the prevalence of diets high in saturated fatty acids, sugar, and salt and low in fiber, fruit, and vegetables remains high. With more people than ever accessing the Internet, Web-based dietary assessment instruments have the potential to promote healthier dietary behaviors via personalized dietary advice.

Objective: The objectives of this study were to develop a dietary feedback system for the delivery of consistent personalized dietary advice in a multicenter study and to examine the impact of automating the advice system.

Methods: The development of the dietary feedback system included 4 components: (1) designing a system for categorizing nutritional intakes; (2) creating a method for prioritizing 3 nutrient-related goals for subsequent targeted dietary advice; (3) constructing decision tree algorithms linking data on nutritional intake to feedback messages; and (4) developing personal feedback reports. The system was used manually by researchers to provide personalized nutrition advice based on dietary assessment to 369 participants during the Food4Me randomized controlled trial, with an automated version developed on completion of the study.
Results: Saturated fatty acid, salt, and dietary fiber were most frequently selected as nutrient-related goals across the 7 centers. Average agreement between the manual and automated systems, in selecting 3 nutrient-related goals for personalized dietary advice across the centers, was highest for nutrient-related goals 1 and 2 and lower for goal 3, averaging at 92%, 87%, and 63%, respectively. Complete agreement between the 2 systems for feedback advice message selection averaged at 87% across the centers.

Conclusions: The dietary feedback system was used to deliver personalized dietary advice within a multi-country study. Overall, there was good agreement between the manual and automated feedback systems, giving promise to the use of automated systems for personalizing dietary advice.

Trial Registration: ClinicalTrials.gov NCT01530139; https://clinicaltrials.gov/ct2/show/NCT01530139 (Archived by WebCite at http://www.webcitation.org/6ht5Dgj8I)
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Introduction

Diets that are low in saturated fatty acids (SFAs), sugar, and salt and high in fruit, vegetables, and fiber are considered the healthy choice and have been shown to reduce the risk of noncommunicable diseases (NCD) [1-4]. However, despite numerous campaigns and policies to promote healthy eating, NCD burden has continued to rise, globally, over the past decade with increased contribution from nutrition-related risk factors [5]. As a result, there is the need for effective strategies to promote healthy dietary habits and to help consumers to achieve the necessary dietary changes.

Intensive inter-person counseling and interventions have been shown to improve dietary behaviors [6], although the potential feasibility and effectiveness of such methods across large populations is limited by both expense and accessibility [1,7]. Given the global increases in Internet availability, and the increasing utilization of the Internet as a method for delivering behavioral changes [8-11], the use of Web-based dietary assessment tools to provide personalized nutrition (PN) advice (based on dietary intake alone) at an individual level could provide a more cost-effective approach for improving dietary behaviors than current generic dietary advice and inter-person counseling [1,12-14].

Numerous studies have shown that personalized feedback advice is more effective than generic information for changing health behaviors including dietary intake [8,15-20]. Web-based dietary assessment instruments (eg, food frequency questionnaires—FFQs, 24-hour recalls, food diaries) can be the basis for the development of tools with the ability to provide users with personalized or tailored dietary feedback advice based on their self-reported dietary habits [12]. Such dietary feedback advice often illustrates the adequacy of the individual’s nutrient intakes in comparison with recommended intakes, intakes of peers of the same age or gender or previously attained intakes [7,16,19-21].

Although Web-based dietary assessment tools provide a potential starting point for delivering personalized dietary advice to large populations, they are usually 1-way systems that are designed to collect dietary intake data in a cost-effective manner. To limit measurement error and increase data completeness, Web-based dietary assessment tools can be preprogrammed with range and plausibility checks, probing questions and encoded to ensure all questions are answered [22]. Despite programming these check elements, it is essential that dietary assessment systems are coherent, comprehensive, structured, and clear, particularly when a consistent approach for composing and delivering dietary feedback advice is required. Algorithms can be developed to provide feedback in a systematic manner and have been applied in many clinical or health care domains to link personal data to knowledge systems with the aim of developing diagnoses or treatment options. In the same way, by comparing nutrient intakes with dietary recommendations, it is possible to develop algorithms that generate appropriate feedback messages, which can be stored in a message archive [23,24]. Algorithms can also be programmed into dietary assessment tools, facilitating the automatic generation of feedback advice [8]. Web-based dietary assessment tools, which generate automatic feedback advice, have the potential to improve dietary habits across large population groups, while minimizing researcher burden, reducing costs, and saving time.

The objectives of this paper were to report on the development of a Web-based dietary feedback system for the delivery of consistent personalized dietary advice in a multicenter study and to examine the impact of automating the feedback system on dietary advice delivery.

Methods

Development of the Feedback System

The dietary feedback system was developed, for manual use by researchers, for the delivery of personalized dietary advice in the pan-European Food4Me Proof-of-Principle (PoP) study. The Food4Me PoP study that aimed to deliver Web-based personalized dietary and physical activity (PA) advice was designed to emulate a real-life Internet-delivered, PN service [25]. As described in detail elsewhere, 1607 participants were randomized to 1 of the 4 groups receiving different levels of PN advice: Level 0 (control group) receiving conventional, non-PN advice; Level 1 PN advice based on dietary intake and PA data alone; Level 2 PN advice based on dietary intake, PA, and phenotypic data; Level 3 PN advice based on dietary intake, PA, phenotypic, and genotypic data [25]. The aim was to recruit...
a total of 1540 participants (220 participants per center) to allow for a potential 20% dropout rate, planned using a priori power calculation [25]. Power calculations were conducted in Minitab and based on glucose and omega-3 fatty acid concentrations within European adult populations [25]. The study had ethical approval from the corresponding committees of all participating centers (Germany, Greece, Ireland, the Netherlands, Poland, Spain, and the United Kingdom) and was conducted from August 2012 to March 2014. The Food4Me trial was registered as a randomized control trial (NCT01530139) at Clinicaltrials.gov.

The dietary feedback system, described in this paper, was used to deliver PN advice to participants randomized to receive Level 1 PN only (n=414). All participants of the Food4Me study received dietary feedback advice via email without face-to-face contact with researchers [25]. Thus, the feedback system was designed and developed to ensure that delivery of personalized dietary feedback was consistent across all the 7 countries. The key stages in the development of the dietary feedback system are illustrated in Figure 1 and described in detail in the following section.

**Development of a Gradation System for Coding of Nutrient Intakes**

Dietary intake data were collected throughout the Food4Me study using the recently developed and validated Web-based Food4Me FFQ [26,27]. Previous evidence has shown the Food4Me FFQ to have good agreement with the EPIC-Norfolk FFQ and moderate agreement with a 4-day weighed food record for the assessment of both nutrient and food group intakes, rendering it a useful tool for ranking individuals based on nutrient and food group intakes [26,27]. The Institute of Medicine (IOM) dietary reference intakes were used as a basis for developing a gradation system to categorize nutrient intakes automatically after completion of the Web-based Food4Me FFQ by participants [28,29]. Institute of Medicine reference values were used because (1) they were the most up-to-date values available and (2) recommendations vary across Europe with a need to find standardized reference intakes. Nutrient gradations were calculated based on IOM estimated average requirements (EARs) and tolerable upper intake levels (upper limits—ULs). Lower cutoff values were calculated as the EAR minus 2 standard deviations. Institute of Medicine–recommended daily allowance or World Health Organization recommendations were used to calculate the gradations when IOM EARs were not available [30,31]. The gradations (EAR, UL, and lower cutoff point) for each nutrient were preprogrammed into the Web-based Food4Me FFQ by Creme Global (Dublin, Ireland) facilitating a visual ranking system for nutrient intakes (Multimedia Appendix 1). Where applicable, gradations incorporated IOM recommendations for age and gender. Color coding and labeling of nutrient intakes were integrated into the Web-based Food4Me FFQ nutritional outputs to enable rapid visual assessment of the nutrient intake as “very low,” “low,” “recommended,” “high,” or “very high,” which were labeled and color-coded as red, amber, green, amber, and red, respectively.
Development of a System for Prioritizing Dietary Feedback Advice

Seventeen nutrients were selected for inclusion in the dietary feedback system viz “protein,” “carbohydrate,” “total fat,” “MUFA,” “PUFA,” “SFA,” “salt,” “omega 3,” “fiber,” “calcium,” “iron,” “vitamin A,” “folate,” “thiamin,” “riboflavin,” “vitamin B12,” and “vitamin C.” In addition, based on patient-centered models for facilitating dietary change, which emphasize that patients should focus on only a few goals at a time [25], 3 nutrient-related goals (target nutrients) were selected for particular emphasis in the feedback report. To select these 3 nutrient-related goals for subsequent dietary advice, the 17 nutrients were split into 3 groups (Multimedia Appendix 2). Group 1 consisted of all the “fat-related” nutrients: SFA, omega-3, total fat, monounsaturated fatty acid, and polyunsaturated fatty acid (PUFA). Group 2 included folate, dietary fiber, salt, vitamin B12, riboflavin, thiamin, protein, and carbohydrate. Group 3 consisted of calcium, iron, vitamin C, and vitamin A. A ranking system was embedded in the methodology for identifying target nutrients, so that nutrients at the top of each group received highest priority (ie, nutrients of higher public health concern). Generally, the highest priority nutrient, flagged “red” from each group was chosen as the nutrient-related goal, if no “red” nutrients were available, those flagged “amber” were chosen. In cases when only 2 nutrients were flagged “red” or “amber,” a third ‘green’ (recommended) nutrient was given with a positive message to maintain nutrient intake.

Development of Decision Trees to Link Nutritional Intake Data to Feedback Messages

Sixteen dietary decision trees were manually developed to provide dietary feedback advice (Level 1 PN). All decision trees were developed to link nutrient intakes generated automatically by the Web-based Food4Me FFQ to a library of feedback messages. With the exception of the decision trees for carbohydrate, unsaturated fat, dietary fiber, and salt, all decision trees were generated to account for nutritional intake from both foods and supplements. Decision trees were based on the IOM gradation system with branches developed for “low,” “recommended,” and “high” intakes of each nutrient. The decision trees for SFA and salt were more complex and involved identifying the 2 main food groups contributing to the intake of the nutrient thereby enabling further personalization of dietary advice. For example, if a participant’s diet were identified as high in SFAs, researchers would follow the decision tree to identify the 2 highest contributing food groups of 7 potential candidate groups.

All decision trees included branches linking to individual feedback messages. In total, the archive of dietary feedback messages consisted of 92 messages, which were developed using a variety of reputable sources including British Dietetic Association, Food Safety Authority Ireland, and British Nutrition Foundation [32-36]. For each decision tree, the feedback messages consisted of practical food-based tips to improve nutrient intake. An example of the decision tree for vitamin C and corresponding feedback messages are presented in Figure 2, with further examples of SFA and salt given in Multimedia Appendix 3. Protocols for the feedback system were standardized across the 7 countries, and all feedback messages were translated into the language of each recruitment country. To assess the utility and applicability of the decision trees and corresponding feedback messages, during the Food4Me study, a record was kept by researchers at all the 7 centers. These entries were amalgamated and categorized by nutrient.
Figure 2. Vitamin C decision tree and corresponding feedback messages.

**Development of Feedback Reports for Dietary Feedback Advice**

Template feedback reports were developed to ensure that dietary advice was delivered in a consistent format across all countries. Standard operating procedures were compiled and nutritionists or dietitians in all centers received training in composing the reports. All feedback reports began with a short message of encouragement from the researcher, which also highlighted the...
main areas for improvement. This message was followed by 4 key sections:

- 1: How your diet compares to recommendations
- 2: Your physical characteristics
- 3: Your nutrient profile
- 4: Your personalized nutrition advice

Section 1 included a table comparing the participant’s average number of portions of 5 food groups: “fruit and vegetables,” “whole grains,” “dairy products,” “oily fish,” and “red meat” with guideline amounts. The guideline amounts were derived from amalgamating the national dietary advice in each of the 7 centers to create 1 common set of Food4Me dietary guidelines. Section 2 detailed the participant’s height and weight and compared the participant’s body mass index (BMI) and PA with recommendations. Section 3 graphically illustrated the participant’s intake of each of the 17 nutrients as “good, no change recommended,” “improvement recommended,” and “improvement strongly recommended” on a gradation scale comparing intakes with IOM recommendations. Section 4 detailed personalized behavioral goals including a table listing the participant’s 3 nutrient-related goals, along with dietary sources and the feedback message(s) from the corresponding decision tree. A list of all the food groups and nutrients for which personalized feedback was given can be found in Multimedia Appendix 4, with an example feedback report presented in Multimedia Appendix 5.

**Automation of the Dietary Feedback**

Nutrient intake analysis was automated for use in the Food4Me study, with the nutrient-related goals and feedback messages derived manually (using the priority system and decision trees) by Food4Me researchers using their own judgment to overrule the feedback system when appropriate. After completion of the Food4Me intervention study, the feedback system was automated by Creme Global (Dublin, Ireland). Therefore, a comparison of the automated and manual-based approaches was possible. The system was automated by firstly capturing the manual decision process for selecting priority nutrients, based on nutrient intake analysis, in a computer algorithm (written in the PHP programming language). Second, the decision trees for selection of feedback messages were encoded in table-like data structures and stored in a relational database (MySQL). Additional computer algorithms for traversing these data structures were then developed (also using PHP), which enabled feedback messages to be generated automatically from nutrient intake analysis.

**Analysis**

The first part of the analysis examines the manual use of the feedback system during the Food4Me PoP study. Descriptive statistics were computed to describe the general characteristics of participants across each of the 7 centers using general linear model analysis with least significant difference post hoc. Nutrient-related goal selection frequency was examined across each of the 7 countries. All statistical analyses were conducted using IBM SPSS Statistics version 20, and \( P < .05 \) was considered statistically significant.

The second part of the analysis compares the dietary feedback provided by researchers during the Food4Me PoP study with feedback generated automatically by the computerized algorithms and messaging system for participants in Level 1 of the intervention. The level of agreement between the manual (researcher) and automated systems was assessed for both nutrient-related goal selection and feedback advice using baseline data for Level 1 participants, as illustrated in Figure 3. Agreement between the manual and automated systems, in selecting the 3 nutrient-related goals, was investigated by comparing each individual nutrient-related goal (1, 2, and 3) selected by both systems (manual vs automated) for each participant in the 7 countries. To evaluate the agreement for nutrient-related goal selection, we also examined whether the same 3 nutrients were selected as the 3 nutrient-related goals (in any order 1, 2, or 3) by both systems.

As outlined in Figure 3, to compare if the same feedback advice message(s) were derived from each decision tree by both systems, we selected only participants given the same nutrient-related goals (1, 2, and 3) by both the manual and automated systems and cross-compared the messages given by both systems for each nutrient-related goal (1, 2, and 3). Agreement was categorized as either “complete agreement,” “complete disagreement,” or “partial agreement” (data not shown). Overall agreement for feedback advice message was computed by summing the number of participants categorized into the 3 agreement groups for each nutrient-related goal across the countries.
**Results**

**The Study Population**

A total of 414 participants, from the Level 1 group, across the 7 countries were available for inclusion in the analysis. After removing dropouts immediately after being randomized (n=41) and participants who did not have nutrient-related goals recorded at baseline (n=4), 369 participants were included in the analysis (Germany, n=52; Greece, n=51; Ireland, n=55; Netherlands, n=56; Poland, n=49; Spain, n=54; and the United Kingdom, n=52). There were no significant differences in age for men and women; however, self-reported BMI was significantly lower for women compared with men ($P=.002$). When comparing demographic characteristics across all the countries, no significant differences were observed for bodyweight or BMI; however, significant differences were observed for age ($P=.02$) and height ($P<.001$), as summarized in Table 1.

**Table 1.** Demographic characteristics of the study population in total and across countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Gender—female (%)</th>
<th>Age (y)</th>
<th>Height (m)</th>
<th>Weight (kg)</th>
<th>BMI (kg/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All countries (n=369)</td>
<td>57.5</td>
<td>39.7 ± 12.9</td>
<td>1.71 ± 0.10</td>
<td>74.19 ± 16.61</td>
<td>25.21 ± 5.02</td>
</tr>
<tr>
<td>Germany (n=52)</td>
<td>51.9</td>
<td>42.6 ± 14.0</td>
<td>1.75 ± 0.09</td>
<td>73.48 ± 13.55</td>
<td>23.95 ± 3.62</td>
</tr>
<tr>
<td>Greece (n=51)</td>
<td>58.8</td>
<td>38.1 ± 10.5</td>
<td>1.69 ± 0.10</td>
<td>76.02 ± 19.37</td>
<td>26.46 ± 6.52</td>
</tr>
<tr>
<td>Ireland (n=55)</td>
<td>56.4</td>
<td>38.9 ± 12.0</td>
<td>1.70 ± 0.10</td>
<td>72.90 ± 16.13</td>
<td>25.07 ± 4.76</td>
</tr>
<tr>
<td>Netherlands (n=56)</td>
<td>50.0</td>
<td>43.0 ± 15.4</td>
<td>1.76 ± 0.10</td>
<td>77.70 ± 16.29</td>
<td>25.08 ± 4.37</td>
</tr>
<tr>
<td>Poland (n=49)</td>
<td>71.4</td>
<td>36.2 ± 11.1</td>
<td>1.69 ± 0.07</td>
<td>71.46 ± 16.61</td>
<td>24.83 ± 4.99</td>
</tr>
<tr>
<td>Spain (n=54)</td>
<td>51.9</td>
<td>41.8 ± 11.0</td>
<td>1.69 ± 0.10</td>
<td>74.83 ± 16.94</td>
<td>26.09 ± 4.98</td>
</tr>
<tr>
<td>United Kingdom (n=52)</td>
<td>63.5</td>
<td>37.1 ± 13.4</td>
<td>1.70 ± 0.76</td>
<td>72.60 ± 17.05</td>
<td>24.94 ± 5.36</td>
</tr>
</tbody>
</table>

*aValues are means ± standard deviations.

*b,c,d,eMeans with different superscripts denote significant differences (analysis of variance with least significant difference post hoc)
Manual Use and Efficacy of the Dietary Feedback System

The top 3 most frequently selected nutrient-related goals (1, 2, and 3) across each of the countries are summarized in Table 2. Saturated fatty acid was most frequently selected as nutrient-related goal 1 across all centers except for Spain where PUFA was most frequently selected as nutrient-related goal 1 in feedback given to 35% (19/54) of participants. Salt was most frequently selected as nutrient-related goal 2 in all 7 centers, with the exception of Germany, where both folate and salt were most frequently selected. As summarized in Table 2, greater variation was observed across the 7 countries for nutrient-related goal 3. As a result of the prioritization process, salt was most frequently selected as both nutrient-related goals 2 and 3, in both Spain and the United Kingdom.

Table 2. Top 3 most frequently selected nutrient-related goals (1, 2, and 3) at baseline in the 7 countriesa.

<table>
<thead>
<tr>
<th>Country</th>
<th>Nutrient-related goal 1</th>
<th>Nutrient-related goal 2</th>
<th>Nutrient-related goal 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany (n=52)</td>
<td>SFAb (54%)</td>
<td>Folate or salt (29%)</td>
<td>Carbohydrate or calcium (15%)</td>
</tr>
<tr>
<td>Greece (n=51)</td>
<td>SFA (41%)</td>
<td>Salt (39%)</td>
<td>Dietary fiber (41%)</td>
</tr>
<tr>
<td>Ireland (n=55)</td>
<td>SFA (56%)</td>
<td>Salt (53%)</td>
<td>Dietary fiber (15%)</td>
</tr>
<tr>
<td>Netherlands (n=56)</td>
<td>SFA (39%)</td>
<td>Salt (38%)</td>
<td>Dietary fiber 21%</td>
</tr>
<tr>
<td>Poland (n=49)</td>
<td>SFA (53%)</td>
<td>Salt (39%)</td>
<td>Calcium (19%)</td>
</tr>
<tr>
<td>Spain (n=54)</td>
<td>PUFAc (35%)</td>
<td>Salt (35%)</td>
<td>Salt (24%)</td>
</tr>
<tr>
<td>United Kingdom (n=52)</td>
<td>SFA (48%)</td>
<td>Salt (46%)</td>
<td>Salt (21%)</td>
</tr>
</tbody>
</table>

aPercentages indicate the percentage of participants who received the nutrient as the nutrient-related goal.
bSFA: saturated fatty acid.
cPUFA: polyunsaturated fatty acid.

The number of times each of the 17 nutrients was selected as a nutrient-related goal (1, 2, or 3) across each of the 7 countries is summarized in Table 3. Overall, SFA, salt, and dietary fiber were the top 3 most frequently targeted nutrient-related goals provided to 72%, 72%, and 39% of participants, respectively. Saturated fatty acid was the most frequently chosen nutrient-related goal overall for Germany, Ireland, and Poland. Salt was the most frequently selected nutrient-related goal overall for the Netherlands, Spain, and the United Kingdom, and in Greece, both dietary fiber and salt were most frequently selected.

A summary of the key issues encountered during the Food4Me study regarding the use and applicability of the decision trees and feedback advice messages is summarized in Table 4. Most of these issues were related to the SFA and salt decision trees, owing to their more complex design.
Table 3. Number of participants having nutrient-related goals (1, 2, or 3) at baseline across the 7 countries.

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>United Kingdom (n=52)</th>
<th>Spain (n=54)</th>
<th>Ireland (n=55)</th>
<th>Netherlands (n=56)</th>
<th>Poland (n=49)</th>
<th>Spain (n=54)</th>
<th>United Kingdom (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total fat</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>SFA(^b)</td>
<td>42</td>
<td>27</td>
<td>47</td>
<td>43</td>
<td>38</td>
<td>30</td>
<td>37</td>
</tr>
<tr>
<td>MUFA(^c)</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>13</td>
<td>11</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>PUFA(^d)</td>
<td>6</td>
<td>16</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>Omega-3</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Protein</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Carbohydrate</td>
<td>9</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Dietary fiber</td>
<td>14</td>
<td>31</td>
<td>20</td>
<td>19</td>
<td>14</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>Folate</td>
<td>23</td>
<td>23</td>
<td>8</td>
<td>13</td>
<td>23</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Salt</td>
<td>31</td>
<td>31</td>
<td>46</td>
<td>47</td>
<td>31</td>
<td>35</td>
<td>45</td>
</tr>
<tr>
<td>Calcium</td>
<td>11</td>
<td>9</td>
<td>7</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Iron</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Vitamin C</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Vitamin A</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Vitamin B12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total number of nutrient-related goals(^e)</td>
<td>156</td>
<td>153</td>
<td>155</td>
<td>168</td>
<td>147</td>
<td>161(^c)</td>
<td>153</td>
</tr>
</tbody>
</table>

\(^a\)Riboflavin and thiamin were not given as nutrient-related goals in any of the 7 centers and are not presented in Table 3.

\(^b\)SFA: saturated fatty acid.

\(^c\)MUFA: monounsaturated fatty acid.

\(^d\)PUFA: polyunsaturated fatty acid.

\(^e\)Total number of nutrient-related goals in each country, calculated as number of participants (N) multiplied by 3. In Ireland, Spain, and the United Kingdom, total number of nutrient-related goals is less than this calculation as several participants were only given 2 nutrient-related goals in Ireland (n=10), Spain (n=1), and United Kingdom (n=3).

Table 4. Issues with dietary decision trees or feedback messages.

<table>
<thead>
<tr>
<th>Issue with decision trees or feedback messages</th>
<th>Decision trees affected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm did not capture all food groups contributing to the nutrient intake.</td>
<td>SFA(^a)</td>
</tr>
<tr>
<td>Sometimes, the feedback messages are not specific to the participant’s diet, that is, the participant’s main sources of the nutrient may not have been identified in the feedback message.</td>
<td>SFA, salt, total fat</td>
</tr>
<tr>
<td>Feedback messages are repeated for different food groups.</td>
<td>Salt</td>
</tr>
<tr>
<td>Messages are not always relevant for vegetarians.</td>
<td>SFA, salt, omega 3</td>
</tr>
</tbody>
</table>

\(^a\)SFA: saturated fatty acid.

Comparison of Advice Generated by Manual and Automated Systems

The level of agreement between the manual and automated systems for the selection of the 3 nutrient-related goals in all the countries is summarized in Table 5. Good agreement was observed between both methods in all the countries for nutrient-related goals 1 and 2 with average agreement of 92% and 87%, respectively. Agreement between the 2 methods ranged from 100% (the United Kingdom) to 82% (Greece) for nutrient-related goal 1 and from 98% (Spain) to 80% (the Netherlands) for nutrient-related goal 2. Lower agreement was observed between the manual and automated systems for nutrient-related goal 3, mean 63% across centers. For nutrient-related goal 3 selection, agreement was highest for Spain (85%) and lowest for Greece (45%). Agreement between the 2 systems for all 3 nutrient-related goals in random order ranged from 83% (Spain) to 47% (Greece), averaging 66% across all countries.

Having selected the priority nutrients, the next stage was the selection of feedback messages. The level of agreement between the manual and automated systems for the feedback advice...
messages is summarized in Table 6. Complete agreement between the 2 systems for feedback advice ranged from 90% (Greece and Ireland) to 82% (Germany and Poland), with an average of 87% across the 7 countries.

Table 5. Level of agreement between manual and automated systems for baseline nutrient-related goals selection in all 7 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Nutrient-related goal 1</th>
<th>Nutrient-related goal 2</th>
<th>Nutrient-related goal 3</th>
<th>Random order agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Germany (n=52)</td>
<td>50 (96)</td>
<td>47 (90)</td>
<td>33 (63)</td>
<td>36 (69)</td>
</tr>
<tr>
<td>Greece (n=51)</td>
<td>41 (82)</td>
<td>42 (82)</td>
<td>23 (45)</td>
<td>24 (47)</td>
</tr>
<tr>
<td>Ireland (n=55)</td>
<td>48 (87)</td>
<td>45 (82)</td>
<td>31 (56)</td>
<td>33 (60)</td>
</tr>
<tr>
<td>Netherlands (n=56)</td>
<td>50 (89)</td>
<td>45 (80)</td>
<td>34 (61)</td>
<td>36 (64)</td>
</tr>
<tr>
<td>Poland (n=49)</td>
<td>44 (90)</td>
<td>43 (88)</td>
<td>35 (71)</td>
<td>37 (76)</td>
</tr>
<tr>
<td>Spain (n=54)</td>
<td>53 (98)</td>
<td>53 (98)</td>
<td>46 (85)</td>
<td>45 (83)</td>
</tr>
<tr>
<td>United Kingdom (n=52)</td>
<td>52 (100)</td>
<td>48 (92)</td>
<td>31 (60)</td>
<td>33 (63)</td>
</tr>
<tr>
<td>Average</td>
<td>(92)</td>
<td>(87)</td>
<td>(63)</td>
<td>(66)</td>
</tr>
</tbody>
</table>

*Level of agreement between the manual and automated systems for each individual nutrient-related goal and for all 3 nutrient-related goals in random order.

b Agreement for all 3 nutrient-related goals in random order derived by calculating the agreement when the same 3 nutrients were selected as the 3 nutrient-related goals by both systems regardless if they were given as nutrient-related goal 1, nutrient-related goal 2, or nutrient-related goal 3.

c Lower agreement observed for nutrient related-goal 3 and overall agreement as a minority some participants received only 2 nutrient-related goals from the manual system in Ireland (n=10), Spain (n=1), and the United Kingdom (n=3).

Table 6. Level of agreement between manual and automated systems for baseline feedback advice message selection in all 7 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Complete agreement</th>
<th>Complete disagreement</th>
<th>Agreement plus disagreement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Germany (n=130)</td>
<td>107 (82)</td>
<td>3 (2)</td>
<td>20 (16)</td>
</tr>
<tr>
<td>Greece (n=107)</td>
<td>95 (90)</td>
<td>0 (0)</td>
<td>12 (11)</td>
</tr>
<tr>
<td>Ireland (n=124)</td>
<td>112 (90)</td>
<td>3 (3)</td>
<td>9 (7)</td>
</tr>
<tr>
<td>Netherlands (n=129)</td>
<td>114 (88)</td>
<td>0 (0)</td>
<td>15 (12)</td>
</tr>
<tr>
<td>Poland (n=122)</td>
<td>100 (82)</td>
<td>1 (1)</td>
<td>21 (17)</td>
</tr>
<tr>
<td>Spain (n=152)</td>
<td>134 (88)</td>
<td>5 (3)</td>
<td>13 (9)</td>
</tr>
<tr>
<td>United Kingdom (n=131)</td>
<td>113 (86)</td>
<td>3 (2)</td>
<td>15 (11)</td>
</tr>
<tr>
<td>Average</td>
<td>(87)</td>
<td>(2)</td>
<td>(12)</td>
</tr>
</tbody>
</table>

*Complete agreement, 100% match between advice messages given by the manual and automated systems.

b Complete disagreement, 0% match between the advice messages given by the 2 systems.

c Partial agreement, some agreement, and some disagreement between the advice messages given by the 2 systems, partial agreement was only applicable to the SFA and salt decision trees as multiple advice messages were given in the feedback to participants.

Discussion

Principal Findings

This paper presents a novel system for providing consistent personalized dietary advice, automatically generated from dietary intake data submitted via the Internet by participants in a multi-country study. To our knowledge, this paper is one of the first to describe, in detail, the steps involved in developing a dietary feedback system to translate food and nutrient intake data into automatically generated personalized feedback advice and to compare the automatically generated advice with advice manually provided by nutrition researchers.

Development of the feedback system consisted of a 4-step process: designing a gradation system to categorize nutrient intakes, creating a priority system to enable 3 nutrients to be further selected as nutrient-related goals for particular emphasis in the feedback report, constructing decision trees to link nutrient intakes to feedback advice, and finally, developing feedback report templates. The findings of this paper demonstrate that automation of the feedback system is feasible and more superior compared with manual use of the system by result of removal of human error.

The feedback system described in this paper is unique as it was developed to provide personalized feedback on intakes of 5 food groups and 17 nutrients, 3 of which were prioritized and
selected as “nutrient-related goals” for subsequent targeted dietary advice. As the feedback system was developed to deliver relevant PN advice for all European adults, it was important that the system considered all nutrients for which changes in intake would be recommended to improve the health of significant proportions of the adult population. To address this requirement, the system that we developed included key food groups and a large number of nutrients so that feedback could be generated and personalized for a complete nutritional profile, rather than limited personalized information on one or several nutrient(s) as previously applied in other tailoring studies [20,37,38]. Providing extensive information, guaranteed that the dietary feedback would include personalized advice, which could be translated into food groups and nutrients of importance for a healthy diet (including fruit and vegetables, SFA, salt, fiber, whole grains, red meat and dairy products, omega-3 fatty acids, vitamin C, and iron) [39]. Several studies have briefly alluded to the application of a similar multistep process, linking nutrient intake data to feedback messages [1,13,21,24,37,40,41]. However, most of these studies have focused mostly on tailoring advice for selected nutrients or food groups only (eg, SFA, fruit and vegetable intakes) [1,6,13,16,21,24,37,42-44], with the exception of the advice generated for adolescents by Maes et al [40] which included fiber, vitamin C, calcium, iron, and fat and the reports developed by Kannan et al [23] that provided personalized feedback for 13 nutrients.

In addition to providing personalized food-based messages, feedback was also displayed graphically in reports by comparison of the individual’s nutrient intakes with dietary recommendations, similar to many other studies [1,6,15,16,42,45]. Nutrient-related goal selection was relatively consistent across the countries, with SFA and salt being the most frequently assigned nutrient-related goals targeted, although some North–South gradient differences are observed. This result was expected given the prevalence of diets high in SFAs and salt across Europe [39,46,47].

Because the feedback system had not been tested previously in a multicenter cohort, the decision trees were used manually for the delivery of dietary advice within the intervention study. Manual use of the decision trees within the study combined with rigorous recording of the issues identified by the nutritionists or dietitians delivering the intervention facilitated evaluation of the advice and identification of aspects of the system, which could be improved. The decision trees were developed to comprise essential components such as contribution from supplements and food groups (SFA and salt decision trees only). To guarantee feedback advice is fully relevant and appropriately personalized at an individual level, suggested improvements include further expanding the decision trees to integrate specific food items and incorporate additional food groups (SFA and salt decision trees), for example, branches for consumption of commonly consumed food items high in SFAs (eg, ice cream and quiche) could be added to the SFA and total fat decision trees.

Automated technologies are increasingly used across many disciplines and have been shown to be as effective as human (face-to-face) systems for 3-month weight loss and exercise interventions [8,48]. Furthermore, Emerencia et al [49] recently developed an automated personalized system for schizophrenia patients providing advice similar to that given by clinicians. Although several studies have generated computer-automated dietary feedback, to our knowledge, this paper is among the first to examine whether it is possible to fully automate a dietary feedback system designed to provide PN advice to enhance healthy eating. We observed high agreement between the manual and automated systems, averaging at 92% and 87%, for nutrient-related goals 1 and 2, respectively. Good agreement was also observed for feedback advice selection averaging 87%. However, although our results show potential for future automation of dietary feedback tools, some disagreement was observed between the manual and automated systems.

Nutrient goal selection disagreement averaged 8%, 13%, and 37% across the 7 centers for nutrient-related goals 1, 2, and 3, respectively. Reasons for this disagreement included: researchers overruling the priority system (eg, if they thought it was inappropriate to give one of the nutrient-related goals selected using the priority system); researchers misreporting the nutrient-related goal in the report (eg, the correct nutrient-related goal was given in the report but misreported in the Internet); and researcher error in selecting the nutrient-related goal (eg, giving an adequate nutrient by mistake). The level of disagreement between the 2 systems was much greater for nutrient-related goal 3, especially for Greece, primarily, a result of overruling the priority system. Overruling did not always mean that the original selection was inappropriate, only that the researcher thought another option was more relevant. For feedback advice selection, complete disagreement was negligible (2%), but partial agreement was higher (12%), and was confined to the SFA and salt decision tree messages only. Owing to their more complex design, the feedback advice for these nutrients included 2-4 individual messages, which were more prone to researcher misreporting, error or overruling the decision trees to give additional messages. There was also a degree of ambiguity in the prioritization rules and the SFA and salt decision tree rules. For example, in relation to prioritization, no rule was set for selecting a positive third nutrient when only 2 risk nutrients were identified, thereby increasing the level of disagreement for nutrient goal selection between the manual and automated systems. Similarly, for both the SFA and salt decision trees, no rules were established for which food groups should be selected when several contributed equally to the nutrient intake.

Although we observed some disagreement between the manual and automated systems, overall, the agreement between the systems was excellent. Much of the disagreement we observed between the 2 systems would be reduced by automation of the feedback system, which would eliminate researcher error and researcher misreporting, and further clarification of the decision rules for both the prioritization process and SFA and salt decision trees. Furthermore, despite researchers overruling the priority nutrients, both the systems selected nutrients of high priority.

Technological innovations have evolved the delivery and management of health care through the increasing use of mobile phone health and computerized health care apps [50,51], with the personalized health field developing rapidly [52].
Consequently, our feedback system has potential to become a cost-effective approach to improve dietary behaviors at an individual level, which could be delivered by public or private health care providers. The present system was designed to provide advice on usual intake rather than actual intake; the challenge in the future will be to provide advice to consumers at the point of purchase or consumption.

**Strengths and Limitations**

The strengths of this study include the adequate sample size and multicenter recruitment in 7 European countries. In addition, to facilitate behavior change, the system was designed to incorporate numerous behavioral change techniques including goal setting, action planning, and barrier identification [11,25]. However, the system did not take into account motivation for change, and this could be a potential limitation. Feedback that is personalized to current dietary intake and stage of change may be considered as being more motivational and could have greater efficacy in promoting sustained dietary changes than advice personalized on dietary intake data only [14]. Another potential limitation of the study is that the feedback system was tested in a group of individuals who volunteered to receive PN advice and may therefore not be applicable to other population groups. However, the dietary and anthropometric characteristics of participants in the Food4Me study were broadly similar to those of the wider population of European adults so that the study tested the utility of the system to select appropriate feedback for the likely most common dietary changes. In addition, we did not follow-up with participants regarding their opinions about the advice they received, for example, if they thought it was relevant to them, appropriate, or useful, and this would have been extremely useful information to have captured for the future progression of PN.

**Conclusions**

We developed a Web-based dietary feedback system that was capable of delivering consistent personalized dietary advice to adult European participants in the multicenter Food4Me study. Outcomes from comparison of the manual and automated feedback systems provide confidence that such an automated dietary feedback system can be developed and implemented across multiple countries with the potential to contribute to scalable and cost-effective interventions to improving dietary behaviors and health across large populations.
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Abstract

Background: More than half of all smartphone app downloads involve weight, diet, and exercise. If successful, these lifestyle apps may have far-reaching effects for disease prevention and health cost-savings, but few researchers have analyzed data from these apps.

Objective: The purposes of this study were to analyze data from a commercial health app (Lose It!) in order to identify successful weight loss subgroups via exploratory analyses and to verify the stability of the results.

Methods: Cross-sectional, de-identified data from Lose It! were analyzed. This dataset (n=12,427,196) was randomly split into 24 subsamples, and this study used 3 subsamples (combined n=972,687). Classification and regression tree methods were used to explore groupings of weight loss with one subsample, with descriptive analyses to examine other group characteristics. Data mining validation methods were conducted with 2 additional subsamples.

Results: In subsample 1, 14.96% of users lost 5% or more of their starting body weight. Classification and regression tree analysis identified 3 distinct subgroups: “the occasional users” had the lowest proportion (4.87%) of individuals who successfully lost weight; “the basic users” had 37.61% weight loss success; and “the power users” achieved the highest percentage of weight loss success at 72.70%. Behavioral factors delineated the subgroups, though app-related behavioral characteristics further distinguished them. Results were replicated in further analyses with separate subsamples.

Conclusions: This study demonstrates that distinct subgroups can be identified in “messy” commercial app data and the identified subgroups can be replicated in independent samples. Behavioral factors and use of custom app features characterized the subgroups. Targeting and tailoring information to particular subgroups could enhance weight loss success. Future studies should replicate data mining analyses to increase methodology rigor.

Introduction

Smartphone ownership among American adults has increased from 35% in 2011 to 68% in 2015 [1]. This increase has coincided with the proliferation of smartphone apps, and 19% of all app downloads are related to health, with more than half of them involving weight, diet, and exercise [2]. This provides new opportunities to deliver interventions for health behavior change and weight loss in the United States where obesity rates have remained high [3].

http://www.jmir.org/2016/6/e154/
Although apps show great promise for helping individuals lose weight and manage lifestyle habits [4-6], evidence to support the impact of commercial apps on health behavior and weight loss is still lacking. This may be due to the lack of evidence-based weight loss principles in currently available apps [7]. But given the popularity of these apps, the potential implications are far-reaching, not only in terms of disease prevention (eg, diabetes, cardiovascular diseases, cancer) but also in cost-savings [8-11].

Data that are collected from commercial health apps are often not collected with scientific research in mind. However, these apps can reach millions of users. If analyzed with rigorous scientific methods, the potentially rich data collected from these apps may offer important insights into how behavior change occurs in naturalistic settings among large segments of the population. Exploratory analyses, such as data mining methods, that can be used to examine existing health data are not new [11-13], but they have rarely been used to examine health data collected from commercial apps.

Furthermore, scientific methods to examine the reliability and robustness of exploratory analyses (ie, data mining validation methods) have also been available for some time [14,15], but have not been used with health app data. With millions of individuals using commercial health apps, opportunities now exist for both exploratory data mining and data mining validation methods to occur in rapid succession. Data mining validation methods increase the scientific rigor of exploratory approaches by testing whether initial findings are stable.

To our knowledge, no studies have explored the effectiveness of a weight loss commercial app AND evaluated the reliability of the exploratory findings. The purposes of this study were to: (1) assess the prevalence of weight loss among overweight and obese adults from data gathered by a commercial app, (2) identify successful weight loss subgroups and their characteristics using exploratory data mining techniques, and (3) examine the reliability of the identified subgroups using independent samples.

Methods

Dataset

We analyzed a subset of cross-sectional, de-identified data (n=12,427,196), which were obtained directly from Lose It! (FitNow Inc., Boston, MA, USA). Data were made available to researchers at the National Cancer Institute for research purposes only. Lose It!—launched in 2008—is a weight loss app that is available through both iOS and Android app markets, as well as through the Web. Lose It! (henceforth, called the app) provides users with tracking tools (eg, barcode scanners); connections with other devices and apps (eg, Fitbit, RunKeeper); motivation and support (eg, connection with friends); and nutrition feedback (eg, system-generated reports comparing a user’s food log with the US Department of Agriculture’s MyPlate recommendations).

In the app, a user creates an account and a weight loss plan based on one’s height, weight, exercise level, target weight goal, and desired weekly weight loss. The app then uses all this information to calculate an estimated calories budget that is intended to produce the energy deficit required to meet one’s weight loss goal. The weight loss plan consists of logging one’s diet, exercise, and weight through either self-report or a synced device (eg, WiFi-connected body scales). The app offers motivation and support tools by allowing users to identify friends and share progress and information with them. Users can also participate in groups designed to motivate users; for example, one featured group—“We’re all in this together!”—is described as “a group for people looking to give motivation and people looking to get motivation.”

The data analyzed were from users who had the app during the years of 2008-2014. Data provided for analysis were from the app’s metadata reporting database, which is used to power the app and provides a general summary of user activity. Thus, the data analyzed were cross-sectional in nature. The dataset included the following information: age at setup of the account, gender, height, body weight, body mass index (BMI), desired goal weight, desired weekly weight loss, number of days logged in for food and exercise, number of exercise calories burned, number of calories consumed, number of times weighed in, number of days active, date of last activity, devices and apps connected to a user’s account, type of operating system used, number of friends and groups on the app, number of challenges users participated in, number of customized goals, foods, recipes, and exercises users entered, and app-specific options (eg, has a picture, uses reminders). Weight and health behavior data were self-reported, whereas technical-related data (eg, type of operating system used, app-specific options) were from the app’s database. More time-intensive longitudinal data for the full sample of users between 2008 and 2014 were not readily available at the time of analyses.

Data cleaning was required before analyses, which included removing any duplicate records, placing valid ranges for each variable, and distinguishing between missing versus invalid data. There were 63,641 duplicates that were deleted. These users had the exact same information for all weight, health, and technical-related variables. We were left with a total sample of 12,363,555. Analyses with this entire sample proved to be challenging and required more computing memory than typically offered by a single computer. Therefore, for computing management and efficiency, this dataset was randomly split into 24 subsamples, each with a sample size of approximately 500,000. This study used 3 subsamples and excluded the following in each subsample: (1) participants who reported being less than 18 years or greater than 70 years at setup age—older adults (65 years and older) are less likely to use health-related smartphone apps [2], so to be more conservative, we chose 70 years as the upper age range; (2) participants who reported being younger than 18 years at the date of last activity; (3) participants who were underweight and of normal weight, BMI ≤24.9; and (4) participants with weight and weight loss values that were out of range; for example, we defined minimum weight values that exceeded start weight values as out of range.

The outcome of interest was weight loss, defined for the purpose of this study as losing 5% or more of a user’s starting body weight, which has been shown to lead to beneficial health effects [16-18]. This was calculated by subtracting 5% of a user’s
starting weight from a user’s minimum weight. If this number was less than or equal to zero, then weight loss was categorized as yes, all others were categorized as no. The following predictors were included in the analyses: age, gender, number of weigh ins, target weight, weekly weight loss goal, start weight, start BMI, food and exercise days logged, average food and exercise calories logged, days active on the app, age at set up of the app, type of device or app used, type of operating system used, number of friends, number of groups, number of challenges, use of reminders, customized goals, customized recipes, customized exercises, and app-specific options.

Statistical analysis
Classification and regression tree (CART) analysis was conducted in subsample 1 (hereafter, known as the training sample). CART methods have been increasingly applied to health behavior research for exploratory purposes [19-23]. CART analysis is a type of decision tree methodology, also called recursive partitioning, that is useful for constructing prediction models from data [19,20,24-26]. CART uses nonparametric statistics to identify mutually exclusive and exhaustive subgroups of individuals who share common characteristics that influence the dependent variable of interest. The CART procedure uses a preselected splitting criterion to assess all possible independent variables and chooses a variable (ie, splitting variable) that results in binary groups that are the most different with regard to the dependent variable. The splitting criterion used was the Gini index of diversity [25], which selects the split that maximizes the reduction in impurity or diversity of a node, thereby reducing the error in classification [19,25].

CART methods have several advantages over more traditional approaches, such as logistic regression. Because CART is inherently nonparametric, no assumptions are made about the underlying distribution of the data. Thus, it can handle highly skewed distributions or even extreme scores or outliers [19,20,26]. CART also has sophisticated methods for handling missing data, and missing data are considered for each variable at each split point. If data are missing at a particular split point, surrogate variables that contain similar information to the primary splitter are used [27,28]. This is also an important consideration given the missing data typically seen in commercial health app data.

The CART analysis was conducted in R (version 3.1.3), using the package rpart. The default settings for rpart were used, and these parameters have been recommended by Breiman and colleagues [25]. More details about this package are provided elsewhere [28]. We then created mutually exclusive subgroups in the training sample based on the CART results. Descriptive analyses were conducted in SAS (version 9.3, SAS Institute, Inc., Cary, NC, USA) with the training sample to determine whether additional factors were uniquely associated with the various subgroups. Due to the large sample size, we were dubious of interpreting the \( P \) values; therefore, significance was determined by the unique variance explained by the predictor variables (using \( R^2 \) or Cramer’s \( V \)). As a rule of thumb, the proportion of variance accounted for by the predictor variable had to be at least 1%.

The CART model predictions identified from the training sample were then evaluated with subsample 2 (hereafter, known as data mining validation sample 1) to examine the robustness of the model. The area under the receiver-operating characteristic curve (AUC) was used to evaluate the accuracy of the classification tree with data mining validation sample 1. Further evaluation was conducted with subsample 3 (hereafter, known as data mining validation sample 2), and the AUC was also obtained with this subsample. The AUC analyses were conducted in R (version 3.1.3), using the package pROC. More details about this package are provided elsewhere [29]. The annotated code regarding these analyses can be found here: https://github.com/kayserra/sample_code. For exploratory purposes, we also applied CART methods with data mining validation sample 2. We varied the default settings for the complexity parameter (ie, a criterion that takes into account the consequences of misclassification) to 0.001 versus 0.01 and the minimum number of observations in a node to compute a split as well as the terminal node to 3000 (1% of the sample) versus the default of 20 and 7, respectively.

Results
Analytic sample
Data cleaning and exclusion criteria applied to the 3 subsamples resulted in the following analytic samples: \( n = 324,649 \) for subsample 1, \( n = 324,063 \) for subsample 2, and \( n = 323,975 \) for subsample 3 (data flow chart shown in Figure 1).
Statistical analysis

The CART model is displayed in Figure 2. As shown in the figure, 14.96% (48,562) of the training sample successfully lost weight. The CART analysis identified 3 distinct subgroups that we labeled for descriptive purposes: “the occasional users,” “the basic users,” and “the power users.” Although descriptive names are given for each subgroup, to more fully understand and interpret the subgroups, a set of additional characteristics were further examined. Results for the descriptive analyses that examined additional unique characteristics among the subgroups are displayed in Table 1.
Figure 2. Classification and regression tree for identifying successful weight loss subgroups with the training sample (n=324,649).
Table 1. Additional characteristics of identified successful weight loss subgroups with the training sample (n=324,649).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>The occasional users(^a)</th>
<th>The basic users(^b)</th>
<th>The power users(^c)</th>
<th>Cramer’s V</th>
<th>R(^2)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% or mean (standard deviation)</td>
<td>% or mean (standard deviation)</td>
<td>% or mean (standard deviation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>74.32% (29.0)</td>
<td>71.68% (7.7)</td>
<td>63.53% (11.2)</td>
<td>0.1049</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (at set up of account)</td>
<td>34.5 (12.0)</td>
<td>35.4 (11.3)</td>
<td>39.0 (12.1)</td>
<td>0.0297</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Start weight</td>
<td>212.0 (50.8)</td>
<td>211.3 (47.3)</td>
<td>211.2 (47.4)</td>
<td>0.0001</td>
<td>.274</td>
<td></td>
</tr>
<tr>
<td>Start BMI(^d)</td>
<td>33.9 (7.0)</td>
<td>33.6 (6.6)</td>
<td>33.0 (6.4)</td>
<td>0.0034</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Days active on the app</td>
<td>23.5 (46.0)</td>
<td>21.9 (10.4)</td>
<td>168.3 (174.7)</td>
<td>0.2383</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Health behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise days logged</td>
<td>9.8 (29.0)</td>
<td>9.0 (7.7)</td>
<td>80.5 (112.7)</td>
<td>0.1522</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Exercise calories logged</td>
<td>39081969.7 (2931936775.4)</td>
<td>3799.2 (4979.1)</td>
<td>7753953.9 (1242356057.6)</td>
<td>0.0001</td>
<td>.169</td>
<td></td>
</tr>
<tr>
<td>Food calories logged</td>
<td>7844318.9 (884021907.5)</td>
<td>1040215.2 (1007586476.7)</td>
<td>11818596.1 (1075871163.0)</td>
<td>0.0000</td>
<td>.602</td>
<td></td>
</tr>
<tr>
<td>Goal weight</td>
<td>160.5 (33.4)</td>
<td>161.8 (32.4)</td>
<td>166.2 (32.7)</td>
<td>0.0062</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Goal plan(^e)</td>
<td>1.7 (0.4)</td>
<td>1.8 (0.4)</td>
<td>1.6 (0.5)</td>
<td>0.0139</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>App behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone users (% yes)(^f)</td>
<td>71.59%</td>
<td>72.84%</td>
<td>77.73%</td>
<td>0.0653</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Android users (% yes)(^f)</td>
<td>29.40%</td>
<td>31.60%</td>
<td>30.88%</td>
<td>0.0171</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Web users (% yes)(^f)</td>
<td>4.01%</td>
<td>3.84%</td>
<td>2.94%</td>
<td>0.0277</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>One or more devices/apps linked with app (eg, Fitbit) (% yes)</td>
<td>3.70%</td>
<td>7.82%</td>
<td>14.00%</td>
<td>0.1487</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Has friends on the app (% yes)</td>
<td>18.01%</td>
<td>27.37%</td>
<td>43.44%</td>
<td>0.2356</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of friends on the app</td>
<td>0.3 (1.3)</td>
<td>0.6 (2.2)</td>
<td>2.1 (14.4)</td>
<td>0.0062</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Is part of a group on the app (% yes)</td>
<td>1.41%</td>
<td>3.21%</td>
<td>5.45%</td>
<td>0.0894</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of groups on the app</td>
<td>0.0 (0.3)</td>
<td>0.1 (0.4)</td>
<td>0.1 (1.1)</td>
<td>0.0039</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Has been an administrator of a challenge (% yes)</td>
<td>0.02%</td>
<td>0.05%</td>
<td>0.32%</td>
<td>0.0332</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of challenges participated in</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.2)</td>
<td>0.0007</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of customized goals entered</td>
<td>0.0 (0.4)</td>
<td>0.1 (0.7)</td>
<td>0.3 (1.4)</td>
<td>0.0127</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of customized foods entered</td>
<td>5.9 (16.6)</td>
<td>7.7 (13.3)</td>
<td>43.9 (81.4)</td>
<td>0.0866</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of customized recipes entered</td>
<td>0.4 (2.2)</td>
<td>0.5 (2.0)</td>
<td>4.3 (13.4)</td>
<td>0.0373</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of customized exercises entered</td>
<td>0.5 (8.0)</td>
<td>0.6 (2.7)</td>
<td>3.1 (19.9)</td>
<td>0.0071</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Uses app reminders (% yes)</td>
<td>5.97%</td>
<td>8.30%</td>
<td>14.23%</td>
<td>0.1189</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Has a picture (% yes)</td>
<td>9.60%</td>
<td>15.54%</td>
<td>25.70%</td>
<td>0.1780</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>
The factors used to predict the initial splits were almost identical to the model obtained from the training sample. Varying the complexity parameter in data mining validation sample 2 further subdivided the weight loss subgroups, based on food calories logged and weigh-ins. The overall model, however, is comparable to the initial model that used the training sample.

Based on the results that characterized the subgroups identified in the CART analyses, customization of the app appeared to be important among those who were more successful at losing weight. The group with a higher proportion of weight loss (the power users) used more features of the app than the other 2 weight loss subgroups. To explore the extent to which customization led to higher weight loss success, we conducted a logistic regression analysis post hoc using the training sample, with weight loss as the outcome and customization as the predictor. Weight loss was treated the same way as aforementioned, a dichotomous variable representing 5% or more of user’s starting weight, and customization was derived as an ordinal variable consisting of 5 values (0-4 or more) that represented the number of customization features a user had (ie, whether a user had friends; was part of a group; administered a challenge; had custom goals, exercises, foods, or recipes; used reminders; used email reports; or had a picture). The odds of weight loss success progressively increased with more customization features compared with no customization features (1 customization feature: odds ratio, OR=5.27, 95% CI=5.11-5.44; 2 customization features: OR=12.39, 95% CI=11.99-12.81; 3 customization features: OR=22.42, 95% CI=21.56-23.31; 4 customization features: OR=48.30, 95% CI=46.23-50.46). Similar results were obtained with data mining validation sample 1.
**Figure 3.** Classification and regression tree for identifying successful weight loss subgroups with data mining validation sample 2 (n=323,975), varying the complexity parameter, minimum node split, and terminal node. Note: Factors for initial splits are similar to Figure 2. Subgroups from similar splits are bolded.

**Discussion**

Commercial weight loss apps can reach large segments of society, and data from these apps can provide possible clues to subgroups that are more or less successful at losing weight. However, these data can be messy and few researchers have attempted to systematically detect the signal from the noise with this type of data, using exploratory data mining methods. In addition to providing a model for exploring large quantities of commercially generated mobile health data, this study used analytic techniques to systematically examine the robustness and reliability of results obtained from exploratory analyses.

Results indicated key behavioral factors (eg, the number of times a user weighs in and the number of food days a user logs on the app) classified subgroups with varying proportions of weight loss success. On further exploration of characteristics of weight loss, users who were more successful at weight loss logged in about 8 times more days of exercise than the other subgroups. These findings are consistent with the literature demonstrating frequent self-monitoring, such as weighing in and logging in food and exercise, is associated with greater weight loss and decreased risk of weight regain [30-34].

Unexpectedly, this study found that the most successful weight loss subgroup (the power users) had a significantly higher number of iPhone users, compared with Android or Web users. Whether this is due to differences in iPhone versus other users or differences in the user experience of the app is unclear. Moreover, having friends on the app appears to be an important characteristic of weight loss, accounting for about 24% of the variance between subgroups. The power users had about 25%
more friends on the app than the occasional users. Studies have shown that social networks have become commonplace for individuals wanting to share information and seeking emotional support for issues regarding weight loss [35,36], and this is highly correlated with weight loss [37-40].

This study further suggests that greater customization of the app is associated with more likelihood of successful weight loss. Thus, although key behavioral factors are important in identifying more versus less successful weight loss subgroups, how users interact with the app may also be important. It may be possible that individuals who customize their app tend to be more engaged with their app, and those who are more engaged are more likely to be more motivated. This hypothesis warrants further investigation.

Limitations

There were a number of limitations associated with this study. First, the sample may not be representative of a national population. To examine this, we compared our entire app sample with a nationally representative sample (ie, 2008-2014 National Health Information Survey, NHIS, data) to examine differences. When we restricted both samples to include those aged only 18-70 years old (the app: n=10,444,981; NHIS: n=186,134 with replicate weights), we found that the app sample had a higher percentage of women (75.40%) than the NHIS sample (50.96%). The app sample was slightly younger (35.5 years) than the NHIS sample (42.6 years). When we applied both age and weight exclusion criteria to include only overweight and obese adults, these differences persisted, although the average BMIs were comparable between the 2 samples.

Second, the weight data were self-reported which may lead to inaccurate data. We examined the BMI values in the app sample with the NHIS sample where BMI is also calculated using self-reported data. The NHIS sample had a lower average BMI, 27.8, compared with the app sample where the average starting BMI was 30.4. When we examined only overweight and obese adults, the app sample had only slightly higher starting BMI values than the NHIS sample (32.8 vs 31.0). Still, whether the results from this study can generalize to overweight and obese individuals more broadly is unknown.

Third, the data we analyzed were metadata and summary data. Therefore, we could only assess changes in weight at a general level, but not more specific longitudinal patterns. Thus, we could not assess more time-intensive longitudinal patterns of weight loss.

Conclusions

This study provides an approach to apply scientific methods to large health datasets collected by commercial apps and other health behavior technologies. Using both exploratory data mining and validation methods with big data in rapid fashion can increase confidence in the results that are obtained. Researchers should look to optimize scientific rigor, especially when trying to detect signal from noise in messy datasets.

In addition, the identification of particular subgroups that are successful at weight loss may help to inform researchers and practitioners involved in designing interventions with mobile technologies and smartphone apps. For example, weight loss interventions that use mobile technologies might aim to design interventions that emphasize behavioral factors and encourage individuals to customize their app experience. Furthermore, this study used data mining techniques that aid in hypothesis generation. Future studies should test the mechanisms underlying the behavior change, in this case, weight loss.

As more and more health app data become available, methods to analyze such big data will be crucial. Indeed, the era of big data offers new opportunities to better understand health behavior and behavior change, as well as potentially advance health behavior theories that help to explain mechanisms of behavior change. Our study provides an example for researchers to take full advantage of such opportunities.
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Abstract

Background: Active engagement in the management of hypertension is important in improving self-management behaviors and clinical outcomes. Mobile phone technology using wireless monitoring tools are now widely available to help individuals monitor their blood pressure, but little is known about the conditions under which such technology can effect positive behavior changes or clinical outcomes.

Objective: To study the influence of wireless self-monitoring program and patient activation measures on health behaviors, medication adherence, and blood pressure levels as well as control of blood pressure in hypertensive patients.

Methods: We examined a subset of 95 hypertensive participants from a 6-month randomized controlled trial designed to determine the utility of a wireless self-monitoring program (n=52 monitoring program, n=43 control), which consisted of a blood pressure monitoring device connected with a mobile phone, reminders for self-monitoring, a Web-based disease management program, and a mobile app for monitoring and education, compared with the control group receiving a standard disease management program. Study participants provided measures of patient activation, health behaviors including smoking, drinking, and exercise, medication adherence, and blood pressure levels. We assessed the influence of wireless self-monitoring as a moderator of the relationship between patient activation and health behaviors, medication adherence, and control of blood pressure.

Results: Improvements in patient activation were associated with improvements in cigarette smoking (beta=−0.46, P<.001) and blood pressure control (beta=0.04, P=.02). This relationship was further strengthened in reducing cigarettes (beta=−0.60, P<.001), alcohol drinking (beta=−0.26, P=.01), and systolic (beta=−0.27, P=.02) and diastolic blood pressure (beta=−0.34, P=.007) at 6 months among individuals participating in the wireless self-monitoring program. No differences were observed with respect to medication adherence.

Conclusions: Participation in a wireless self-monitoring program provides individuals motivated to improve their health management with an added benefit above and beyond that of motivation alone. Hypertensive individuals eager to change health behaviors are excellent candidates for mobile health self-monitoring..

Trial Registration: ClinicalTrials.gov NCT01975428, https://clinicaltrials.gov/ct2/show/NCT01975428 (Archived by WebCite at http://www.webcitation.org/6iSO5OgOG)

Introduction

Hypertension is the single greatest attributable risk factor for death and disease burden worldwide from noncommunicable disease [1]. Management of blood pressure has been shown to reduce the risk of stroke, heart attack, heart failure, and cardiovascular death [2,3]. However, less than half of young adults and two-thirds of older adults with treatment-eligible hypertension meet blood pressure goals [4].

The success of long-term effective control of blood pressure largely depends on patient self-management, where the individual plays a central role in their decisions and behaviors regarding management of this chronic condition. Self-management skills in chronic conditions include medication adherence, dietary compliance, self-monitoring of key parameters such as blood pressure, and coping skills to better manage anger or frustration that comes from living with disease [5,6]. A variety of tools to improve self-management have been evaluated as strategies for improving the treatment of a number of chronic conditions, most by emphasizing patient education and by creating a more active role of the patient in their health [7]. A critical part in self-management is active, engaged patients.

The Patient Activation Measure (PAM) is one of the tools for measuring an individual’s skills, confidence, and knowledge in managing his or her own health [8,9]. PAM scores can be categorized into 4 levels: (1) the patient as a passive recipient of health care, (2) interested but lacking knowledge and confidence to act, (3) taking actions but lacking confidence and skills to support new behaviors, and (4) adoption of new behaviors but may not necessarily sustain them under crisis or stress.

Higher PAM scores have shown strong relationships with better performance of self-management behaviors, higher medication adherence, and higher quality-of-life score in patients with chronic condition [10]; clinical outcomes such as hemoglobin A1c levels in diabetic patients [11]; and lower health care utilization, emergency room visits, and admissions [12]. PAM score has also been associated with changes in health behaviors, safety, cancer risk, stress, and mental health [13].

With the development of mobile medical technologies, tools to enhance self-management that combine home monitoring with near real-time bidirectional communication and feedback are becoming more widely available through mobile phones and wireless hubs [14]. The greatest strength of mobile health (mHealth) for patients may be in monitoring their disease [15]. Mobile health devices that measure physiological metrics allow individuals to track their health condition, diagnose health problems, or identify early warning signals without the direct need of a health care provider. A recent randomized clinical trial that used home blood pressure telemonitoring combined with automated self-care support using mobile phone found that mean daytime ambulatory systolic blood pressure decreased significantly by more than 9 mm Hg in the intervention group [16]. Several clinical trials have also proven that self-monitoring of blood pressure, when coupled with health care provider feedback, can result in improved blood pressure control [17,18].

However, the mechanism of improved blood pressure control in individuals utilizing blood pressure self-monitoring is still not well understood. According to a meta-analysis of blood pressure self-monitoring on medication adherence and lifestyle factors from 28 trials with 7021 participants, monitoring was shown to have a small but significant effect on medication adherence but an inconclusive result related to diet and physical activities [19]. One other study found that using a monitoring system over 3 months improved PAM scores, self-care, and quality of life in elderly patients with heart failure [20]. However, another study found no relationship between PAM score and blood pressure in patients with uncontrolled hypertension receiving a comprehensive home care and monitoring system [21].

We originally performed the prospective, randomized controlled trial of the effect of wireless self-monitoring program on health care utilization in a heterogeneous group of patients with hypertension, type 1 or type 2 diabetes mellitus, or cardiac arrhythmia [22]. This study sought to determine whether wireless self-monitoring and PAM could be an effective way for improving health outcomes in hypertensive patients. Importantly, if wireless blood pressure self-monitoring programs can improve patient activation and downstream health behaviors, medication adherence, and blood pressure control, then strategies for such programs can be optimized to influence patient activation.

However, to date there have been limited studies of PAM, its modifiability through mHealth blood pressure self-monitoring, and their effects on behavioral factors, medication adherence, and blood pressure levels in a hypertensive population. Our study aimed to evaluate the interaction between wireless self-monitoring program and PAM in positive behavior changes, medication adherence, and control of blood pressure among hypertensive patients.

Methods

Design and Setting

This study was a secondary analysis of a prospective, randomized controlled, 2-group, pre-post intervention trial on the 6-month effectiveness of mobile phone–based self-monitoring program of chronic conditions on health care utilization [22]. The trial took place between July 2013 and December 2014, was approved by the Scripps Institutional Review Board (approval no: IRB-12-6019), and registered (trial registration: ClinicalTrials.gov identifier NCT01975428).

In brief, this study was a collaboration between Scripps Translational Science Institute, Scripps Health, HealthyCircles by Qualcomm Life, and HealthComp, the third-party administrator for Scripps Health responsible for processing all
health care insurance claims for employees and dependents. Study participants in the primary trial were drawn from a pool of eligible employees and dependents insured by Scripps Health in 2012 and identified to have a Current Procedural Terminology (CPT) code related to one or more of the following diagnoses: hypertension, diabetes, or cardiac arrhythmia according to a medical claims database. The 3998 eligible individuals were identified according to inclusion criteria of being able to attend visits at a Scripps facility, being able to access the Internet, participating in HealthComp disease management program, and being willing to use wireless devices, iPhone, and the HealthyCircles Platform. They were also identified as the highest 25% in terms of their 2012 medical billing data to account for the highest health care spending and resource utilization. Individuals were recruited through an emailed invitation letter, followed up with a telephone call. If individuals expressed interest in the study, they were provided with a link to a Web-based informed consent form through email. After consenting to the study, study participants completed a Web-based survey that included demographic, health, and technology-related questions. Afterward, participants were randomized to control or intervention and brought in for an enrollment visit with an unblinded research coordinator, which they repeated at the conclusion of their 6-month study enrollment at a Scripps facility. Participants were blind to their assigned group before enrollment. All participants were randomized (ratio 1:1) to either intervention group, receiving wireless monitoring program plus disease management, or control group, receiving standard disease management program. Our study focused only on those enrolled in the original study with a diagnosis of hypertension, prescribed at least one or more antihypertensive medications, and completed their 6-month follow-up study visit. The flow of study participants and subset of participants in this study are presented in Figure 1.
Wireless Self-Monitoring and Control Groups

During the study enrollment visit, all study participants completed the baseline survey if not already completed online and underwent height, weight, and blood pressure measurements, as well as a 12-lead electrocardiogram and fasting blood glucose test in the case of hypertensive individuals with a history of cardiac arrhythmia and diabetes, respectively.

Participants randomized to the monitoring group were provided with a study monitoring device according to their condition. Those enrolled with a diagnosis of hypertension received a Withings Blood Pressure Monitor. Participants in the monitoring group also received an iPhone with corresponding apps and were enrolled in the HealthyCircles Platform—an online disease management program featuring educational materials, consumer portals, and a dashboard to link with their families, caregivers, and health care professionals. HealthComp is the third-party administrator for Scripps Health, and HealthComp nursing staff had access to the HealthyCircles care management dashboard that showed the participant’s device monitoring results and trends over time. Readings recorded on the devices were wirelessly uploaded to the HealthyCircles account and were accessible to the patient as well as the HealthComp nurses via an iPhone or computer. Also included in the management platform were reminders for monitoring, information about the disease condition, and general health behavior recommendations. Hypertensive participants in the monitoring group were trained on how to use their mobile phone, the HealthyCircles mobile app, portal, and their device. They were encouraged to use the device 3 times a week, taking 2 measurements per day, with the
first in the morning. If their monitoring frequency fell below 3 times per week for 2 consecutive weeks, participants received an email on their HealthyCircles Platform reminding them of the monitoring schedule. If participants were recommended more frequent monitoring by their physician than that asked through the study, they were encouraged to follow the physician’s instructions. Figures 2 and 3 are screenshots of the HealthyCircles online portal and mobile app.

**Figure 2.** Screenshot of HealthyCircles online portal in wireless monitoring program.

**Figure 3.** Screenshot of self-monitoring blood pressure data on mobile phone.

All participants, including participants randomized to control group, were enrolled in the HealthComp disease management program, and HealthComp nursing staff could reach out to all participants for the purpose of relaying medical education and wellness information with regard to disease prevention and chronic disease management.
Outcome Measurements

Three health behaviors were assessed at both baseline and the 6-month follow-up Web-based survey: frequency of the use of alcohol, smoking, and exercise. Alcohol frequency was assessed by one survey item asking, “In the past 6 months, how many alcoholic drinks per week do you/did you have? (if you are a current or previous drinker)” and the answer was coded as one of following categories: never, monthly or less, 2-4 times a month, 2-3 times a week, and 4 or more times a week. Smoking frequency was assessed by one survey item asking, “In the past 6 months, how many cigarettes/cigars per day do you/did you smoke? (if you are a current or previous user of tobacco)” and the answer was coded as one of the following categories: never, 10 or fewer, 11 to 20, 21 to 30, and 31 or more cigarettes. Finally, exercise frequency was assessed using the validated Godin Leisure-Time Exercise Questionnaire (GLTEQ) [23]. The GLTEQ consisted of average frequency of mild (minimal effort), moderate (not exhausting), and strenuous (producing rapid heartbeats) activities undertaken for more than 15 minutes during a typical week. Medication adherence was likewise assessed using a validated 8-item self-reported questionnaire [24]. Systolic and diastolic blood pressure outcomes were based on those measured by a research nurse using the Withings Blood Pressure Monitor at the baseline and study completion visits. Finally, individuals were classified as either having or not having adequate blood pressure control based on recommendations from the Eighth Joint National Committee (JNC 8) [25].

Determinants

The primary independent variables of interest were (1) assignment to the wireless self-monitoring or control group and (2) the relative change in the PAM score from baseline to the end of the study. Our primary hypothesis examined the moderator effect of this monitoring group assignment on the relative change in PAM on the outcome measures. That is, we jointly modeled the main effects of wireless self-monitoring and relative change in PAM, and the interaction between these variables. There was a problem regarding the database where a subset of Withings measurements could not be accurately determined, so self-monitoring was simply treated as a dichotomous variable.

Meanwhile, PAM was derived from an interval level, unidimensional, Guttman-like measure questionnaire consisting of 13 items. Each item has 4 possible responses ranging from “disagree strongly” (coded as 1) to “agree strongly” (coded as 4). An overall PAM score can be calculated by summing the coded responses. Overall PAM scores are often used to place individuals into 1 of 4 levels based on thresholds. However, as we were interested in changes in patient activation from baseline, we retained the overall scores and calculated the relative change in PAM as the difference in activation score between baseline and follow-up divided by baseline activation score.

Potential Confounders

To account for potential confounding factors, several sociodemographic factors were modeled as potential covariates: age, sex, education level and income level, baseline blood pressure, the number and types of medications (ie, lipid-lowering drug, glucose-lowering drug, insulin, use of antidepressant medication, and anxiolytic medication), and the frequency with which an individual visited a physician in the 6 months before starting the trial.

Statistical Analysis

Because the original trial aimed to evaluate health care resource utilization as measured by health insurance claims and visits to the hospital including office visits, emergency room visits, inpatient stays, and all visits during the study periods, sample size was determined to be powered (a priori) to detect a 1–office visit difference between the control and the monitoring group (assuming a standard deviation of 2 office visits). Univariate analyses were performed on each of the variables assessed. Multivariable regression was performed in a stepwise approach to determine the effects of self-monitoring, relative changes in PAM, and their interaction on behavior changes, medication adherence, blood pressure, and blood pressure control. In total, 3 models were constructed: (1) covariates only, (2) covariates and the main effects of self-monitoring and relative changes in PAM, and (3) covariates, main effects, and their interaction. Covariates were selected based on marginal associations (P<.10) with the outcomes. All data analyses were performed using R software, version 3.2.0 [26].

Results

Our analysis focused on those study participants with a hypertension history who were prescribed antihypertensive medication according to claims data, completed both surveys, and provided blood pressure measurements at both study visits (n=95). This includes 52 participants assigned to the monitoring group and 43 participants assigned to the control group.

Table 1 lists the baseline characteristics of study participants. The mean age of participants was 57.6 years, with most participants being female (65/95, 68%), Caucasian (76/95, 80%), with most completing college (78/95, 82%), and generally in the middle-income bracket. The majority of participants were also nonsmokers (68/95, 72%) with about half drinking less than once per week (52/95, 55%) and being an active exerciser by GLTEQ category (41/95, 43%). In terms of clinical factors, in addition to a recent history of hypertension, around one-third of the study participants had a recent history of diabetes and/or cardiac arrhythmia. The mean number of antihypertensive medications per individual at baseline was 2.0, with 26% (25/95) taking an oral glucose-lowering medication, 54% (51/95) took lipid-lowering medication, and 34% (32/95) took antidepressant medication. Consistent with the randomization, there were no differences in baseline characteristics between the control and self-monitoring groups that could be explained outside of chance.

Summary statistics of independent and dependent variables of interest are presented in Table 2. The average baseline PAM score across all participants was 78.0 and was not significantly different from the end of study scores (mean 76.0, P=.34). Meanwhile, the average number of cigarettes smoked per day across self-identified smokers significantly decreased from 16.7 to 1.9, and the percentage of nonsmokers increased from 72%
to 96%. However, the average frequency of alcohol use (baseline: 5.5 drinks per month, end of study: 5.7; \( P = .94 \)) and exercise group by GLTEQ categories (baseline: 36.8, end of study: 40.5; \( P = .17 \)) did not change over the course of the study. Baseline Morisky Medication Adherence Scale (MAS) scores also did not change over the study period (baseline: 6.5, end of study: 6.6; \( P = .46 \)). However, the average systolic and diastolic blood pressure levels decreased across all study participants over the study period (baseline: 140.6/89.4 mm Hg; end of study: 136.5/83.9 mm Hg). Furthermore, according to JNC 8 guidelines, the frequency of achieved blood pressure control increased from 45% to 59%.

Results of the multivariable models examining the relationship with PAM, wireless self-monitoring, and their interaction with the outcome variables of interest are presented in Table 3. The interaction between wireless self-monitoring and positive changes of PAM was a significant contributor to cigarette smoking (beta = −0.60, \( P < .001 \)), alcohol drinking (beta = −0.26, \( P = .01 \)), systolic blood pressure (beta = −0.27, \( P = .02 \)), and diastolic blood pressure (beta = −0.34, \( P = .007 \)) at 6 months. In all these cases, the wireless self-monitoring group had greater decreases in these outcome variables than the control group. This interaction was not a significant predictor of change in exercise per week, Morisky MAS, or achieved blood pressure control—although the main effects of both self-monitoring and changes in PAM were conditionally associated with achieved blood pressure control.

In order to further dissect these interactions, we evaluated the relationship between relative changes in PAM and number of cigarettes smoked per day, frequency of alcohol drinking, and systolic and diastolic blood pressure in the self-monitoring group and control group separately. We observed that increases in PAM scores were significantly associated with a decrease in smoking (beta = −0.63, \( P < .001 \)), frequency of alcohol drinking (beta = −0.22, \( P = .04 \)), systolic blood pressure (beta = −0.47, \( P < .001 \)), and diastolic blood pressure (beta = −0.42, \( P < .001 \)) in the monitoring group. However, no association was observed in the control group: smoking (beta = −0.11, \( P = .55 \)), frequency of alcohol drinking (beta = 0.13, \( P = .48 \)), systolic blood pressure (beta = 0.10, \( P = .46 \)), or diastolic blood pressure (beta = −0.01, \( P = .93 \)).

We also evaluated the temporal trends of frequency in self-monitoring of blood pressure as well as mean systolic and diastolic blood pressure levels in a subset of individuals (33/52) whose self-monitoring data were available during the total study period (Multimedia Appendix 1).

After 12 weeks, about 70% (23/33) had monitored their blood pressure regularly at a recommended frequency (median 6 per week, interquartile range [IQR] 5-9), and at the end of the study period, 55% (18/33) had still participated in the self-monitoring program with a median frequency of 6 per week (IQR 5-7; Multimedia Appendix 1). Baseline systolic and diastolic blood pressure levels in self-monitoring database were 133.6 mm Hg and 82.9 mm Hg, respectively. At the end of the study, systolic blood pressure was 129.7 mm Hg and diastolic was 78.4 mm Hg, showing decreased pattern over time but not a clinically meaningful decrease in terms of controlled hypertension.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Monitoring (n=52)</th>
<th>Control (n=43)</th>
<th>Total (n=95)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>57.5 (8.6)</td>
<td>57.7 (8.7)</td>
<td>57.6 (8.6)</td>
<td>.89</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>38 (73)</td>
<td>27 (63)</td>
<td>65 (68)</td>
<td>.28</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>43 (83)</td>
<td>33 (77)</td>
<td>76 (80)</td>
<td>.07</td>
</tr>
<tr>
<td>African American</td>
<td>4 (8)</td>
<td>2 (5)</td>
<td>6 (6)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (8)</td>
<td>1 (2)</td>
<td>5 (5)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (2)</td>
<td>4 (9)</td>
<td>5 (5)</td>
<td></td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>29 (56)</td>
<td>30 (70)</td>
<td>59 (62)</td>
<td>.40</td>
</tr>
<tr>
<td>Level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤12 years</td>
<td>6 (12)</td>
<td>11 (26)</td>
<td>17 (18)</td>
<td>.09</td>
</tr>
<tr>
<td>Complete college</td>
<td>22 (42)</td>
<td>20 (47)</td>
<td>42 (44)</td>
<td></td>
</tr>
<tr>
<td>More than college</td>
<td>24 (46)</td>
<td>12 (28)</td>
<td>36 (38)</td>
<td></td>
</tr>
<tr>
<td>Incomea, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50K</td>
<td>5 (10)</td>
<td>5 (12)</td>
<td>10 (11)</td>
<td>.81</td>
</tr>
<tr>
<td>50-149K</td>
<td>35 (67)</td>
<td>32 (74)</td>
<td>67 (70)</td>
<td></td>
</tr>
<tr>
<td>150-249K</td>
<td>10 (19)</td>
<td>1 (2)</td>
<td>11 (12)</td>
<td></td>
</tr>
<tr>
<td>≥250K</td>
<td>5 (12)</td>
<td>7 (8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>7 (13)</td>
<td>11 (26)</td>
<td>18 (19)</td>
<td>.22</td>
</tr>
<tr>
<td>Less than 1/week</td>
<td>28 (54)</td>
<td>24 (56)</td>
<td>52 (55)</td>
<td></td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>32 (62)</td>
<td>36 (84)</td>
<td>68 (72)</td>
<td>.07</td>
</tr>
<tr>
<td>Exercise, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>23 (44)</td>
<td>18 (42)</td>
<td>41 (43)</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Clinical factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of antihypertensive medication</td>
<td>1.9 (1.0)</td>
<td>2.1 (1.0)</td>
<td>2.0 (1.0)</td>
<td>.38</td>
</tr>
<tr>
<td>Self-reported frequency of physician clinic visits in the past 6 monthsa</td>
<td>3.0 (4.4)</td>
<td>2.6 (1.7)</td>
<td>2.9 (2.5)</td>
<td>.56</td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 Diabetes Mellitus</td>
<td>7 (13)</td>
<td>4 (9)</td>
<td>11 (12)</td>
<td>.53</td>
</tr>
<tr>
<td>Type 2 Diabetes Mellitus</td>
<td>4 (8)</td>
<td>6 (14)</td>
<td>10 (11)</td>
<td>.32</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>4 (8)</td>
<td>8 (19)</td>
<td>12 (13)</td>
<td>.11</td>
</tr>
<tr>
<td>Comedication, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin</td>
<td>7 (13)</td>
<td>5 (12)</td>
<td>12 (13)</td>
<td>.79</td>
</tr>
<tr>
<td>Diabetic medication</td>
<td>12 (23)</td>
<td>13 (30)</td>
<td>25 (26)</td>
<td>.43</td>
</tr>
<tr>
<td>Lipid-lowering medication</td>
<td>25 (48)</td>
<td>26 (60)</td>
<td>51 (54)</td>
<td>.23</td>
</tr>
<tr>
<td>Antidepressant</td>
<td>18 (35)</td>
<td>14 (33)</td>
<td>32 (34)</td>
<td>.83</td>
</tr>
<tr>
<td>Anxiolytics</td>
<td>5 (10)</td>
<td>6 (14)</td>
<td>11 (12)</td>
<td>.51</td>
</tr>
</tbody>
</table>

*aVariable with significant difference between monitoring group and control group.
Table 2. Patient activation measure, health behaviors, medication adherence, and blood pressure measures.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline, mean (SD)</th>
<th>After 6 months, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient Activation Measure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>82.9 (13.8)</td>
<td>79.4 (21.9)</td>
<td>.19</td>
</tr>
<tr>
<td>Control group</td>
<td>72.0 (16.4)</td>
<td>72.1 (18.7)</td>
<td>.96</td>
</tr>
<tr>
<td><strong>Outcome measurements</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health behaviors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes per day among current smokers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>16.5 (9.3)</td>
<td>2.6 (7.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control group</td>
<td>17.1 (7.6)</td>
<td>0.3 (1.6)</td>
<td>.03</td>
</tr>
<tr>
<td>Frequency of drinking per month among drinkers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>7.2 (8.0)</td>
<td>7.6 (7.9)</td>
<td>.66</td>
</tr>
<tr>
<td>Control group</td>
<td>6.2 (7.7)</td>
<td>5.8 (6.8)</td>
<td>.69</td>
</tr>
<tr>
<td>Exercise units per week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>37.8 (26.1)</td>
<td>39.8 (23.8)</td>
<td>.58</td>
</tr>
<tr>
<td>Control group</td>
<td>35.6 (26.6)</td>
<td>41.3 (29.5)</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Morisky MAS a</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>6.6 (1.4)</td>
<td>6.7 (1.4)</td>
<td>.79</td>
</tr>
<tr>
<td>Control group</td>
<td>6.3 (1.4)</td>
<td>6.5 (1.5)</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Achieved blood pressure control, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>29 (56)</td>
<td>34 (65)</td>
<td>.23</td>
</tr>
<tr>
<td>Control group</td>
<td>14 (33)</td>
<td>22 (51)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Systolic blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>136.1 (15.2)</td>
<td>133.4 (12.9)</td>
<td>.28</td>
</tr>
<tr>
<td>Control group</td>
<td>145.9 (19.5)</td>
<td>140.2 (18.4)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Diastolic blood pressure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring group</td>
<td>86.3 (12.8)</td>
<td>82.8 (11.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Control group</td>
<td>93.1 (14.1)</td>
<td>85.3 (12.1)</td>
<td>.001</td>
</tr>
</tbody>
</table>

aMorisky MAS: Morisky Medication Adherence Scale 8 item.
Table 3. Multivariable regression model parameters estimating the effect of changes in PAM, wireless self-monitoring, and their interaction on the changes in health behaviors, medication adherence, and blood pressure at 6 months in all hypertensive patients (standardized regression coefficients and $R^2$ change with significance).

<table>
<thead>
<tr>
<th>Model</th>
<th>Smoking (cigarettes/day)</th>
<th>Alcohol (frequency/month)</th>
<th>Exercise (unit/week)</th>
<th>Morisky MAS$^a$</th>
<th>Systolic BP$^b$</th>
<th>Diastolic BP</th>
<th>Achieved BP control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>$R^2=0.15$</td>
<td>$R^2=0.60$</td>
<td>$R^2=0.39$</td>
<td>$R^2=0.47$</td>
<td>$R^2=0.29$</td>
<td>$R^2=0.20$</td>
<td>$R^2=0.36$</td>
</tr>
<tr>
<td>Covariates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td>$\Delta R^2=0.21$</td>
<td>$\Delta R^2=0.02$</td>
<td>$\Delta R^2=0.00$</td>
<td>$\Delta R^2=0.00$</td>
<td>$\Delta R^2=0.02$</td>
<td>$\Delta R^2=0.03$</td>
<td>$\Delta R^2=0.07$</td>
</tr>
<tr>
<td>$\Delta$ PAM$^c$</td>
<td>-0.46; $P&lt;.001$</td>
<td>0.01; $P=.89$</td>
<td>-0.03; $P=.78$</td>
<td>0.02; $P=.85$</td>
<td>-0.12; $P=.25$</td>
<td>-0.25; $P=.06$</td>
<td>0.04; $P=.02$</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>0.04; $P=.84$</td>
<td>0.10; $P=.19$</td>
<td>-0.03; $P=.19$</td>
<td>-0.03; $P=.60$</td>
<td>-0.18; $P=.07$</td>
<td>-0.06; $P=.50$</td>
<td>0.6; $P=.03$</td>
</tr>
<tr>
<td>Model 3</td>
<td>$\Delta R^2=0.21$</td>
<td>$\Delta R^2=0.03$</td>
<td>$\Delta R^2=0.02$</td>
<td>$\Delta R^2=0.00$</td>
<td>$\Delta R^2=0.05$</td>
<td>$\Delta R^2=0.06$</td>
<td>$\Delta R^2=0.00$</td>
</tr>
<tr>
<td>PAM*self-</td>
<td>$-0.60; P&lt;.001$</td>
<td>$-0.26; P=.01$</td>
<td>$0.15; P=.13$</td>
<td>$0.07; P=.48$</td>
<td>$-0.27; P=.02$</td>
<td>$-0.34; P=.007$</td>
<td>$0.01; P=.12$</td>
</tr>
<tr>
<td>monitoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Morisky MAS: Morisky Medication Adherence Scale 8 item.
$^b$BP: blood pressure; PAM: Patient Activation Measure (13 items).
$^c$Δ PAM: difference in PAM in 6 months/baseline PAM.

Discussion

Principal Findings

One goal of many chronic disease management programs is to adopt patient activation enhancing strategies in management of chronic disease. Such programs are generally designed to enhance problem solving, decision making, and taking actions [27]. These characteristics are common behavioral components of mobile self-monitoring and health intervention apps [28]. This study explored the moderating effects of wireless self-monitoring on relationships between changes of PAM score and changes of health behaviors, medication adherence, and blood pressure in individuals with hypertension over a 6-month period. The wireless self-monitoring program consisted of mobile phone–based self-monitoring with an online Web portal used for social support, education, reminders, and to track recordings, because this program was designed to leverage collaborations with device manufacturers, a connected health leader, health care provider, as well as employee wellness program.

We discovered that changes in PAM were associated decreases in the number of cigarettes smoked, alcohol consumed, and blood pressure in the self-monitoring group alone. This suggests wireless self-monitoring program may reinforce changes of PAM by enhancing the ability to make healthy decisions and to manage blood pressure.

To date there have been few studies that have explored the relationship between wireless self-monitoring and changes of PAM in chronic care. One study examining African Americans with uncontrolled hypertension showed that blood pressure self-monitoring did not have any effect on changes of PAM [21]. Another study suggested that online social networks had favorable effects on changes of PAM in individuals with lower activation scores [29]. However, the study did not have the component of online self-monitoring in chronic disease population. Among 95 of our study’s participants, 72 (76%) would be placed in the highest level of patient activation while 86 (91%) of participants were in the patient activation level 3 or higher. Thus, our study results support the finding that wireless self-monitoring can strengthen improved changes in PAM, even in the highest levels of patient activation [13].

We further discovered that changes in PAM were conditionally associated with changes in health behaviors and blood pressure control. These results support the finding that an increase in PAM score may improve health outcomes and potentially decrease long-term medical costs [30]. Importantly, this benefit appeared to be exclusive to individuals in the wireless self-monitoring group, suggesting that future strategies should strongly consider implementing mHealth in chronic disease management.

Despite this relationship between changes in PAM and blood pressure control, changes in PAM were not significantly associated with medication adherence. We observed a median Morisky MAS score of 7.0, which indicated relatively medium to high adherence. Our study participants consisted of Scripps Health hospital employees or their families. Thus, participants were likely to have higher health literacy or more availability of health personnel resources than the general population, which could possibly lead to better control of their condition. Furthermore, study participants generally had well-controlled hypertension, because the study participants took on average 2...
antihypertensive medications and had a baseline blood pressure of 140.6/89.4 mm Hg, indicating generally mild to moderate hypertension. Finally, one previous study showed that uncontrolled depression was a barrier to antihypertensive medication adherence and was negatively associated with PAM [31]. Although one-third of our study’s participants had been prescribed antidepressant medication, there is a high possibility that depression symptoms were also well controlled in our study. Further studies should examine these relationships in higher-risk populations.

The mechanism by which a wireless self-monitoring program potentiates the effect of changes in PAM on health behaviors and outcomes in hypertensive participants remains unknown. Although many studies have shown that patient activation level is associated with improved health behaviors and clinical outcomes [11,13,30,32], studies regarding effective intervention to enhance patient activation are limited. One prior study showed that remote monitoring with alert system increased activation levels in 21 patients with heart failure over 3 months [33].

In this study, the wireless self-monitoring program had integrative multiple components including online portal with social support from their family or friends, reminder for monitoring blood pressure, and education about the disease, as well as recommendation for positive behavior change for better outcomes. A study showed that Internet-based behavior intervention grounded in theory proved to be effective [34]. Among several proven theories, external supports such as personalized email or reminders to engage users in the intervention and providing peer support may improve adherence to specific intervention and outcomes in improving type 2 diabetes [35]. The availability of personal health-related data to individuals enrolled in the wireless self-monitoring group could have reinforced these changes. However, there is a great need for proven mHealth evidences in preventing cardiovascular disease [36].

In this study, Withings blood pressure monitoring device was used to track patient’s blood pressure. Portable wireless device that enables monitoring of user’s condition in clinical setting or off-site locations has its potential in improving health care with real-time monitoring and convenience. However, there are also potential risks if misused or misinterpreted. In 2015, the US Food and Drug Administration updated the 2013 document titled “Mobile Medical Applications: Guidance for Industry and Food and Drug Administration Staff” [37]. According to the document, if a blood pressure monitoring device was used for self-management of hypertension without providing specific treatment or treatment suggestion, it would not be regulated under the Federal Food, Drug, and Cosmetic Act [38]. However, if this device was intended for patient-specific analysis and providing patient-specific diagnosis or treatment recommendation, which seemed to be close to the next step of mHealth, it should be treated as a regulated medical device because it could pose risk to the general public. Moreover, reliability, validity, and preparation of regulatory pathway in mobile medical devices should be considered early during app design phase to ensure patient safety [39]. In addition, data security, communication between patients and health care providers, and usability should be discussed in a collaborative way between several shareholders of mobile medical apps.

Limitations

Although more than half the study participants enrolled in this trial were among the top quartile of eligible participants with respect to health care utilization, study participants exhibited relatively high levels of baseline medication adherence and PAM as described previously. The high baseline PAM levels among participants in our study prevented us from investigating the relationship between PAM, wireless self-monitoring, and study outcomes in individuals with low PAM scores.

In addition, the study participants were highly educated, were non-Hispanic white, and a female-dominant population compared with a prevalence study in the United States using National Health and Nutrition Examination Survey [40]. Baseline controlled hypertension group was 56% in self-monitoring group and 33% in control group, which could reduce the effect of wireless self-monitoring program. These factors limit generalizability of this study. Further research will be needed especially in uncontrolled hypertensive population.

Furthermore, a formal evaluation of the engagement in monitoring activities was not included, although we tried to look at the trends of monitoring frequency and mean systolic and diastolic blood pressure levels in a subset of participants. Over the 24 weeks of the study period, more than half of the participants were actively engaged in the self-monitoring program with recommended frequency, which was different in results of decreased adherence to protocol over time for a weight-monitoring app [41]. This might be partly due to the different perspective in weight monitoring and blood pressure monitoring, where blood pressure was considered a more significant burden to patient’s health. In addition, automatic reminders and direct care from nursing staff of the disease management program could affect our usage over time.

Identifying the individual characteristics of mHealth self-monitoring programs that influence behavior will lead to improved systems. Finally, as study participants only participated for 6 months, further studies will be required to evaluate long-term benefit.

Conclusions

We discovered that a wireless self-monitoring program in hypertensive patients strengthened the relationship between positive changes in PAM and health behaviors and blood pressure control. Adoption of wireless self-monitoring programs has the potential to enhance strategies for the management of hypertension. Further research should seek to identify individuals who may receive the most benefit from wireless self-monitoring programs.
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Abstract

Background: Two-dimensional (2D) barcoding has the potential to enhance documentation of vaccine encounters at the point of care. However, this is currently limited to environments equipped with dedicated barcode scanners and compatible record systems. Mobile devices may present a cost-effective alternative to leverage 2D vaccine vial barcodes and improve vaccine product-specific information residing in digital health records.

Objective: Mobile devices have the potential to capture product-specific information from 2D vaccine vial barcodes. We sought to examine the feasibility, performance, and potential limitations of scanning 2D barcodes on vaccine vials using 4 different mobile phones.

Methods: A unique barcode scanning app was developed for Android and iOS operating systems. The impact of 4 variables on the scan success rate, data accuracy, and time to scan were examined: barcode size, curvature, fading, and ambient lighting conditions. Two experimenters performed 4 trials 10 times each, amounting to a total of 2160 barcode scan attempts.

Results: Of the 1832 successful scans performed in this evaluation, zero produced incorrect data. Five-millimeter barcodes were the slowest to scan, although only by 0.5 seconds on average. Barcodes with up to 50% fading had a 100% success rate, but success rate deteriorated beyond 60% fading. Curved barcodes took longer to scan compared with flat, but success rate deterioration was only observed at a vial diameter of 10 mm. Light conditions did not affect success rate or scan time between 500 lux and 20 lux. Conditions below 20 lux impeded the device’s ability to scan successfully. Variability in scan time was observed across devices in all trials performed.

Conclusions: 2D vaccine barcoding is possible using mobile devices and is successful under the majority of conditions examined. Manufacturers utilizing 2D barcodes should take into consideration the impact of factors that limit scan success rates. Future studies should evaluate the effect of mobile barcoding on workflow and vaccine administrator acceptance.
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Introduction

As digital health infrastructure evolves, the inclusion of product-specific identifiers in electronic health records will become of greater importance. This is particularly relevant for immunization practice where lot numbers in patient records are essential for the evaluation and surveillance of vaccine safety and effectiveness at the product level. However, product-specific identifiers are often recorded by hand, resulting in missing or inaccurate information. Missing data are known to produce gaps...
in communication between health care providers, increasing the potential for poor care coordination and medical errors [1]. Examination of children’s immunization records reveals transcription errors (in some cases more than 10%), administration of look-alike or sound-alike products, sibling confusion, and repeat immunization [2].

Vaccine products that protect against the same diseases are not necessarily the same formulation. The differentiation between vaccine products in vaccination records is essential for evaluations of the safety and effectiveness of vaccines. In order to identify different vaccine products, two-dimensional (2D) barcodes are often printed on vaccine vials. The most commonly employed 2D barcode standard for vaccine vials is the DataMatrix. At 2-3 mm², DataMatrix barcodes can store up to 50 alphanumeric characters, making them capable of containing a Global Trade Item Number (GTIN), an expiration date, and a lot number, in an image small enough to be printed directly on unit-of-use product labels [3]. GTINs are identification numbers that are used to identify products all over the world. 2D barcode scanning has the potential to play an important role in automating the identification of vaccines such that they can be included in electronic health records efficiently and with fewer errors [4].

Barcode scanning of vaccine products is not widely implemented, although preliminary implementation pilots are positive, showing improvements in data completeness and reduction in data errors [5]. A time-motion study demonstrated that scanning 2D barcoded vaccines could reduce immunization documentation time by 36-39 seconds per dose [6]. Training requirements and process flow issues, access to and adoption of technology, and resistance to change are known barriers to the implementation of barcode scanning within health facilities [7].

Barcode scanning facilitated by mobile devices such as mobile phones could potentially increase the amount of vaccine product-specific information residing in digital health records by making barcode scanning more readily accessible to both health care providers and patients. Health care providers could use the mobile device they already own as a scanner instead of purchasing a handheld scanner. Additionally, health care providers working in remote areas where carrying a handheld scanner is not feasible would likely still be able to use their mobile device to capture data. Enabling patients to capture their own product-specific records could also be beneficial, especially within immunization where parents are often responsible for maintaining their children’s immunization data. Although it is unlikely that a parent would be given the vaccine vial to scan, a barcode could be provided to a patient on a vaccine information sheet, which the patient could scan to capture the information into a personal vaccination record app. The feasibility of mobile barcode scanning of vaccine vials and its limitations remain uncertain. Our objective in this study was to examine the feasibility, potential limitations, and variability in performance of scanning vaccine vial barcodes using mobile phones.

**Methods**

**Objectives**

We sought to determine whether mobile phones are capable of accurately scanning 2D vaccine barcodes. We specifically examined the impact of barcode size, curvature, fading, and lighting on the ability to successfully scan 2D barcodes, as well as how barcode scanning ability varies among different mobile devices.

**Study Setting and Variables Examined**

A mobile phone app was developed for iOS and Android platforms that scans barcodes and records whether the scan was successful within an allotted amount of time. The app was developed by programmers at the Ottawa Hospital Research Institute specifically to perform this study. The time to scan the barcode was also recorded. The app was loaded onto 4 different mobile phone devices that were state of the art in mid to late 2013: the iPhone 5, the Samsung Galaxy S4, the Nexus 5, and the Nexus 7 (Table 1) [8-11]. The mobile app developed was used to perform a validation study on the ability of the devices to scan the 2D barcodes under a variety of laboratory conditions. The experiment was divided into 4 trials, each evaluating the effect of 1 variable (barcode size, fading, curvature, and ambient lighting) on the scannability of perfectly printed 2D DataMatrix barcodes as recorded by the app (Table 1). A series of barcode samples was produced for each trial and printed on standard printer paper using an ink-jet printer (Multimedia Appendix 1).

<table>
<thead>
<tr>
<th>Trial</th>
<th>Measuring</th>
<th>Size</th>
<th>Curvature</th>
<th>Fading</th>
<th>Ambient light</th>
<th>No. of scans</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Size</td>
<td>Varied in 0.5-mm increments between 5 mm and 9 mm</td>
<td>Flat</td>
<td>None</td>
<td>500 lux</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Fading</td>
<td>7 mm</td>
<td>Flat</td>
<td>Varied in 10% increments between 0% and 90%</td>
<td>500 lux</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Curvature</td>
<td>7 mm</td>
<td>0 mm (flat), 10 mm, 15 mm, 17 mm</td>
<td>None</td>
<td>500 lux</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Ambient light</td>
<td>7 mm</td>
<td>Flat</td>
<td>None</td>
<td>5, 20, 150, 500 lux</td>
<td>4</td>
</tr>
</tbody>
</table>

The study was performed in Ottawa, Canada. All trials were performed in a room with no natural light, with a light source fixed at a specific illuminance. Illuminance is a measure of the quantity of light travelling past a surface and was measured...
using a lux meter adjacent to the location where the vials were scanned. Preliminary experiments were performed before the validation study in order to characterize the range of values for each independent variable. A baseline value was determined for each variable at the value where the variable no longer had an effect on the ability of all devices to scan barcodes. A hundred percent of the time. Holding these baseline values constant for 3 of the variables allowed us to isolate the effect of the fourth variable. The baseline values were determined by repeatedly attempting to scan barcodes while increasing the variable parameter until 10 successive scan attempts succeeded, for each of the 4 devices.

During all of the trials, except that which evaluated the ambient lighting variable, the illuminance was fixed as close to 500 lux as possible. An illuminance of 500 lux was established as the baseline illuminance in our preliminary experiments. The Canadian Occupational Health and Safety Regulations recommend illuminance levels of 1000 lux in examination and treatment rooms and 500 lux in other health care environments [12].

Size
To evaluate the impact of size on barcode scannability, the sample set consisted of a series of 9 barcodes decreasing in size by 0.5 mm from 9 mm to 5 mm. The value of 5 mm was chosen as the lower limit, as this is the barcode size present on single-dose vaccine syringes. A value of 7 mm was identified as the baseline size used to eliminate the effect of size on the other trials.

Fading
For the fading variable, the sample set consisted of a series of 10 barcodes. Fading was applied such that a barcode with 0% fading would be printed with full black color and a barcode with 100% fading would be invisible. The series used for the trial consisted of barcodes with increasing fading in increments of 10% from 0% to 90%. The upper limit was 90% as at 100% the barcode is not visible.

Curvature
To evaluate curvature, 4 barcodes with a uniform size of 7 mm were printed on adhesive paper and pressed onto vaccine vials with diameters of 10 mm, 15 mm, and 17 mm. These diameters correspond to those of the Sanofi Pasteur 0.5-mL-dose syringe, 1-mL-dose vial, and 0.5-mL-dose vial, respectively. A fourth barcode was printed on a flat surface. All other trials were performed entirely with flat barcodes.

Lighting
To evaluate ambient lighting, ideal 7-mm printed barcodes were scanned at 4 illuminance levels. A lux meter was used to measure the illuminance in the immediate area where the barcode was scanned. A dimmer was used to adjust the lighting in the room to specific light intensities, as may be experienced in different clinical settings. The 4 illuminance levels tested were 500, 150, 20, and 0 lux. The illuminance 20 lux was chosen because in our initial experiments scanning became difficult around this point. Lastly, we chose 5 lux to simulate a near pitch-dark environment.

Study Procedure
The first page of the app allows the experimenters to select the trial they want to perform and to input their name (Multimedia Appendix 2, Screenshot 1). For all of the trials except the ambient lighting trial, the experimenter is required to enter the illuminance measurement at which the trial is being performed. To complete a single trial, an experimenter scanned each barcode in the series once. Each trial was performed 10 times on each of the 4 devices, by 2 independent experimenters. The experimenters went through a training period where they each performed each trial twice to familiarize themselves with the scanning procedure. For all trials except the curvature trial, the paper containing the barcode was fastened to a flat surface. For the curvature trial, the vials to which the barcodes were adhered were fastened to the surface with the barcodes facing up.

When the experimenter begins a trial, a screen is shown that indicates how many scans are remaining in the trial and which barcode must be scanned next (Multimedia Appendix 2, Screenshot 2). When the user taps the scan button, the device must be in the user’s hand, which must be resting on the table surface 8 inches to the right of the sample. Only after the scan button has been pressed may the user move the device to attempt to scan the barcode. This was done to eliminate disparities between scans due to the experimenter maintaining the exact position and height of the device, which promotes subsequent scans being far quicker than the initial scan.

Analysis
A scan is defined as successful when the scanner reads the correct code printed in the barcode within 10 seconds. We chose the limit of 10 seconds as we expect this to be the maximum amount of time a user would continue attempting to scan a vial without success [13]. In addition to the 4 variables mentioned above, we also looked at the percentage of scans that succeeded but returned an incorrect value. To measure this, the app checks whether each scan returns the value encoded in the barcodes in the sample and records this as part of the scan data (Table 2 in Multimedia Appendix 3). The app outputs the results of each trial as a comma-separated vector file. The intrarater reliability was calculated between the 2 raters using the two-way random, single measure, intraclass correlation (ICC). The values for each subject compared in the ICC calculation are the scan success rates (out of 10) of each rater for each subject. A subject, for our purpose, is defined as the set of 10 scans that have the same variables: trial type, sequence number, and device.

Results
Accuracy of Barcode Scanning
Each experimenter performed all 4 trials 10 times each, amounting to a total number of 2160 barcode scan attempts. Out of the 1832 successful scans there were zero scans that registered as successful but produced incorrect data (Table 2).
Table 2. Total successful scans for all trial conditions and by device.

<table>
<thead>
<tr>
<th>Trial condition</th>
<th>Total success rate, %</th>
<th>Successful scans by device, n</th>
<th>Nexus 7</th>
<th>iPhone 5</th>
<th>Nexus 5</th>
<th>Samsung Galaxy S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size, mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>5.5</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>6.5</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>7.5</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8.5</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Fading, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>30</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>40</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>50</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>60</td>
<td>77.50</td>
<td>14</td>
<td>16</td>
<td>13</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>1.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Curvature, mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>88.75</td>
<td>20</td>
<td>18</td>
<td>17</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>17</td>
<td>98.75</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Illuminance, lux</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>150</td>
<td>100.00</td>
<td></td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>95.00</td>
<td>20</td>
<td>20</td>
<td>18</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>28.75</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

**Interrater Reliability**

The ICC between the 2 raters was observed to be .947 with a confidence interval of .921 to .964. Table 3 presents the number of successful scans per rater by device for each subject. The most significant deviation between the 2 raters occurs during the fading trial at 60% fading, where rater 1 is more successful on every device than rater 2 by approximately 180% on average. The second largest deviations occur in the curvature and lighting trials on the Samsung Galaxy S4 device, where in both cases rater 1 succeeds on every attempt and rater 2 succeeds on 86.25% of the attempts. For each trial, the point at which interrater reliability begins to deteriorate likely borders on the limitations of the technology for practical use.
Table 3. Total number of successful scans per device and rater.

<table>
<thead>
<tr>
<th>Trial Condition</th>
<th>Nexus 7</th>
<th>iPhone 5</th>
<th>Nexus 5</th>
<th>Samsung Galaxy S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size, mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5.5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6.5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7.5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>8.5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Fading, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.1</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.3</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.4</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.5</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.6</td>
<td>10</td>
<td>4</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Curvature, mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Illuminance, lux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Impact of Size

The size trial yielded a 100% scan success rate, meaning that every scan attempt succeeded before timing out (Table 2). The results of the size trial indicated that 5-mm barcodes took longer to scan than any of the other barcode sizes we tested, although only by 0.5 seconds on average. Figure 1 shows the average scan time across all devices and experimenters for each barcode size tested.

When we examined how scan time differed among devices (Figure 1), the Samsung Galaxy S4 tended to have consistently longer scan times (0.55 seconds more) than the other devices. The iPhone consistently had the lowest average scan time.
Impact of Fading
The results of the fading trial demonstrated that fading begins to affect scan time and overall scannability at 60% and becomes nearly impossible at 70%. Table 2 shows that up until 50% there is a 100% scan success rate. At 60% fading, however, the scan success rate decreases to ~78%.

The Samsung Galaxy S4 device exhibited superior scan time and scan success percentage and was the only device to scan the 70% faded barcode (Figure 2, Table 2). Up until the 60% faded barcode, the performance of all the other devices was mostly uniform.

Impact of Curvature
The results of the curvature trial can be seen in Figure 3. The curvature with the smallest diameter (10 mm) saw the longest scan time and lowest scan success percentage at 3.5 seconds and 88%, respectively (Table 2). On average, all of the curved barcodes took longer to scan than flat barcodes; however, the scan success rate remained at approximately 100% with the exception of the barcode with the 10-mm diameter of curvature. When examining scan time by device presented in Figure 3, the iPhone handled curvature better than any of the other devices with an average scan time approximately 1 full second less than the average. The Samsung Galaxy S4 had the longest scan time, with an average scan time 0.6 seconds higher than the average.
Impact of Lighting

Figure 4 shows the effect of varying the illuminance at the barcode on scan time. Scannability only degraded significantly once illuminance dropped below 20 lux (Table 2). The Samsung Galaxy S4 and Nexus 5 devices performed the best at the lowest lighting condition, whereas the iPhone and Nexus 7 were completely unable to scan the barcode at 5 lux. For the top 3 illuminance levels, the performance of the devices was mostly uniform with the iPhone exhibiting slightly shorter scan times, as it tended to do throughout the experiment (Figure 4).

Discussion

We successfully developed a mechanism for scanning 2D barcodes using mobile devices. We had a 100% data accuracy rate for all barcodes successfully scanned. When examining factors potentially limiting 2D barcode scanning, our study found that, given ideally printed barcodes and using modern mobile phones, the following are true:

1. Barcodes as small as 5 mm can be scanned reliably. The average scan time could be marginally increased by using barcodes larger than 5 mm.
2. Scannability begins to decrease significantly when the barcode has faded past 50%.
3. Curvature begins to affect scannability between 10- and 15-mm diameters.
4. Illuminance begins to deplete scannability around 20 lux.

Performance was mostly uniform across all devices tested. It became evident that scan time was mostly dependent on the properties of the software program as opposed to the hardware properties of the device. For instance, the iPhone outperformed any other device on almost every trial when looking at scan time; however, this is most likely due to the settings of the auto-focus timer that is responsible for periodically adjusting the focus of the camera in order to refocus on the subject. The auto-focus timer on the Android devices was approximately 2 seconds, whereas the auto-focus timer on the iPhone was approximately 1.5 seconds. It is this disparity that is largely responsible for the faster scan times of the iPhone. Despite device variation, our average scan time results were similar to what was found by Pereira et al [14] who utilized scanners retailing for almost US $800 (PowerScan D8530 Handheld Scanner, Datalogic Mobile Inc).

Although it was to be expected, the absolute absence of data errors (successful scans yielding incorrect data) is an important outcome as it confirms the reliability of mobile barcode scanning with respect to data integrity. Data errors are possible, especially in a live setting where barcodes are not necessarily printed with perfect precision. In most jurisdictions, parents are still required...
to maintain paper records of their children’s immunizations and some surveys indicate that more than a quarter of these records are incomplete, contain data errors, or are lost completely [15]. Accurate tracking of an individual’s immunization history is important in order to prevent duplicate immunizations and when proof of immunization is required for school, day care, and so on. Recording errors are common due to vaccine or patient-related human factors [16]. As individuals increasingly receive vaccines from multiple providers, it is important that individuals maintain accurate records as they will often be viewed as the single source of truth when it comes to their immunization status [17]. Research demonstrates that increasing responsibility and control over one’s own health records, including immunization history, fosters greater engagement within the health care system and increases knowledge about personal health [18]. As registries in many jurisdictions underestimate coverage [19,20], any mechanism that empowers the individual to record and report immunization encounters has the potential to improve immunization programs.

Although this study focusses on vaccine vials, 2D DataMatrix barcodes are being used increasingly to identify other medications and medical devices. One application that could be of particular interest to the public would be the use of barcode scanning to include product expiry information in consumer mobile apps. A person who depends on an inhaler could use his or her mobile device to scan the 2D barcode and capture the expiry date into an app that will remind the user to renew the prescription before it expires.

Mobile barcode scanning, like other mobile technologies [21], could provide value to practitioners. This may include data entry efficiencies for product-specific information at the point of care, resulting in fewer information gaps [22]. When barcode scanning is not available, physicians and nurses must read the information off of the vaccine packaging or vial and enter the information by either manually typing or selecting choices from drop-down menus. Both of these methods have been shown to produce more errors in hospital electronic medical records compared with barcoding methods [23].

To the best of our knowledge there have been no other studies that evaluate the limits of mobile barcode scanning. This study benefits from its use of 2 experimenters. We observed high interrater reliability between the 2 experimenters, which suggests that our results are reproducible.

A limitation of this study is that we did not evaluate the ability of mobile devices to scan the barcodes on real vials. There are three potential problems: first, from observation we know that the barcodes on some vaccine vials are not printed with sufficient quality to permit scanning with mobile devices. Some barcodes are printed with defects and many have been shown to exhibit fading of the print [24]. It is likely that the print quality will have to improve before scanning with mobile devices is entirely feasible. Second, our study evaluates the 4 variables independently, whereas when scanning an actual vial there will be an interaction of variables. For instance, it is possible that in low-light environments, the threshold, at which a faded barcode becomes impossible to scan, is higher. Consequently, the study benefits from observing each variable independently in that we can say definitively what impact each variable has on scannability and our results are not skewed by the imperfect print quality of the barcodes on actual vials. In addition, to thoroughly evaluate the interdependence of each variable would require hundreds of thousands of scans, which may not be feasible. Last, the surface on which the barcode is printed and the reflectiveness property of the material would likely have an impact on scannability as well and would need to be evaluated as a fifth variable.

Another limitation of this study was the scope of devices we tested. The devices we used were state of the art in mid-2013. There exists a wide range of devices of lower quality both in computing power and in camera quality. Including some of these lower-quality devices in the study may have given a better indication of the lower limit of scannability. Since 2013, mobile devices have improved considerably, allowing for a shift away from relying on desktop processors [25]. We have made the reasonable assumption that newer phones that have higher specifications than the devices we tested will have equivalent or improved scanning performance.

Immunization information systems and registries are critical to the success of immunization programs [26] and become more powerful when they include product-specific identifiers. Mobile barcode scanning could serve as a mechanism to increase the amount of product-specific information captured in these systems by lowering the barriers to entry of barcode scanning at point of care [17]. We propose that there are two further components to the evaluation of mobile barcode scanning as an approach to the automated identification of vaccine products. First, an evaluation of mobile barcode scanning performance using real vaccine vials will be important to determine whether barcodes on vaccine products are being printed with sufficient precision to facilitate barcode scanning. Second, a usability study is necessary to determine whether mobile barcode scanning by individuals with little training is feasible and advantageous to manual text entry or drop-down selections. Although these two evaluations could tell us that mobile devices could in fact be used to facilitate barcode scanning, the greatest obstacle to the use of this technology will be incentivizing individuals and practitioners to use it. A third evaluation should be performed to determine whether mobile barcode scanning can be integrated into the physician’s or nurse’s workflow when vaccinating a patient.

Conclusions

This study has demonstrated that accurate 2D vaccine barcode scanning by mobile devices is possible and can be successful under the majority of laboratory conditions we examined. Within the context of vaccine barcoding in Canada, our results suggest that modern mobile phones should be able to scan barcodes printed on vaccine vials and packaging, assuming those barcodes are printed without errors, larger than or equal to 5 mm, and do not exhibit fading greater than 50%. Barcode scanning has been demonstrated to have a positive effect on the quality of health records [23], and mobile barcode scanning makes the technology available to a far greater number of health care providers and individuals than would otherwise have access to handheld scanners. The need for product- and lot-specific information to
be captured when building immunization information systems suggests a need for increased access to barcode scanning, which this study suggests could be fulfilled using mobile devices. Mobile barcode scanning should be considered as an adjunct to barcode scanning using dedicated handheld scanners, and manufacturers utilizing barcodes should take into consideration the factors that limit scanning.
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Abstract

Background: New community-based arrangements and novel technologies can empower individuals to be active participants in their health maintenance, enabling people to control and self-regulate their health and wellness and make better health- and lifestyle-related decisions. Mobile sensing technology and health systems responsive to individual profiles combined with cloud computing can expand innovation for new types of interoperable services that are consumer-oriented and community-based. This could fuel a paradigm shift in the way health care can be, or should be, provided and received, while lessening the burden on exhausted health and social care systems.

Objective: Our goal is to identify and discuss the main scientific and engineering challenges that need to be successfully addressed in delivering state-of-the-art, ubiquitous eHealth and mHealth services, including citizen-centered wellness management services, and reposition their role and potential within a broader context of diverse sociotechnical drivers, agents, and stakeholders.

Methods: We review the state-of-the-art relevant to the development and implementation of eHealth and mHealth services in critical domains. We identify and discuss scientific, engineering, and implementation-related challenges that need to be overcome to move research, development, and the market forward.

Results: Several important advances have been identified in the fields of systems for personalized health monitoring, such as smartphone platforms and intelligent ubiquitous services. Sensors embedded in smartphones and clothes are making the unobtrusive recognition of physical activity, behavior, and lifestyle possible, and thus the deployment of platforms for health assistance and citizen empowerment. Similarly, significant advances are observed in the domain of infrastructure supporting services. Still, many technical problems remain to be solved, combined with no less challenging issues related to security, privacy, trust, and organizational dynamics.
Conclusions: Delivering innovative ubiquitous eHealth and mHealth services, including citizen-centered wellness and lifestyle management services, goes well beyond the development of technical solutions. For the large-scale information and communication technology-supported adoption of healthier lifestyles to take place, crucial innovations are needed in the process of making and deploying usable empowering end-user services that are trusted and user-acceptable. Such innovations require multidomain, multilevel, transdisciplinary work, grounded in theory but driven by citizens’ and health care professionals’ needs, expectations, and capabilities and matched by business ability to bring innovation to the market.
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Introduction
Non-communicable chronic diseases (NCD), primarily cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes, are responsible for 63% of all deaths worldwide (36 million out of 57 million global deaths). More than 9 million of all deaths attributed to chronic diseases actually occur before the age of 60 [1]. The health and economic burden ensuing from the rising prevalence of NCDs, along with shrinking health care budgets in the face of an aging population, are major factors stifling innovation and employment opportunities [2].

The body of research is clearly directing policy to a paradigm shift, away from traditional disease treatment towards a person-centered individualized coproduction of health [3], promotion of healthier behaviors, and better coordination and management of health care [4]. Most NCDs could be better controlled and even prevented through healthier lifestyle choices made across the lifespan [5,6]. There is an urgent need for a new paradigm in health care systems [7].

Technological innovations may be key to tackling the next decade’s challenge of how to use our social and economic capital to empower and motivate individuals to engage in healthier personal lifestyle choices [8]. Information and communication technologies (ICT) can allow for a bottom-up approach. They can be used to build person-centered and community-based health services for empowering individuals with knowledge, empathic support, security, and trust [9,10] that would motivate them to choose and sustain healthier daily lifestyles [11] and well-being.

Well-being is a widely used term encompassing various constructs [12] and addressed by several theoretical models [13] as shown in Table 1 [14-23]. The ecological model (see Figure 1) toward healthier lifestyles, well-being, and wellness takes into account multiple predisposing factors, requirements, and barriers such as intrapersonal variables [24] (eg, personality, health beliefs, knowledge, attitudes, and skills), interpersonal processes and their likely interactions with genetics, as well as community and macro/public policy levels factors. The arrow in Figure 1 extending across the four levels suggests that factors or barriers extend into and interact across various levels.

Table 1. Dimensions and determinants of wellness according to models in the literature [13].

<table>
<thead>
<tr>
<th>Physical</th>
<th>Emotional physiological</th>
<th>Social</th>
<th>Intellectual</th>
<th>Spiritual</th>
<th>Occupational</th>
<th>Environmental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[14]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[15]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[16]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[17]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[18]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[18]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[19]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[20]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[21]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[22]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>[23]</td>
</tr>
</tbody>
</table>

Research has shown that interventions for change are likely to take place, not in the traditional health care system, but rather in what sociologists have labeled “enabling spaces” [25]. Virtual or spatial enabling spaces provide the opportunity for “mingling, observing, and lingering” where peer learning and teaching is actualized within a community. The goal of this work is to identify and discuss key innovations that may foster healthy lifestyle choices and well-being [26-31].
**Methods**

We follow a bottom-up approach for the review of state-of-the-art and beyond state-of-the-art theory and practice on personalized technology and innovations for empowering individuals to self-perceived well-being and healthy lifestyles. The question we are trying to answer is the following: What are the main sociotechnical challenges that need to be successfully addressed in delivering state-of-the-art, ubiquitous eHealth and mHealth services in the 21st century, including citizen-centered wellness management services for the large scale ICT-supported adoption of healthier lifestyles?

Our goal is to generate evidence on community-based, citizen-centered interventions and review key enabling technologies that can support research and bridge the gap between ICT health and social care systems [32]. We do so by critically reviewing selected state-of-the-art work in the field in order to identify some of the areas in need of further research. We present key concepts and themes that would contribute to consolidating the body of knowledge and propel further developments on the multidisciplinary sociotechnical aspects of health-related data collection, modeling, representation, and unification in a complex, person-centered ecosystem. We emphasize these innovations that are, in our opinion, necessary in order to sustain personalized healthy lifestyles and well-being for the public.

In more detail, this paper is structured as follows. First, we present the state-of-the-art technologies in the areas of personalized health monitoring systems, activity profiling, lifestyle capturing, and infrastructure supporting services, highlighting challenges in development and deployment of such technological solutions. Second, from the stakeholders’ standpoint, we present a vision on specific key concepts that would channel a leap forward, that is, person-centered ICT-based innovations, ushering in a new generation of services enabling changes at the personal level and a paradigmatic shift in health and social care systems. These technologies could be used to achieve personalized healthy lifestyles, wellness, and well-being through individual empowerment and engagement and effective self-management. We highlight and discuss specific innovations that would be able to support personalized healthy lifestyles and well-being for the public. Third, we discuss important drawbacks and pitfalls that must be addressed for the effective use of high-quality technological solutions that are able to serve people through secure, safe, and trustable innovative services to take place.

**Results**

**State-of-the-Art Approaches, Techniques, and Technologies**

Personalized health systems and pervasive mobile monitoring can enable sensing, mining, and learning of human behaviors and intentions. Examples include personalized mobile information delivery, context aware social networking, device and environment customization, serious games and entertainment, education, safety, and mobile business [33]. Their potential in the domain of lifestyle changes towards wellness, well-being, and self-management of chronic diseases, at the individual, organizational, and community levels is enormous, as can be seen from the following examples.

**Personalized Health Monitoring Systems**

**mHealth and Smartphone Platforms**

Smartphones are rapidly becoming the central computing, sensing (large number of sensors embedded), and communication platform for deploying personalized wellness mobile apps and services [34-36]. Smartphone capabilities include two types of sensing technologies: hardware-based sensors (physically present in the device) and software-based sensors (virtual sensors fusing multiple hardware sensors’ data). These include accelerometers, global positioning system (GPS), digital barometer, microphone, camera, ambient light sensor, digital compass (Magnetometer), assisted GPS, proximity sensor, near field communication, global navigation satellite system, finger print reader, and many more [37].
Existing research [37-40] has evaluated smartphones as a method for delivering key components of established and empirically validated behavioral weight loss treatment, with an emphasis on adherence to self-monitoring. Results show that smartphones can be advantageous for optimizing adherence to self-monitoring and to the inclusion of behavioral strategies for evidence-based interventions. They have also been used to track social interaction, sleep, and physical activities, and to provide intelligent feedback promoting better health and well-being [41]. Currently, there are also several systems allowing developers to build apps and services on top of a smartphone’s sensing capabilities [42-44].

**Intelligent, Ubiquitous, and Smart Applications**

Sensor-enabled mobile phones have the potential to collect in situ continuous sensor data that can dramatically change the way health and wellness are assessed and monitored, as well as how self-management of health conditions is made and care and treatment are delivered. New classes of applications are being explored both in academic- and industry-based research centers.

Advances in human-centric sensing are being fueled by the combination of sensor data and classification models to recognize human activities [45] and environmental context [46]. These apps correlate sensing information with personal health data and encourage users to be physically active and meet their related goals. Research is being conducted on using unobtrusive monitoring technology to study how mood changes are correlated with both social interactions and non-sedentary work style [47]. Examples exist on studying smoking habits and cessation, but the existing systems have low levels of adherence to key guidelines [48]. We found that only a few apps provide recommendations to the user for proven treatments such as pharmacotherapy, counseling, and/or a quit line.

A major challenge is to develop innovative personalized technologies that can help individuals maintain healthy lifestyles and wellness by keeping track of their everyday activities. Today, we have a plethora of apps and services supported by modern smartphones and mobile apps using embedded or external sensing devices. Most of these smart well-being tracking systems focus on capturing physical activity, fitness, and sleep patterns [43-48]. Major smartphone manufacturers include in their app suite dedicated proprietary software to allow people to self-monitor their health consistently, by logging and checking exercise, activity, sleep, food intake, and heart rate, among others [49-51]. All these apps are able to connect with specialized clock-like body-worn devices [52-54], allowing users to constantly record their activity and receive live feedback in real-time mode even if they do not carry their smartphone with them.

A recent study analyzed the content of many popular free apps related to physical activity and compared them against existing guidelines and fitness principles already established by the American College of Sports Medicine (ACSM) [55]. Results show that very few are evidence-based and respect the guidelines for aerobic activity, strength/resistance training, and flexibility, set forth by ACSM. The authors clearly identified a gap in safely and effectively using evidence-based apps to start a physical routine program, develop fitness, and lose weight. Nearly all the apps, although technically well designed, did not meet the basic recommendations of ACSM for exercise prescription, and therefore, would not be suitable for beginning exercisers. Thus, users are advised to select apps with extreme caution. Use of mobile technologies may have the potential to transform care delivery across populations and within individuals over time. However, such devices and/or services may need to be tailored to meet the specific patient and doctor needs [56,57].

**Personalized Activity Profiling and Lifestyle Capturing**

**Human Activity and Lifestyle Recognition**

Human activity recognition is a challenging problem for context-aware systems and apps. Research in this field has mainly adopted techniques based on supervised learning algorithms, but these systems suffer from scalability issues with respect to number of processed activities and richness of contextual data [58]. Efforts have been made toward the development of a unified framework for activity-recognition behavior-based analysis, and action prediction for the daily routine of people. A novel approach for enhanced classification of activity recognition data includes a game-like app used to reward physical activity and encourage healthy lifestyle choices [59,60]. Increasingly, context-aware systems are focusing on multiple domains besides physical activity, such as mental and social well-being [61].

Recent research has shown that emotions can now be recognized more accurately by machine learning algorithms than by laypersons [62]. Consequently, approaches for the automated recognition of different aspects of our social lives, like empathy, dominance, and non-verbal behavior have progressed rapidly [63-65]. Bringing these novel technologies into health apps will likely increase their effectiveness by further tracking important mental health parameters and personalizing services based on them.

**Personalized Health Assistance and Interaction Support Platforms**

In recent years, there have been many developments in the area of natural user interfaces, from touch screens to assistants integrating dialogue capabilities. Intelligent assistants that interact with users via conversational natural spoken language can provide them with meaningful and easily understandable information and advice s (e.g., about their prescribed medications) [65-68]. User-oriented, intuitive interaction is necessary in order to overcome the barriers of app acceptance. Special attention should be given to specific groups of people, like chronic patients and the elderly. Cardiac is such a prototype for a conversational assistant for chronic heart failure patients by using natural spoken dialogue [69]. Its helps patients managing their treatment and monitoring their health by using natural spoken dialogue over the telephone or with in-home systems to conduct regular checkups to collect relevant information on their condition. Similar research has focused on developing appropriate technical solutions, such as fission, information output arrangement, and organization modules for multimodal systems [70,71].
Infrastructure Supporting Services

Cloud for eHealth

Large amounts of data currently sit in different silos within health and social care systems. If these data were to be released in an appropriate manner and used effectively, they could transform the way care is provided [71]. Bringing together and correlating data among different and heterogeneous data sources would allow inference of new knowledge [72,73]. Cloud computing is emerging as a model for enabling convenient, on-demand network access to a shared pool of configurable resources that can be rapidly provisioned and released with minimal management effort or service provider interaction [74]. Institutions and medical professionals who frequently do not have enough storage and computing resources can manage their biomedical information through apps built on these type of services, accessing advanced computing infrastructures that they could not afford otherwise [75-78]. While many companies, like Google, IBM, Amazon, and Microsoft were early adopters of cloud computing, its application to biomedicine has only recently been proposed, mainly for bioinformatics applications.

Nevertheless, cloud computing is also benefiting the health care sector and the wellness management domain [77]. It can provide effective, on-demand, high elasticity access services to citizens from anywhere at any time. Data sharing on the cloud is quickly becoming vital for organizations and social users alike. In a survey by InformationWeek [79], nearly all organizations shared their data in one way or another with 74% sharing data with customers and 64% sharing data with suppliers.

The benefits that motivate organizations to move towards this direction include higher productivity and better time management. Health care providers are willing to store and share electronic medical records via the cloud and hence remove the geographical dependence between health care provider and patient [80]. Sarathy and Muralidhar [81] reviewed the impact of the Internet on data sharing across many different organizations such as government agencies and businesses. Butler [81] describes the issues of data sharing on the Internet where sharing information can allow users to infer details about users. Feldman and Patel et al [82] discuss the important benefit of data sharing in terms of public health, in particular for education and professional development.

However, the cloud is susceptible to privacy and security attacks, many of which occur from within the cloud providers themselves as they have direct access to stored data [83]. Malicious insiders represent one of the major issues affecting the cloud [84,85]. There is considerable work on protecting data from privacy and security attacks. The National Institute of Standards and Technology has developed guidelines to help consumers protect their data on the cloud [86]. Encrypting data before storage is an effective way to prevent unauthorized users from accessing sensitive data [87]. However, plain encryption techniques are not enough, especially when considering the scenario of sharing data among a large group of users [88].

Standards for Health and Interoperability

With the adoption of electronic health services, an opportunity exists for the creation of longitudinal health records that span many decades and aggregate data from multiple health care organizations’ source for delivering care. The need for standards for the representation and exchange of medical information becomes apparent. As defined by the Health Information Management Systems Society, an electronic health record (EHR) “is a longitudinal electronic record of patient health information generated by one or more encounters in any care delivery setting.” According to the report of the National Institutes of Health (National Center for Research Resources) on EHRs, three main organizations create standards related to EHRs: the Health Level Seven (HL7), the Comité Européen de Normalisation - Technical Committee (CEN TC) 215, and the American Society for Testing and Materials (ASTM). HL7, which operates in the United States, develops the most widely used health care–related electronic data exchange standards in North America. CEN TC 215, which operates in 19 European member states, is the preeminent organization developing health care information technology (IT) standards in Europe. Both HL7 and CEN collaborate with the ASTM, which is mainly used by commercial laboratory vendors. EHRs today use both technical and clinical standards. However, EHR vendors have implemented only some standards, while having a great deal of variation in their implementations, which results in systems that cannot interoperate and for which secondary use of data, for example, research and epidemiology, is difficult. Current EHR systems, due to their evolution over time, are often just an electronic representation of the previously used paper records. They are highly idiosyncratic, vendor-specific realizations of patient record subsets. They adopt few, if any, health information standards and very rarely accommodate controlled terminologies where they might be sensible.

A variety of health care communication standards has also been developed during the last decade. Their goal is to improve the interoperability and the connectivity among devices, computerized systems, tablets, smartphones, and health information systems, standardizing the content and structure of the information exchanged. Within the EU region, qualified medical devices and software depend on whether or not the device or software falls within the scope of the Medical Devices Directive (ie, 2007/47/EC). Currently, the directive states that software can indeed be qualified as a medical device, but unfortunately it does not specify what exact kind of software will meet the medical device definition per se.

The Continua Health Alliance guidelines [89] describe a set of standards to allow vendors, solution developers, and sharers of various types of health-related information to easily share their data. Some of the communication protocols supported by these guidelines are Bluetooth, ZigBee, USB, Wi-Fi, and Li-Fi. There are also tools available allowing vendors, programmers, and engineers to build on this approach. These resources are important in order to realize the communication interoperability recommended by the Continua Guidelines. Such examples are the Wipro Continua Toolkit (which enables medical devices to become compliant with the Continua specified protocol, ie IEEE 11073-XXXX), and contains a Wipro Continua Agent and a Wipro Continua Manager), Stollman BlueHDP (health device profile)+USB dongle [90], Toshiba Bluetooth HDP stack and
application programming interface, and the Advanced and Adaptive Network Technology (ANT+) [91].

**Service-Oriented Architecture and Service-Oriented Device Architectures**

People do not experience technology. They experience services, made available by technology [92], or that should be the case. However, due to the heterogeneity in hardware and communication interfaces, interoperability is still a major concern in today’s distributed architectures. This concern is particularly addressed by Service-Oriented Architecture (SOA) [93,94]. SOA implementations focus on principles such as separation of business logic from the underlying technology, efficient use and reuse of resources, compliance to standards, granularity and modularity, delivery, and monitoring of services. Service-Oriented Device Architecture (SODA) resulting from an adaptation of SOA intends to provide some level of abstraction to physical devices, simplifying external access [95-97].

**Semantic Web/Linked Data and Ontological Approaches**

The Semantic Web aims at a machine interpretable view of the World Wide Web. It focuses on structuring the Web based on content categorization to improve aspects such as automatic discovery, composition, invocation, and interoperability of services. The Semantic Web stack includes a number of technologies and standards aimed at this purpose (eg, Resource Description Framework or Web Ontology Language (OWL), SPARQL).

In the domain of health and wellness, a state-of-the-art example using semantic description is the GoPubMed [98] portal—a knowledge search engine for biomedical texts. At its core, GoPubMed uses two ontologies, GeneOntology [99] and MeSH [100] Ontology, but also allows users to create a custom ontology for specific searches. Another state-of-the-art example is NextBio, an ontology-based semantic framework based on gene, tissue, and disease ontological representation [101]. The use of ontology-based information extraction is explored in systems such as MedInX to allow semantic search of medical information originally buried in unstructured written text [102]. This approach is applicable both to private and public data, such as the one available on the Web.

One key problem with working with ontologies is that application ontologies tend to jeopardize the aim of ontology-based semantic interoperability to work with generalized references in the given domain. With respect to the biomedical arena, a suite of quality-checked, interoperable domain ontologies is being developed [103]. Yet, we need easy-to-use techniques to create application ontologies from the semantic information stored within those domain ontologies. This is a transformation of the bench-to-bed problem, since we have to bridge the gap between highly theoretical ontological representations to functionality-oriented ontologies.

**Innovations to Support Healthy Life Styles and Well-Being**

In this section, we discuss person-centered developments for the adoption of healthier lifestyles that are beyond the state-of-the-art. We emphasize the perspective of overarching ICT-supported innovations to influence the way health is maintained. Acquire, profile, represent, persuade, assess, manage, connect, and respond are some of the essential capabilities/functions/services needed to create innovative user-centered approaches.

A change toward healthier lifestyles is both attainable and urgent, given the current situation in most western world economies. Research shows that ICT resources and health behavior interventions can be brought together to make it feasible and effective, improve health outcomes, and bring down costs [104]. Behavior aware computing and pervasive technologies include novel patterns and activities relevant to individuals’ health and well-being. Still, the problem of identifying behaviors from an individual’s own annotated data, collected by multiple sources (eg, smartphones, sensors, and smart clothes) remains [105]. Care and most health-related practices continue to be caregiver-centered, despite recent efforts [106].

In order to go beyond the state-of-the-art, the user must be brought in as an active participant to care processes and related decision-making processes. To allow informed decision making, we need to advance intelligent user profiling and understandable instruction information to users. We need to enable interaction with Internet-of-Things (IoT) resources and services to retrieve and transmit information to users in simple everyday devices, such as mobile phones, smart watches, and home appliances [107]. This implies advancement in technologies and systems able to continuously track health-related data, despite coverage and communication means.

Healthy lifestyle change is attainable but not always easy to achieve; and sustaining behaviors, including use of ICT-based health-related programs, might be particularly challenging. Crucial evolution is needed in the process of making the essential information available and usable for the users, helping a person make a decision, and developing and deploying usable empowering end-user services that are accepted and enjoyed [108].

**Acquiring User’s Activity and Behavior In Digital Form**

Many techniques have been proposed to automatically recognize human activities. Most important approaches use either statistical or symbolic reasoning. However, to date, these methods have mainly been considered separately. Proposed statistical activity recognition techniques differ on the kind and number of used sensors, activities considered, learning algorithms adopted, and many other parameters. One research direction focuses on using video with sound, image, and scene recognition software [109]. Other activity recognition techniques are based on data acquired from body-worn sensors (eg, motion tracking and inertial sensors, cardio frequency meters) and on the application of statistical learning methods. Early attempts in this field were mainly based on the use of data acquired from multiple body-worn accelerometers [110].

One of the main limitations of these early systems was the fact that they did not consider contextual information (eg, current location, environmental conditions, and surrounding objects).
that could be used to derive user activity. On the other hand, the recognition of complex activities like social ones (eg, work meetings, friendly chat) is particularly challenging and is hard to achieve by the use of solely statistical methods. Indeed, complex activities can be better recognized by considering constraints and relationships among context data that can be neither directly acquired from sensors nor derived through statistical reasoning alone.

As a result of these constraints, there is a growing interest in the use of ontology-based techniques to automatically recognize complex context data such as human activities. While most activity recognition systems rely on data-driven approaches, the use of knowledge-driven techniques is gaining increasing interest. Research in this field has mainly focused on the use of ontologies to specify the semantics of activities and ontological reasoning to recognize them based on context information. In particular, in the area of pervasive computing, OWL DL has been used to build activity ontologies and to recognize activities based on context data [111,112]. The ontological approach to activity modeling consists of a knowledge engineering task to define the formal semantics of human activities by means of the operators of the ontological language. Ontological reasoning is used to recognize that a user is performing a certain activity starting from some facts (eg, sensor data, location of persons and objects, properties of actors involved). Previous research has led to the definition of an OWL DL ontology for the activity recognition domain called COSAR [113], which is published on the PalSPOT [114] project website. This particular ontology definition was used to refine the predictions of statistical activity recognition systems by means of symbolic reasoning. The experimental evaluation of the effectiveness of this ontology-based activity recognition service, using a dataset collected in a smart-home setting, revealed the importance of including temporal reasoning in ontological techniques to effectively recognize activities.

**Intelligent User Profiling for Healthy Lifestyles and Wellness**

Intelligent user profiling [115] enables the collection of information from different sources to construct individual profiling models, with the objective of optimizing information delivery from health professionals to individuals in a personalized empowering environment. The most common user profile contents are the following: short/long-term user interests; knowledge, background, and skills; goals and user objectives or purpose with respect to the application; behavior; interaction preferences; and individual characteristics [116-119]. One such model is the OCEAN model [119-121].

User context is of great importance in the area of health, healthy lifestyles, and wellness management to characterize a situation of an entity [122]. Profiling information representation is following keyword-based models where interests are represented by weighted vectors or keywords [123]. Weights usually represent the relevance of the word for the user or within the topic. Another way to represent user interests is through topic hierarchies. Goals or intentions can be represented in different ways, either based on multicriteria analysis techniques [115] or Bayesian networks [124,125]. In this representation, nodes represent user tasks and arcs represent probabilistic dependencies between tasks. Given evidence of a task performed by the user, the system can infer the next most probable task and hence the user’s goal.

To obtain and build a user profile, the information can be provided explicitly by the user or be obtained through implicit observation of user actions. The simplest way of obtaining information about users is through the data they submit via forms or other user interfaces provided for this purpose. Especially for patients, their profile information is commonly assessed by patient-reported outcome measures (PROMs) including health-related quality of life information. PROMs can be defined as “reports coming directly from patients about how they function or feel in relation to a health condition and its therapy, without interpretation of the patients’ responses by physician or anyone else” [126]. These instruments embrace a broad range of health dimensions such as physical, psychological, and social functioning [127]. On the other hand, in order to implicitly collect information about user’s actions, their actions should be logged and patterns should be discovered using data mining, information retrieval, or machine learning techniques [128-131]. However, to be able to discover patterns, the user behavior should be repetitive, and the behavior observed should be different for different users. When no information about a user is available, a stereotype can be used as the default information, enabling the classification of users as belonging to one or more of a set of subgroups, and also the integration of the typical characteristics of these subgroups into the individual user profile [132].

**Persuasive Technology**

Adopting healthy lifestyles is one of the biggest opportunities for preventing chronic diseases. A great interest among researchers is how to explore the use of ICT to change behaviors, a field that has been baptized persuasive technology [133,134]. However, in spite of a wealth of psychological theories on health behavior change, modeling them and embedding them into effective ICT solutions has proved to be difficult, in great part due to their qualitative nature. Moreover, those theories offer population-based models that do not take into account individual differences. In light of this, there is great promise in combining tracking technologies with statistical techniques to learn an individual’s susceptibility to specific persuasive strategies.

Early findings suggest that combining tracking and statistical learning, user’s psycho-emotional characteristics and context information, could personalize persuasive technology [135], greatly improving its effectiveness [134]. For instance, where some users might be susceptible to facts and statistics, others will be more easily convinced by emotions and personal stories. By having context aware systems simultaneously, the right moment of messaging can also be selected (eg, when the received message is most necessary and actionable). The field is open for the exploration and exploitation of right-mood right-time right-place feedback that could be more effective than real-time feedback. The goal is to provide evidence of the adherence of people to healthier behaviors using ICT-enabled persuasive services to support safe, secure, seamless monitoring and persuasive guidance, and personalized assistance from
lifestyle improvement to primary, secondary, and tertiary prevention and care [136].

**Biomarkers in Cognitive Function Assessment for Wellness**

Lifestyle choices greatly affect healthy aging. Still, accurate quantitative diagnostic tests assessing neurodegenerative diseases and cognitive function remain a challenging problem [137]. Currently, diagnosis is mostly conducted by eliminating other possible causes and is usually performed through a combination of psychological tests. However, there has been a significant effort towards the manufacture and market of low-cost consumer brain-computer interface devices [138,139] capable of capturing brain signals and decoding conscious thoughts or emotions, such as movement intentions, facial expressions, excitement, engagement, and frustration. The underlying technology of these wireless devices is based on the ability of the electroencephalogram (EEG) to capture oscillatory brain activity reflecting mean electrical patterns characterizing different brain processes, in terms of cognitive engagement [140-144]. Capturing such activity may be attributed to biomarkers since they reflect the integrity of cognitive pathways. Hence, such information has great potential for use in disease prognosis, in progression monitoring, and even in self-improvement/self-regulation, based on functional connectivity analysis algorithms [143] and neurofeedback approaches [145], respectively. Areas of successful applications include neurodegenerative diseases such as dementia [144], mental disorders such as schizophrenia [146], neurodevelopmental disorders such as autism [147], and even addictive disorders such as alcoholism [148]. Although there is still a long way to go in order to clinically validate these approaches, such technologies are ushering in an era where we will be able to take advantage of the brain’s wiring.

**Disease Management Using Smart Environment and Personalized Mobile Monitoring Services**

New care models incorporating advanced ICTs have the potential to provide service platforms able to improve health care, personalization, inclusion, and empowerment of the individual [149]. Continuous management of diabetic patients can help in achieving effective glucose control and lifestyle changes leading to improved nutrition and healthy levels of physical activity, and to recognize and treat complications [150]. The goal is to empower patients by increasing their ability to self-manage, improve the quality of their life and the overall management of their condition but also to reduce the risk of developing complications and decrease utilization of health care resources [151]. However, there is lack of robust evaluation, including controlled trials on the effectiveness of these powerful new ICT tools [152].

In an Ambient Intelligence environment, various wireless and wired sensor technologies can be integrated, allowing the user to control and interact with the environment. Such innovative systems [152-154] are able to augment surrounding spaces with smart features to allow better lifestyle monitoring and wellness for a user, regardless of geographic location. If the user is inside a hospitalized environment, the system is able to alter the interfaces to support personalized interaction for the medical personnel. A major challenge related to caring chronic patients is the early detection of exacerbations of the disease. To address this challenge, recent research [155] presents a real-time remote monitoring framework enhanced with semantic technologies (within an Ambient Intelligent environment). It provides personalized, accurate, and fully automated emergency alerting systems that smoothly interact with the personal health professional, regardless of their physical location in order to ensure in-time intervention in case of an emergency.

**Smart and Medical Grade Networking for eHealth**

Future health informatics for personalized eHealth services rely on innovative technologies for transparent and continuous collection of evidence-based medical information at any time, from anywhere and despite the coverage and availability of communication means. In light of this transformation and change, ICT serves as the catalyst for accelerating the preparedness of all traditional players and to assist all actuators to evolve in envisaged future health care models and systems. Disruption and delay tolerant networking is a novel approach for next-generation eHealth information services where end-to-end homogeneous networking connectivity is not always available [155,156]. For future eHealth and mHealth services, the goal is to provide in-transit persistent information transfer and/or storage allowing uninterrupted services overcoming network instabilities, incompatibilities, or even absence for long periods of time [2].

**Personal Health Record Platforms for Digital Patients**

Personal health record (PHR) systems are an important, innovative, and constantly evolving area that empowers patients to take a more active role in their own health and make informed decisions. One of the most promising aspects of PHRs is to improve health care delivery and reduce costs. The primary goal of a PHR system is to provide the patient with the ability to maintain and manage their PHR, a “systematic collection of information about an individual’s health and health care, stored in electronic format” [129-131,157]. PHRs provide a complete summary of patients’ health history, enhance accurate clinical diagnosis, and empower patients to manage their own health [131]. The interconnection of data sources is an important aspect for modern PHRs. The collection of heterogeneous health parameters, for accessing, sharing, and analyzing long-term multilevel health data, including clinical, genetic, sensor, human behavior, and activity, enables clinical analysis, prediction, and prevention for the individual citizen.Triggering intervention on detection of conditions that may lead to health deterioration for preventive care becomes possible. Recently, there have also been development efforts that aim to implement a useful, effective, and intelligent PHR framework that will satisfy the variety of health environment needs and foster an optimal user experience [107,157].

**Drawbacks and Pitfalls**

Technological innovations to foster personalized healthy living and wellness could dramatically improve our ability to sense, monitor, and manage our health status and contribute to a change of paradigm in health care. Yet, misuse of technology and, above all, personal data generated through them, may lead to
substantial deleterious effects. Below, we discuss important drawbacks and pitfalls that must be addressed for the use of services supported in such technologies to be perceived as secure, safe, and trustable and to be adopted at a greater level than today.

**Security and Trust**

The objective of a secure system is to protect sensitive health information from unauthorized access, manipulation, and misuse. The protection goals that ascribe the requirements of a secure system are defined by the following objectives: authentication, authorization, confidentiality, integrity, accountability, and non-repudiation. It is essential that intelligent pervasive health care solutions are developed and correctly integrated to assist health care professionals in delivering high levels of patient care [158]. It is equally important that these solutions are used to empower patients and relatives for self-care or wellness management and to provide seamless, trustable access to health care services. One of the major challenges to be addressed is how to ensure security and privacy. Adapt-lite [159] and Hide-n-sense [97] are examples of how security mechanisms can be applied in mHealth services.

The face of health care is changing as new technologies are being incorporated into the existing infrastructure. The population of new technologies could possibly dramatically improve our ability to detect, monitor, and address lifestyles and wellness but also could cause substantial deleterious effects. Adoption of technological innovation to support personalized healthy lifestyles and well-being depends on the extent that public concerns about privacy, confidentiality, and security of online data are addressed. Today there is a rapidly growing market of online apps and social media tools for health, with little focus on the issues of ownership and protection of data [160].

A huge volume of data is generated and is expected to increase by the use of future services either intentionally by users or automatically by networked devices, such as information appliances and sensors. Product developers and policy makers will need to proactively balance public concerns about privacy protection with the information-sharing needs of some business models and public health programs. Policies, regulatory and otherwise, will need to keep pace with technologic innovation.

A cloud infrastructure, for example, is susceptible to many privacy and security attacks [161]. As a result, many hospitals, biomedical research groups and health care organizations are reluctant to adopt this technology as a privacy breach with respect to the patient information managed under their jurisdiction could be devastating, especially in terms of cost [162]. This is highlighted in the work of Seong Han et al [163], who report that the biggest obstacle hindering the progress and the wide adoption of the cloud are privacy and security issues associated with it. This is further evidenced from a survey carried out by IDC Enterprise Panel [164], where most users pointed out security as the top challenge. Nevertheless, significant research still needs to be done to ensure that only selected and trusted resources are used, for example, a trust-based security framework as proposed by van’t Noordende et al [165].

In order to foster trust, users must receive clear and objective information about the benefits and risks associated with the use of the new systems and services. Since sensitive health and lifestyle data are going to be processed, measures must be taken in order to protect the data, stored and in transit, against unauthorized disclosure or access, accidental or unlawful destruction, or accidental loss or alteration according to Article 17 (1) of the Data Protection Directive (Directive 95/46/EC). When one considers the requirements imposed by standards or other regulations, such as the requirements for the fair and lawful processing of data established by the European Data Protection Directive [166] or the requirements of HIPAA (Health Insurance Portability and Accountability Act) [167] in the United States, it becomes evident that it is crucial for health-related data to be kept confidential from anyone unless authorized by the patient or some emergency regulations. Moreover, establishing a legal framework of future services is required in order to ensure lawful and fair data processing for personal medical and clinical data. On January 25, 2012, the EU Commission published its draft General Data Protection Regulation 2012/0011(COD). The Regulation’s stated intention is to build a stronger and more coherent data protection framework in the EU that will resolve current legal uncertainties, put individuals in control of their own data, and bring greater legal and practical certainty for organizations that are subject to the legislation. The EU Commission has indicated that it aims to have in place a revised legislative framework by 2016.

**Quality and Effectiveness**

Many of these innovations will be complex and would need to be networked to and operate in conjunction with other existing services and applications. Ensuring interoperability is fundamental in order to minimize the risk of disruption when integrating heterogeneous services. This can be achieved by using quality and evaluation processes throughout the development life cycle and stable architectural description plans [168]. In order to foster effectiveness, we must redesign the methods and context for performing real-life trials to ensure the evaluation of these technologies and stretch the limits of existing methods of creating and applying robust interventions. The ultimate goal is to identify and answer the health and social impact of the intervention at the population level. The challenge will be to develop consensus methods and metrics around this fundamental question. Today, many services widely deployed have been validated using methodologies inherited from traditional health interventions and many times do not have empirical evidence of benefit [169].

**Discussion**

**Principle Considerations**

Advances in the theory of the brain, neuroscience and the mechanisms of behavior modification [137,143] and the power of positive psychology offer an opportunity to health care providers and managers, as well as citizens for real empowerment to change the biggest and yet modifiable factors that contribute to the top chronic diseases. The economic impact of these chronic diseases and the “ongoing economic uncertainty brings into sharp focus the fact that current health care models
are financially unsustainable” [2]. Moreover, the traditional health care system alone has not been able to accomplish the shift toward healthier lifestyles and the expected reduction in chronic diseases and their associated economic burden.

ICT offers a promising new approach toward wellness throughout the lifespan, by fostering and supporting the active and meaningful participation of individuals in their health management. At the same time, it can maximize the information flow with clinicians and open new horizons for individualized medicine approaches based on multilevel personal data.

In order to realize this paradigm shift towards citizen empowerment and engagement in health and well-being production, it is clear that a new generation of ubiquitous and convergent network and service infrastructures is required. Their function will be to sustain the construction and the deployment of highly personalized, scalable, flexible, manageable, context-aware, dependable, and secure services incorporating resources in a holistic seamless ecosystem [150]. These infrastructures need to support an Internet of things, dynamically combining devices, communication and delivery systems and services. Virtualization of resources remains an important research driver, enabling the delivery of services independently from the underlying platform [2,170]. The focus is on the use of pervasive mobile technologies so that scientists and researchers can easily design, share, and execute simulations.

Enormous challenges remain and multidisciplinary approaches are required to engineer an information infrastructure that ensures privacy and supports intelligent and personalized user-computer interaction, innovative conversional agents and assistants with emphasis on a citizen’s engagement and empowerment. Computer-delivered interventions can lead to better behavioral health outcomes, post-intervention improvements in health-related knowledge, attitudes, and intentions as well as positive changes in health behaviors such as dietary intake, tobacco use, substance use, safer sexual behavior, binge/purging behaviors, and general health maintenance [171].

The primary challenge for relevant future innovations is to utilize and modify existing technology with an emphasis on mobile communication technology and devices to (1) create new models of impact on chronic disease development able to empower individuals to adopt and sustain changes towards healthy choices (eg, nutritional habits, physical activity, stress management, sleep, anxiety, depression, meaningful social interaction, and networking) and to inform decisions makers and funding bodies on the best available choices; (2) create positive and personally motivating marketing strategies for individuals to become engaged and motivated to improve their own health on the following pillars: sensing and assessing individualized health behaviors and status, providing feedback tailored to psychosocial profiles, incorporating end users in the development of the technology, creating strong relationships for ownership and empowerment, and connecting the individual to community-based support/capacity structures to boost, encourage, sustain, and integrate their own self-regulating efforts; (3) use and improve available health supporting services for sensing and early detection of risky health behaviors; (4) develop an ecosystem of community-based capacity to support individuals who choose to be coproducers of healthy lifestyles in all levels of health care delivery (primary, secondary, tertiary); (5) provide a “proof of concept” of this model of integrated person-centered healthier lifestyle and well-being through ICT; and (6) create appropriate business models of community-integrated elements for health coproduction across cultural milieus, able to foster the scaling up of results and to bring social and technological innovation to the market.

In achieving such a paradigmatic shift, it is critical to provide smart ubiquitous services and systems advancing the current state-of-the-art in a number of domains relevant for risk factors that may influence directly or indirectly an individual’s wellness and well-being and lifestyle behaviors: (1) smart and ubiquitous sensor fusion and Internet of things services to allow health-related information to be aggregated and transmitted for remote monitoring and response, to support personalized/individualized multilevel patient/citizen-centered health care services; (2) assistant/coaching services for wellness management enabling citizens to manage their health and well-being; (3) intelligent decision-making support services through the combination of understanding with the ability to influence decisions by communicating subjective values, helping to select interventions, assessing outcomes, and providing feedback to the user; (3) novel mechanisms and services to support self-efficacy confidence that the individual can perform a given behavior, including decision making and a belief in their ability to change the situation; (4) ubiquitous just-in-time support services with mechanisms that incorporate known principles of health behavior change, based on the user’s biopsychosocial profiling with representations of motivation cues and techniques for overcoming barriers to change; (5) ecosystems and personalized health promoting services managing multilevel information and medical data from multidisciplinary domains, including the health and social care systems; (6) service infrastructures able to support unified data access, management, presentation, sharing, and security, based on specific user requirements and engagement; (7) linkage services, able to connect government agencies and authorities to allow official public health structures to use the coming innovation for preventing diseases and promoting health through organized efforts and informed societal choices of public and private organizations, communities, and individuals; (8) train for the health and social care workforce in the utility of ICT; and (9) programs able to generate large population-based evidence on the efficacy and cost effectiveness of this paradigm shift.

Conclusion

This paper focuses on innovative and meaningful ways to empower and engage individual citizens into sharing knowledge and awareness and becoming coproducers of their health and wellness through the adoption of eHealth and mHealth technology. This personal choice to being coproducer of one’s own health and wellness will have a ripple effect in both the way health is produced and maintained as well as on the kind of models and enterprises that can sprout in the communities of individual users.
Despite the innovative approach and expected results, such a paradigmatic shift cannot happen by overriding existing wellness and chronic disease management practices and services. Change needs to happen with and within current arrangements. In order to support and strengthen such movement, a number of trends would need to be supported by future research: (1) Evidence depends on the implementation of large-scale solutions based on innovative services, by means of a patient-centered approach that must also address the issue of comorbidities and their management; (2) Outcomes must be validated, strengthening the evidence for chronic disease management, through robust health technology assessment for effectiveness, quality, and continuity of care, personalization, cost-efficiency, satisfaction of the users, and transferability; (3) The rollout of services should be preceded by the development of guidelines to identify profiles of patients who may benefit from the provision of such services (condition, age, severity of the condition, comorbidity, socioeconomic status, and any other relevant factors); (4) Conditions for building on top of existing solutions and reuse, when possible, established and scientifically validated methodologies must be studied, and public national and regional authorities that act today as eHealth service providers must be involved; (5) Scale-up will depend on the dissemination and exploitation of good practices and coaching of early adopters and followers on how to effectively connect to the existing traditional health care system; (6) Assuring security and privacy in digital environments through stronger and transparent mechanisms, as predecessors of safety and trust, is of fundamental importance; providers need to realize that trust is a factor perceived by the user based on a dynamic process and it must be cared over time; and (7) The complex, changing needs of a mobile society will increasingly push for an agenda where all the above aspects will meet under cross-border deployment of health and wellness management services, and issues of interoperability, quality, and care standards will regain importance.

The challenge today is to facilitate the adoption and use of ICT tools that go beyond the current state-of-the-art, as described in this paper, not only by the engaged young population but also by the unengaged older people who are in urgent need of behavior change towards healthier life habits. We need health data to flow back to its owners so they can manage their own health and improve their own health metrics. The evidence so far suggests that these services need to be easily accessible, enjoyable, connected to people’s everyday life activities, and adapted to the end-user’s physiological and age-related changes. It is also important to educate the medical and social systems on the use and benefits of these technologies for achieving the desired health outcomes. By introducing such innovations within the health care system, we can promote community capacity and social engagement through better and healthier behavior and lifestyle of individuals.
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Abstract

Background: Mental health problems are highly prevalent, and there is need for the self-management of (mental) health. Ecological momentary interventions (EMIs) can be used to deliver interventions in the daily life of individuals using mobile devices.

Objectives: The aim of this study was to systematically assess and meta-analyze the effect of EMI on 3 highly prevalent mental health outcomes (anxiety, depression, and perceived stress) and positive psychological outcomes (eg, acceptance).

Methods: PsycINFO and Web of Science were searched for relevant publications, and the last search was done in September 2015. Three concepts were used to find publications: (1) mental health, (2) mobile phones, and (3) interventions. A total of 33 studies (using either a within- or between-subject design) including 43 samples that received an EMI were identified (n=1301), and relevant study characteristics were coded using a standardized form. Quality assessment was done with the Cochrane Collaboration tool.

Results: Most of the EMIs focused on a clinical sample, used an active intervention (that offered exercises), and in over half of the studies, additional support by a mental health professional (MHP) was given. The EMI lasted on average 7.48 weeks (SD=6.46), with 2.80 training episodes per day (SD=2.12) and 108.25 total training episodes (SD=123.00). Overall, 27 studies were included in the meta-analysis, and after removing 6 outliers, a medium effect was found on mental health in the within-subject analyses (n=1008), with $g=0.57$ and 95% CI (0.45-0.70). This effect did not differ as function of outcome type (ie, anxiety, depression, and perceived stress) and positive psychological outcomes (eg, acceptance).

Conclusions: Results showed that there was a small to medium effect of EMIs on mental health and positive psychological well-being and that the effect was not different between outcome types. Moreover, the effect was larger with additional support by an MHP. Future randomized controlled trials are needed to further strengthen the results and to determine potential moderator variables. Overall, EMIs offer great potential for providing easy and cost-effective interventions to improve mental health and increase positive psychological well-being.
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Introduction

One in every 3 individuals worldwide will be affected by one or more mental health problems during their lives [1]. Yet, only a small portion of those individuals is receiving help for their problems (with numbers varying from 7% to 25% in industrialized countries) [2,3]. To help those in need, new strategies for enhancing access to and quality of care are needed, and this is recognized in a new policy of the World Health Organization [4]. This newly introduced policy requests methods to increase self-management or self-care of health by, for instance, using electronic and mobile devices. In line with this, Wanless [5] argues that health care productivity can be increased using self-care and that this can have cost-effective benefits. All in all, there appears to be a future for the self-management of (mental) health.

One method that can be used to enhance health self-management is ecological momentary interventions (EMIs) [6]. The key to these interventions is that they can be tailored to the individual and be implemented in real time (ie, daily life). Mobile or electronic devices can be used to provide these interventions in the daily lives of individuals. With a Web-based survey, Proudfoot et al [7] showed that 76% of the general population is interested in using mobile technology for either self-monitoring or self-management of health (ie, if the service was free). Using EMIs has numerous advantages such as the ability to reach large populations at lower costs [8,9].

Training people in situ could be highly relevant for learning new, healthy behaviors, considering that people under stress typically switch from goal-directed behavior to habit behavior [10-13]. In other words, when a person experiences stress, that person is more likely to rely on the “old” behavior routine than display the newly learned behavior routine. In line with this, it might make more sense to learn a new behavioral routine in daily life compared with an artificial surrounding (eg, the therapist’s office) that generally does not resemble daily life. Indeed, research shows that although new behaviors can be effectively learned in artificial surroundings, this knowledge does not always generalize to real-life settings [14]. According to Neal et al [15], this is understandable, given that the association between context and the maladaptive behavior may still be in place after traditional treatment. As a consequence, the context (eg, setting or time of day) can still trigger the maladaptive behavior. Therefore, EMIs may provide a more effective way to train people in daily life than conventional treatment, by training people in the very context in which the maladaptive behavior occurs. As a result, this could lead to the (faster) formation of a new and more adaptive association between context and behavior.

Given that the number of worldwide mobile phone users is immense and continues to expand [16], it is not surprising that EMI is considered to be the future for therapeutic interventions [17]. Numerous authors highlight that EMI is a relatively new research field, and that the field is constantly evolving due to improvements in mobile technology [17-19]. It is therefore important to know the current state of affairs in this field. Current reviews suggest that EMIs can be effective, but these reviews are limited for different reasons. First, some reviews focus on a specific intervention [20] or on a specific target population [21]. Second, their sole or main focus is the effect of EMIs on health behaviors (eg, physical activity, smoking cessation, diabetes management) and not mental health [18,22,23]. Third, the current reviews are outdated, especially considering the developmental pace of EMIs (eg, [19]). A more recent review has been conducted by Donker et al [24]; however, it included only studies that investigated directly downloadable apps. This substantially limited the number of included studies (n=8). Fourth, the effect of EMIs on positive psychological well-being (eg, relaxation, acceptance) has not yet been reviewed, although these outcome types have been included as dependent variables in previous studies [25,26]. Considering that a person’s well-being is not equal to the absence of disease and is associated with increased positive cognitions and even physical health, it is important to also study these positive experiences [27]. To conclude, an up-to-date comprehensive overview or a meta-analysis of the effect of EMIs on mental health, including positive health outcomes, is missing.

This systematic review and meta-analysis therefore attempts to expand the current knowledge by including both mental health outcomes (ie, perceived stress, anxiety, or depressive symptoms) and positive psychological outcomes (eg, positive affect or acceptance). For this quantitative analysis, randomization and the presence of a control group were optional. Although the absence of randomization and the lack of a control group may weaken the design and thus the ensuing conclusions, these criteria are necessary to ensure that the presented overview of EMI studies is complete. This is considered critical because an extensive overview is currently lacking. It should be noted that study design was used in the moderator analyses.

Considering that the access to care needs improvement and EMIs can be used for this, it is important to investigate for whom these technologies can be appropriate and what EMI characteristics are associated with increased effects. Therefore, potentially promising moderators of effect size were investigated. Specifically, sample, type of training, how the training was triggered (ie, automatically or on-demand), support of mental health professional (MHP), and dosage were included because these can be considered key intervention components [28]. Including moderators allows us, for example, to investigate whether an EMI in its own right is effective or whether additional support by an MHP is necessary to accomplish change. In addition, the design of the study, sample size, and the quality of the study were studied to determine whether the effect size varied as a function of study characteristics. In short, we examined whether mobile technology provides an effective...
platform for mental health interventions and under which circumstances.

Methods

The preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines were followed [29].

Search Strategies

To find relevant publications concerning EMIs that target mental health, a database search was conducted in both PsycINFO and Web of Science (Core Collection). The search strings that were used consisted of 3 groups of words, namely words related to: (1) mental health, (2) mobile phones, and (3) interventions. See Multimedia Appendix 1 for the complete search strings. In both the databases, the search was limited to English publications that were peer reviewed. The search strategy was not restricted based on publication year as we aimed to provide a comprehensive overview of how mobile technology can be used to improve mental health. Naturally, the technologies that are used in more recent publications may be more advanced compared with earlier publications, but the idea of repeatedly training people in their daily lives is equal in older and newer publications. The last search was conducted on September 17, 2015. In addition, 2 other search strategies were used. First, the reference lists of previous reviews in the field of EMI were screened for relevant publications. Second, the reference lists of our primary selected papers were examined.

To ensure that no relevant publications were missed with the aforementioned search strategies, an extra search with a similar search string was conducted in the PubMed database on November 2, 2015. This resulted in 3505 publications, and the first 10% was screened to determine whether potentially relevant studies had been missed. However, no relevant publications—that had not already been identified in the other databases—were found, indicating that the used search strategies were sufficient.

Study Selection

Titles and abstracts of publications were first screened for eligibility, and if insufficient information was described in the abstract, the full-text papers were obtained. When a full-text paper was not available, a request was sent to the authors. A number of inclusion criteria were used for both within- and between-subject studies, which were established by authors AV, BV, and JB. First, publications were included when an EMI was studied (eg, via smartphone or personal digital assistant)—either as a stand-alone intervention or in combination with other treatment components. Second, the EMI should be automated and operated independently from a therapist. Thus, studies were excluded when the therapist administered the therapy—for instance—via mobile phone or conference call. This criterion was chosen because of our interest in how new technologies could be used to deliver cost-effective treatments in daily life, which precluded those requiring comparatively conventional therapist’s efforts. Third, a mental health–related outcome should be targeted (eg, anxiety, depression, or positive psychological well-being and not a health-related outcome such as physical activity). Fourth, the EMI should be studied in an ambulatory setting and not in standard therapy sessions. Publications were excluded if a mental health–related outcome was included, but the training was not directly focused on improving mental health (eg, psychoeducation for health behaviors or hypertension management). Moreover, studies that did not discuss post-intervention outcome data, without a baseline measure, methodological papers, case studies, reviews, non–peer-reviewed papers, and non-English papers were excluded. Three publications were additionally excluded because the samples were already discussed in other, already included publications. If a study included a control group—in addition to the group that received the EMI—it was coded as a between-subject study (see Coding for further details). The screening was conducted by author AV, and uncertainty about the potential inclusion or exclusion of a paper was resolved with authors BV and JB.

Coding

To collect the relevant study characteristics from each publication, a standardized form was used. Using this form, the following data were collected: (1) first author and publication year, (2) design, (3) sample characteristics (clinical characteristics, age, gender, and sample size), (4) outcome type, (5) information on the EMI (training type, training trigger, number of training episodes, and whether training was supported by an MHP), and (6) type of control condition and sample size. When a publication reported on more than 1 EMI, information was extracted separately for each described EMI, and all EMIs were included separately in the within-subject analyses. For the between-subject analyses, however, only 1 EMI was included thereby ensuring that each participant is represented only once in the analyses [30]. The EMI that was included in the between-subject analyses was the most “complete” intervention. In the case of Grassi et al [25], the Vnar intervention was chosen because it included both video and audio components compared with a video- or audio-only intervention. For both the studies by Repetto et al [31] and Pallavicini et al [32], the virtual reality intervention with biofeedback was chosen above the intervention using only virtual reality.

In the meta-analysis, the primary outcome of interest was “mental health.” Mental health encompasses an anxiety, depression, or stress outcome. Per publication, a set of guidelines was used to determine which specific questionnaire was used to represent this primary outcome. If a study reported 1 primary outcome, this measure was chosen as an indicator of mental health. When no or multiple primary outcomes were defined, a measure was chosen that was most likely to be affected given the aim of the training. For example, if the training focused on reducing anxiety, then, an anxiety questionnaire was preferred over a questionnaire measuring depression. In this process of selecting questionnaires, comprehensive questionnaires were chosen over restricted questionnaires (if there was such a choice), and the most valid questionnaire was chosen (idem). In addition to the coding of the primary outcome for each publication, the different outcome types per study were also coded. Thus, all questionnaires measuring anxiety, depression, perceived stress, and positive psychological well-being outcomes were listed per publication. A questionnaire was considered to represent positive psychological well-being, when it specifically
identified positive emotions or processes that were targeted with the intervention. The only positive psychological well-being outcomes that were identified in the publications were acceptance, feelings of relaxation and quality of life; positive affect, for instance, was not studied in the included publications. By listing all the questionnaires that measured mental health and positive psychological well-being, it was possible to examine whether the effectiveness of EMI differed per outcome type (eg, anxiety or depression).

With regard to the information on the EMI, it was reported whether the training was active or passive. A training was labeled as active when participants had to carry out an exercise, for instance, a relaxation exercise [33]. In contrast, a passive training supplied information to the participants (eg, suggestions or tips) but did not require an immediate action from the participant. For example, participants are given messages that would support self-management [34]. Furthermore, when a trigger (using the EMI device) reminds participants to do the training at a specific moment, the training was coded as “triggered.” If participants could do the training whenever they preferred, the triggering of the training was said to be “on-demand.” Moreover, it was reported whether the EMI was used as a stand-alone intervention (coded as stand-alone EMI) or was part of a treatment package and was thus supported by an MHP (coded as MHP-supported EMI). This treatment package could consist of either an EMI in combination with therapy (eg, group therapy or exposure therapy) or an EMI with continued feedback (eg, feedback on homework exercises or messages to improve adherence). An introductory or kickoff session at the start of the intervention was not coded as support. When the effect of an EMI was studied in a population that had access to care as usual (eg, inpatient or outpatient setting), but this (additional) care was not the focus of the study or was not specifically related to the EMI, the EMI was coded as a stand-alone intervention in combination with care as usual. However, these studies often did not specify whether this available care was used by individuals or what this care specifically entailed. Finally, if a study included a control condition and was therefore eligible for the between-subject analyses, the type of control condition was reported (waitlist, placebo, or active treatment). Specifically, if more than 1 control condition was used, a placebo condition was chosen over a waitlist condition, and an active treatment control condition was chosen over both the placebo and waitlist condition. When multiple active treatment control conditions were included in the study, the condition was chosen that had the closest resemblance with the EMI condition, but without its “target ingredient.” This way it was possible to more precisely determine the added value of mobile technology when delivering interventions. Although it is possible to include all reported control conditions using multiple pairwise comparisons (eg, intervention group vs placebo and intervention group vs waitlist), this yields problems in the analyses as the same group is overrepresented (eg, twice). Therefore, in the case of the studies of Kenardy et al [35] and Newman et al [36], the 6-session cognitive behavioral therapy (CBT) was chosen to represent the control condition because it better resembled the EMI condition (6 sessions of computer-assisted CBT) compared with the 12-session CBT condition. Review author (AV) extracted all the relevant study characteristics from the included publications. To check the inter-rater reliability, a second reviewer (MvdP) assessed data from a subset of the selected papers (ie, 20%) [37]. For the nominal variables, the average Cohen’s kappa was .86 indicating strong agreement between the 2 raters. The other variables had an 88% (37/42) agreement, which demonstrates a high consistency among raters.

Quality Assessment

The risk of bias in individual studies was assessed using the Cochrane Collaboration tool [38]. This assessment tool uses 6 different domains for determining the quality of randomized trials: (1) selection bias concerns the method used to generate and conceal the allocation sequence (random sequence generation and allocation concealment, respectively); (2) performance bias deals with ways in which participants and personnel are blinded from knowing condition allocation; (3) detection bias relates to measures that are taken to blind the outcome assessment from knowledge of which intervention participants received; (4) attrition bias refers to whether the study attrition and exclusions from analysis are reported; (5) reporting bias is whether selective outcome reporting is examined and discussed; (6) other bias refers to any other problems or concerns that are not addressed by previous points. For each publication, the domains are rated with either a “high” or “low” risk. If insufficient information is provided in the paper, then, the level of risk is labeled “unclear.” Higgins et al [38] argues that within the domain “other bias,” the sources of bias should be prespecified. In this case, no other biases were specified in advance; therefore, this domain was omitted from the current quality assessment.

The quality assessment was done by the first author (AV), and a 20% sample was assessed by a second reviewer (MvdP). Inter-rater reliability, as assessed with Cohen’s kappa, indicated that there was moderate agreement between raters (ie, average kappa of .69).

Data Analysis

Hedges’ g was used as an estimate of the effect size. This estimate was calculated using the mean, SD, and sample size at post-intervention as reported in the paper or as based on contact with the authors. Moreover, to compute an effect, a correlation coefficient is needed that represents the correlation between the repeated measures of the outcome parameter. As this within-subject correlation was rarely reported, the correlation was set at .50 for all studies [39]. For interpreting the effect size, the guidelines for Cohen’s d were used because they are approximately compatible [40]. According to these guidelines, a value of 0.20 is small, 0.50 is medium, and 0.80 is large. Effect sizes are based on a random effect model because we expect the real effect to differ between studies.

To estimate the effect of EMI from pre intervention to postintervention, analyses were first run with all within-subject data. Furthermore, to determine whether this effect differed from a control condition, between-subject analyses were run. In both the within- and between-subject analyses, it was determined whether there was an effect on the primary outcome “mental health” (as measured with a single questionnaire).
Second, it was investigated whether the effect differed per outcome type. That is, was the effect of EMI different for anxiety, depression, perceived stress, or positive psychological outcomes (acceptance, relaxation, and quality of life). To determine the effectiveness per outcome type, all relevant outcome types per publication were included in the analysis. When a study used multiple questionnaires to assess an outcome type (eg, anxiety), an overall mean was created by combining these different questionnaires. By combining multiple questionnaires per study, the data are unlikely to be independent, and this increases the type II error. Therefore, these analyses are only used to explore whether there are potential differences in effects between the outcome types. In addition, for the primary outcome “mental health,” subgroup analyses are done to determine whether the effect differed as a function of design (randomized controlled trial [RCT] or pre-post), sample (healthy or clinical), age, gender, sample size, training type (active or passive), training trigger (triggered, on-demand, or unspecified), daily training episodes (number), total training episodes (number), support by MHP (stand-alone EMI, MHP-supported EMI, or stand-alone EMI with access to care as usual), and quality assessment (0-6). Year of publication was not included as a moderator because there was little variation in this variable (ie, 25 of the 32 publications were published in 2010 or later). Moreover, type of control condition was not included as a moderator because only 13 studies had a between-subject design.

As a measure of heterogeneity, the $Q$ and $I^2$ statistics were used. A significant $Q$-statistic indicates that there is variation in the true effect size, and $I^2$ reflects the amount of real variance—specifically, values of 25%, 50%, and 75% can be considered small, medium, and large values, respectively [41]. Moreover, the risk for publication bias was examined using different techniques [30]. First, the distribution in the funnel plot was visually inspected as a preliminary indication for publication bias. This plot represents the effect size against the standard error of the study. Generally, studies with a large sample size are represented at the top of the plot around the mean, and studies with a smaller sample size are located at the bottom of the plot with a wider distribution around the mean. In the case of publication bias, studies with a small sample size are more likely to fall to the right of the mean (indicating a positive effect size). In other words, when the distribution of studies becomes asymmetrical, there is indication for publication bias. To quantify the amount of bias, the Egger’s test of intercept was used. In this approach, the amount of bias is captured in the intercept value, and a significant intercept indicates that there is significant publication bias. Furthermore, to correct for the missing studies (to the left of the mean), a Duval and Tweedie’s trim and fill method was used. This method calculates where missing studies were most likely to fall and adds these studies to the analysis. The recomputed effect size and CI are thereby corrected for the missing studies and is assumed to be unbiased [30].

Outliers were identified using the value of the standardized residual in both the within- and between-subject analyses. Studies whose standardized residual was significant (values $\pm 1.96$) were excluded from the analyses.

The software Comprehensive Meta-Analysis version 3.3.070 (Biostat) was used for all the described analyses including the calculation of effect sizes with 95% CIs. The forest plots were made using the metaphor package in R (version 3.0.3) [42].

## Results

A total of 2611 publications were identified with the search strategies after removing duplicates (see Figure 1) [29]. After screening the titles and abstracts, 127 full-text publications were screened for eligibility. Most of these publications were excluded because no (mobile phone) intervention was studied, the intervention was not automated (ie, not independent from therapist), or no outcome data were discussed (methodological paper). A total of 32 publications were considered relevant and were included in the analysis (see Tables 1 and 2). In these 32 publications, 33 different studies were reported using 43 samples that received an EMI (n=1301). The included study by Huffziger et al [26] was technically an ecological momentary assessment strategy after removing duplicates (see Figure 1) [29]. After screening the titles and abstracts, 127 full-text publications were screened for eligibility. Most of these publications were excluded because no (mobile phone) intervention was studied, the intervention was not automated (ie, not independent from therapist), or no outcome data were discussed (methodological paper). A total of 32 publications were considered relevant and were included in the analysis (see Tables 1 and 2). In these 32 publications, 33 different studies were reported using 43 samples that received an EMI (n=1301). The included study by Huffziger et al [26] was technically an ecological momentary assessment study (with an experimental manipulation) and not an EMI. However, considering that the manipulation that was used (mindfulness attention induction) can be seen as an intervention, the study was included.

For the meta-analysis, 5 publications were excluded because no means and SDs to calculate the effect size were reported or obtained after contacting the authors [43-47]. Therefore, 27 publications (27 studies) with 33 samples that received an EMI were included in the meta-analysis (n=1156).
### Table 1. Characteristics of the ecological momentary intervention studies (part 1).

<table>
<thead>
<tr>
<th>Study^a</th>
<th>Design^b</th>
<th>Sample</th>
<th>Age (years)</th>
<th>Gender (% female)</th>
<th>n^c</th>
<th>Mental Health Measure^d</th>
<th>Outcome type(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al, 2012^e</td>
<td>RCT</td>
<td>Clinical</td>
<td>48.00</td>
<td>54</td>
<td>24</td>
<td>BDI</td>
<td>Depression</td>
</tr>
<tr>
<td>Ahhtinen et al, 2013</td>
<td>Prepost</td>
<td>Healthy</td>
<td>—</td>
<td>60</td>
<td>14</td>
<td>Stress single-item</td>
<td>Stress Acceptance Quality of life</td>
</tr>
<tr>
<td>Aikens et al. 2015^f (all pooled subjects)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>51.40</td>
<td>79</td>
<td>221</td>
<td>PHQ-8</td>
<td>Depression</td>
</tr>
<tr>
<td>Askins et al, 2009</td>
<td>RCT</td>
<td>Healthy</td>
<td>36.30</td>
<td>100</td>
<td>64</td>
<td>POMS</td>
<td>Depression</td>
</tr>
<tr>
<td>Ben-Zeev et al, 2014</td>
<td>Prepost</td>
<td>Clinical</td>
<td>45.90</td>
<td>39</td>
<td>32</td>
<td>BDI</td>
<td>Depression</td>
</tr>
<tr>
<td>Burns et al, 2011^g</td>
<td>Prepost</td>
<td>Clinical</td>
<td>37.40</td>
<td>88</td>
<td>7</td>
<td>GIDS-c</td>
<td>Depression Anxiety</td>
</tr>
<tr>
<td>Carissoli et al, 2015</td>
<td>RCT</td>
<td>Healthy</td>
<td>38.11</td>
<td>57</td>
<td>20</td>
<td>MSP</td>
<td>Stress</td>
</tr>
<tr>
<td>Dágöö et al. 2014^h (mCBT)</td>
<td>RCT</td>
<td>Clinical</td>
<td>34.70</td>
<td>48</td>
<td>24</td>
<td>LSAS-SR</td>
<td>Depression Anxiety Quality of life</td>
</tr>
<tr>
<td>Dágöö et al. 2014^h (mIPT)</td>
<td>RCT</td>
<td>Clinical</td>
<td>39.08</td>
<td>56</td>
<td>19</td>
<td>LSAS-SR</td>
<td>Depression Anxiety Quality of life</td>
</tr>
<tr>
<td>Depp et al, 2015</td>
<td>RCT</td>
<td>Clinical</td>
<td>46.90</td>
<td>54</td>
<td>41</td>
<td>MADRS</td>
<td>Depression</td>
</tr>
<tr>
<td>Enock et al. 2014</td>
<td>RCT</td>
<td>Clinical</td>
<td>34.80</td>
<td>48</td>
<td>120</td>
<td>SIAS</td>
<td>Depression Anxiety</td>
</tr>
<tr>
<td>Granholm et al, 2012</td>
<td>Prepost</td>
<td>Clinical</td>
<td>48.70</td>
<td>31</td>
<td>41</td>
<td>BDI</td>
<td>Depression</td>
</tr>
<tr>
<td>Grassi et al, 2007 (Vnar)</td>
<td>Prepost^b</td>
<td>Healthy</td>
<td>23.27</td>
<td>50</td>
<td>30</td>
<td>STAI-state</td>
<td>Anxiety Relaxation</td>
</tr>
<tr>
<td>Grassi et al, 2007 (Nnar)</td>
<td>Prepost^b</td>
<td>Healthy</td>
<td>23.27</td>
<td>50</td>
<td>30</td>
<td>STAI-state</td>
<td>Anxiety Relaxation</td>
</tr>
<tr>
<td>Grassi et al, 2007^i (MP3)</td>
<td>Prepost^b</td>
<td>Healthy</td>
<td>23.27</td>
<td>50</td>
<td>30</td>
<td>STAI-state</td>
<td>Anxiety Relaxation</td>
</tr>
<tr>
<td>Harrison et al, 2011</td>
<td>Prepost</td>
<td>Clinical</td>
<td>38.20</td>
<td>71</td>
<td>28</td>
<td>DASS total score</td>
<td>Depression Anxiety</td>
</tr>
<tr>
<td>Huffziger et al, 2013^i</td>
<td>Prepost</td>
<td>Healthy</td>
<td>22.90</td>
<td>60</td>
<td>46</td>
<td>Valence 2-items</td>
<td>Depression Relaxation</td>
</tr>
<tr>
<td>Kenardy et al, 2003^k</td>
<td>RCT</td>
<td>Clinical</td>
<td>36.80</td>
<td>76</td>
<td>41</td>
<td>Anxiety composite score</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Lappalainen et al, 2013</td>
<td>RCT</td>
<td>Clinical</td>
<td>47.10</td>
<td>0</td>
<td>11</td>
<td>GSI</td>
<td>Depression Anxiety Quality of life</td>
</tr>
<tr>
<td>Ly et al, 2014^l (behavioral activation)</td>
<td>RCT</td>
<td>Clinical</td>
<td>36.60</td>
<td>70</td>
<td>36</td>
<td>BDI</td>
<td>Depression Anxiety Acceptance Quality of life</td>
</tr>
<tr>
<td>Ly et al, 2014 (mindfulness)</td>
<td>RCT</td>
<td>Clinical</td>
<td>35.60</td>
<td>71</td>
<td>36</td>
<td>BDI</td>
<td>Depression Anxiety Acceptance Quality of life</td>
</tr>
<tr>
<td>Study</td>
<td>Design</td>
<td>Sample</td>
<td>Age (years)</td>
<td>Gender (% female)</td>
<td>n</td>
<td>Mental Health Measure</td>
<td>Outcome type(s)</td>
</tr>
<tr>
<td>---------------</td>
<td>--------</td>
<td>--------</td>
<td>-------------</td>
<td>-------------------</td>
<td>---</td>
<td>-----------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Ly et al, 2012</td>
<td>Prepost</td>
<td>Healthy</td>
<td>29.50</td>
<td>36</td>
<td>11</td>
<td>DASS stress</td>
<td>Depression, Anxiety, Stress, Quality of life</td>
</tr>
<tr>
<td>Newman et al, 2014</td>
<td>RCT</td>
<td>Clinical</td>
<td>42.45</td>
<td>55</td>
<td>11</td>
<td>STAI—trait</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Newman et al, 1997</td>
<td>RCT</td>
<td>Clinical</td>
<td>38.00</td>
<td>83</td>
<td>9</td>
<td>FQ—total score</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Pallavicini et al, 2009 (VRMB)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>41.25</td>
<td>—</td>
<td>4</td>
<td>GAD7</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Pallavicini et al, 2009 (RM)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>48.50</td>
<td>—</td>
<td>4</td>
<td>GAD7</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Proudfoot et al, 2013</td>
<td>RCT</td>
<td>Clinical</td>
<td>39.00</td>
<td>70</td>
<td>126</td>
<td>DASS total score</td>
<td>Depression, Anxiety, Stress</td>
</tr>
<tr>
<td>Repetto et al, 2013 (VRMB)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>—</td>
<td>64</td>
<td>7</td>
<td>BAI</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Repetto et al, 2013 (VRM)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>—</td>
<td>64</td>
<td>9</td>
<td>BAI</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Rizvi et al, 2011</td>
<td>Prepost</td>
<td>Clinical</td>
<td>33.86</td>
<td>82</td>
<td>22</td>
<td>BSI</td>
<td>Depression</td>
</tr>
<tr>
<td>Shapiro et al, 2010</td>
<td>Prepost</td>
<td>Clinical</td>
<td>26.30</td>
<td>100</td>
<td>14</td>
<td>BDI</td>
<td>Depression</td>
</tr>
<tr>
<td>Watts et al, 2013</td>
<td>RCT</td>
<td>Clinical</td>
<td>41.00</td>
<td>80</td>
<td>10</td>
<td>BDI</td>
<td>Depression, Stress</td>
</tr>
<tr>
<td>Wenze et al, 2014</td>
<td>Prepost</td>
<td>Clinical</td>
<td>40.86</td>
<td>71</td>
<td>14</td>
<td>QIDS-c</td>
<td>Depression</td>
</tr>
<tr>
<td>Not included in meta-analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gorini et al, 2010 (VRMB)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
<td>8</td>
<td>BAI</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Gorini et al, 2010 (VRM)</td>
<td>Prepost</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>BAI</td>
<td>Anxiety</td>
</tr>
<tr>
<td>Grassi et al, 2011 (Vnar)</td>
<td>Prepost</td>
<td>Healthy</td>
<td>20.86</td>
<td>100</td>
<td>15</td>
<td>STAI-state</td>
<td>Anxiety, Relaxation</td>
</tr>
<tr>
<td>Grassi et al, 2011 (MP3)</td>
<td>Prepost</td>
<td>Healthy</td>
<td>20.86</td>
<td>100</td>
<td>15</td>
<td>STAI-state</td>
<td>Anxiety, Relaxation</td>
</tr>
<tr>
<td>Preziosa et al, 2009 (Vnar; study 1)</td>
<td>Prepost</td>
<td>Healthy</td>
<td>23.48</td>
<td>100</td>
<td>6</td>
<td>STAI-state</td>
<td>Anxiety, Depression</td>
</tr>
<tr>
<td>Preziosa et al, 2009 (MP3; study 1)</td>
<td>Prepost</td>
<td>Healthy</td>
<td>23.48</td>
<td>100</td>
<td>6</td>
<td>STAI-state</td>
<td>Anxiety, Depression</td>
</tr>
<tr>
<td>Preziosa et al, 2009 (study 2)</td>
<td>RCT</td>
<td>Healthy</td>
<td>23.48</td>
<td>50</td>
<td>30</td>
<td>STAI-state</td>
<td>Anxiety, Depression, Relaxation</td>
</tr>
<tr>
<td>Riva et al, 2006</td>
<td>RCT</td>
<td>Healthy</td>
<td>23.82</td>
<td>48</td>
<td>11</td>
<td>STAI-state</td>
<td>Anxiety, Depression, Relaxation</td>
</tr>
<tr>
<td>Zautra et al, 2012 (mindfulness)</td>
<td>RCT</td>
<td>Clinical</td>
<td>54.05</td>
<td>82</td>
<td>25</td>
<td>Depression 3-items</td>
<td>Depression, Stress</td>
</tr>
<tr>
<td>Study(^a)</td>
<td>Design(^b)</td>
<td>Sample</td>
<td>Age (years)</td>
<td>Gender (% female)</td>
<td>(n)(^c)</td>
<td>Mental Health Measure(^d)</td>
<td>Outcome type(s)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Zautra et al, 2012 (mastery-control)</td>
<td>RCT</td>
<td>Clinical</td>
<td>54.05</td>
<td>82</td>
<td>25</td>
<td>Depression 3-items</td>
<td>Depression stress</td>
</tr>
</tbody>
</table>

\(^a\)Studies are ordered by inclusion in the meta-analysis. Behind the study’s year of publication, between brackets, the sample (or condition) that received the ecological momentary intervention was specified; With mCBT: mobile cognitive behavioral therapy; mIPT: mobile interpersonal psychotherapy; MP3: audio only condition; Nnar: video only condition VRMB: virtual reality and mobile condition with biofeedback; VRM: virtual reality with mobile condition; Vnar: video narrative condition.

\(^b\)Design of study is labeled either randomized controlled trial (RCT) or prepost design.

\(^c\)Sample size at post-intervention in the condition receiving the ecological momentary intervention.

\(^d\)The specific questionnaire that was used to represent the primary outcome “mental health” is listed. With BDI: Beck Depression Inventory; PHQ-8: Personal Health Questionnaire Depression scale; POMS: Profile of Mood States; GIDS-c: Quick Inventory of Depressive Symptoms-Clinician rated; MSP: Mesure du Stress Psychologique; LSAS-SR: Liebowitz Social Anxiety Scale Self-Report; MADRS: Montgomery–Åsberg Depression Rating Scale; SIAS: Social Interaction Anxiety Scale; BAI: Beck Anxiety Inventory; STAI: State-Trait Anxiety Inventory; DASS: Depression Anxiety Stress Scales; GSI: General Symptom Index; FQ: Fear Questionnaire; GAD7: Generalized Anxiety Disorder 7-item; BSI: Brief Symptom Inventory.

\(^e\)Study is considered an outlier in within-subject analyses.

\(^f\)The data used for the analyses consist of all pooled participants, the outcome questionnaire at pre-intervention is compared with last outcome questionnaire that participant completed.

\(^g\)The intervention could be accessed using the mobile phone, tablet, and computer.

\(^h\)Study is labeled as a prepost design because it is unclear whether participants were randomized across conditions.

\(^i\)The study technically is an ecological momentary assessment study with an experimental manipulation.
### Table 2. Characteristics of the ecological momentary intervention studies (part 2).

<table>
<thead>
<tr>
<th>Study (^a)</th>
<th>Intervention technique</th>
<th>Training type (+ type of MHP(^b) support(^c))</th>
<th>Training trigger</th>
<th>No. of training sessions(^d)</th>
<th>Control (n)(^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al, 2012  (f)</td>
<td>Self-management and monitoring</td>
<td>Passive (stand-alone + CAU)</td>
<td>Triggered</td>
<td>168 (2)</td>
<td>Waitlist (n=28)</td>
</tr>
<tr>
<td>Ahtinen et al, 2013</td>
<td>Acceptance and commitment therapy</td>
<td>Active</td>
<td>On-demand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aikens et al, 2015  (g) (all pooled subjects)</td>
<td>Self-management and monitoring</td>
<td>Passive (+MHP)</td>
<td>Triggered</td>
<td>26 (1)</td>
<td></td>
</tr>
<tr>
<td>Askins et al, 2009</td>
<td>Self-management and monitoring</td>
<td>Active (+MHP)</td>
<td>…</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Ben-Zeev et al, 2014</td>
<td>Self-management and monitoring</td>
<td>Active (+stand-alone + CAU)</td>
<td>Triggered</td>
<td>90 (3)</td>
<td></td>
</tr>
<tr>
<td>Burns et al, 2011  (f)</td>
<td>Behavioral activation</td>
<td>Active (+MHP)</td>
<td>Triggered</td>
<td>280 (5)</td>
<td></td>
</tr>
<tr>
<td>Carissoli et al, 2015</td>
<td>Mindfulness</td>
<td>Active</td>
<td>On-demand</td>
<td>36 (2)</td>
<td>Placebo (n=18)</td>
</tr>
<tr>
<td>Dagöö et al, 2014  (h) (mCBT(^b))</td>
<td>Cognitive behavioral therapy</td>
<td>Active (+MHP)</td>
<td>…</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Dagöö et al 2014  (h) (mIPT(^b))</td>
<td>Interpersonal therapy</td>
<td>Active (+MHP)</td>
<td>…</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Depp et al, 2015</td>
<td>Self-management and monitoring</td>
<td>Passive (+MHP)</td>
<td>Triggered</td>
<td>140 (2)</td>
<td></td>
</tr>
<tr>
<td>Enock et al, 2014</td>
<td>Cognitive bias modification</td>
<td>Active</td>
<td>Triggered</td>
<td>84 (3)</td>
<td>Placebo (n=104)</td>
</tr>
<tr>
<td>Granholm et al, 2012</td>
<td>Cognitive behavioral therapy</td>
<td>Active (stand-alone + CAU)</td>
<td>Triggered</td>
<td>216 (3)</td>
<td></td>
</tr>
<tr>
<td>Grassi et al, 2007 (Vnar(^b))</td>
<td>Relaxation</td>
<td>Active</td>
<td>…</td>
<td>4 (2)</td>
<td>Waitlist (n=30)</td>
</tr>
<tr>
<td>Grassi et al, 2007 (Nnar(^b))</td>
<td>Relaxation</td>
<td>Active</td>
<td>…</td>
<td>4 (2)</td>
<td></td>
</tr>
<tr>
<td>Grassi et al, 2007  (f) (MP(^b))</td>
<td>Relaxation</td>
<td>Active</td>
<td>…</td>
<td>4 (2)</td>
<td></td>
</tr>
<tr>
<td>Harrison et al, 2011</td>
<td>Self-management and monitoring</td>
<td>Passive</td>
<td>On-demand</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Huffziger et al, 2013  (i)</td>
<td>Mindfulness</td>
<td>Passive</td>
<td>Triggered</td>
<td>10 (10)</td>
<td></td>
</tr>
<tr>
<td>Kenardy et al, 2003  (f)</td>
<td>Cognitive behavioral therapy</td>
<td>Active (+MHP)</td>
<td>Triggered</td>
<td>420 (5)</td>
<td>CBT6 (n=44)</td>
</tr>
<tr>
<td>Lappalainen et al, 2013</td>
<td>Cognitive behavioral therapy and acceptance and commitment therapy</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>…</td>
<td>Waitlist (n=12)</td>
</tr>
<tr>
<td>Ly et al, 2014  (f) behavioral activation</td>
<td>Behavioral activation</td>
<td>Active (+MHP)</td>
<td>…</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Ly et al, 2014 mindfulness</td>
<td>Mindfulness</td>
<td>Active (+MHP)</td>
<td>…</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Ly et al, 2014 mindfulness</td>
<td>Acceptance and commitment therapy</td>
<td>Active</td>
<td>On-demand</td>
<td>…</td>
<td></td>
</tr>
<tr>
<td>Newman et al, 2014</td>
<td>Cognitive behavioral therapy</td>
<td>Active (+MHP)</td>
<td>Triggered</td>
<td>112 (4)</td>
<td>CBT6 (n=14)</td>
</tr>
<tr>
<td>Newman et al, 1997</td>
<td>Cognitive behavioral therapy</td>
<td>Active (+MHP)</td>
<td>Triggered</td>
<td>336 (4)</td>
<td>CBT12 (n=9)</td>
</tr>
<tr>
<td>Pallavicini et al, 2009  (VRMB(^b))</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>…</td>
<td>Waitlist (n=4)</td>
</tr>
<tr>
<td>Study (^a)</td>
<td>Intervention technique</td>
<td>Training type (+ type of MHP(^b) support(^c))</td>
<td>Training trigger</td>
<td>No. of training sessions(^d)</td>
<td>Control (n)(^e)</td>
</tr>
<tr>
<td>----------------</td>
<td>------------------------</td>
<td>---------------------------------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Pallavicini et al, 2009 (VRM(^f))</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Proudfoot et al, 2013</td>
<td>Self-management and monitoring</td>
<td>Passive</td>
<td>On-demand</td>
<td>...</td>
<td>Placebo (n=195)</td>
</tr>
<tr>
<td>Repetto et al, 2013 (VRMB)</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Repetto et al, 2013 (VRM)</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Rizvi et al, 2011</td>
<td>Dialectical behavior therapy</td>
<td>Active (+TAU)</td>
<td>On-demand</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Shapiro et al, 2010</td>
<td>Self-management and monitoring</td>
<td>Passive (+MHP)</td>
<td>—</td>
<td>168 (1)</td>
<td></td>
</tr>
<tr>
<td>Watts et al, 2013(^g)</td>
<td>Cognitive behavioral therapy</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td>Computer version (n=15)</td>
</tr>
<tr>
<td>Wenze et al, 2014</td>
<td>Cognitive behavioral therapy</td>
<td>Passive (stand-alone + CAU)</td>
<td>Triggered</td>
<td>28 (2)</td>
<td></td>
</tr>
</tbody>
</table>

Not included in meta-analysis

<table>
<thead>
<tr>
<th>Study (^a)</th>
<th>Intervention technique</th>
<th>Training type (+ type of MHP(^b) support(^c))</th>
<th>Training trigger</th>
<th>No. of training sessions(^d)</th>
<th>Control (n)(^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gorini et al, 2010 (VRMB)</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td>Waitlist (n=8)</td>
</tr>
<tr>
<td>Gorini et al, 2010 (VRM)</td>
<td>Relaxation</td>
<td>Active (+MHP)</td>
<td>On-demand</td>
<td>...</td>
<td>Waitlist (n=15)</td>
</tr>
<tr>
<td>Grassi et al, 2011 (Vnar)</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>6 (1)</td>
<td>Waitlist (n=15)</td>
</tr>
<tr>
<td>Grassi et al, 2011 (MP3(^b))</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>6 (1)</td>
<td></td>
</tr>
<tr>
<td>Preziosa et al, 2009 (Vnar; study 1)</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>6 (1)</td>
<td>Waitlist (n=6)</td>
</tr>
<tr>
<td>Preziosa et al, 2009 (MP3; study 1)</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>6 (1)</td>
<td></td>
</tr>
<tr>
<td>Riva et al, 2006</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>4 (2)</td>
<td>Placebo (n=30)</td>
</tr>
<tr>
<td>Preziosa et al, 2009 (study 2)</td>
<td>Relaxation</td>
<td>Active</td>
<td>—</td>
<td>4 (2)</td>
<td>Placebo (n=11)</td>
</tr>
<tr>
<td>Zautra et al, 2012 (mindfulness)</td>
<td>Mindfulness</td>
<td>Active</td>
<td>Triggered</td>
<td>27 (1)</td>
<td>Placebo (n=23)</td>
</tr>
<tr>
<td>Zautra et al, 2012 (mastery-control)</td>
<td>Behavioral activation</td>
<td>Active</td>
<td>Triggered</td>
<td>27 (1)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Studies are ordered by inclusion in the meta-analysis. Behind the study’s year of publication, between brackets, the sample (or condition) that received the EMI was specified.

\(^b\) mCBT: mobile cognitive behavioral therapy; mIPT: mobile interpersonal psychotherapy; MP3: audio only condition; MHP: mental health professional; Vnar: video only condition; Vnar: video narrative condition; VRMB: virtual reality and mobile condition with biofeedback; VRM: virtual reality with mobile condition.

\(^c\) Following the type of training, the type of support by the mental health professional is reported between brackets. With +MHP=mental health professional–supported EMI; stand-alone + CAU=stand-alone EMI with access to care as usual. No information was displayed when the EMI was stand-alone.

\(^d\) The maximum number of total training sessions is reported. The maximum number of daily training sessions is reported between brackets.

\(^e\) Control condition (and sample size at post-intervention) is listed if the study was included in the between-subject analyses. If the control condition is an active treatment, it is specified which specific active treatment condition is used to calculate the effect size. With CBT6=6-sessions of cognitive behavioral therapy; CBT12=12-sessions of cognitive behavioral therapy.

\(^f\) Study is considered an outlier in within-subject analyses.

\(^g\) The data used for the analyses consist of all pooled participants, the outcome questionnaire at preintervention is compared with last outcome questionnaire that participant completed.

\(^h\) The intervention could be accessed using the mobile phone, tablet, and computer.

\(^i\) The study is technically an ecological momentary assessment study with an experimental manipulation.
Study Characteristics

Of the 33 studies that were included, 17 had a prepost design, and 16 studies were an RCT. Of the total number of studies, 10 included healthy individuals [25,26,33,44,48-51] (studies 1 and 2 [45]), and the remaining studies focused on a clinical sample. Specifically, the focus of 8 studies was on anxiety disorders [31,32,35,36,43,52-54], 6 on depressive symptoms (ranging from mild symptoms to major depressive disorder) [34,47,55-58], 1 on perceived stress [59], 2 on anxiety, depression, and stress [60,61], 2 on bipolar disorder [62,63], 2 on schizophrenia [50,64], 1 on borderline personality disorder [65], and 1 on bulimia nervosa [66]. No study had positive psychological well-being as primary outcome. Across the studies, the average age ranged from 20.86 to 54.05 years with a mean of 37.33 (SD=9.37). Only female participants were included in 4 studies [44,48,66] (study 1 [45]), and 1 study included only males [59], and overall, the percentage of females was 64.79 (SD=22.72).

Intervention Characteristics

A range of different intervention techniques were studied: CBT [35,36,50,52,54,58,59,63], acceptance and commitment therapy [33,51,59], mindfulness [26,47,49,57], behavioral activation [47,56,57], relaxation [25,31,32,43-46], interpersonal therapy [52], dialectical behavior therapy [65], cognitive bias modification [53], and self-management and/or monitoring strategies [34,48,55,60-62,64,66]. The EMI was offered in combination with therapy in 10 studies (30%). Four studies combined the EMI with CBT [35,36,54,66], 3 with virtual reality including both relaxation and exposure [31,32,43], 1 with a problem-skill training [48], 1 with psychoeducation [62], and one with meetings including mindfulness and acceptance exercises [59]. In 5 studies, the EMI was a stand-alone intervention in combination with care as usual. This care focused on bipolar disorder [63], schizophrenia or schizoaffective disorder [50,64], major depressive disorder, and alcohol dependency [55], or on borderline personality disorder and substance abuse [65]. The other 18 studies investigated whether the use of an individual EMI can be effective without face-to-face therapy confounding the effect. Nevertheless, support by an MHP was included in 5 of these 18 studies. The MHP was for instance used to support the participant in the first phase of the intervention [58], to give feedback on the homework using Internet or email [52,57] or to increase adherence by telephone [34,56]. As can be seen in Table 2, 13
studies (39%) did not include support by an MHP after starting the EMI. In addition to the EMI and the potential support offered by the MHP, 6 of the 33 studies used a website for psychoeducation [51,57] or for providing therapy modules [56,59-61]. Most of the EMIs under investigation were “active” (25/33, 76%), meaning that participants had to carry out an exercise as part of the intervention. The EMIs in the remaining studies were classified as passive and only provided the participant with information.

On average, the EMI lasted for 7.47 weeks (SD=6.46), but this varied considerably. For example, the studies with the shortest EMI lasted only 1 or 2 days [25,26,46] (study 2 [45]), whereas the study with the longest EMI lasted for 26 weeks [34]. However, these numbers may be only modestly informative considering that the number of training episodes that people received (per day) varied highly across the studies. To explain, the study with the shortest length of training actually had the highest number of training episodes per day [26], whereas the study with the longest training length only trained people once a week [34]. Therefore, it may be more valuable to examine how many training episodes participants received per day and in total. Unfortunately, 13 studies did not specify the number of training episodes (per day or in total). Across the 20 other studies, the average number of training episodes was 2.80 per day (SD=2.12) ranging from 1 to 10, and on average 108.25 in total (SD=123.00) ranging from 4 to 420. The number of training episodes not only varied across studies but likely also varied across individuals within a given study. Fifteen of the 33 studies (ie, 45%) reported (some) information about compliance with the training, but the information used to represent compliance differed across studies. The average compliance with the sessions or treatment modules was 73.88% (SD=16.73) [26,47,50,52,53,57,58,60,62,63,66]. Burns et al [56] reported that the number of training sessions was on average 15.30 (SD=8.30) in the first week and that this decreased to 9.00 (SD=6.50) in the final week. In study of Ben-Zeev et al [64], participants used the training on 86.50% of the days and on these days used on average 5.19 sessions. Participants in the study by Aikens et al [34] participated in a median of 25 weeks (of the 26 weeks). Finally, Lappalainen et al [59] discloses that all participants tried at least 3 of the 6 available tools; however, no data are reported on the frequency of use.

The training episodes were automatically triggered by the device in 13 studies, and in 11 studies, the training episodes were not specifically triggered, and participants could complete the training whenever they wanted. Nine studies did not report whether the training was triggered or whether it was accessed on-demand.

Quality Assessment

The quality assessment of the studies is summarized in Table 3 and is on average 2.29 (SD=1.42, NB on a scale from 0 to 6), which can be considered low. Nine studies had a pre-intervention to post-intervention design, so the quality domain “selection bias”—as indexed by “random sequence generation” and “allocation concealment”—was not applicable (quality domain 1, see the previous section) [33,50,51,56,60,63-66]. Only 5 studies had a low risk of bias on this domain [52,57,58,61,62], with 5 other studies having a low risk of bias on “random sequence generation” and an unclear or high risk on “allocation concealment” [26,31,32,48,55]. In the remaining 14 studies, the risk was either unclear or high. The blinding of personnel (domain 2) was achieved in only 2 studies [61,62]. Moreover, most studies used self-report questionnaires, with only 2 studies using clinician-rated interviews (domain 3)—however, clinicians were not blinded for the condition of the participants [56,63]. There was a high risk for attrition (domain 4; ie, ≥ 20%) in 8 studies [48,50,53,58,60,62,66], and attrition (in the EMI group) was not disclosed in 7 studies [25,35,43,44,46] (studies 1 and 2 [45]). Finally, 7 studies failed to report the results for all prespecified outcome types (domain 5) [25,32,43,44,46] (studies 1 and 2 [45]).
Table 3. Quality assessment of the individual studies using the Cochrane Collaboration’s tool.

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation (^a)</th>
<th>Allocation concealment (^b)</th>
<th>Performance bias (^b)</th>
<th>Detection bias (^b)</th>
<th>Attrition bias (^c)</th>
<th>Reporting bias (^d)</th>
<th>Overall grade (^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al, 2012</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Ahlinen et al, 2013</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Aikens et al, 2015</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Askins et al, 2009</td>
<td>+</td>
<td>?</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td>Ben-Zeev et al, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Burns et al, 2011</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Carissoli et al, 2015</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Dogöö et al, 2014</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Depp et al, 2015</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Gorini et al, 2010(^f)</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td></td>
<td>?</td>
<td>−</td>
<td>0</td>
</tr>
<tr>
<td>Granholm et al, 2012</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Grassi et al, 2011(^f)</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td></td>
<td>?</td>
<td>−</td>
<td>0</td>
</tr>
<tr>
<td>Harrison et al, 2011</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td></td>
<td>−</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Huffziger et al, 2013</td>
<td>+</td>
<td>?</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Lappalainen et al, 2013</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td>Ly et al, 2014</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Ly et al, 2012</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Pallavicini et al, 2009</td>
<td>+</td>
<td>?</td>
<td>−</td>
<td></td>
<td>−</td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td>Preziosa et al, 2009(^f) (studies 1 and 2)</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Proudfoot et al, 2013</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Repetto et al, 2013</td>
<td>+</td>
<td>?</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Riva et al, 2006(^f)</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td></td>
<td>?</td>
<td>−</td>
<td>0</td>
</tr>
<tr>
<td>Rizvi et al, 2011</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Shapiro et al, 2010</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td></td>
<td>−</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Watts et al, 2013</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td></td>
<td>−</td>
<td>+</td>
<td>3</td>
</tr>
<tr>
<td>Wenzel et al, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>−</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>4</td>
</tr>
<tr>
<td>Zautra et al, 2012(^f)</td>
<td>?</td>
<td>?</td>
<td>−</td>
<td></td>
<td>+</td>
<td>+</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^a\)The label “not applicable” (N/A) is used in 1-armed studies.

\(^b\)The risk for performance bias is rated low if personnel are blinded irrespective of whether participants were blinded.

\(^c\)The bias for attrition is considered high when the attrition from pre-intervention to post-intervention is 20% or more.

\(^d\)The bias for selective reporting is labeled low if all prespecified outcomes are reported, it is not necessary that all statistical information is reported per outcome (eg, means, standard deviation, CI, P values).

\(^e\)The overall grade is determined by summing the number of low-risk categories and the number of N/A categories; +=low risk of bias; −=high risk of bias; ?=unclear risk of bias.

\(^f\)Study is not included in the meta-analysis.
Within-Subject Analyses

A total of 27 publications including 33 EMI groups (n=1156), were included in the within-subject analyses, and these studies had significant heterogeneity, $Q(32)=188.80$ with $P<.001$. The $I^2$ statistic showed that the observed variance was high ($I^2=83.05$). This further supports the use of a random effect model in the analyses.

The average effect on mental health from pre-intervention to post-intervention was $g=0.73$, 95% CI (0.56-0.90), $P<.001$ (see Figure 2 and Table 4), indicating a medium to large effect. To determine whether there was a risk for publication bias, the distribution in the funnel plot was examined. As can be seen in Figure 3, most of the studies (white circles) are centered at the top of the plot and are distributed to the right side of the mean as the sample size decreases. This reflects the presence of a publication bias, and an Egger’s test of intercept was used as a method to quantify the amount of bias. In this case, the intercept was 1.89, 95% CI (0.28-3.51), with $t(31)=2.392$ and 1-sided $P=.01$. In other words, there was a significant risk for bias. To correct for the missing studies to the left of the mean, the trim and fill method was used. Figure 3 shows that 2 studies (black circles) were added and the corrected effect size was $g=0.70$, 95% CI (0.52-0.87). The corrected effect is virtually identical to the unadjusted effect, which suggests that the reported findings are quite robust and are not simply due to publication bias.

The standardized residual identified 6 studies as outliers, and these were removed from the analyses [35,55,56,58] (MP3 condition [25]) (BA condition [57]). Removal of these studies resulted in a decrease in effect and heterogeneity ($g=0.57$, 95% CI: 0.45-0.70, $P<.001$; $Q(26)=74.46$, $I^2=65.08$). Nevertheless, the effect was still medium for the 27 included EMI groups (n=1008), and the studies were significantly heterogeneous.

It was explored whether the effect was different per outcome type. Depressive symptoms were assessed in 17 studies; anxiety in 15 studies; quality of life in 6 studies; stress in 5 studies; acceptance in 4 studies, and relaxation in 3 studies. As can be seen in Table 5, there was evidence for an effect on anxiety ($g=0.47$, 95% CI: 0.32-0.63, $P<.001$), depression ($g=-0.48$, 95% CI: 0.34-0.61, $P<.001$), perceived stress ($g=0.40$, 95% CI: 0.23-0.57, $P<.001$), acceptance ($g=0.36$, 95% CI: 0.13-0.59, $P=.002$), and quality of life ($g=0.38$, 95% CI: 0.19-0.56, $P<.001$). No effect was found on relaxation with $g=0.28$, 95% CI (-0.46 to 1.01), $P=.46$. However, there was no evidence that the effect differed significantly per outcome type with $Q(5)=1.74$, $P=.88$.

Furthermore, subgroup analyses were done to see whether the effect varied by moderator. Table 4 shows that “support by an MHP” was the only moderator for which the effect varied significantly, $Q (2)=6.77$, $P=.03$. Specifically, the effect was medium to large when the EMI included support by an MHP ($g=0.73$, 95% CI: 0.57-0.88), small to medium for the stand-alone EMI ($g=0.45$, 95% CI: 0.22-0.69), and small for those individuals who received a stand-alone EMI in combination with care as usual ($g=0.38$, 95% CI: 0.11-0.64).
Table 4. Effect sizes (Hedges’ g) of ecological momentary intervention on mental health by study and intervention characteristics (within-subject analyses)².

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Random effect model</th>
<th>Heterogeneity</th>
<th>Test of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCT</td>
<td>11</td>
<td>0.65 (0.48-0.82)</td>
<td>24.10³</td>
</tr>
<tr>
<td>Pre-post</td>
<td>16</td>
<td>0.52 (0.33-0.71)</td>
<td>47.34³</td>
</tr>
<tr>
<td>Sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>20</td>
<td>0.63 (0.50-0.76)</td>
<td>39.32³</td>
</tr>
<tr>
<td>Healthy</td>
<td>7</td>
<td>0.40 (0.10-0.71)</td>
<td>26.76³</td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 38.15</td>
<td>12</td>
<td>0.61 (0.36-0.86)</td>
<td>54.38³</td>
</tr>
<tr>
<td>&gt; 38.15</td>
<td>12</td>
<td>0.51 (0.37-0.64)</td>
<td>17.64³</td>
</tr>
<tr>
<td>Unspecified</td>
<td>3</td>
<td>0.80 (0.41-1.18)</td>
<td>0.40</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 60% female</td>
<td>14</td>
<td>0.49 (0.28-0.70)</td>
<td>51.25³</td>
</tr>
<tr>
<td>&gt; 60% female</td>
<td>11</td>
<td>0.67 (0.53-0.81)</td>
<td>15.94</td>
</tr>
<tr>
<td>Unspecified</td>
<td>2</td>
<td>0.55 (−0.08 to 1.17)</td>
<td>1.12</td>
</tr>
<tr>
<td>Sample size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 22 participants</td>
<td>13</td>
<td>0.67 (0.46-0.87)</td>
<td>17.24</td>
</tr>
<tr>
<td>&gt; 22 participants</td>
<td>14</td>
<td>0.52 (0.36-0.69)</td>
<td>56.36³</td>
</tr>
<tr>
<td>Training type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>20</td>
<td>0.60 (0.42-0.78)</td>
<td>57.51³</td>
</tr>
<tr>
<td>Passive</td>
<td>7</td>
<td>0.53 (0.34-0.71)</td>
<td>16.65³</td>
</tr>
<tr>
<td>Training trigger</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triggered</td>
<td>9</td>
<td>0.52 (0.33-0.71)</td>
<td>26.96³</td>
</tr>
<tr>
<td>On-demand</td>
<td>11</td>
<td>0.49 (0.37-0.62)</td>
<td>9.41</td>
</tr>
<tr>
<td>Unspecified</td>
<td>7</td>
<td>0.76 (0.38-1.14)</td>
<td>35.69³</td>
</tr>
<tr>
<td>No. of daily training episodes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 2</td>
<td>7</td>
<td>0.55 (0.24-0.87)</td>
<td>32.65³</td>
</tr>
<tr>
<td>&gt; 2</td>
<td>6</td>
<td>0.51 (0.20-0.82)</td>
<td>22.81³</td>
</tr>
<tr>
<td>Unspecified</td>
<td>14</td>
<td>0.63 (0.49-0.77)</td>
<td>17.48</td>
</tr>
<tr>
<td>No. of total training episodes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 84</td>
<td>7</td>
<td>0.48 (0.21-0.75)</td>
<td>36.62³</td>
</tr>
<tr>
<td>&gt; 84</td>
<td>6</td>
<td>0.62 (0.27-0.97)</td>
<td>17.77³</td>
</tr>
<tr>
<td>Unspecified</td>
<td>14</td>
<td>0.63 (0.49-0.77)</td>
<td>17.48</td>
</tr>
</tbody>
</table>

Notes:
- g: effect size
- 95% CI: 95% confidence interval
- Q, I²: heterogeneity
- k: number of studies
- n: total sample size
- d: effect size
- p: p-value
- #, $: additional notes
### Table 5. Effect sizes (Hedges’ g) of ecological momentary intervention by outcome type (within-subject analyses)\(^a\)

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Random effect model</th>
<th>Heterogeneity</th>
<th>Test of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k^b)</td>
<td>(n^c)</td>
<td>(g) (95% CI)(^d)</td>
</tr>
<tr>
<td>Overall</td>
<td>50</td>
<td>1830</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>15</td>
<td>468</td>
<td>0.47 (0.32-0.63)(^|)</td>
</tr>
<tr>
<td>Depression</td>
<td>17</td>
<td>870</td>
<td>0.48 (0.34-0.61)(^|)</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>5</td>
<td>199</td>
<td>0.40 (0.23-0.57)(^|)</td>
</tr>
<tr>
<td>Relaxation</td>
<td>3</td>
<td>106</td>
<td>0.28 (−0.46 to 1.01)</td>
</tr>
<tr>
<td>Acceptance</td>
<td>4</td>
<td>72</td>
<td>0.36 (0.13-0.59)(^i)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>6</td>
<td>115</td>
<td>0.38 (0.19-0.56)(^|)</td>
</tr>
</tbody>
</table>

\(^a\)Outliers were excluded from the presented moderation analyses (ie, 6 studies).
\(^b\)=number of studies.
\(^c\)=number of participants.
\(^d\)=effect size Hedges’ g with 95% CI.
\(^e\)=heterogeneity statistics.
\(^f\)=contrast between subgroups.
\(^\|\)=P<.001.
\(^i\)=P<.01.
Figure 2. Forest plot showing the effect of ecological momentary interventions (EMIs) on mental health complaints for all within-subject studies. The EMI sample (or condition) is reported after the year of publication when multiple EMI samples were included in a publication.

<table>
<thead>
<tr>
<th>Authors and Year</th>
<th>Hedges' g [95%CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al., 2012</td>
<td>3.00 [ 2.11, 3.89 ]</td>
</tr>
<tr>
<td>Altinen et al., 2013</td>
<td>0.87 [ 0.28, 1.46 ]</td>
</tr>
<tr>
<td>Alkens et al., 2015 - pooled participants</td>
<td>0.64 [ 0.50, 0.79 ]</td>
</tr>
<tr>
<td>Askins et al., 2009</td>
<td>0.60 [ 0.33, 0.86 ]</td>
</tr>
<tr>
<td>Ben-Zeev et al., 2014</td>
<td>0.49 [ 0.14, 0.85 ]</td>
</tr>
<tr>
<td>Burns et al., 2011</td>
<td>3.00 [ 1.27, 4.73 ]</td>
</tr>
<tr>
<td>Carissoli et al., 2015</td>
<td>0.13 [ -0.29, 0.56 ]</td>
</tr>
<tr>
<td>Dagosto et al., 2014 - mCBT</td>
<td>0.96 [ 0.49, 1.43 ]</td>
</tr>
<tr>
<td>Dagio et al., 2014 - mPIT</td>
<td>0.41 [ -0.04, 0.86 ]</td>
</tr>
<tr>
<td>Depp et al., 2015</td>
<td>0.36 [ 0.05, 0.67 ]</td>
</tr>
<tr>
<td>Enock et al., 2014</td>
<td>0.76 [ 0.56, 0.96 ]</td>
</tr>
<tr>
<td>Granholm et al., 2011</td>
<td>0.08 [ -0.22, 0.39 ]</td>
</tr>
<tr>
<td>Grassi et al., 2007 - MP3</td>
<td>-0.24 [ -0.60, 0.11 ]</td>
</tr>
<tr>
<td>Grassi et al., 2007 - Ninar</td>
<td>-0.12 [ -0.47, 0.23 ]</td>
</tr>
<tr>
<td>Grassi et al., 2007 - Vnarr</td>
<td>1.00 [ 0.56, 1.44 ]</td>
</tr>
<tr>
<td>Harrison et al., 2011</td>
<td>0.55 [ 0.16, 0.94 ]</td>
</tr>
<tr>
<td>Haffiziger et al., 2013</td>
<td>0.16 [ -0.12, 0.45 ]</td>
</tr>
<tr>
<td>Kenardy et al., 2003</td>
<td>2.00 [ 1.50, 2.50 ]</td>
</tr>
<tr>
<td>Lappalainen et al., 2013</td>
<td>0.93 [ 0.26, 1.60 ]</td>
</tr>
<tr>
<td>Ly et al., 2014 - behavioral activation</td>
<td>2.00 [ 1.49, 2.51 ]</td>
</tr>
<tr>
<td>Ly et al., 2014 - mindfulness</td>
<td>1.00 [ 0.58, 1.42 ]</td>
</tr>
<tr>
<td>Ly et al., 2012</td>
<td>0.23 [ -0.33, 0.78 ]</td>
</tr>
<tr>
<td>Newman et al., 1997</td>
<td>0.92 [ 0.19, 1.65 ]</td>
</tr>
<tr>
<td>Newman et al., 2014</td>
<td>1.00 [ 0.29, 1.71 ]</td>
</tr>
<tr>
<td>Pallavicini et al., 2009 - VRM</td>
<td>0.29 [ -0.45, 1.03 ]</td>
</tr>
<tr>
<td>Pallavicini et al., 2009 - VRMB</td>
<td>0.95 [ -0.02, 1.92 ]</td>
</tr>
<tr>
<td>Proudfoot et al., 2013</td>
<td>0.48 [ 0.30, 0.67 ]</td>
</tr>
<tr>
<td>Repetto et al., 2013 - VRM</td>
<td>0.88 [ 0.16, 1.59 ]</td>
</tr>
<tr>
<td>Repetto et al., 2013 - VRMB</td>
<td>0.60 [ -0.12, 1.32 ]</td>
</tr>
<tr>
<td>Ruzvi et al., 2011</td>
<td>0.42 [ 0.00, 0.84 ]</td>
</tr>
<tr>
<td>Shaprio et al., 2010</td>
<td>1.00 [ 0.27, 1.73 ]</td>
</tr>
<tr>
<td>Watts et al., 2013</td>
<td>6.00 [ 3.23, 8.77 ]</td>
</tr>
<tr>
<td>Wenze et al., 2014</td>
<td>0.72 [ 0.16, 1.28 ]</td>
</tr>
</tbody>
</table>

Figure 3. Funnel plot of standard error by Hedges’ g with imputed values based on Duval and Tweedie’s trim and fill method (within-subject studies).
Between-Subject Analyses

In the between-subject analyses, only 1 EMI group per study was included (see “Coding”). A total of 13 studies were included with 454 participants in the EMI condition and 522 participants in a control condition (waitlist, placebo, or active treatment control). The included studies were not significantly heterogeneous, $Q(12)=17.17, P=.14$. Moreover, the observed true variance was small ($I^2=30.13$). A small value of $I^2$ indicates that a large part of the variance is the result of random error. If one tries to explain this variance (with subgroup analyses), one tries to find an explanation for something that is in essence random [30]. Therefore, no attempt will be made to explain the variance in effect by testing differences due to outcome types and other moderators. Still, a random effect model was adopted because we do not assume a common effect size (despite the lack of statistical significant variance between studies) [30].

The effect for EMI in between-subject studies was $g=0.40, 95\% \text{ CI } (0.22-0.57), P<.001$ (see Figure 4). This effect can be considered small to medium. The funnel plot (see Figure 5) shows that there is indication for publication bias; the distribution of effects is asymmetrical as the sample size decreases. Specifically, effect sizes are more likely to fall to the right side of the mean when the sample size is small. Furthermore, the Egger’s test of intercept is significant, indicating that there is a risk for bias (intercept is 1.50, 95\% CI: 0.28-2.72) with $t(11)=2.708, 1\text{-sided } P=.01$. The trim and fill method was used to account for the missing studies. Six studies were added to the left of the mean (black circles in Figure 5), and the corrected effect size was $g=0.23, 95\% \text{ CI } (0.04-0.42)$. The corrected effect is considerably smaller than the uncorrected effect, which indicates that the uncorrected effect may be subject to publication bias and needs to be interpreted carefully. On the basis of the standardized residuals, no study was identified as an outlier.

Figure 4. Forest plot showing the effect of ecological momentary interventions (EMIs) on mental health complaints for all between-subject studies. The EMI sample (or condition) that was used to represent the active treatment condition is reported after the year of publication.

<table>
<thead>
<tr>
<th>Authors and Year</th>
<th>Hedges' g [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al., 2012</td>
<td>0.83 [ 0.27 , 1.39 ]</td>
</tr>
<tr>
<td>Carissoli et al., 2015</td>
<td>0.11 [-0.52 , 0.73 ]</td>
</tr>
<tr>
<td>Depp et al., 2015</td>
<td>0.47 [ 0.03 , 0.90 ]</td>
</tr>
<tr>
<td>Enock et al., 2014</td>
<td>0.04 [-0.22 , 0.31 ]</td>
</tr>
<tr>
<td>Grassi et al., 2007 - Vnar</td>
<td>0.75 [ 0.23 , 1.27 ]</td>
</tr>
<tr>
<td>Kemary et al., 2003</td>
<td>0.24 [-0.18 , 0.67 ]</td>
</tr>
<tr>
<td>Lappalainen et al., 2013</td>
<td>0.60 [-0.21 , 1.41 ]</td>
</tr>
<tr>
<td>Newman et al., 1997</td>
<td>0.38 [-0.50 , 1.27 ]</td>
</tr>
<tr>
<td>Newman et al., 2014</td>
<td>0.66 [-0.13 , 1.44 ]</td>
</tr>
<tr>
<td>Pallavicini et al., 2009 - VRMB</td>
<td>0.64 [-0.60 , 1.89 ]</td>
</tr>
<tr>
<td>Proudfoot et al., 2013</td>
<td>0.27 [ 0.04 , 0.49 ]</td>
</tr>
<tr>
<td>Repetto et al., 2013 - VRMB</td>
<td>0.46 [-0.50 , 1.43 ]</td>
</tr>
<tr>
<td>Watts et al., 2013</td>
<td>1.20 [ 0.36 , 2.05 ]</td>
</tr>
</tbody>
</table>

The effect for EMI in between-subject studies was $g=0.40, 95\% \text{ CI } (0.22-0.57), P<.001$ (see Figure 4). This effect can be considered small to medium. The funnel plot (see Figure 5) shows that there is indication for publication bias; the distribution of effects is asymmetrical as the sample size decreases. Specifically, effect sizes are more likely to fall to the right side of the mean when the sample size is small. Furthermore, the Egger’s test of intercept is significant, indicating that there is a risk for bias (intercept is 1.50, 95\% CI: 0.28-2.72) with $t(11)=2.708, 1\text{-sided } P=.01$. The trim and fill method was used to account for the missing studies. Six studies were added to the left of the mean (black circles in Figure 5), and the corrected effect size was $g=0.23, 95\% \text{ CI } (0.04-0.42)$. The corrected effect is considerably smaller than the uncorrected effect, which indicates that the uncorrected effect may be subject to publication bias and needs to be interpreted carefully. On the basis of the standardized residuals, no study was identified as an outlier.
Discussion

Principal Findings

The systematic review and meta-analysis was a first attempt to examine whether mobile technologies can be used to provide an effective intervention for mental health and under which circumstances this is the case. A total of 33 studies (n = 1301) were used to answer this question, and the included studies varied considerably in terms of study and intervention characteristics. The quality assessment indicated that the reported study quality was generally low. Specifically, the studies were at risk for bias caused by attrition, reliance on self-report measures, and the failure to blind personnel. Moreover, only a few studies reported using strategies to randomly allocate participants to conditions.

In the within-subject studies (n = 1008), a significant medium effect size (Hedges’ g) of 0.58 was found. The estimated effect size did not significantly differ per outcome type (i.e., anxiety, depression, perceived stress, acceptance, relaxation, and quality of life), although no significant effect was found for relaxation. Moderation analysis suggested that the effect on mental health was 62% larger when the EMI was part of a treatment package that included support of an MHP compared with stand-alone EMI. Moreover, this moderation analysis showed that the effect of EMI was smaller, but significant, in the population that had access to care as usual while using the EMI (e.g., inpatient or outpatient setting). It is possible to speculate about what caused this difference in effect; however, a clear comparison of the groups (and included studies) are very diverse. More specifically, the group that received EMIs while also having access to care as usual consisted largely of patients with severe complaints that might be less susceptible to change (e.g., schizophrenia or schizoaffective disorders, borderline personality disorder, and substance abuse).

With regard to the between-subject studies (n = 454), the estimated effect size was 0.40. The effect was, however, subject to publication bias, and the corrected effect was considered small, but significant (g = 0.23).

Both the within- and the between-subject analyses indicate that mobile technologies can be effectively used to deliver interventions for mental health. When interpreting this effect, it must be acknowledged that the effects were considerable smaller in the between-subject studies compared with the within-subject studies. A larger effect in within-subject studies is frequently observed. However, within-subject studies are limited because causality cannot—generally—not be inferred from these studies. Moreover, these studies have an increased risk for type-II errors, which implies that the conclusions from within-subject studies must be interpreted with caution [67]. Nevertheless, both study types provide a first—and positive—insight into how mobile technology can be used to improve mental health.

The finding that the effect of EMIs was stronger when support by an MHP was included is in line with findings from research on Internet interventions (e.g., [68,69]). Therefore, although fully automated EMIs can have a positive effect on mental health, it is additionally beneficial to include contact between researcher (or therapist) and participant. This contact could be a helpful tool to increase adherence and motivation, which in turn could result in a stronger effect. Unfortunately, it is currently unknown what levels of support are needed to optimize the effectiveness of EMIs. Future studies should differentiate what kind of contact is necessary for improvement. Not only is it important that we learn how much contact is required, but the when (e.g., beginning or during intervention), how (e.g., via mobile phone, email, or face-to-face), and what (e.g., should support focus on adherence or on the intervention) questions are also worth asking when developing evidence-based interventions [69]. In addition, it is worthwhile to consider which individuals stand to benefit from the support and if support is necessary for everyone. To specify, EMIs can be a valuable (first) step to treat the “worried well” and individuals with mild symptoms. Using EMIs to treat this group could be economically efficient, as mild problems constitute a major part of all reported mental health problems [70]. Treating this group using the cost-effective EMI...
methodology, frees resources (such as therapists) for those individuals who are in greater need of more intensive interventions. Moreover, it could help to improve the access to and quality of psychological care. Ideally, the progress of the individuals using the EMIs could be monitored so that alternative intervention options can be recommended when an EMI fails to be effective. Alternative intervention options could entail extra support (while using the EMI), an Internet intervention, or face-to-face intervention. Incorporating EMI in a stepped-care program could help in providing intensive intervention only when needed [71].

Apart from the moderator “support by an MHP,” no moderation effects were found for the other study or intervention characteristics. The intervention was, for example, equally effective for healthy versus clinical individuals. The absence of significant moderator variables implies that any form of EMI, irrespective of, for instance type of training or number of training episodes, is equally effective for all individuals. Obviously, this assumption is implausible, and it is more likely that the null findings are the result of the relative small number of studies that specifically reported the intervention characteristics (eg, number of training episodes and whether training was triggered) [72]. Considering that the research field of EMIs is relatively new, it is understandable that limited information is available on what characteristics of an intervention are considered effective (or active). It does, however, highlight the need for research that determines what the active features of an intervention are [73]. Potential questions that could be targeted relate to the frequency and duration of the intervention (eg, is daily practicing required, and if so, how many times a day?). Although initial research suggests that (daily) repetition is necessary to learn a new behavior [74], this should be further investigated using RCTs with EMIs. Another potential research endeavor is whether a training should be offered on-demand or whether it should be automatically triggered. A meta-analysis, investigating the use of triggers to stimulate engagement with digital interventions, found preliminary support for the use of technology (eg, texting or emails) to improve engagement [75]. This result is interesting, as mobile interventions would make it easy to trigger a training, but more studies are needed to establish if this effect is valid. Altogether, it is important that future research focuses on identifying the most potent feature(s) of an intervention.

Limitations

This meta-analysis is limited by the low reported study quality (ie, 2.29 on a scale from 0 to 6). When the reported study quality is low, the study may be subject to weakness in the experimental setup or to problems in the processing of the data. These shortcomings can influence the true effect and lead to an overrepresentation or underrepresentation [38]. However, reported study quality must not be confused with the actual quality of the study. To explain, studies may have used excellent set-ups but may have failed to adequately report their precise procedure. Indeed, most of the studies failed—on one or more occasions—to provide sufficient information to establish whether there was a risk of bias. To perform correct quality assessments, it is recommended that authors of future studies follow publication guidelines such as the CONSORT statement for RCT [76].

In line with the previous limitation, it is also important that sufficient intervention details are described so that other researchers can fully comprehend what the intervention entailed. In the included studies, the content of the intervention was described, yet other important intervention components—as suggested by Davidson et al [28]—were not always disclosed. For instance, 10 of the 33 studies (30%) failed to report how the intervention was triggered, and more than half of the studies did not explicate what the compliance with the intervention was. It is imperative that studies describe the full details of used intervention and the compliance with the intervention, and the guidelines by Davidson et al [28] can be used for this purpose. This information can ultimately be used to determine which interventions (or intervention characteristics) are the most effective.

Another limitation is that the larger part of the included studies used a within-subject design. Although this design can yield valuable information, RCTs (which use a between-subject design) are considered superior when evaluating interventions because these can be used to establish a causal relation. Moreover, some of the included studies (both within- and between-subject) had small sample sizes. Studies with small sample sizes may be statistically underpowered to detect an effect and have a lower study validity [72,77]. To further strengthen the body of knowledge on the effectiveness of EMIs, RCTs using adequate numbers of participants are needed.

Conclusions

To conclude, the meta-analysis found a small to medium effect of EMIs on mental health, and this effect did not differ across the different outcome types. Furthermore, the effect appeared to be larger when the EMI was supported by an MHP. It is important that future research determines how support by an MHP can best be implemented and if this support is a necessity for everyone. In addition, new research studies should investigate what the active features of an EMI are. Overall, the use of EMIs for improving mental health is supported; EMIs offer great potential for providing easy and cost-effective strategies to improve mental health and positive psychological well-being in the population.
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Abstract

Background: The objective of disease screening is to encourage high-risk subjects to seek health care diagnosis and treatment. Mobile phone apps can effectively screen mental health conditions, including depression. However, it is not known how effective such screening methods are in motivating users to discuss the obtained results of such apps with health care professionals. Does a mobile phone depression-screening app motivate users with high depressive symptoms to seek health care professional advice? This study aimed to address this question.

Method: This was a single-cohort, prospective, observational study of a free mobile phone depression app developed in English and released on Apple’s App Store. Apple App Store users (aged 18 or above) in 5 countries, that is, Australia, Canada, New Zealand (NZ), the United Kingdom (UK), and the United States (US), were recruited directly via the app’s download page. The participants then completed the Patient Health Questionnaire (PHQ-9), and their depression screening score was displayed to them. If their score was 11 or above and they had never been diagnosed with depression before, they were advised to take their results to their health care professional. They were to follow up after 1 month.

Results: A group of 2538 participants from the 5 countries completed PHQ-9 depression screening with the app. Of them, 322 participants were found to have high depressive symptoms and had never been diagnosed with depression, and received advice to discuss their results with health care professionals. About 74% of those completed the follow-up; approximately 38% of these self-reported consulting their health care professionals about their depression score. Only positive attitude toward depression as a real disease was associated with increased follow-up response rate (odds ratio (OR) 3.2, CI 1.38-8.29).

Conclusions: A mobile phone depression-screening app motivated some users to seek a depression diagnosis. However, further study should investigate how other app users use the screening results provided by such apps.
Introduction

Great computational and storage abilities as well as proximity to users potentially make mobile phone apps excellent health research tools that are capable of delivering complex health interventions [1]. In addition, research participants can be recruited directly from app stores [2,3]. Hence, various studies have explored the use of mobile phone apps locally and cross-country for health research, including cross-sectional studies [2,3], observational studies [4], and randomized controlled trials [5,6].

Mobile phone and Mental Health Screening

Current research on apps for screening and monitoring mental health has shown feasibility across diverse ranges of mental health conditions, including depression [3], bipolar disorder [7,8], anxiety disorders [9,10], and substance abuse disorders [2,5,6,11]. Furthermore, recent studies suggest that mobile phone ownership is very common among mental health patients and they have a strong interest in using mobile phones to monitor their mental health [12,13]. However, there is still very limited evidence regarding the efficacy of mobile phone-delivered mental health interventions or screening tools [14]. The limited quantity of studies conducted in this domain might be due to the lack of feasibility and low confidence that these interventions and/or screening tools will reach the targeted populations [3], and may be related to the fact that mobile phone technology is still nascent compared with other delivery channels for health interventions.

In a recent cross-sectional study, 8241 users from 66 countries from Apple’s App Store downloaded a depression-screening app [3]. A high percentage (73.9%) of app downloaders also submitted responses to the screening questionnaire [3], with 25.7% reporting that they had previously been diagnosed with depression [3]. Using two cutoff thresholds of the Patient Health Questionnaire (PHQ-9) depression screening tool, it was found that a large number of participants had high depressive symptoms yet were undiagnosed [3-15]. The studied app also reached various groups of people who were not previously diagnosed with depression yet had high depressive symptoms, and the app was able to reach a group of participants at risk of suicide [3]. In another study in South Korea, 27,159 participants were screened for bipolar spectrum disorders within a few months [8].

Mobile Phone Apps’ Potential in Mental Health Screening and Monitoring

Active data, in the form of questionnaires for mental health screening or monitoring, can bring clinical assessments from outside of the health care setting into the real-life environment, lived and experienced by patients [16]. In addition, there are dozens of mobile phone apps that provide mental health and depression screening, but few advise users to discuss results with their health care professionals and most do not provide any guidance about how to use such results. Due to the wide popularity of screening tests on mobile phone apps and on the Internet, people are likely to access and use apps, especially if aware of their depressive symptoms. However, once they are aware of the potential seriousness of symptoms, it is critical they take appropriate action and seek professional follow-up by discussing the results with a health care professional. However, it is not yet known how effective such screening methods are in motivating users to seek appropriate professional help. As the objective of screening for disease is to discover the undiagnosed problem so that the users can be placed under treatment [17], establishing an association between mobile phone self-screening for mental health conditions and the actions taken by the users based on their screening results is a critical step in assessing the feasibility, efficacy, and cost-effectiveness of such screening and monitoring methods.

The aim of this study was to address the following question: Does a mobile phone depression-screening app motivate users with high depressive symptoms to seek health care professional advice?

Methods

Design

This study was a single-cohort, prospective, observational study of a free mobile phone depression app that was developed in English utilizing the “Health Monitor” app template [18] and was released on Apple’s App Store. The users of the Apple’s App Store from any country can download the app after consenting to provide participant information; however, we limited the app availability to 5 countries: Australia, Canada, New Zealand (NZ), the United Kingdom (UK), and the United States (US). We selected these countries based on their high download and response rates in a previous feasibility study [3]. Users from other countries were excluded because, as provided by a previous study, the app stores function of limiting app users to specific countries in not fully accurate [2]. The research ethics committee at King Saud University approved this study.

Participants

Apple App Store users aged 18 or above, from the 5 nominated countries were recruited directly via the app’s download page in the Apple App Store. The consent and participants’ information are summarized in the app download page (Figure 1) and are included in the “about” section of the app. The studied app was published during the recruitment period (January 25 to March 25, 2015) to the Apple App Store, which was the main portal for advertising this study’s app. In addition, to boost the recruitment process, we advertised the app with demographic targeting (by country) using an in-app advertisement, that results in the app ad being displayed to Apple iPhone users while they are using other apps.
Recruitment and Data Collection

When a participant downloaded the app and ran it for the first time, the app assigned a unique device identifier to the user’s device and registered it in our secure online research database. The identifier will not change even if the user deletes the app or resets the device. This allowed anonymous data collection and prevented duplicate enrollments. After submitting demographic and baseline data on the first screen of the app, which included educational level, employment and income status, and other health-related characteristics such as chronic conditions, (Figure 2) the app users were able to complete the PHQ-9 on the second screen, including previous depression diagnosis and treatment as well as other depression risk factors, and were able to see their depression screening score. The PHQ-9 was selected over other depression screening tools because (1) it has been validated for use among various age groups [19-21] and (2) there appears to be strong correlation between scores reported from the app and scores reported on paper, with app-collected scores 3.02 (SD 2.25) points higher on average [22].

If the users get a score of 11 or more, the app recommends they discuss the test score with a health care professional. A threshold score of 11 or above was selected based on the literature, which, in pooled estimates of 10 studies had the best trade-off between sensitivity, 0.89 (95% CI 0.75 to 0.96), and specificity, 0.89 (95% CI 0.79 to 0.94) [23]. It is important to note that our app did not provide a diagnosis to the user as our main intention was to replicate the available mental health screening tests on the mobile phone app stores or the Internet. The classification of participants based on the PHQ-9 cutoff 11 was used internally and was not communicated to the participants.
In addition, all of the participants with PHQ-9 scores of 11 or above who did not indicate a previous diagnosis of depression were listed for automated follow-up after 1 month using push notifications. Push notification permits the database server to send messages to a specific user (similar to mobile short message service) at specified times or after a specific task, free of cost [24]. The 1-month follow-up period was selected arbitrarily because there are no specific guidelines regarding a definitive follow-up period but it struck a balance between clinical responsibility and effective push notification practicality. However, at the follow-up, we asked participants if they had discussed the results the app provided with a health care professional, and if so, that professional had diagnosed them with depression or not. We sent 5 push notification reminders over a 10-day period to help increase the follow-up response rate.

**Figure 2.** Screenshots of the app.

---

**Data Analysis**

The mean and SD of the quantitative variables were presented if they had a normal distribution, or the median and range were presented, as appropriate, and compared using t tests. We presented the categorical variables as percentages and CIs, and compared using Pearson’s chi-square test. As this study used automated electronic data collection, there were no missing values in the baseline data; the app also includes a data integrity check to prevent users from entering invalid data (such as a maximum age of 99). We used logistic regression to explore factors associated with response rate to the follow-up and with seeking professional help.

---

**Results**

**Uptake and Demographics**

In 2 months, 3984 users downloaded the app and 2689 out of 3984 (67.49%) completed the PHQ-9 screening. Of those who completed the screening, 151 users were not eligible for follow-up because they were not from the 5 countries targeted in this study and we were unable to identify from which country were. Thus, 2538 participants were included in this study and were eligible for follow-up. Table 1 shows the participants’ demographics.
Table 1. Demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (median range) (years)</td>
<td>27.0 (18-75)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1143 (45.0)</td>
</tr>
<tr>
<td>Male</td>
<td>1395 (54.9)</td>
</tr>
<tr>
<td>Country</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>283 (11.2)</td>
</tr>
<tr>
<td>Canada</td>
<td>541 (21.3)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1108 (43.7)</td>
</tr>
<tr>
<td>United States</td>
<td>497 (19.6)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>109 (4.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Above high school</td>
<td>1177 (46.4)</td>
</tr>
<tr>
<td>High school or less</td>
<td>1361 (53.6)</td>
</tr>
<tr>
<td>Income level</td>
<td></td>
</tr>
<tr>
<td>Less than US $20,000/year</td>
<td>1276 (50.3)</td>
</tr>
<tr>
<td>US $21,000-49,000/year</td>
<td>720 (28.4)</td>
</tr>
<tr>
<td>More than US $50,000/year</td>
<td>542 (21.4)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1151 (45.4)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>285 (11.2)</td>
</tr>
<tr>
<td>Student</td>
<td>593 (23.4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>509 (20.0)</td>
</tr>
</tbody>
</table>

Table 2. Country-based prevalence of undiagnosed higher risk of depression using the PHQ-9 threshold of 11.

<table>
<thead>
<tr>
<th>Country</th>
<th>United States</th>
<th>United Kingdom</th>
<th>New Zealand</th>
<th>Australia</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low depressive symptoms (PHQ ≥ 11)</td>
<td>368 (74.0%)</td>
<td>774 (69.9%)</td>
<td>153 (28.2%)</td>
<td>206 (67.3%)</td>
<td>1804 (70.9%)</td>
</tr>
<tr>
<td>High depressive symptoms (PHQ ≥ 11)</td>
<td>129 (26.0%)</td>
<td>334 (30.1%)</td>
<td>25 (27.5%)</td>
<td>100 (32.7%)</td>
<td>741 (29.1%)</td>
</tr>
</tbody>
</table>

Depression Screening and Follow-Up

There were 741 participants out of 2538 (29.1%) with high depressive symptoms (PHQ ≥ 11) as shown in Table 2, of which 419 (56.5%) had been previously diagnosed with depression. A total of 322 participants, therefore, fulfilled the study criteria for follow-up reminder messages. Of those who followed up, 239 out of 322 (74.2%) completed the follow-up questions. Addressing the principal aim of this study, 91 out of 239 (38%) self-reported consulting their health care professionals about the depression score provided via the app. Broken down by country of origin, 26 out of 53 (49%) Australian participants, who followed up, reported consulting their health care professionals regarding their PHQ-9 scores, compared with 23 out of 50 (46%) from Canada, 28 out of 85 (33%) from the United Kingdom, and only 14 out of 51 (27%) from the United States, with no differences between the countries ($\chi^2 = 7.4, P=.059$). Eventually, 27 out of 91 (29%) participants self-reported being diagnosed with depression as a result of the consultation with health care professionals.

Logistic regression analysis incorporating demographics (Table 1) and health characteristics variables (Table 3) identified only positive attitude toward depression as a real disease as being associated with increased follow-up response rate OR 3.2, CI 1.38–8.29.
### Table 3. Health characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1218 (48.0)</td>
</tr>
<tr>
<td>1-2 standard drinks/occasion</td>
<td>648 (25.6)</td>
</tr>
<tr>
<td>3-4 standard drinks/occasion</td>
<td>299 (11.8)</td>
</tr>
<tr>
<td>5+ standard drinks/occasion</td>
<td>373 (14.6)</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1747 (68.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>791 (31.2)</td>
</tr>
<tr>
<td><strong>Depression diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1934 (76.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>604 (23.8)</td>
</tr>
<tr>
<td><strong>High depressive symptoms</strong></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 cutoff of 11 or above</td>
<td>741 (29.2)</td>
</tr>
<tr>
<td>PHQ-9 less than cutoff of 11</td>
<td>1797 (70.8)</td>
</tr>
<tr>
<td><strong>Cigarette smoking</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1725 (67.9)</td>
</tr>
<tr>
<td>Yes, 10 cigarettes or less/day</td>
<td>352 (13.9)</td>
</tr>
<tr>
<td>Yes, 11-20 cigarettes/day</td>
<td>310 (12.2)</td>
</tr>
<tr>
<td>Yes, 21 cigarettes or more/day</td>
<td>151 (5.9)</td>
</tr>
<tr>
<td><strong>Attitude toward depression</strong></td>
<td></td>
</tr>
<tr>
<td>Depression is a real illness</td>
<td></td>
</tr>
<tr>
<td>Strongly agree/Agree</td>
<td>2184 (86.1)</td>
</tr>
<tr>
<td>Neutral</td>
<td>262 (10.3)</td>
</tr>
<tr>
<td>Strongly disagree/Disagree</td>
<td>92 (3.6)</td>
</tr>
<tr>
<td><strong>Attitude toward anti-depressant medications</strong></td>
<td></td>
</tr>
<tr>
<td>Help restore normal level of functioning?</td>
<td></td>
</tr>
<tr>
<td>Strongly agree/Agree</td>
<td>1107 (43.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>1089 (42.9)</td>
</tr>
<tr>
<td>Strongly disagree/Disagree</td>
<td>342 (13.4)</td>
</tr>
<tr>
<td><strong>Attitude toward counseling</strong></td>
<td></td>
</tr>
<tr>
<td>Help restore normal level of functioning</td>
<td></td>
</tr>
<tr>
<td>Strongly agree/Agree</td>
<td>1407 (55.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>843 (33.2)</td>
</tr>
<tr>
<td>Strongly disagree/Disagree</td>
<td>288 (11.4)</td>
</tr>
</tbody>
</table>

**Discussion**

In this study, 2538 participants from Australia, Canada, New Zealand, the United Kingdom, and the United States, completed the PHQ-9 depression screening using a mobile phone app. Of the respondents, 322 participants with high depressive symptoms who had not previously been diagnosed with depression were directed via the app to seek health care professional advice. The app also sent a follow-up message after 1 month using a mobile phone push notification asking users if they had sought health professional advice for the depression score they received from the app. Approximately 74% (239 out of 322) of users who scored highly on the app completed the follow-up, of which 38% (91 out of 239) had self-reported that they had consulted their health care professionals about the depression score provided via the app. The highest proportions of participants who had consulted a health care professional were from Australia and Canada.

**Depression Screening via Mobile Phone App and Motivation to Seek Help**

This study demonstrated that mobile phone users from a variety of countries were willing to use the depression-screening app and some acted on the results. More than one-third of the...
follow-up respondents acted on the recommendation provided via the app and 29% (27 out of 91) self-reported that they had received a diagnosis of depression from their health care professional at follow-up. This shows that mobile phone depression screening can influence users to discuss results obtained from a mobile phone screening test. However, we still do not know how the majority who did not sought help benefited from or used screening results.

The findings of this study on the ability of depression screening to motivate some of those screened to discuss the results with health care professionals are well matched with previous studies [25]. Although in this study we relied on the user to initiate the processes of seeking the health care professional help to interpret the results, such mobile phone mental health screening might be more effective if linked to electronic health records so that clinicians can view it to enhance the communication process. This should also follow the US Preventive Services Task Force’s recent recommendations about screening for depression in the general adult population, which also recommends adequate systems in place to ensure accurate diagnosis, effective treatment, and appropriate follow-up [26].

Depression Prevalence and Usage of the Depression-Screening App

Different studies have shown a strong relationship between socioeconomic status and the prevalence of depression. In this study, the majority of the participants who used the depression-screening app were in a lower-income demographic and earned less than US $20,000/year [27]. Although the prevalence of depression in the United States is supposedly high and has been reported to affect approximately 1 in 5 people [27,28], there were fewer participants from the United States, 497 (19.6%), than from the United Kingdom, 1108 (43.66%). There was a similar finding, 109 (4.3%) participants in the New Zealand subgroup that had previously been reported to have a high prevalence of depression had a lower response rate in this study. Thus, variations in mobile phone use and app ranking in each country might be the major causes of such variation [29].

Variation in Seeking Health Care Professional Advice

Australia and Canada had the highest proportions of users 49% (26 out of 53) and 46% (23 out of 50) respectively, who scored high on the app and reported going on to discuss the results with health care professionals. One of the possible reasons why more participants from Australia and Canada sought professional help could have been access to low-cost subsidized government-run health care systems. As previously mentioned, the majority of the participants had incomes of less than $20K/year, 1276 out of 2538 (50.28%). In the United States, the average direct annual per patient costs were $10,402 for bipolar patients and $7494 for depressed patients [30]. Therefore, providing free or affordable health care costs might be a major factor that motivates people with depression to seek professional help after general population screening. In addition, employees in the United States who are treated for depression incur annual per capita health and disability costs of $5415, which is significantly more than other diseases like hypertension, and treatment associated with a mean of 9.86 annual sick days, which is significantly more than other conditions [31].

Implications

There are various mobile phone apps in app stores that provide mental health or other health screening assessment tools (such as cancer screeners). However, the impact of such apps on consumer decisions is unknown. Moreover, there is no universal app store policy to responsibly direct consumers’ behavior regarding specific therapy [32]. It is recommended that app stores implement a responsible policy to force medical apps to declare that screening results obtained should be discussed with appropriate health care professionals. This criterion should also be included in the quality evaluation of any mobile phone health app. However, while positive screening results via mobile phone apps may stress a user, false negatives may also harm users, demotivating them from seeking health care advice.

Mental health screening apps need to implement functions to better motivate users to act on the provided screening results and encourage them to discuss the results with health care professionals. This study demonstrated that 148 out 239 (62%) respondents who demonstrated significant depressive symptoms did not discuss their results with a health care professional. The screening function alone might therefore not be sufficiently effective in motivating users to seek professional assistance. Improving this utility is critical when designing and implanting mobile phone technology for assistance with health care provision.

In a previous mobile phone depression-screening study, (2642/6089) 43.38% of participants completed the PHQ-9 questionnaire an average 5.3 times in the 4-month study period, with a depression score above 11 at the first test being associated with multiple PHQ-9 completions [3]. In another case study, 13 patients with major depressive disorder used a simple mobile phone app to answer 3 randomly sampled questions from the PHQ-9 survey 3 times per day for the duration of 1 month [33].

Given the feasibility of using mobile phone apps to monitor depressive symptoms, comparing a patient’s current responses to previous responses might help mental health practitioners make informed decisions [34]. Finally, although 2184 out of 2538 (86.05%) participants recorded a positive attitude toward depression as a real disease, only 1107 out of 2538 (43.61 %) had a positive attitude toward antidepressant medications’ ability to restore normal level of functioning. Future mental health mobile phone interventions may need to consider adding a component to improve attitude toward antidepressant medications.

Limitations

This study focused on simulating the real-world use of such screening tools. It deliberately recruited participants the typical way mobile phone users will seek apps and provided new evidence that relevant users in various countries seek and use mobile phone-based mental health interventions. This process limited the ability to validate the self-reported data, which is less rigorous than clinically validated data. Another limitation of this study is that the passive recruitment strategy might have drawn in participants more motivated to complete the screening and the follow-up, perhaps those aware of their mental health problem. To test the feasibility of using push notifications to follow up with participants, we used a short set of follow-up
questions. Therefore, this study did not provide details about the type of depression diagnosis or who provided the depression diagnosis (eg, a general practitioner or specialist). It is also unlikely that the population included in this study is representative of the depression prevalence in the population, as users had to have a mobile phone and be active app users. Moreover, the cohort design lacked a comparison or control group, which can provide results that are more rigorous. Finally, the demographics of users in this study do not reflect the national averages. For example, in the United States, depression rates were higher in 40-59 year olds and women. [35] However, in this study most of the participants were younger and more participants were male than females.

**Conclusion**

Previous studies have confirmed the feasibility of depression screening using mobile phone apps in various countries; however, it was unknown if such screening could motivate users to discuss the obtained results with health care professionals, and lead to clinical diagnosis. This study showed that a mobile phone depression-screening app could motivate some users to discuss the obtained results of such tests with health care professionals for further diagnosis and management. However, further study should investigate how other app users use the screening results provided by depression-screening apps.
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Abstract

Background: Technological advances have made it easier for researchers to collect more frequent longitudinal data from survey respondents via personal computers, smartphones, and other mobile devices. Although technology has led to an increase in data-intensive longitudinal studies, little is known about attrition from such studies or the differences between respondents who complete frequently administered surveys in a timely manner, and respondents who do not.

Objective: We examined respondent characteristics and behaviors associated with continued and on-time participation in a population-based intensive longitudinal study, using weekly web-based survey interviews over an extended period.

Methods: We analyzed data from the Relationship Dynamics and Social Life study, an intensive longitudinal study that collected weekly web-based survey interviews for 2.5 years from 1003 18- and 19-year-olds to investigate factors shaping the dynamics of their sexual behavior, contraceptive use, and pregnancies.

Results: Ordinary least squares and logistic regression analyses showed background respondent characteristics measured at baseline were associated with the number of days respondents remained enrolled in the study, the number of interviews they completed, and the odds that they were late completing interviews. In addition, we found that changes in pregnancy-related behaviors reported in the weekly interviews were associated with late completion of interviews. Specifically, after controlling for sociodemographic, personality, contact information, and prior experience variables, we found that weekly reports such as starting to have sex (odds ratio [OR] 1.17, 95% CI 1.03-1.32, P=.01), getting a new partner (OR 1.76, 95% CI 1.53-2.03, P<.001), stopping the use of contraception (OR 1.28, 95% CI 1.10-1.49, P=.001), and having a new pregnancy (OR 5.57, 95% CI 4.26-7.29, P<.001) were significantly associated with late survey completion. However, young women who reported changes in pregnancy-related behaviors also had lower levels of study attrition, and completed more interviews overall, than did their counterparts.

Conclusions: We found that measures of participation in a longitudinal study with weekly web surveys varied not only by respondent characteristics, but also by behaviors measured across the surveys. Our analyses suggest that respondents who experience the behaviors measured by the study may maintain higher participation levels than respondents who do not experience those behaviors.
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Introduction

Intensive longitudinal data are measures collected from participants across multiple observations. The number of observations that make data intensive is subject to debate, and “may be in the tens, hundreds, or thousands” [1]. The first intensive longitudinal data collections used pagers (beepers) to collect timed or event-driven data [2]. These studies were based on small, non-representative samples (eg, 75 high school students). Today, the widespread use of personal computers, smartphones, and other mobile devices greatly facilitate intensive data collection on larger and more diverse samples [1,3,4]. As these technologies become less expensive and more pervasive, intensive longitudinal data collection is likely to become even more common in survey research [5].

One obvious risk for studies with frequent measurement is the potential that some respondents will feel burdened by the task and will not continue in the study, or will respond sporadically to measurement attempts. If these respondents are different from those who remain in the study or who participate more consistently, then bias becomes a threat to the study [6]. Much research has addressed the causes and consequences of continued participation in multi-wave studies, as attrition affects the extent to which the sample remaining at the end of the study represents the initial sampling frame [7-14]. Little research, however, has addressed attrition in a population-based intensive longitudinal study with weekly interviews over a multi-year period.

Analyses of respondent characteristics and behaviors affecting on-time participation, an issue that is especially crucial to longitudinal designs with frequent measurement, are also lacking. Computer-based interviewing methods may tailor survey questions to reflect late or skipped participation by referring to the period since the respondent’s last interview. However, at some point, late participation in frequent data collections weakens the data set. For example, a weekly survey in which each survey is completed four weeks late becomes a monthly survey. Little is known about the differences between respondents who complete frequent surveys in a timely manner and respondents who do not.

In this analysis, we examined factors associated with continued and on-time participation in the Relationship Dynamics and Social Life Study (RDSL) study. The RDSL study collected weekly data from 18- and 19-year-old women on their attitudes, relationships, sexual behaviors, contraceptive use, and pregnancy status for 2.5 years, amounting to 130 observations from each fully participating respondent by the end of the study. By asking respondents to recall events over just the prior week, the study greatly increased researchers’ ability to determine the sequences of events leading to pregnancy, and to identify reciprocal relationships among attitudes and behaviors.

Using the RDSL data, we analyzed variance by individual characteristics and behaviors in the number of days respondents remained enrolled in the study, the number of survey interviews they completed, and the odds that they were late completing survey interviews. The individual variables were obtained from respondents’ self-reported characteristics at baseline, and subsequent pregnancy-related behaviors and experiences were reported during the course of the study.

Methods

The Relationship Dynamics and Social Life Study

The RDSL used a population-based sample of 1003 respondents randomly selected from a list of 18- and 19-year-old women registered as having either a driver’s license or a Personal Identification Card (PID) in a single county in Michigan, USA. The sampling method was a cost-based decision; due to the relatively sparse distribution of 18- to 19-year-olds in the general population, random selection from this pool allowed us to avoid screening a large number of households. Comparison of the driver’s license and PID data by zip code to 2000 census-based population projections revealed 96% agreement between the frame count and the projections for this population (authors’ calculations).

A 60-minute face-to-face baseline survey interview was conducted between March 2008 and July 2009 to assess important aspects of family background, demographics, attitudes, romantic relationships, education, and career trajectories. At the conclusion of this baseline interview, respondents were invited to participate in a journal that was a structured survey interview every week for 2.5 years, focused on measures of pregnancy desires, contraceptive use, pregnancy, and relationship characteristics/behaviors such as commitment and sex. Respondents could elect to complete journal interviews on the web or with an interviewer via phone. Ninety-two percent of women who agreed to complete the journal had internet access and were encouraged to complete their journal surveys by web. The journal portion of the study concluded in January 2012.

The response rate for the baseline survey was 83.72% (1003/1198) [15]. Almost all of those who completed the baseline survey enrolled in the journal portion of the study (98.9%, 992/1003). The first journal was completed with the help of the professional interviewer immediately following the baseline interview. Of the 992 respondents who enrolled, 953 (96.1%) completed a second journal on their own. Of these 953, 741 (77.8%) participated in the journal interviews for at least 18 months and 604 (63.4%) completed their final interview at 900 or more days after enrollment (2.47 years). Figure 1 shows the percentage of respondents who remained enrolled in the study from 30 days after enrollment to 900 or more days after enrollment. Of the 128,960 possible weekly journals the study aimed to collect across 2.5 years from the 992 enrolled respondents, 58,594 (45.44%) were completed. Considering weekly survey questions were adjusted to refer to the period since the last interview for up to two weeks between surveys, this resulted in only a modest number of missing weeks. Item-specific missing data in the weekly interviews was also quite low at 3%.

RDSL researchers took several steps to minimize attrition and nonresponse in the study. First, we provided three types of participant incentives: money, tokens of appreciation, and regular reports on our study findings. Respondents were paid...
$1 per weekly journal with $5 bonuses for on-time completion of five weekly journals in a row. Journal incentives were distributed via reloadable, prepaid debit cards. Our prior research suggests that the ease and speed of the journal incentive payments encouraged continued participation [16]. Respondents also received small tokens of appreciation for their continued participation in the journal study (e.g., a pen, compact, lip balm). We also provided regular reports to participants on current study findings, in large part because our previous ethnographic work with 18-year-olds indicated their desire to be kept apprised on the research to which they were contributing.

Second, we developed a multi-modal system of contacts to motivate and remind respondents to complete their weekly journals. The system, summarized in Figure 2, includes manual and automatic participant contact points that are recurrent and varied by mode, to increase response rates [17-20]. The day a journal is completed is day 0, with the next journal made available on the study’s website five days later, on day 5. On day 7, respondents were sent an automated invitation to complete the next journal via their selected contact mode (text messaging, email, or both). These automated invitations recurred on days 8 and 9, and on day 10 the reminder mode was switched to a telephone call. A second reminder call was made on day 12 and, if the journal was still not completed, a new automated invitation was sent via email or text message on day 14. This pattern of invitations and reminders was repeated until the respondent completed another journal interview or explicitly asked to be removed from the study. For participants not responding by day 30, we supplemented the automated email and text message reminders by mailing refusal-conversion packets to their homes that included a letter and a small gift (e.g., pen, compact, lip balm). In addition, we offered respondents cash bonuses by phone/email for completing the next journal of $10 at day 60, $20 at day 90, and $30 at day 120.

Finally, to decrease respondent burden, we kept the survey short (approximately five minutes) and included only questions that were essential to the study (determinants of pregnancy). For instance, we did not include questions on finances, which respondents tend not to want to answer [11,21]. See Barber et al. (2011) for more information regarding the design and implementation of the RDSL study [22]. Sample journal interviews are provided in Multimedia Appendix 1.

Figure 1. Continued participation in the journal.
Measures

Non-Time-Varying Individual Characteristics

For the 953 RDSL study respondents who completed at least two journal interviews, Multimedia Appendix 2 shows mean measures for five sets of individual-level variables collected during the baseline survey and journal: (1) sociodemographic characteristics, (2) personality characteristics, (3) contact information/mode, (4) adolescent experiences (prior to the study) related to pregnancy, and (5) changes summarized over the study period. We explored the relationship of these non-dynamic variables to weekly survey participation.

Sociodemographic Characteristics

Previous research has documented that respondents from low socioeconomic backgrounds, and minority respondents, are more likely to drop out of panel studies [23,24]. In these analyses, we investigated a large set of sociodemographic characteristics we have included in other studies [25-31]. As shown in Multimedia Appendix 2, approximately one-third of the analytic sample was African American. The very few Latinas in the sample were coded according to their answer to the question of their race (some selected African American, while others selected white). To measure education of these 18- and 19-year-olds, we used a categorical variable combining enrollment and attainment: 13.5% (129/953) were enrolled in high school, 28.5% (272/953) were enrolled in a 2-year college/vocational program, 27.7% (264/953) were enrolled in 4-year college, 21.9% (209/953) had completed high school but were not enrolled in further education, and 8.3% (79/953) dropped out of high school and were not currently attending school. More than one-quarter (26.3%, 251/953) of the respondents were receiving public assistance. On average, respondents rated the importance of religion in their lives as 2.69 on a scale of 1 (not important) to 4 (more important than anything else). Over one-half (52.4%, 499/953) grew up with two parents, 39.8% (379/953) with one biological parent only (no step-parent), and 7.9% (75/953) in another arrangement (e.g., with grandparents or an aunt). Respondents were relatively equally distributed across the four parental income categories, with the highest proportion (27.9%, 266/953) in the $15,000 - $44,999 category and 20.1% (192/953) not knowing their parents’ income. The average age at baseline was 19.19 years, with a median age of 19.

Personality Characteristics

Previous research has also documented the relationship between personality characteristics and study attrition. Attrition tends to be low among respondents who are assessed to be agreeable and/or conscientious, and higher among respondents who are extraverted [32]. The baseline interview included a series of questions adapted from the Neuroticism, Extraversion, and Openness to Experience-Five Factor Inventory (NEO-FFI), which measures extraversion, agreeableness, conscientiousness, neuroticism, and intellect/imagination [32]. Of the NEO-FFI’s 60 questions regarding personality traits, we included only the 40 used in Add Health Wave IV, presenting them as statements with five possible answers coded from 1 (strongly disagree) to 5 (strongly agree). As shown in Multimedia Appendix 2, respondents were distributed fairly evenly across the five personality categories using this coding scheme, with agreeableness and neuroticism ranking the highest and lowest in terms of respondents’ identification with the characteristic.
Contact Information/Mode
We also examined whether contact information provided, mode of the reminder, and mode of the journal interview were related to survey participation. Respondents were asked during the first journal interview (completed with the professional interviewer immediately following the baseline interview) to provide a home phone number, cell phone number, and an email address, with 84.1% (801/953) providing both an email address and a phone number and 15.9% (152/953) providing only one or neither. Respondents also selected their preferred automated reminder method for future journals, with 33.2% (316/953) electing to receive both a text and an email, and 66.8% (637/953) choosing one or neither reminder method. In addition, each week of the survey, respondents could elect to complete their interview via phone or web, with respondents ultimately completing 11.77% (6778/57,602) of all interviews by phone. Many of these phone call completions resulted from an interviewer-initiated call made on day 10 (the first day of manual contacts) in an attempt to complete the interview by phone. Thus, interviews completed by phone had a higher fraction late (1341/6778, 19.78%) than those completed on the web (5035/50,824, 9.91%).

Adolescent Experiences Related to Pregnancy
Although previous research has not linked pregnancy-related experiences to study attrition, we explored several salient experiences that occurred prior to the study period. At the baseline interview, 51.5% (491/953) of respondents reported having sex by age 16, 59.7% (569/953) reported two or more sexual partners prior to the study period, 48.1% (458/953) reported having had sex without contraception, and 26.0% (248/953) reported having a prior pregnancy (17.0% [162/953] had one prior pregnancy and 9.0% [86/953] had two or more).

Summary of Changes During the Study Period
The bottom of Multimedia Appendix 2 includes three variables that summarize reported experiential changes over the course of the entire study: respondents reported an average of 1.83 new sexual partners, 53.9% (514/953) reported having sex without contraception at least once during the study, and 20.6% (196/953) reported a pregnancy during the study. We included these summary measures in our models presented in Multimedia Appendix 3 that used the 953 respondents as the units of analysis. Recall that we lost 39 of the original 992 respondents who only completed the first journal, and for whom we have no measures of change reported in the journal.

Time-Varying Pregnancy-Related Behaviors
We also explored the relationship of dynamic variables collected during the journal interviews to weekly survey participation. Table 1 provides means for the weekly interview questions about sex, partners, contraception, and pregnancy from the 57,602 journal interviews completed by the 953 respondents. Each question referred to the period since the prior journal (unless the interview was >14 days late, in which case it referred only to the prior week). As shown, most interviews indicated no changes from week to week, however, the following transitions were reported over the course of the study.

| Table 1. Descriptive statistics for changes since prior journal (N=57,602 journals). |
|-------------------------|-------------------------|
| **Sex**                 | Proportion/Mean         |
| No change               | .84                     |
| Stopped having sex      | .08                     |
| Started having sex      | .08                     |
| **Partner transitions** |                        |
| No change               | .90                     |
| Break-up (partner at time 1; no partner at time 2) | .04 |
| New partner (no partner at time 1; partner at time 2) | .04 |
| Partner switch (partner at time 1; different partner at time 2) | .03 |
| **Contraceptive Use**   |                        |
| No change               | .92                     |
| Stopped using contraception | .04                  |
| Started using contraception | .04                  |
| **Pregnancy**           |                        |
| No change               | .99                     |
| Pregnancy ended         | .005                    |
| New pregnancy           | .004                    |

An average of 7.65% (4408/57,602) of all journal interviews indicated that the respondent had stopped having sex since the prior interview (reported sex in the prior interview, but reported no sex in the current interview) and 7.62% (4389/57,602) reported that they started having sex (reported no sex in the prior interview, but reported sex in the current interview).
terms of partner transitions, 4.08% (2353/57,602) of interviews indicated a break up (partner reported in the prior interview, but no partner reported in current interview), 4.08% (2353/57,602) indicated a new partner (no partner in the prior interview, partner in the current interview), and 2.69% (1548/57,602) indicated a partner switch (partner in the prior interview, different partner in the current interview). In terms of contraceptive use, 4.51% (2595/57,602) of interviews indicated stopping (contraceptive use in prior interview, no use in current interview) and 4.33% (2496/57,602) indicated starting (no contraceptive use in prior interview, use in current interview). Finally, 0.49% (284/57,602) of interviews indicated the end of a pregnancy (pregnant in prior interview, not pregnant in current interview) and 0.44% (254/57,602) indicated a new pregnancy (not pregnant in prior interview, pregnant in current interview).

We included these time-varying measures in our models that used the 57,602 journal interviews as the unit of observation (presented in Multimedia Appendix 4). Since each respondent will have experienced multiple changes between multiple pairs of journal interviews, we cannot include these measures of change in models using respondents as the unit of analysis (presented in Multimedia Appendix 3), but include instead the three summary measures of change from the bottom of Multimedia Appendix 2.

**Dependent Variables and Analytic Methods**

We used three dependent variables in our analyses: total days in the study for each respondent, total number of journal interviews completed by each respondent, and whether each journal interview was completed late.

Total days in study is a measure of attrition, and indicates the elapsed time from the first interview to the last interview. The mean days in study is 740.70, slightly more than two years, and ranges from 8 to 954 days. Figure 3 illustrates the distribution of this variable. Attrition is slightly higher in the first month, but declines steadily until 840 days (2.30 years). More than 63.4% (604/953) of the young women completed their final interview at 900 or more days (2.47 years). We used ordinary least squares (OLS) regression to model this dependent variable, with results presented in Multimedia Appendix 3.

The total number of journal interviews completed is a count of how many interviews the respondent completed. Among those who completed at least one journal interview after enrollment, the mean number of journals completed was 61.45, and ranges from 2 to 165. Approximately 15% of respondents completed fewer than 12 journal interviews. The target number of journals, which would require one every seven days, was 130. Figure 4 shows the distribution for this variable. As mentioned above, we encouraged respondents to complete journals every 7 days, but journals could be completed as early as 5 days after the previous journal was completed. Some respondents did choose to complete their journals more frequently than weekly and so they ended the study with more than 130 journals. We used OLS regression to estimate models of this dependent variable in Multimedia Appendix 3.

Finally, we looked at late completions, defining a late interview as one that occurred 14 or more days after the prior interview. An interview completed within 13 days still refers to changes since the prior interview, where at >14 days respondents were instructed to adjust the reference period to solely the week before, causing a period of missing data. As indicated in Table 2, only 11.07% (6376/57,602) of journals were completed late. We used logistic regression to estimate models of this dependent variable in Multimedia Appendix 4. This measure is specific to the journal interview, and it allows for an analysis of whether events that occurred just prior to the interview may have influenced the probability of late completion.

**Table 2.** Descriptive statistics for dependent variables

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Mean/ Proportion</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total days in study (n=953)</td>
<td>740.70</td>
<td>303.68</td>
<td>8 – 954</td>
</tr>
<tr>
<td>Total number of journals completed (n=953)</td>
<td>61.45</td>
<td>42.54</td>
<td>2 – 165</td>
</tr>
<tr>
<td>Journal completed late (n=57,602)</td>
<td>.11</td>
<td>---</td>
<td>0 – 1</td>
</tr>
</tbody>
</table>

We used multilevel logistic regression (estimated using the SURVEYLOGISTIC procedure in Statistical Analysis System) to estimate the log-odds of the interview being late, which accounted for the multiple journal interviews for each respondent. This model takes the form

\[
\logit(p_i) = \beta_0 + \gamma^t X_i + \delta^t Z_{it}
\]

where \(p_i\) is the probability of a journal interview being late, \(X_i\) is a set of non-time-varying characteristics of individual i, and \(Z_{it}\) is a set of time-varying characteristics associated with journal interview t, for each individual i. Thus, the model estimated effects on the probability of a particular journal interview being late as a function of both the characteristics of the individual completing the interview \(X_i\) and the events that occurred since the prior journal interview \(Z_{it}\).
Results

Multimedia Appendix 3 presents results for models predicting total days in the study (attrition) and total number of journal interviews completed. Results in columns 1 and 3 are for models using baseline measures only, while columns 2 and 4 are for models that add the three summary measures of experiences over the entire study period (number of new sexual partners, had sex without contraception, any pregnancy). These nested models allowed us to determine whether the relationship between baseline characteristics and participation were net of experiences during the study.

Total Days in Study

In the models of attrition shown in columns 1 and 2 of Multimedia Appendix 3, positive numbers indicate more days in the study and negative numbers indicate fewer days in the study. Column 1 shows that African American women remained in the study for 45 fewer days than white women. Young women with less education, and/or a mother who was younger than 20 at her first birth, remained in the study for fewer days than their more advantaged peers. Highly religious respondents remained in the study longer than their less religious peers. Personality characteristics did not predict attrition. Respondents who provided both an email address and a phone number stayed in the study nearly four months (114 days) longer than those who provided only one or no type of contact information. Entering the study with a prior pregnancy was not associated with attrition, but respondents who had two or more prior pregnancies remained in the study for approximately 90 fewer days than those with no prior pregnancies.

The model shown in column 2 of Multimedia Appendix 3, which includes the three summary measures of change, indicates that respondents who experienced changes during the study period remained in the study for a substantially longer period than their peers who experienced fewer or no changes. Respondents with more new sexual partners during the study period stayed in the study longer, on average, each new sex partner resulted in 27 additional days. Those who had sex without contraception stayed in the study for an average of 87 days longer than their peers.
who did not have sex without contraception. Additionally, respondents who reported a pregnancy remained in the study for 141 days longer than those who did not report a pregnancy. The effects of sociodemographic background, personality characteristics, pregnancy-related experiences that occurred prior to the study, and contact information on the total number of days in the study are largely net of experiences during the study. The effects of experiences during the study are net of sociodemographics, personality, contact information, and prior experiences.

Note that because the dependent variable is not normally distributed, we also used logistic regression to model the probability of remaining in the study for at least 741 days (the mean value of the continuous variable). Results did not differ, so we present the OLS models due to their simpler interpretation.

### Total Number of Completed Journals

Columns 3 and 4 in Multimedia Appendix 3 present OLS regression models of the total number of journal interviews completed by each respondent. This dependent variable represents both continued participation (total length of time in study is related to number of interviews completed) and timeliness (length of intervals between interviews is related to number of interviews completed). As such, it captures the quantity and quality of participation and, ultimately, the volume of information provided by respondents. In these models, positive coefficients indicate a larger number of completed journals at the end of the respondent’s participation in the study, and negative coefficients indicate a smaller number of journals.

It is not surprising that some of the respondent characteristics that predict attrition were also associated with total number of journals completed, given the relationship between these two variables. In addition to predicting fewer total days in the study, the following characteristics also predicted completing fewer journals: being African American, completing high school but not currently enrolled in school, having a mother whose first birth was before age 20, not providing detailed contact information (both phone and email), and having risky adolescent experiences with sex and pregnancy (sex without contraception, and/or two or more pregnancies). However, column 3 shows that the following factors that predict total days in the study were not associated with total interviews completed: being enrolled in high school (relative to enrolled in a 4-year college), being highly religious, and growing up with a single parent. Conversely, having dropped out of high school (relative to enrolled in a 4-year college), growing up with an other parental living arrangement (relative to two parents), and extraversion all predicted completing fewer journal interviews, but had no association with total days in the study. Finally, conscientiousness was associated with completing almost 6 more interviews, but did not predict days in the study.

Column 4 of Multimedia Appendix 3 shows that changes in sex and pregnancy experienced during the study were strong predictors of the total number of completed journals. Respondents with more new sexual partners and pregnancy (or pregnancies) during the study period completed more journal interviews; on average, each new sex partner resulted in nearly 4 additional journals, and those who experienced a pregnancy completed almost 7 more journals than those who did not. As was the case for models of total days in the study, the effects of sociodemographics, personality, contact information, and prior experiences on the total number of journal interviews were largely net of experiences during the study, and the effects of experiences during the study were net of sociodemographics, personality, contact information, and prior experiences.

### Late Journal Completion

Multimedia Appendix 4 presents models of whether each journal interview was completed late (>14 days since the prior interview). The unit of analysis is the journal interview rather than the respondent, therefore these models allowed us to examine if interviews were more likely to be late when changes in pregnancy-related behaviors were reported.

The coefficients in Multimedia Appendix 4 are the multiplicative effects on the odds of late journal completion (odds ratios). Thus, a coefficient of 1.00 indicates no effect, a coefficient less than 1.00 indicates lower odds of a late journal, and a coefficient greater than 1.00 indicates higher odds of a late journal. Column 1 presents results from the model based on respondent sociodemographic and personality characteristics, contact information/mode, and adolescent (pre-study) pregnancy-related experiences. The model shown in column 2 adds pregnancy-related changes since the prior journal.

A few background factors were associated with late journal completion: journals completed by African-American and/or less educated respondents were more frequently late than those completed by white/more-educated respondents. Journals completed by more conscientious respondents were less frequently late than those completed by less conscientious respondents. Respondents who provided both an email address and a phone number were less frequently late than those who provided only one or no type of contact information. Those who had sex without contraception during adolescence were more frequently late.

Pregnancy-related changes since the prior journal interview were strong and significant predictors of whether the subsequent journal interview was completed late. Weeks in which the respondent stopped having sex, started having sex, broke up with a partner, got a new partner, switched partners, stopped using contraception, started using contraception, got pregnant, or ended a pregnancy were all associated with late completion of the interview reporting these changes. Recall, however, that having these experiences throughout the study period was associated with less attrition from the study. Thus, although respondents with these experiences remained in the study longer, and completed more journal interviews, the interviews in which these behaviors were reported were more likely to be completed late.

### Discussion

In sum, our findings on duration of participation in an intensive longitudinal study are consistent with more general findings on survey participation: minority and lower socioeconomic status respondents remained in the study for a shorter period than others [11,23,24], and also completed fewer journals and had...
higher odds of late journal completion. Personality factors (extraversion, agreeableness, conscientiousness, neuroticism, and intellect/imagination) were not associated with overall time in the study, but extraverted and less conscientious respondents completed fewer interviews. Conscientious respondents also had lower odds of late journal completion. We found that contact information provided by the respondent was an important factor, with respondents who provided both an email address and a phone number remaining in the study longer, completed more journal interviews, and completed those interviews on time, compared to those who provided only one (or no) contact mode. This finding is consistent with existing research suggesting that pre-existing (at the time the study began) panel study commitment is a strong predictor of attrition [11]. We suspect that respondents who were more committed to participating in the RDSL study provided both email and phone contact information, while those less committed provided only one method, and those least committed provided no contact information.

Of greatest interest to our study, we found that experiences related to pregnancy were strong predictors of attrition and timeliness. Sex without contraception and two or more pregnancies before the study (during adolescence) were associated with higher levels of attrition and fewer total journal interviews during the study. Although these risky behaviors before the study were associated with attrition and fewer interviews, respondents with many changes in these behaviors during the study actually remained in the study longer and completed more interviews than their counterparts. This finding was reassuring since the RDSL was designed to investigate factors shaping the dynamics of sexual behavior, contraceptive use, and pregnancy. The specific weeks when changes in those risky sexual behaviors were reported, however, were more likely to be late (14 or more days since the prior interview) compared to weeks that continued the prior week’s behavior. This trend may be consistent with other research finding that shocks (typically life events or negative experiences with the survey) can lead to attrition [33]. In this study, although these experiences did not seem to increase attrition, they did delay survey responses. These results may also be consistent with research finding that health status predicts attrition [24], although that research did not specifically address pregnancy as a health status.

Our finding that respondents with dynamic experiences that were measured in the surveys remained in the study longer and completed more journal interviews is consistent with studies finding that boring survey modules increase attrition [11], and that tailored questionnaire content reduces attrition [21]. Further, we know from semi-structured interviews and an open-ended question at the end of each weekly journal interview that some respondents found the long-term and repetitive nature of the journal interviews tedious. This problem is highlighted by several responses to the weekly question, “Is there anything else you would like to tell us?” Responses included, “I think that you guys need to ask different questions. I am answered (sic) the same questions over and over again.”, “No but I think you should make the survey shorter or combine it to a couple of pages.”, and “Same questions every week!!! Come on.” We speculate, therefore, that perhaps the frequent interviews may have seemed less burdensome for respondents whose lives included more changes in the experiences that were the focus of the study. Changes in these experiences would result in more varied survey content from week to week. This issue was also hinted at in some of the responses to the open-ended question at the conclusion of the journal, for example, “Doing this survey helps me to vent quite a bit because I don’t have many people around me that I can tell the whole truth to. So thank you for this opportunity…”

Overall, our analyses suggest that attrition was a relatively smooth process in our study, with slightly higher rates in the first month, but then low rates that increased slowly and steadily until the end of the study. Further, the vast majority of respondents (90.7%, 865/953) completed at least half of their journal interviews on time (before 14 days had passed).

Our study focused on a young age group (18 and 19 years old at the beginning of the study, and 20 to 22 years at the end) that typically has higher attrition than older adults [23], suggesting that our attrition rate may have been higher than similar studies of older age groups would be. However, given that tailored content can reduce attrition, and our substantive topics were so important to this age group, our study may have had lower attrition than other studies. We present this as a case study, with the hope that further studies will explore attrition in surveys about other topics, and with other age groups.

Limitations and Future Research

This study of continued and on-time participation in a weekly survey, as well as the RDSL study more generally, has several important limitations. Most significant, we lack crucial information about respondents who dropped out of the study. Although we can summarize changes experienced during the period that attritors remained in the study, we do not know what events occurred just prior to their decisions to stop participating. For example, although we found that respondents dropped out at higher rates after reporting a pregnancy, some respondents may have left the study when they discovered they were pregnant but had not yet reported it. We do not believe that this is the case, considering our study’s pregnancy rates closely resemble the vital statistics rates for this age group in this area, but we cannot rule out this possibility. Further, we do not know what other unmeasured experiences may have contributed to respondents’ decisions to drop out.

The narrow geographic focus (a single county in Michigan) of the RDSL study is also a limitation. However, although the sample is not representative of the United States as a whole, Michigan falls close to the national median for many of the measures of interest in this study: cohabitation, marriage, age at first birth, completed family size, non-marital childbearing, and teenage childbearing [34]. This information does not suggest that Michigan is representative of the nation, but implies that it is not an outlier. Another constraint is that the study includes only a small number of Latinas, which is a growing demographic group in the United States. We hope that the research findings of the RDSL will motivate future researchers to implement journal methods on larger and more diverse populations.

http://www.jmir.org/2016/6/e105/
This study focused on a narrow age range, and a set of topics that were of great importance to the study population. It is difficult to know how these general conclusions about attrition— that those with the most experiences related to the subject of the study participate longer and complete more interviews, but have higher odds of late interviews—would translate to surveys on other age groups or on other topics. It is possible that studies focused on topics of specific interest to the age group in the study might have less attrition than others.

Finally, our study design did not include experiments related to reducing attrition. With a few minor differences, all respondents were subject to the reminder protocol described in Figure 2, and the incentive protocol described above, across all weeks in the study. Additionally, all respondents were asked to complete the surveys weekly and so we do not know if participation would have been different if we had asked some or all respondents to complete the surveys less frequently. Future intensive longitudinal surveys should include experiments designed to test and optimize reminder and incentive protocols, and to determine the ideal frequency of measurement.

Experiments are also needed to determine how to keep respondents engaged in intensive longitudinal surveys. In this study, the complicated nature of the association between pregnancy-related behaviors and study participation—the reduced timeliness of interviews during weeks of change, but the larger number of interviews for respondents who experienced more changes in these behaviors—highlights the need for responsive designs in social research. For example, respondents who are not sexually active might be more engaged if the frequency of interviews was reduced to monthly, or if interview content could be tailored to better reflect their experiences. Respondents who are sexually active, and who may have trouble completing their journal interviews during particularly busy weeks of their lives, may find it easier to participate via a mobile version of the journal interview. In fact, if we were to conduct this study again today, we would have a mobile site or app available to complete the survey, given current knowledge and the increase in smartphone and mobile device use among this population [35].

Conclusions
We have demonstrated in this paper that participation in an intensive longitudinal study with weekly web surveys may vary not only by respondent characteristics, but also by behaviors measured across the surveys. Our analyses suggest that respondents who experience the behaviors measured by the study may participate more than respondents who do not experience those behaviors. These results highlight the need for experiments to determine the most effective data collection strategies and procedures for assuring continued and on-time participation in intensive longitudinal studies.
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Abstract

Background: Traditional cohort studies are important contributors to our understanding of inflammatory bowel diseases, but they are labor intensive and often do not focus on patient-reported outcomes. Internet-based studies provide new opportunities to study patient-reported outcomes and can be efficiently implemented and scaled. If a traditional cohort study was linked to an Internet-based study, both studies could benefit from added synergy. Existing cohort studies provide an opportunity to develop and test processes for cohort linkage. The Crohn’s and Colitis Foundation of America’s (CCFA) Partners study is an Internet-based cohort of more than 14,000 participants. The Ocean State Crohn’s and Colitis Area Registry (OSCCAR) is an inception cohort. The Sinai-Helmsley Alliance for Research Excellence (SHARE) is a multicentered cohort of inflammatory bowel disease patients. Both the later cohorts include medical record abstraction, patient surveys, and biospecimen collection.

Objective: Given the complementary nature of these existing cohorts, we sought to corecruit and link data.

Methods: Eligible OSCCAR and SHARE participants were invited to join the CCFA Partners study and provide consent for data sharing between the 2 cohorts. After informed consent, participants were directed to the CCFA Partners website to complete enrollment and a baseline Web-based survey. Participants were linked across the 2 cohorts by the matching of an email address. We compared demographic and clinical characteristics between OSCCAR and SHARE participants who did and did not enroll in CCFA Partners and the data linkage.

Results: Of 408 participants in the OSCCAR cohort, 320 were eligible for participation in the CCFA Partners cohort. Of these participants, 243 consented to participation; however, only 44 enrolled in CCFA Partners and completed the linkage. OSCCAR participants who enrolled in CCFA Partners were better educated (17% with doctoral degrees) than those who did not (3% with doctoral degrees, P=.01). In the SHARE cohort, 436 participants enrolled and linked to the Partners cohort. More women (60% vs 50%) linked and those who linked were predominantly white (96%; P<.01). Crohn’s disease patients who linked had lower...
mean scores on the Harvey-Bradshaw Index (3.6 vs 4.4, P<.01). Ulcerative colitis patients who linked had less extensive disease than those who did not link (45% vs 60%, P<.01).

Conclusions: Linkage of CCFA Partners with cohorts such as OSCCAR and SHARE may be a cost-effective way to expand the infrastructure for clinical outcomes and translational research. Although linkage is feasible from a technical, legal, and regulatory perspective, participant willingness appears to be a limiting factor. Overcoming this barrier will be needed to generate meaningful sample sizes to conduct studies of biomarkers, natural history, and clinical effectiveness using linked data.
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Introduction

Cohort studies are designed to evaluate risk factors for developing a health condition and/or factors which affect the natural history of disease [1]. In traditional cohort studies, subjects are extensively characterized at baseline (eg health history, environmental exposures), often with the collection of biosamples and observed over time for the development of outcomes of interest. These outcomes usually include important medical events such as surgery, cancer, or death. In recent years, there has been growing interest in the use of the Internet and social media to develop electronic cohorts, which focus on patient-reported exposures and health behaviors and patient-reported outcomes (PROs) such as fatigue, well-being, and illness experience [2-5]. Electronic cohorts have the advantage of efficient recruitment and data collection and may be less costly to maintain over time. Linking a traditional cohort with an electronic cohort offers an opportunity to derive the benefits of both cohort designs. This hybrid cohort would have the benefit of well-characterized, validated cases and biological specimens. The speed and low cost of the electronic component would provide a cost-effective approach to evaluate an extended array of PROs. Translational studies could exploit the biological samples in the hybrid cohort.

Two novel and complementary cohort studies initiated by the Crohn’s and Colitis Foundation of America (CCFA) provide an opportunity to develop and test the process of cohort linkage. The Ocean State Crohn’s and Colitis Area Registry (OSCCAR), a traditional cohort study, is an inception cohort that includes medical record abstraction, patient surveys, and biospecimen collection. CCFA Partners is an electronic cohort of more than 14,000 participants with inflammatory bowel diseases (IBDs) that focuses on patient-reported exposures and outcomes. In addition, IBD patients enrolled in the Sinai-Helmsley Alliance for Research Excellence (SHARE), a 7-center prospective observation cohort, were also evaluated to test the linkage of a traditional cohort to an electronic cohort. As these cohorts have different areas of focus, they are complementary to one another. If successful, linkage would provide a cost-effective strategy to expand the data assets of both cohorts, enabling studies not possible in either cohort alone. Record linkages of this kind have the potential to create information-rich environments [6] allowing for a more patient-centered and holistic approach to observational research, patient care, and improved patient outcomes.

Other record linkage initiatives have been established around the world for a variety of research purposes. For example, Australia’s Population Health Research Network is expected to be the world’s “largest population database supporting health research, policy, and planning” and links together a number of health administrative databases [7]. Researchers in Canada are working to link health administration data with data from the Canadian Longitudinal Study on Aging cohort and the Canadian Partnership for Tomorrow Project cohort [8]. An initiative in the United Kingdom aimed to link PRO measures reported through an Web-based data collection system to clinical data in a cancer registry [9]. To our knowledge, our study represents the first published attempt to link data from a traditional, inception cohort to a large electronic cohort.

The objectives of this project were (1) to develop the technical, regulatory, and legal infrastructure to corecruit OSCCAR and SHARE participants and into CCFA Partners and link the data assets of these 2 cohorts and (2) to evaluate the feasibility of this corecruitment and linkage process. If successful, linkage of these cohorts would produce a “virtual database” of expanded clinical, PROs, and biospecimen data.

Methods

Study Setting

OSCCAR

OSCCAR is a novel, community-based inception cohort of 408 Crohn’s disease (CD) and ulcerative colitis (UC; IBD subtypes) patients launched in Rhode Island in 2008 and closed to enrollment in 2013. Funded by the Centers for Disease Control and Prevention, investigators at Mount Sinai Hospital, Harvard Medical School, and the Warren Alpert Medical School of Brown University jointly manage the OSCCAR cohort. The cohort is designed to collect data on incidence rates of CD and UC, disease outcomes, and factors predictive of disease onset and outcomes. In addition to the prospective and longitudinal collection of clinical data by physician report and chart abstraction, OSCCAR participants complete regular surveys and contribute to a biobank of blood, urine, and stool specimens [10].

Newly diagnosed pediatric and adult patients with IBD who were residents of Rhode Island were referred by their diagnosing gastroenterologist or surgeon for enrollment in OSCCAR from January 2008 to January 2013. After informed consent, diagnosis of IBD was confirmed by chart review by medically trained...
study personnel according to standard criteria of the National Institutes of Diabetes and Digestive and Kidney Diseases IBD Genetic Consortium. Participants were visited at study enrollment and requested to provide blood, urine, and stool samples. All subjects were also asked to complete the Inflammatory Bowel Disease Questionnaire, IMPACT Questionnaire, Short Form Health Survey (SF)-36, EuroQoL 5, Work Productivity and Activity Impairment Questionnaire, Functional Assessment of Chronic Illness Therapy, Short Inflammatory Bowel Disease Questionnaire, An Assessment of Environmental Risks for Ulcerative Colitis and Crohn’s Disease in the United States, and PHQ-8 Depression Diagnostic and Severity Measure [11-17]. Subjects with CD were asked to complete the Harvey-Bradshaw Index (HBI). Subjects with UC were asked to complete the Simple Clinical Colitis Activity Index (SCCAI). The participants are contacted every 6 months through the study period to update their profiles and collect specimens [10, 18].

Share
The SHARE is a prospective observational cohort of patients with IBDs. The cohort was established with the goal of creating a database of clinical information and a repository of biological specimens for genetic, molecular, and microbiological research to better understand IBD and to help develop new therapies. Starting in July 2012, patients were recruited from 7 academic centers around the United States: Mount Sinai Hospital, University of Chicago Medical Center, Massachusetts General Hospital, Cedars-Sinai Medical Center, Mayo Clinic, Rochester, University of North Carolina at Chapel Hill Hospital, and Washington University, Saint Louis, Medical Center. Enrollment is currently ongoing.

Patients who are aged younger than 18 years, unable to understand or provide informed consent, and do not have a confirmed diagnosis of IBD in their medical records were excluded. Recruited patients provided demographic information, medical history, surgical history, family history, medication use, extraintestinal manifestations, and blood samples via an interview with a study coordinator. Disease characteristics, medication use, extraintestinal manifestations, and laboratory results are obtained from the medical record by the study coordinator. The HBI, SCCAI, and Modified Pouchitis Disease Activity Index are completed during the study visit by the investigator or a study coordinator [19-21]. The Depression Activity and Severity Index (PHQ-8) and Manitoba Index are completed by the patient during the study visit [17, 22].

CCFA Partners
CCFA Partners is a validated, Internet-based, long-term cohort study of adult subjects with IBD initiated in July 2011 and administered by the University of North Carolina, Chapel Hill. The development of CCFA Partners has been described in detail previously [23]. In brief, participants with a self-reported diagnosis of UC, CD, or indeterminate colitis were recruited through CCFA email rosters, the CCFA website, social media outlets, and at educational and fundraising events. The baseline and subsequent surveys administered every 6 months include questions regarding demographics, disease type, disease course and activity, IBD-related treatments, and concurrent medication use including alternative medicines, family history of disease, diet, exercise, and PROs including quality of life and medication adherence [23]. To date, over 14,000 people with IBD have been enrolled. Published and planned studies using data generated from the CCFA Partners e-cohort include the evaluation of (1) the impact of IBD on important, patient-centered outcomes, (2) the role of environmental influences (eg, sleep, depression, diet, exercise) on disease activity, (3) patient perceptions on selected topics such as quality of care, biobanking, and so forth, and (4) clinical effectiveness and drug safety research [24-29]. Further details on the validation of patient-reported data in a subset of CCFA Partners are published [30].

Linkage Process

Eligibility
To enable record linkage, we identified members of OSCCAR and SHARE who met the criteria for membership in CCFA Partners, including having a diagnosis of IBD and access to the Internet.

Education and Recruitment
OSCCAR participants are seen in person at years 1 and 5 after enrollment and are contacted by phone every 6 months. During these points of contact, OSCCAR staff provided participants with recruitment materials about the CCFA Partners cohort and the OSCCAR-CCFA Partners linkage study. Participants were also provided with the CCFA Partners Web address for additional information. All OSCCAR participants were contacted on at least three occasions.

SHARE participants were asked if they were interested in participating in CCFA Partners at the time of their enrollment in SHARE between July 2012 and December 2014. Cedars-Sinai Medical Center did not participate in this linkage study.

Linkage
Participants were linked across the 2 cohorts by the matching of their email addresses. After informed consent for the data linkage, participants were sent an automated email with instructions on how to access the CCFA Partners website to complete CCFA Partners enrollment/consent and to fill out the baseline survey. Each participant was sent up to three email reminders. In addition, in the OSCCAR cohort, the study coordinator and research assistants sent personalized letters and made phone calls to each individual to encourage completion of the linkage process.

Ethics
The study protocol was approved by the Institutional Review Boards at Rhode Island Hospital, the University of North Carolina at Chapel Hill, and the Institutional Review Boards of the SHARE sites that participated. Personal health information was protected across linkages by using deidentified study identification numbers. Where necessary, personal identifiers for consented participants were made available to trained research staff identifiers through a password-protected Web portal.
Analysis

The enrolled subjects were compared to the unenrolled subjects. Categorical variables were compared using Fisher’s exact tests or chi-square tests as appropriate and continuous variables were compared using t tests. All P values less than .05 were considered statistically significant. Analyses were performed using SAS 9.4 (SAS Institute, Cary, NC) and Stata 14.0 (StataCorp, College Station, TX).

Results

OSCCAR

Figure 1 illustrates the recruitment process for the CCFA Partners/OSCCAR linkage. A total of 408 participants have been enrolled in OSCCAR. Seventy-six of these subjects are no longer being followed because of voluntary withdrawal, loss to follow-up, criteria insufficient for a diagnosis of IBD, or death. An additional 12 subjects report not having access to the Internet. Of the remaining 320 participants who were eligible for linkage, all were approached for participation. Two hundred forty-three subjects consented to linkage with the Partners cohort, 25 declined participation, and the remaining 52 did not respond to recruitment efforts. Of those who consented to participation, 44 (14% of those eligible) completed the linkage.

Table 1 shows characteristics of OSCCAR cohort members who were successfully enrolled in and completed linkage with CCFA Partners compared with members who did not. The OSCCAR cohort is predominantly white (97%) and race did not appear to influence CCFA Partners enrollment and linkage. The mean age at diagnosis was 34 years in the linked group and 33 years in the unlinked groups. Similarly, disease type did not affect enrollment. Of those who completed linkage, 28 (63%) had CD and 122 (38%) of linked and unlinked subjects were diagnosed with UC, respectively.

OSCCAR participants who were successfully recruited into CCFA Partners were more educated (8 participants [17%] with a doctoral degree) than those who were not (7 participants [3%] with a doctoral degree, P=.01). Similarly, those who did not enroll in CCFA Partners were numerically more likely to have not attained a bachelor’s degree than those who did enroll; however, this was not statistically significant. There were no other significant demographic or clinical differences (eg, disease activity, disease behavior, disease location, medication use).

Figure 1. Recruitment efforts for the CCFA Partners/OSCCAR record linkage.
Table 1. Characteristics of OSCCAR cohort members who linked with CCFA Partners

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Linked (n=44)</th>
<th>Unlinked (n=224)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Female</td>
<td>75</td>
<td>64.3</td>
<td>.22</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% White</td>
<td>97.7</td>
<td>96.6</td>
<td>1</td>
</tr>
<tr>
<td>% Black</td>
<td>2.3</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>% Hispanic or Latino</td>
<td>4.6</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>% Ashkenazi Jewish</td>
<td>11.9</td>
<td>4.2</td>
<td>.06</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Less than Bachelor’s degree</td>
<td>34.5</td>
<td>53.2</td>
<td>.07</td>
</tr>
<tr>
<td>% Bachelor’s degree</td>
<td>41.4</td>
<td>31.4</td>
<td>.29</td>
</tr>
<tr>
<td>% Master’s degree</td>
<td>6.9</td>
<td>12.2</td>
<td>.54</td>
</tr>
<tr>
<td>% Doctoral degree</td>
<td>17.2</td>
<td>3.2</td>
<td>.01</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Paid occupation</td>
<td>54.6</td>
<td>50</td>
<td>.78</td>
</tr>
<tr>
<td>% Disabled</td>
<td>2.3</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>% Other</td>
<td>43.2</td>
<td>45.1</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>25</td>
<td>36.3</td>
<td>.17</td>
</tr>
<tr>
<td>Ever smoked</td>
<td>18.2</td>
<td>17</td>
<td>.83</td>
</tr>
<tr>
<td>Disease course</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age at diagnosis (years)</td>
<td>34</td>
<td>33</td>
<td>.89</td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Diagnosis of Crohn’s disease</td>
<td>63.4</td>
<td>59.8</td>
<td>.39</td>
</tr>
<tr>
<td>% Diagnosis of ulcerative colitis</td>
<td>31.7</td>
<td>37.9</td>
<td></td>
</tr>
<tr>
<td>% Diagnosis of indeterminate colitis</td>
<td>4.9</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>% History of bowel resections</td>
<td>6.5</td>
<td>16.7</td>
<td>.18</td>
</tr>
<tr>
<td>% Pyoderma gangrenosum</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>% Erythema nodosum</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>% Scleritis/episcleritis/iritis/uveitis</td>
<td>4.6</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>% Sacroiliitis</td>
<td>4.6</td>
<td>1.3</td>
<td>.19</td>
</tr>
<tr>
<td>% Family history of IBD</td>
<td>32</td>
<td>35</td>
<td>.73</td>
</tr>
<tr>
<td>Medications</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Steroid usea</td>
<td>4.9</td>
<td>3.7</td>
<td>.66</td>
</tr>
<tr>
<td>% Aminosalicylate usea</td>
<td>41.5</td>
<td>37.5</td>
<td>.73</td>
</tr>
<tr>
<td>% Immunomodulatorsa</td>
<td>12.2</td>
<td>19.4</td>
<td>.38</td>
</tr>
<tr>
<td>% Biologic usea</td>
<td>24.4</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>Crohn’s disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Ileal</td>
<td>20</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>% Colonic</td>
<td>28</td>
<td>27.7</td>
<td></td>
</tr>
<tr>
<td>% Ileo-colonic</td>
<td>52</td>
<td>50.1</td>
<td></td>
</tr>
</tbody>
</table>
Share

Of the SHARE participants from July 2012 to December 2014 who were approached to enroll in the CCFA Partners cohort, 1671 (75%) consented to linkage. However, only 24% (n=436) completed the linkage by enrolling in the Partners cohort (see Figure 2). Enrollment varied by study center. Table 2 shows characteristics of SHARE cohort members who were successfully enrolled in and completed linkage with CCFA Partners compared with members who did not. Gender was a notable difference: of those who linked, 263 (60%) were women, compared to 898 (50%) of those who did not link (P<.01). Linked subjects were predominantly white (96%; n=417); there were more blacks who did not link (6%; n=115; P<.01). Of those who linked, 49% (215) were using biological agents compared to 43% (767) of those who did not enroll (P=.02). There were no significant differences in patterns of use for other medication classes. Although there were no significant differences in disease location in CD, linked subjects had a mean HBI of 3.6 and those who did not link had a mean HBI of 4.4 (P<.01). Among those subjects with UC, 40% (176) of linked subjects had left-sided colitis compared to 27% (491) of those who did not link and 45% (196) of linked subjects had extensive colitis, compared to 60% (1066) of those who did not link (P<.01). However, there was no difference in the mean SCCAI score.

Figure 2. Recruitment efforts for the CCFA Partners/SHARE record linkage.

<table>
<thead>
<tr>
<th></th>
<th>Linked (n=44)</th>
<th>Unlinked (n=224)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Concomitant upper disease</td>
<td>15.4</td>
<td>20.6</td>
<td>.79</td>
</tr>
<tr>
<td>% Fistulae</td>
<td>2.3</td>
<td>0.9</td>
<td>.42</td>
</tr>
<tr>
<td>Behavior</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>% Inflammatory</td>
<td>88</td>
<td>83.2</td>
<td></td>
</tr>
<tr>
<td>% Stricturing</td>
<td>8</td>
<td>9.9</td>
<td></td>
</tr>
<tr>
<td>% Penetrating</td>
<td>4</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>% Perianal disease</td>
<td>11.5</td>
<td>7.6</td>
<td>.85</td>
</tr>
<tr>
<td>Mean Harvey-Bradshaw Indexa</td>
<td>2.3</td>
<td>2.5</td>
<td>.56</td>
</tr>
</tbody>
</table>

Ulcerative colitis

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>% Proctitis</td>
<td>15.4</td>
</tr>
<tr>
<td>% Left-sided colitis</td>
<td>23.1</td>
</tr>
<tr>
<td>% Extensive colitis</td>
<td>61.5</td>
</tr>
</tbody>
</table>

Mean Clinical Colitis Activity Indexa

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.3</td>
</tr>
</tbody>
</table>

*At the time of contact
Table 2. Characteristics of SHARE cohort members who linked with CCFA Partners.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Linked (n=436)</th>
<th>Unlinked (n=1792)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (years)</td>
<td>39</td>
<td>40</td>
<td>.10</td>
</tr>
<tr>
<td>% Female</td>
<td>60.4</td>
<td>50.1</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>&lt;.01</td>
</tr>
<tr>
<td>% White</td>
<td>95.6</td>
<td>86.8</td>
<td></td>
</tr>
<tr>
<td>% Black</td>
<td>1.2</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td>% Latino</td>
<td>2.8</td>
<td>3.5</td>
<td>.48</td>
</tr>
<tr>
<td>% Ashkenazi Jewish</td>
<td>17.8</td>
<td>12.2</td>
<td>.15</td>
</tr>
<tr>
<td>Ever smoked</td>
<td>29.3</td>
<td>34.2</td>
<td>.07</td>
</tr>
</tbody>
</table>

| Disease course                |               |                   |         |
| Mean age at diagnosis (years) | 29            | 29                | .29     |
| Diagnosis                     |               |                   | .20     |
| % Diagnosis of Crohn’s disease| 65.4          | 60.8              |         |
| % Diagnosis of ulcerative colitis| 32.6         | 36.7              |         |
| % Diagnosis of indeterminate colitis| 2.1       | 2.6               |         |
| % History of bowel resections | 32.1          | 33.9              | .48     |
| % Pyoderma gangrenosum        | 0.9           | 2.7               | .03     |
| % Erythema nodosum            | 5.6           | 3.4               | .03     |
| % Scleritis/episcleritis/iritis/uveitis | 5.8      | 3.6               | .04     |
| % Sacroilitis                 | 2.1           | 1.4               | .28     |
| % Family history of IBD       | 24.5          | 22.6              | .43     |

| Medications                   |               |                   |         |
| % Steroid use<sup>a</sup>     | 10.0          | 10.4              | .83     |
| % Aminosalicylate use<sup>a</sup> | 32.3      | 35.4              | .23     |
| % Immunomodulators<sup>a</sup> | 39.1          | 38.1              | .70     |
| % Biological use<sup>a</sup>  | 49.3          | 42.8              | .02     |

| Crohn’s disease               |               |                   | .47     |
| % Ileal                       | 29.3          | 25.7              |         |
| % Colonic                     | 20.4          | 20.8              |         |
| % Ileo-colonic                | 50.4          | 53.5              |         |
| % Concomitant upper disease   | 5.4           | 4.2               | .37     |

| Behavior                      |               |                   | .11     |
| % Inflammatory                | 53.4          | 48.1              |         |
| % Strictureing                | 27.8          | 27.2              |         |
| % Penetrating                 | 18.9          | 24.6              |         |
| % Perianal disease            | 14.6          | 14.6              | .99     |

| Mean Harvey-Bradshaw Index<sup>a</sup> | 3.6 | 4.4 | <.01 |

<sup>a</sup>Includes glucocorticoids and immunomodulators.
Discussion

Principal Findings

This work represents a novel effort to link traditional cohorts of subjects with IBDs to an electronic cohort of IBD subjects. OSCCAR is the only US-based inception cohort of adult patients with IBD. SHARE is a large multicenter cohort of IBD subjects created to facilitate translational research. The accompanying biobank of specimens is an invaluable aspect of these cohorts. CCFA Partners is the largest US cohort of IBD subjects with a primary focus on patient-reported health data. The opportunity to leverage and enhance both cohorts through corecruitment and linkage of data assets is quite intuitive. The OSCCAR and SHARE cohorts are enriched through inclusion of an expanded array of patient-reported data. Similarly, CCFA Partners can provide a low-cost opportunity for the long-term follow-up of OSCCAR and SHARE participants in the event that funding for these cohorts ended. Conversely, for the portion of CCFA Partners participants who are coenrolled in OSCCAR or SHARE, the clinical data and biospecimens represent a valuable resource. Similar linkages between CCFA Partners and other clinical/translational cohorts will further expand the amount and types of data available to researchers.

As the findings reveal, it was a challenge to achieve linkage between the cohorts. Study staff worked diligently to use every contact as an opportunity to encourage subjects to participate in CCFA Partners. Although nearly 76% of the subjects who were eligible initially consented to enroll in CCFA Partners and link data, ultimately only 14% of those subjects who were eligible completed the linkage. The SHARE cohort had slightly more success with 24% of subjects linking to the CCFA Partners cohort. There are still a number of valuable lessons to be learned from this effort that both further inform the CCFA Partners study and may help inform future research endeavors involving record linkages.

CCFA Partners is an Internet-based cohort with most referrals coming from the CCFA rather than a population-based or randomly sampled cohort. The degree to which CCFA Partners is more broadly representative of the larger IBD population is largely unknown. However, systematic recruitment through the OSCCAR community-based cohort and SHARE multicenter cohort provided us the first opportunity to assess the generalizability of CCFA Partners. Education, race, gender, and disease activity for CD and location for UC appear to be factors impacting the decision to participate in CCFA Partners. This is important in understanding the generalizability of past and future findings learned through CCFA Partners. We also note that OSCCAR or SHARE participants who did not have access to the Internet were excluded from this linkage study. Therefore, additional demographic or clinical differences between the CCFA Partners cohort and the general IBD population may exist and will need to be evaluated in subsequent studies.

Data exploring factors contributing to participation in cohort studies of chronic diseases are scarce. Our findings indicate that education level was a very important driver of cohort linkage. In the OSCCAR study, 17% of participants who successfully linked possessed a doctoral degree compared with 3% of participants who did not complete the linkage. Furthermore, a higher percentage of participants who did not link had less than a bachelor’s degree. One possible explanation for this difference is that those with a doctoral degree valued the importance of research endeavors and made it a priority to complete the linkage. Education level was not available for the SHARE cohort.

The SHARE experience revealed that gender and race may play a role in completing linkage to an Internet-based cohort, with a significantly higher percentage of women and white people completing the linkage. It is possible that those who linked have less aggressive disease than those who did not link. Among CD patients, although there were no differences in disease phenotypes, those who linked had a lower mean HBI. Among UC patients, those who linked had less-extensive disease, even though the mean SCCAI was the same between both groups.

To date, there is only one study examining factors in participation in cohort studies of IBDs. A Swiss IBD cohort reported that factors associated with nonresponse to an initial survey were younger age, male gender, and depression in CD only and longer disease duration in UC only. [31] These differences were not noted in our experience. HIV/AIDS is the disease process in which study participation has been most studied. Unemployment, female gender, higher education, and higher baseline CD4 counts predicted likelihood of participation in HIV cohort studies [22-34]. A study of childhood cancer survivors concluded that there were no substantive differences explaining nonparticipation in a lifetime cohort study [35], similar to our findings. Other groups described factors that contribute to participation in studies in general. A cohort study of employees at a large French utility company demonstrated that male sex, being married, having children, being a manager, and geography were predictors of participation [36]. However,

<table>
<thead>
<tr>
<th>Ulcerative colitis</th>
<th>Linked (n=436)</th>
<th>Unlinked (n=1792)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Proctitis</td>
<td>14.7</td>
<td>13.1</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>% Left-sided colitis</td>
<td>40.4</td>
<td>27.4</td>
<td></td>
</tr>
<tr>
<td>% Extensive colitis</td>
<td>44.9</td>
<td>59.5</td>
<td></td>
</tr>
<tr>
<td>Mean Clinical Colitis Activity Index[^]</td>
<td>3.6</td>
<td>3.6</td>
<td>.52</td>
</tr>
</tbody>
</table>

[^] At the time of contact
this study likely cannot be generalized to cohort studies of disease processes.

We speculate that recruiting participants into CCFA Partners at the time of their enrollment in OSCCAR (the time of their initial diagnosis) would have likely yielded more success in linkage. The OSCCAR cohort started enrollment 3 years before the initiation of the Partners cohort. It is possible that research fatigue was a factor explaining the poor linkage. It is also possible that the farther participants get from their diagnosis, the more their initial enthusiasm to participate in research wanes. SHARE participants were recruited at the time of the initial SHARE consent. Although similar proportions of subjects consented to enrollment, the SHARE experience demonstrated slightly more success with completing the linkage. Future investigators establishing new cohorts may want to anticipate potential linkages and incorporate them into the initial procedures at the beginning of the cohort. Indeed this is already being implemented with CCFA Partners recruitment and linkage incorporated into the design of the recently funded IBD Plexus Prospective Clinical Cohort.

The main strength of this study was the leveraging of the existing infrastructure of 3 well-developed cohorts. The primary limitation, aside from the disappointing recruitment and linkage results, is that we were not able to further explore reasons for noncompletion of CCFA Partners enrollment and linkage. Although interviews and surveys of OSCCAR and SHARE participants to inquire about reasons for nonparticipation may have been informative, we decided not to pursue this due to a concern that this might jeopardize continued participation in the cohorts themselves.

Conclusions
The linking of complementary cohorts may be a cost-effective strategy for expanding research infrastructure and enabling studies that might not be possible with either cohort alone. The regulatory, legal, and technical challenges in creating and implementing such linkages are not insurmountable; however, in this pilot study, we observed that recruitment itself was the substantial obstacle. Therefore, recruitment efforts for cohort linkages need to be balanced against the potential returns. Based on our experience, we would recommend a simultaneous, rather than sequential, strategy for corecruitment for subsequent attempts at cohort linkage. We believe that the lessons learned from this novel effort serve well to inform future linkages both in IBD and other chronic diseases.
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Abstract

Background: Electronic medical records and electronic data capture (EDC) have changed data collection in clinical and translational research. However, spreadsheet programs, such as Microsoft Excel, are still used as data repository to record and organize patient data for research.

Objective: The objective of this study is to assess the efficiency of EDC as against a standard spreadsheet in regards to time to collect data and data accuracy, measured in number of errors after adjudication.

Methods: This was a crossover study comparing the time to collect data in minutes between EDC and a spreadsheet. The EDC tool used was Research Electronic Data Capture (REDCap), whereas the spreadsheet was Microsoft Excel. The data collected was part of a registry of patients who underwent coronary computed tomography angiography in the emergency setting. Two data collectors with the same experience went over the same patients and collected relevant data on a case report form identical to the one used in our Emergency Department (ED) registry. Data collection tool was switched after the patient that represented half the cohort. For this, the patient cohort was exactly 30 days of our ED coronary Computed Tomography Angiography registry and the point of crossover was determined beforehand to be 15 days. We measured the number of patients admitted, and time to collect data. Accuracy was defined as absence of blank fields and errors, and was assessed by comparing data between data collectors and counting every time the data differed. Statistical analysis was made using paired t-test.

Results: The study included 61 patients (122 observations) and 55 variables. The crossover occurred after the 30th patient. Mean time to collect data using EDC in minutes was 6.2±2.3, whereas using Excel was 8.0±2.0 (\(P < .001\)), a difference of 1.8 minutes between both means (22%). The cohort was evenly distributed with 3 admissions in the first half of the crossover and 4 in the second half. We saw 2 (<0.1%) continuous variable typos in the spreadsheet that a single data collector made. There were no blank fields. The data collection tools showed no differences in accuracy of data on comparison.

Conclusions: Data collection for our registry with an EDC tool was faster than using a spreadsheet, which in turn allowed more efficient follow-up of cases.
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**Introduction**

Electronic medical records and electronic data capture (EDC) have changed data collection in clinical and translational research [1]. Electronic forms reduce inaccurate data entry and study costs because the data are entered directly into an electronic form on a computer [2]. However, spreadsheet programs are still used as data repository to record and organize patient data for research. This method of data storage is not only limited in the organization and quality of data but also increases the likelihood of incorrect data entry [3].

It is known that EDC reduces cost and time when compared with paper-based data collection [4-6]. However, there is little research about how EDC solutions are better compare with spreadsheets. Furthermore, most of the literature about EDC is descriptive, focusing only on the technology, the methods, or the experience [7].

The objective of this study was to assess the efficiency of an EDC solution compared with a standard spreadsheet regarding time to collect data and data accuracy, measured in number of errors after adjudication. We hypothesized that EDC reduces the time of data collection without compromising accuracy, as compared with a standard spreadsheet.

**Methods**

This was a single-institution crossover study comparing the time to collect data in minutes between an EDC tool and a spreadsheet. This study was approved by the Institutional Review Board and was Health Insurance Portability and Accountability Act (HIPAA) compliant.

**Study Design**

Two data collectors (“1” and “2”) went over the same patients and collected relevant clinical and imaging data, switching data collection tool after the patient that represented half the cohort (Figure 1). Both data collectors observed each patient, one collecting data on EDC and other on a spreadsheet.

We designed this study to simulate the actual registry data collection environment. For this, the patient cohort was exactly 30 days of our Emergency Department (ED) coronary Computed Tomography Angiography registry and the point of crossover was determined beforehand to be 15 days. The case report form (CRF) for this study was the same as used in our ED registry (Figure 2).

Anticipating that certain patients would be admitted to the hospital and contain more data to be collected, we also looked at how many of those patients were admitted, in order to know if they were evenly distributed between each half of the crossover.

The EDC tool used was Research Electronic Data Capture (REDCap) [8] and the spreadsheet application was Excel (Microsoft Corporation, Redmond, Washington).

Each data collectors had 5 months’ experience in registry data collection and used the same versions of REDCap and Excel and an electronic medical record system (QPID). Both users worked on the same computer systems having the same Internet speed. The CRFs on each data collection tool had identical variables, which comprised dichotomous variables, categorical variables, and continuous variables.

The time to collect data was recorded in a separate spreadsheet (Figure 3). Both data collectors recorded time identically irrespective of the tool (spreadsheet or EDC) used by them for the registry data collection. This spreadsheet was different from the data collection spreadsheet that was to be compared with EDC.
**Figure 2.** A sample of our ED registry case report form (CRF).
Time and Accuracy Data

In order to collect the time data, we manually typed the time stamp of the beginning of data collection in one column and the end of data collection in another column in the time spreadsheet. Time was calculated in minutes by subtracting the beginning time-stamp from the end time-stamp and it was recorded in the next column.

Accuracy was assessed by comparing three indicators between both data collection tools: the number of blank fields, the number of discrepant fields, and the type of discrepancies. For the type of discrepancy, we looked at every pair of record, comparing a record from one tool to the same record from the other tool.

The discrepancies were categorized into two groups: different content and same content errors, such as typos. Discrepancies that represented different content were adjudicated by a senior radiologist to select which record in each pair is deemed the wrong data entry.

Statistical Analysis

Statistical analysis was made using paired t-test. Every patient was tested twice, as each was collected once on REDCap and once on spreadsheet.

Results

The study included 61 patients (122 observations) and 55 variables. The crossover occurred after the 30th patient. Mean time to collect data using EDC in minutes was 6.2±2.3, whereas using a spreadsheet was 8.0±2.0 (P <.001), resulting in a reduction of 1.8 out of 8 minutes (22%). The cohort was evenly distributed, with 3 admissions in the first half of the crossover and 4 in the second half.

In all, 6710 entries of the registry were collected (61 patients × 55 variables, 2 collectors). We saw 2 continuous variable typos out of 6710 (<0.1 %) that a single data collector made in Excel. There were no blank fields and no discrepancies.

Discussion

The main finding of this study was that less time is required to collect data to an EDC than to a spreadsheet. Prior literature has
compared EDC with conventional paper capture methods and it is mainly descriptive. This study compared objectively the
time to collect data between a Web-based rigid form and a
standard spreadsheet, and confirmed that EDC using REDCap
can be more time effective. We chose to compare EDC to
spreadsheets since we have found that in the era of electronic
medical records, efficiency can be gained by using only EDC,
and the final form of data delivered for research analysis is
usually always electronic.

Regarding the time to collect a single data endpoint, a small
difference in time can add up to a significant difference in the
long term. It took 6.3 h to collect the data in REDCap compared
with 8.1 h in Excel, a difference of 1.8 h. In our clinical registry
of over 1000 ED admissions, this means that by collecting all
data via this EDC solution we would spend only 103 h (6.2 min
× 1000 observations) as opposed to 133 (8.0 × 1000), saving
more than 3 workdays of data collection.

Concerning accuracy, there were no discrepancies between the
two data collection tools. The number of errors was too small
compared with the number of observations collected. Due to
this, we did not perform a statistical analysis of the number of
errors in data entry. In addition, since single data collector made
typos in the spreadsheet, we did not see differences in data
collection that could be attributed to a specific tool in our study.

Setting up ranges and automatic calculations can prevent these
errors. Range checks make sure the collector does not insert a
typo that would give a value in continuous variables that would
not make sense [9]. While these can be set up in both Excel and
REDCap, the latter can provide a better interface making it is
easier to be done.

Many EDC tools have been analyzed [8,10-12]. The major
advantage of electronic CRFs over spreadsheets is that the
former can be designed to present only certain acceptable
choices for an item or to check the syntax and range of data that
are entered [9]. This reduces the likelihood of data entry errors.

REDCap was developed at Vanderbilt University’s Institute for
Clinical and Translational Research for building and managing
online databases [8]. REDCap is an NIH-sponsored,
HIPAA-compliant, noncommercial, and secure EDC solution.
It supports retrospective and prospective studies, as well as
multicenter clinical trials. It has an intuitive user-friendly
interface for data entry, allowing researchers to create secure
online forms with very large numbers and several types of
variables and does not require any technical skillset to
implement. By organizing the variables into forms, it also
permits the user to save the progress between each form,
avoiding the dramatic trouble of losing data by not saving the
progress. These forms also allow for mid-study modifications
without affecting previously collected data.

Data collections in standard spreadsheets can be easily imported
to REDCap, and then data can be exported into most major
statistical software packages, such as Stata (StataCorp, College
Station, TX, USA), SAS (SAS Institute, Cary, NC, USA), R (R
Foundation for Statistical Computing, Vienna, Austria), and
SPSS (IBM Corporation, Armonk, New York), as well as
comma-delimited files. As it is a Web-based tool, it is
compatible with all operating systems [13] and requires no
installation of software [14].

Irrespective of the data collection tool used, the data is often
exported to a comma-delimited file that can be read as a
spreadsheet. Then, this file can be imported into statistical
software packages. Moreover, spreadsheets are the common
file format through which researchers and statisticians exchange
the data.

However, spreadsheets require the data collector to abide by
certain practices regarding how data are organized and formatted
within the spreadsheet [15], such as putting variable names in
a single row and avoiding the use of special characters. Also,
spreadsheets for data collection restricts features such as colored
text, cell shading, commas, merging cells, comments, or mixing
data types in a single column. This makes the data collection
more time-consuming and error-prone.

This study has limitations. A limitation of our study is that it is
a small dataset.

In addition, the times to collect data reported are inherent to our
registry, and would be different in different research studies.
Therefore, it is difficult to extrapolate our results to other
research projects. Nevertheless, the use of a crossover design
ensured the data was controlled, and this method accounted for
differences in speed inherent to each collector.

In conclusion, data collection for our registry with EDC was
faster than using a spreadsheet, allowing more efficient
follow-up of cases.
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Abstract

Background: The ever-increasing use of the Internet among adolescents represents an emerging opportunity for researchers to gain access to larger samples, which can be queried over several years longitudinally. Among adolescents, young adolescents (ages 11 to 13 years) are of particular interest to clinicians as this is a transitional stage, during which depressive and anxiety symptoms often emerge. However, it remains unclear whether these youngest adolescents can accurately answer questions about their mental well-being using a Web-based platform.

Objective: The aim of the study was to examine the accuracy of responses obtained from Web-based questionnaires by comparing Web-based with paper-and-pencil versions of depression and anxiety questionnaires.

Methods: The primary outcome was the score on the depression and anxiety questionnaires under two conditions: (1) paper-and-pencil and (2) Web-based versions. Twenty-eight adolescents (aged 11-13 years, mean age 12.78 years and SD 0.78; 18 females, 64%) were randomly assigned to complete either the paper-and-pencil or the Web-based questionnaire first. Intraclass correlation coefficients (ICCs) were calculated to measure intrarater reliability. Intraclass correlation coefficients were calculated separately for depression (Children’s Depression Inventory, CDI) and anxiety (Spence Children’s Anxiety Scale, SCAS) questionnaires.

Results: On average, it took participants 17 minutes (SD 6) to answer 116 questions online. Intraclass correlation coefficient analysis revealed high intrarater reliability when comparing Web-based with paper-and-pencil responses for both CDI (ICC=.88; P<.001) and the SCAS (ICC=.95; P<.001). According to published criteria, both of these values are in the “almost perfect” category indicating the highest degree of reliability.

Conclusions: The results of the study show an excellent reliability of Web-based assessment in 11- to 13-year-old children as compared with the standard paper-pencil assessment. Furthermore, we found that Web-based assessments with young adolescents are highly feasible, with all enrolled participants completing the Web-based form. As early adolescence is a time of remarkable social and behavioral changes, these findings open up new avenues for researchers from diverse fields who are interested in studying large samples of young adolescents over time.
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Introduction

Adolescent development is long, complex, and highly individual (eg, [1-4]). In order to capture the dynamic process that is adolescent development, large sample sizes or longitudinal assessment is often required [5]. Access to large samples of adolescents over extended periods can be challenging because of factors such as changing of schools, moving, or unstable family environments [6]. Thus, data collection is often cumbersome, expensive, and can result in dropouts that may influence results [7,8].

One way to circumvent some of these difficulties is through the administration of Web-based questionnaires. Adolescents today have regular access to the Internet either at school or at home. For example, according to the Pew Research Center, 95% of teenagers (12-17 years) have Internet access in the United States [9], and on average a European teenager uses online media for 66 minutes per day [10]. The ever-increasing use of the Internet among adolescents represents an emerging opportunity for researchers to gain access to large samples, which can be queried over several years longitudinally. Subjects can complete such questionnaires wherever and whenever it suits them using different media, for example, tablets, laptops, or mobile phones, and researchers can monitor data quality instantaneously. Furthermore, the Internet offers diverse options for communication between participants and researchers, which can be used to bolster participation and to minimize dropouts [8].

Previous studies have shown that adolescents (13-20 years) [11,12] can accurately and reliably fill out Web-based questionnaires about their mental and physical well-being. However, few studies have addressed the reliability of Web-based questionnaires in young adolescents between the ages of 11 and 13 years in a naturalistic setting (ie, at home, unmonitored). This age range is of particular interest to clinicians and researchers, because it is a transitional stage [13]. This transition from childhood to adolescence—accompanied by increased independence, a new school environment, the onset of puberty, and shifting peer relationships—can be highly stressful and may lead to the emergence of depressive and anxiety symptoms. The influence of stressors on psychopathology in youth is under intensive investigation and conclusions are still difficult to draw [14]. Understanding the etiology of psychiatric disorders is critical to early intervention and most disorders have their onset during adolescence [15-18]. Therefore, surveying adolescents early on in development and following them longitudinally will further our understanding of adolescent development.

Thus, the aim of this study was to examine whether young adolescents can accurately fill out Web-based questionnaires about depression and anxiety, the two most common psychiatric disorders among adolescents (lifetime prevalence of 25% of anxiety disorders and 13% of mood disorders in 13- to 18-year-olds [18]). We accomplish this by comparing Web-based with standard paper-and-pencil versions of depression and anxiety questionnaires.

Methods

Sample and Design

Twenty-eight children between the ages of 11 and 13 years (mean 12.78 years and SD 0.78; 18 females, 64%) participated in this study. The study was briefly introduced to 2 classes at a Swiss secondary school. Students who wished to participate sent back their contact information in addition to a consent form signed by their parents or legal guardian and themselves. Once recruited into the study, participants were randomly assigned to complete either the paper-and-pencil version or the Web-based version first in a randomized crossover design. In the paper-and-pencil condition, participants received the questionnaires by mail and a self-addressed stamped envelope was provided for returning the questionnaires. In the Web-based condition, participants received an identification number, a password, and a link to the survey website. Parents were instructed to leave the child alone to fill out the Web-based and paper-and-pencil forms. After completing the first condition, participants received the questionnaires of the alternate condition so that the second assessment was not more than 2 weeks from the first. This rather short lag time was chosen to limit the influence of changes in mental state on the completion of the state-sensitive questionnaires. Participants received compensation in the form of gift vouchers for taking part in the study, which was approved by the Ethics Committee in Bern, Switzerland.

Questionnaires

The German version (Depressions-Inventar für Kinder und Jugendliche, DIKJ) of the Children’s Depression Inventory (CDI; [19]) was used to measure depressive symptoms. This scale is a well-established self-report measure of depressive symptoms appropriate for children between the ages of 7 and 17 years. This scale consists of 26 items, which are each scored from 0 to 2, and thus the total score of this scale yields values ranging between 0 and 52.

The German version of the Spence Children’s Anxiety Scale (SCAS) was used to measure anxiety symptoms. This scale was designed to assess anxiety symptoms in individuals between the ages of 8 and 15 years and consists of 38 items, which are scored on a 4-point scale—thus scores range between 0 and 114. This scale also permits calculation of subscores, allowing for the evaluation of anxiety across specific domains [20-22].

Statistical Analysis

Statistical analysis was conducted with SPSS version 23.0.0.0. Intraclass correlation coefficients (ICCs) were used to examine the degree of correspondence between paper and Web-based versions. Intraclass correlation coefficient values range between 0 and 1 and are conventionally categorized as follows: 0-.2 poor, .2-.4 fair, .4-.6 moderate, .6-.8 substantial, and .8-1.0 almost perfect [23]. The Web-based version was considered reliable when an ICC value equal to or greater than .8 (minimum of substantial agreement) was obtained. Additionally, Kendall tau correlations were used to measure the equivalence between the paper-and-pencil and Web-based versions, and Wilcoxon tests
were performed to test for statistically significant differences between the two conditions.

**Results**

On average, it took 17 minutes (SD 6) to fill out the Web-based questionnaires, which consisted of the SCAS, CDI, and an additional 52 questions about sleep behavior and quality resulting in a total of 116 questions. Because paper-and-pencil questionnaires were filled out at home, no data on time taken to complete the forms were available. The evaluation of the paper-and-pencil and Web-based versions resulted in an overall ICC of .88 (P<.001) for the CDI and an ICC of .95 (P<.001) for the SCAS (Table 1). According to the criteria of Landis and Koch [23], ICC values higher than .8 fall into the category of “almost perfect” indicating the highest degree of reliability. Kendall tau correlation was also significant with correlation coefficients (r) of .58 (P<.001) for the CDI and .72 (P<.001) for the SCAS. Additionally, Wilcoxon tests comparing paper-and-pencil with the Web-based condition showed no significant difference (Table 1), with the exception of the subscore for Physical Injury Fear of the SCAS.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Paper-and-pencil, mean (SD)</th>
<th>Web-based, mean (SD)</th>
<th>ICC (P)</th>
<th>Z (P)</th>
<th>τ (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SCAS</td>
<td>19.46 (12.64)</td>
<td>21.11 (13.41)</td>
<td>.95 (&lt;.001)</td>
<td>−1.36 (.173)</td>
<td>.72 (&lt;.001)</td>
</tr>
<tr>
<td>Separation Anxiety</td>
<td>2.43 (2.77)</td>
<td>2.75 (2.99)</td>
<td>.92 (&lt;.001)</td>
<td>−0.82 (.410)</td>
<td>.75 (&lt;.001)</td>
</tr>
<tr>
<td>Social Phobia</td>
<td>4.68 (2.94)</td>
<td>4.61 (3.01)</td>
<td>.91 (&lt;.001)</td>
<td>−0.43 (.666)</td>
<td>.66 (&lt;.001)</td>
</tr>
<tr>
<td>Obsessive Compulsiveness</td>
<td>4.07 (3.03)</td>
<td>4.07 (2.98)</td>
<td>.92 (&lt;.001)</td>
<td>−1.50 (.881)</td>
<td>.71 (&lt;.001)</td>
</tr>
<tr>
<td>Panic Agoraphobia</td>
<td>2.26 (2.80)</td>
<td>1.78 (2.74)</td>
<td>.90 (&lt;.001)</td>
<td>−1.40 (.163)</td>
<td>.49 (.002)</td>
</tr>
<tr>
<td>Physical Injury Fear</td>
<td>2.32 (2.18)</td>
<td>3.04 (2.78)</td>
<td>.90 (&lt;.001)</td>
<td>−3.06 (.002)</td>
<td>.86 (&lt;.001)</td>
</tr>
<tr>
<td>Generalized Anxiety</td>
<td>4.36 (2.36)</td>
<td>4.82 (2.61)</td>
<td>.86 (&lt;.001)</td>
<td>−1.45 (.148)</td>
<td>.60 (&lt;.001)</td>
</tr>
<tr>
<td>Total CDI (DIKJ)</td>
<td>6.61 (4.46)</td>
<td>7.39 (4.41)</td>
<td>.88 (&lt;.001)</td>
<td>−1.09 (.277)</td>
<td>.58 (&lt;.001)</td>
</tr>
</tbody>
</table>

Table 1. The degree of correspondence between the paper-and-pencil and Web-based versions of depression and anxiety questionnaires filled out by 11- to 13-year-old children.

aICC: intraclass correlation coefficient.
bZ: Wilcoxon-Mann-Whitney test.
cτ: Kendall tau-b.
dSCAS: Spence Children’s Anxiety Scale.
eCDI: Children's Depression Inventory.
fDIKJ: Depressions-Inventar für Kinder und Jugendliche.

**Discussion**

In this randomized study, we show that Internet-based data collection of mental health questionnaires is feasible and reliable in early adolescence outside a highly supervised environment. A number of studies have reported feasibility and acceptance of Web-based questionnaires evaluating health among children [24-27], teenagers [11,12,26-29], and adults [30-40]; however, very few studies have examined the reliability of Web-based questionnaires under unsupervised conditions in a sample of young adolescents. For example, Mangunkusumo et al [25] found comparable responses on an Internet versus paper mode of health questionnaires in an elementary school cohort (ages 10-12 years), using a randomized within-subject design. However, the children in this study were intensively supervised by their teachers and changing modalities happened during the same school lesson with only a 5-minute break in between, thus making a memory bias in favor of high correspondence likely. Our within-subject results show a similar outcome in an unsupervised setting and with a longer lag time between assessments, where young adolescents filled out questionnaires during their free time without close supervision—an important modification for the feasibility of longitudinal study designs. Furthermore, our results not only show high ICC values in the overall sum scores of CDI and SCAS, but they also show high ICC and correlation scores in the subscores of the SCAS. Only the Physical Injury Fear subscale differed between the Web-based and the paper-and-pencil groups and may be due to the small number of items that are included in each subscore. Additionally, the adolescents in our study were able to answer a relatively large number of items (total of 116 items) in a short time, which shows the feasibility of collecting large datasets. Furthermore, despite our modest sample size, we were able to demonstrate high ICC values, which indicate high intrarater reliability in comparison to interrater variability. Nevertheless, the small sample size is a limitation of our study.

In summary, our study suggests that Internet-based data collection in young adolescents in the field of mental health and beyond is feasible and reliable. Consequently, Internet-based questionnaires can be implemented in larger longitudinal studies in the future in order to develop a better understanding of adolescent behavior and follow the emergence of psychiatric disorders, which can lead to prevention and better treatment.
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Abstract

Background: Visual analogue scales (VASs) have been shown to be valid measurement instruments and a better alternative to Likert-type scales in Internet-based research, both empirically and theoretically [1,2]. Upsides include more differentiated responses, better measurement level, and less error. Their feasibility and properties in the context of eHealth, however, have not been examined so far.

Objective: The present study examined VASs in the context of a lifestyle study conducted online, measuring the impact of VASs on distributional properties and non-response.

Method: A sample of 446 participants with a mean age of 52.4 years (standard deviation (SD) = 12.1) took part in the study. The study was carried out as a randomized controlled trial, aimed at supporting participants over 8 weeks with an additional follow-up measurement. In addition to the randomized questionnaire, participants were further randomly assigned to either a Likert-type or VAS response scale version of the measures.

Results: Results showed that SDs were lower for items answered via VASs, 2P(Y ≥ 47 | n=55, P=.5) < .001. Means did not differ across versions. Participants in the VAS version showed lower dropout rates than participants in the Likert version, odds ratio = 0.75, 90% CI (0.58-0.98), P=.04. Number of missing values did not differ between questionnaire versions.

Conclusions: The VAS is shown to be a valid instrument in the eHealth context, offering advantages over Likert-type scales. The results of the study provide further support for the use of VASs in Internet-based research, extending the scope to senior samples in the health context.

Trial Registration: Clinicaltrials.gov NCT01909349; https://clinicaltrials.gov/ct2/show/NCT01909349 (Archived by WebCite at http://www.webcitation.org/6h88sLw2Y)
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Introduction

Internet- and eHealth-Based Health Promotion

Internet-based health promotion targeting health behavior change is a promising approach for health behavior change and aftercare programs [3]. It offers a number of advantages over traditional health promotion methods, most notably, the possibility of taking part anywhere at any time, as long as an Internet-connected device is available. Furthermore, it offers the possibility of tailoring the health promotion to the specific users. Tailored content and feedback can be presented based on demographic characteristics such as gender and age and also based on answers to items presented during the health promotion period or previously assessed behavioral outcomes. Such personalization has been shown to increase the effectiveness of health promotion [3,4]. Initiatives of eHealth may also help in increasing the cost-effectiveness of health care programs, as their running costs are comparably low. The field of Internet-based health promotion is in its early stages and thus, guidelines for designing such programs optimally are sparse. This is of crucial importance because the development of eHealth programs is time consuming and the outcome, for example, less mortality due to a healthier lifestyle, of high value [5].

Dropout has been discussed as a frequent phenomenon in the literature on Internet research (eg, [6,7]). Musch and Reips found in an early meta-analysis that median dropout is at 35% [8]. Reips [9] lists several factors that may influence dropout by participants in Internet-based research: incentives, placement of demographic questions (early means less dropout), technology used (server-side programming reduces dropout), attractive website design, trustworthiness of website, offering feedback, information about duration and progress, and so forth. Eysenbach writes “… factors, for example, expectation management before the trial or ‘push factors’ such as reminders by the study team, influence the shape and slope (steepness) of the attrition curve.” (p.4) [6].

The possibility for participants to drop out at any time during Internet-based studies also translates to tailored eHealth programs. The implications are potentially more serious, however. Dropout in a tailored eHealth and online health promotion program not only means missing data for the researcher but also a less effective treatment for the participant. In general, eHealth aims at lifestyle changes to increase the health and lower the risk factors for participants who oftentimes are already at high risk. Dropping out of the program lowers the chances of behavior change and can therefore have serious consequences for the individuals’ health and may sometimes lead to more complications and even an earlier death.

Measures to avoid, reduce, control, or use dropout [9,10] such as the seriousness check, warm-up, and high hurdle techniques to identify participants who just want to take a look out of curiosity (Eysenbach consequentially writes about a “curiosity plateau”, p.4 [6]) are even more important in eHealth programs compared with Internet research. This is especially true because dropout is often higher for subgroups with an increased risk for adverse health events. These are participants with the highest possible gain from adhering to the guidelines and suggestions of the program [11]. Furthermore, missing data have severe implications for eHealth as well. Tailoring of the health promotion program is dependent on the data provided by participants. Non-response to certain variables therefore results in fewer tailoring opportunities, thus potentially lowering the effectiveness of the whole program [5].

Visual Analogue Scales

When designing an online questionnaire, the question of how to design items and which answer options to present is always an issue. In the case of measuring the degree of agreement to a statement, the answer options are traditionally often presented in a Likert-type scale format. On these scales, participants have the option to distinguish between a discrete set of answer options to indicate their agreement. They are widely implemented in questionnaires within the medical and social sciences, for example, when measuring subjective health, personality, intentions, or expectancies. Typically, the response to an item is indicated in 5 to 7 gradations ranging from “strongly disagree” to “strongly agree.” An alternative to Likert-type scales with radio buttons are visual analogue scales (VASs). VASs are rating scales in a continuous graphical format. Instead of clicking on a radio button to indicate the amount of agreement to a statement, participants click anywhere on a continuous line that stretches between the 2 anchors.

These scales offer a number of advantages over Likert-type scales with regard to psychometric properties and data analyses. They were first described by Hayes and Patterson [12]. A theoretical advantage over discrete scales, such as radio button scales, often used on the Internet is that answers are not restricted to a certain number of response options, but rather, very fine gradations can be measured. In computer- and Internet-based assessment, each pixel in length of a VAS corresponds to a possible value [2]. Data collected with VASs offer more options for statistical procedures than data collected with categorical scales, for example, transformations, recoding of scores, and more power for goodness-of-fit-tests. Mean ratings for assessed scales have been shown to be equal when comparing the value received from VASs to the one gathered via other answer scales in paper-based studies [13] and Internet-based studies [1].

In a paper-based study, Myles et al [14] and Myles and Urquhart [15] found that data from VASs form a linear scale when assessing mild-to-moderate pain intensity. Furthermore, equal changes in intensity corresponded to equal differences in length on VASs. Reips and Funke [2] found that in Web questionnaire items, VASs fulfill the requirements of measurement on the level of an interval scale. Therefore, differences between ratings on VASs can be interpreted in a meaningful way, and the prerequisites for many statistical procedures are met. Reips and Funke [2] also examined whether the length of the presented VAS had an influence on the quality of the data provided. They investigated 3 different lengths: 50, 200, and 800 pixels. Despite small differences between the different length versions of the scale, all 3 versions provided very similar data of high quality. Hayes et al [16] described the possibility of general VASs to maximize the discrimination between neighboring categories.
and possibly produce less compressed answers at the extremes depending on the anchors used.

**Visual Analogue Scales and Missing Data**

The impact of VASs on dropout and missing values differs between studies. Couper et al [17] reported a higher dropout in VAS questionnaires (8.2%) in comparison to questionnaires with radio button scales (4.4%). Frequency of missing values was also higher in the VAS questionnaire version: 6.7% as compared with 1% in radio button scales. They note, however, that these differences are confounded by the use of Java applets in the VAS questionnaire version, which resulted in longer loading times and could have caused technical difficulties. Funke and Reips [1] found no difference with regard to item non-response in their study on semantic differentials, comparing VASs and 5-point Likert scales. In fact, they observed a trend toward more complete responding for the VAS questionnaire version.

Tucker-Seeley [18] conducted a Web-based experiment on students in grades 4 to 12, where the students had to answer the same question in a Likert or VAS format. The results showed that 71.4% of participants preferred to answer questions in a VAS format. Furthermore, in the VAS questionnaire version, 76% of respondents indicated that they felt they could pick an answer that matched exactly the way they felt, compared with only 51% in the Likert questionnaire version. Given the influence of motivational factors on dropout [19,20], these findings also suggest a possible positive influence of the format on non-response.

**Research Questions and Hypotheses**

The main goal of this study was to investigate VASs in the applied context of an eHealth program. We replicated previous research, and expected to find lower standard deviations (SDs) in the VAS questionnaire version [1] but no difference in means between VASs and other scales [1,17]. Furthermore, we hypothesized that the use of VAS would reduce dropout and missing values in comparison to the Likert questionnaire version. Although some research showed the opposite effect [17], more recent studies have found a trend toward less missing data [1]. We argue that the progression in technology has widely eliminated technical difficulties when using VASs, and therefore, a main effect on less dropout and missing data remains, even with (older) cardiac patients who otherwise may not be routinely confronted with computerized VASs.

**Methods**

**Likert vs Visual Analogue Scales**

The experimental manipulation of the present study was the use of either Likert-type scales or VAS scales in the questionnaire at the beginning of the study. The 7-point Likert scale ranged from “Strongly Disagree” to “Strongly Agree,” and answers were indicated via radio buttons. The VAS used the same labels, but a continuous answer scale was presented instead of radio buttons. Both scales were displayed in approximately the same length on the screen, and the number of items per page was identical in both the questionnaire versions. An example item from the Likert scale and VAS scale formats is shown in Figure 1. The manipulation was applied to all items that measured a degree of agreement to a statement. Items with assumed discrete answer options, for example, stages of change, were excluded from the manipulation.

**Characteristics of the eHealth Study**

The eHealth program was developed as an aftercare program for cardiac rehabilitation patients. The aim of this program was to provide support for participants in maintaining behaviors learned during cardiac rehabilitation, namely physical activity and a healthy diet. A detailed description of the health promotion program is published in a study protocol [21]. Results investigating the effectiveness of the program were published by Storm et al [22] and Reinwand et al [23]. The program was implemented via a university-external provider of solutions for Internet-based tailored programs. It lasted 8 weeks and took place immediately after the rehabilitation period. The program consisted of an extensive questionnaire at the beginning and end of the period, where behavioral data, social-cognitive variables, and sociodemographic data were assessed. The program comprised of 8 weekly sessions consisting of different behavior change techniques [21,24]. Depending on indications in the questionnaire and behavioral data during the program, the content was tailored to each participant. Each session was designed to take about 20 minutes to complete. Participants did not have to log in at a specific time but were able to participate when it suited their schedule during the week. Weekly email reminders were sent to every participant (but see ‘Dropout across sessions’ below.)
Procedure

Recruitment for the study took place at 9 cardiac rehabilitation centers in Northern Germany, via local newspaper articles, research agency online panels and information on Jacobs University’s homepage. Participants interested in joining the eHealth study were asked to create an account on the external provider’s homepage. Creating an account led directly to the baseline questionnaire (t1), followed by the first session. Owing to the expected health benefits of the study, as well as providing the control group with an incentive to provide data directly after rehabilitation and after 8 weeks, we decided to make use of a randomized controlled trial (RCT; ClinicalTrials.gov registration number NCT01909349) design with a no-program group (NPG). Participants were randomly assigned to either the program group (PG) or the group that was only asked to fill in the questionnaire (NPG). The study design and the current data, which were analyzed to answer our research questions, are displayed in Figure 2.

In both the groups, participants received questionnaire items either in a 7-point Likert-scale answer format or in a VAS format. This factor was randomly assigned between subjects, with each participant only receiving Likert- or VAS-formatted items. Figure 2 shows the randomization process and flow of participants. The questionnaire at t1 was the same for the PG and NPG, where the content changed only after the end of the questionnaire. PG participants started with the first session, whereas the NPG received the information that their program would continue 8 weeks later. Six important items for the tailoring were designed as forced choice. However, we designed all other items so they could be skipped without answering because the forced choice format is to be avoided in Internet-based questionnaires for methodological reasons [25,26]. The forced choice items asked for the gender and for a nickname to be chosen for the program. Furthermore, answers were required for 4 items assessing self-efficacy and stages of change.

Figure 2. Randomization of participants to groups and response scale versions. NPG: no-program group, PG: program group.

Measures

The questionnaire contained constructs typically assessed in health behavior studies. These included stages of change, risk perception, intentions, outcome expectancies, self-efficacy, action plans, coping plans, social support, and habits [21]. Most of the constructs were assessed separately for physical activity and dietary behavior. Furthermore, health-related variables such as height, weight, physical activity, and dietary behavior were also assessed via self-report. Sociodemographic variables included—among others—gender, education, year of birth,
native language, and marital status. In total, the questionnaire contained 129 items. Of these, 55 items were presented in either a Likert or VAS format.

Dropout was analyzed separately [20,27]. Furthermore, the dropout across the 8 weekly sessions was analyzed. This analysis could only be performed for the PG, as the NPG was not able to participate in the program until the PG finished the 8-week program, diminishing comparability between the groups.

Sample Characteristics
The sample consisted of German cardiac patients who took part in ambulatory or stationary rehabilitation and German participants interested in improving their physical activity and diet. The total sample was comprised of 446 participants, about one third (35%) of whom were from the original target group of medical rehabilitation patients. Almost all participants (97%) were native German speakers. The remaining participants indicated English or Lithuanian as their native language. The ages ranged from 24 to 77 years (M=52.4, SD=12.1). Female participants comprised 59% of the sample. The level of education of participants varied, with 52.6% of the sample having finished high school or having earned a higher degree. Most of the participants (75%) were married or in a relationship.

Results
The results from the analyses of item properties, dropout, and missing values are presented in the following section. In line with Reips and Franek [28], data from participants who dropped out were included in the analyses before the point of their dropout.

Means and Standard Deviations
Answers in the Likert questionnaire version were recoded to make values comparable to the VAS questionnaire version. Recoded values ranged from 1 to 100. T-tests comparing the mean scores for the 55 items that differed between questionnaire versions were then calculated. There were no differences in the means between the questionnaire versions. In line with previous findings on VASs, SDs were smaller for 47 items in the VAS questionnaire version, 2P (Y ≥ 47 | n=55, P=.5) < .001. Items in the VAS questionnaire version had a pooled SD of 30, whereas in the Likert questionnaire version, the pooled SD was 33. Latent variables were analyzed using structural equation modeling. The 55 items amounted to 15 different measured constructs. For these, confirmatory factor analyses were conducted with free estimates for variance and mean of the latent variables. Scale version was used as a grouping variable in the analyses. In none of the 15 cases was there a mean difference between the latent estimates of the different scale versions (all z's<1.96). The variance of the latent variables was smaller in the VAS group in 13 of the 15 studied constructs. These results are similar to previous findings on distributional properties of VAS scores [1,2].

Dropout Across Sessions
The analysis of dropout across sessions was only possible in the PG because the NPG was not invited to weekly sessions until the other group ended their treatment. Between-session dropout was compared across the weekly sessions until the follow-up questionnaire was completed. Overall, there were 9 different sessions with 8 weekly parts, and the follow-up questionnaire was administered 1 week later. Because participants were able to continue participation even if a session was missed, the between-session dropout curves do not monotonically decrease. The dropout within the 2 questionnaire versions is shown in Figure 3. There is a sharp drop in the curve for the Likert questionnaire version from session 1 to session 2. Only 5 of the original 106 participants returned for the second session, indicating a dropout of 95% between the 2 sessions. In the VAS questionnaire version, 64 of 116 participants returned for session 2, which equaled a dropout of 53%. The difference was significant, $\chi^2(1, N=222) = 63.49, P<.001, \Phi = .54$.

Because such a large difference in dropout due solely to the answer scale used seemed implausible, further possible differences between the questionnaire versions were examined. After careful examination and queries with the external provider of the survey software, it emerged that participants in the Likert questionnaire version did not receive weekly reminder emails, whereas participants in VAS questionnaire version received weekly reminders. This was due to a technical error without options to restore the defect. Aside from the response scale format, this introduces another difference between questionnaire versions across the weekly sessions. As this confounding factor renders the comparison between groups across the weekly sessions inconclusive, dropout was compared across the time frame in which this factor was not present, namely the responses within, and dropouts from the questionnaire during the first session.
Dropout During the First Session

Dropout was analyzed by determining whether participants were presented a certain item or had already left the questionnaire. Therefore, only skipping a certain page or item was not counted as having dropped out. Figure 4 shows the dropout curves separately for the VAS and Likert questionnaire versions. In the VAS questionnaire version, 73 of 231 initial participants did not finish the questionnaire (31.6%), whereas in the Likert version, 88 of 215 initial participants dropped out (40.9%). A Cox regression with a directed hypothesis resulted in a significant difference between the groups, odds ratio = 0.754, 90% CI (0.58-0.98), $P=.04$, in favor of the VAS scale to the Likert-scale. Neither gender nor the participation in cardiac rehabilitation before participating in the aftercare program was related to dropout.

Missing Values

The missing data analysis was performed only for items that were presented as either VAS- or Likert-type answer scales. Items of identical format in both the questionnaire versions were excluded. The total number of items that could be skipped without answering was 55. We analyzed how many presented items were unanswered by participants. In the VAS questionnaire version, 7% (SD=20%) of the presented items were skipped on average, whereas in the Likert-questionnaire version, 8% (SD=18%) of the items were skipped on average. This difference was not significant. Gender differences in skipped items were also not significant. Age of participants was significantly
correlated with the mean number of skipped items ($r=0.26$, $P<.001$), indicating that older participants skipped more questions without answering them.

**Discussion**

The present study investigated VASs in the applied context of an eHealth program. Lower SDs in the VAS questionnaire version were found for 47 of 55 analyzed items, supporting previous findings that suggest that VAS provide better measurements than Likert scales. There were no differences in mean scores between the VAS and Likert questionnaire versions. Within-session dropout was lower in the VAS questionnaire version. Missing data did not differ between questionnaire versions. Importantly, a technical issue—missing reminder emails in the Likert questionnaire version—was discovered during our investigation and helped identify an important confound, which rendered the between-session dropout analysis inconclusive. The results are discussed in more detail in the following section.

**Distributional Properties of VAS**

Findings on the mean scores and SDs replicate findings from previous studies in the eHealth context [1,17]. As most results on eHealth studies so far are based on Likert-type scales, mean differences could possibly hinder comparability of results. The replication of previous findings of equal means in the eHealth context therefore provides an important prerequisite for the implementation of VAS response scales in this area. Smaller SDs when using VASs have also been shown by Funke and Reips [1]. A smaller SD translates into smaller standard errors and thus provides more power to statistical analyses [29]. As the recruitment of participants is always difficult in the health context, this is an important reason to consider VASs in this area.

**Dropout and Missing Values**

In line with our hypotheses and with previous findings in the literature, there was a significant lower dropout in the VAS questionnaire version in comparison to the dropout by participants who were provided with Likert-type scales throughout the first session. A trend toward fewer missing values was also observed. Dropout has been argued to reflect lack of motivation to continue participation, among other factors [6,10,20]. Thus, it is conceivable that the lower dropout when implementing VASs is a manifestation of the preference by participants for this type of scale over Likert-type scales or that study participants became more motivated to remain within the study [18].

The implementation of VASs might result in less reactance and an increased interest in continuing with answering the items. These factors potentially increase motivation and thus result in a lower dropout. The effect sizes for both variables at first seem quite small, a 1% difference in missing values and 9.3% difference in dropout; therefore, further research with larger samples is certainly needed to clarify whether the trend observed in our study is stable in the eHealth context. Given the high importance of retaining participants in programs aimed at reducing the risk of life-threatening cardiac incidents, even small differences in dropout have great implications with regard to health. A 9% difference in dropout means that in the VAS condition, 9% more participants receive a program aimed at improving crucial health behaviors to lower the risk of further cardiac incidents.

VASs have been shown in this study and previous research to possess a number of advantages over other answer formats, for example, better distributional properties and lower standard errors [2,14,15]. With less dropout and no increase in missing values, their use in the eHealth context is even more justified than before. Using VASs in a senior sample with low educational status is a true test of their viability in the eHealth context because it ascertains the validity in this context and for a very specific sample that is represented disproportionately highly in eHealth. Showing a positive effect on dropout and no negative effect on missing values, while also replicating previous findings on advantages, is a strong argument for implementing VASs in the eHealth context. Future research should also investigate the possible effect of VASs on adherence to continuing a study.

The impact of answer scales on dropout across sessions could unfortunately not be determined owing to the confounding factor of missing reminder emails in 1 questionnaire version. Future studies are needed to investigate the impact of VASs on dropout across studies. However, the missing reminder problem would have gone unnoticed without our investigation into dropout differences. This additional finding again highlights the importance of reminders (and checking the reminder functionality), and in the case of cardiac patients, this will eventually mean that the lives of several people may be in a better health condition or even prolonged. Dropout and other types of non-response have long been identified as excellent indicators of technical and motivational issues in Internet-based experiments [19,20]. Our present results provide proof that this diagnostic capability of dropout analysis can and should be extended to Internet-based eHealth studies.

**Conclusions**

VASs are promising as a viable tool in eHealth studies. Advantages of the format, for example, distributional properties, tend to also hold true in the applied eHealth context. Within-session dropout was lower when VASs were implemented and missing values tended to be lower. Cumulative evidence from several studies points to better measurements with VASs [1,2,14,15]. However, the longer term implications of VASs on between-session dropout will need to be studied, particularly in the context of eHealth.

Care needs to be taken with software design and testing in eHealth programs. It may be better to have the full control that comes with in-house solutions rather than trade in full access for the convenience external providers may suggest.
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Abstract

Background: The use of Web-based interventions to deliver mental health and behavior change programs is increasingly popular. They are cost-effective, accessible, and generally effective. Often these interventions concern psychologically sensitive and challenging issues, such as depression or anxiety. The process by which a person receives and experiences therapy is important to understanding therapeutic process and outcomes. While the experience of the patient or client in traditional face-to-face therapy has been evaluated in a number of ways, there appeared to be a gap in the evaluation of patient experiences of therapeutic interventions delivered online. Evaluation of Web-based artifacts has focused either on evaluation of experience from a computer Web-design perspective through usability testing or on evaluation of treatment effectiveness. Neither of these methods focuses on the psychological experience of the person while engaged in the therapeutic process.

Objective: This study aimed to investigate what methods, if any, have been used to evaluate the in situ psychological experience of users of Web-based self-help psychosocial interventions.

Methods: A systematic literature review was undertaken of interdisciplinary databases with a focus on health and computer sciences. Studies that met a predetermined search protocol were included.

Results: Among 21 studies identified that examined psychological experience of the user, only 1 study collected user experience in situ. The most common method of understanding users’ experience was through semistructured interviews conducted posttreatment or questionnaires administrated at the end of an intervention session. The questionnaires were usually based on standardized tools used to assess user experience with traditional face-to-face treatment.

Conclusions: There is a lack of methods specified in the literature to evaluate the interface between Web-based mental health or behavior change artifacts and users. Main limitations in the research were the nascency of the topic and cross-disciplinary nature of the field. There is a need to develop and deliver methods of understanding users’ psychological experiences while using an intervention.
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Introduction

Internet-Delivered Health Care

The past 15 years have included a burgeoning in the development of Internet-delivered health care. The term eHealth has been widely adopted to describe the application of Internet and communication technology to improve the operation of the health care system and health care delivery [1]. The rationale for offering health services online is similar to the provision of any service online, be it commerce, education, or entertainment. It is accessible anytime and anywhere to an almost unlimited audience and is often cheaper than face-to-face [1]. Within health care, the growth of technology means that eHealth is seen as a means of providing targeted treatment to a wide client base [2,3], and self-help Web-based interventions can also contribute to the reduction of disparities in health care internationally [4,5]. It also allows for a focus on patient-centered customized care “providing the right information, to the right person, at the right time” [6]. Moreover, people now expect to be able to use the Internet to assist in most aspects of their lives, including health care.

The range of health services offered over the Internet encompasses not only physical concerns, such as high blood pressure or diabetes, but also psychological issues such as depression, addiction, and anxiety [7-9]. The provision of eHealth for psychological issues can take many different forms. They include (1) direct human interaction, known as e-counseling or e-therapy, which involve electronic communication (via email, Skype, or messaging for example) between a clinician and client; (2) Web-based psychological interventions such as w the New Zealand government’s depression support site[10] or Sleepio [11], which have information, health assessment screening, and treatment and are targeted to specific issues; (3) Internet-based therapeutic software programs such as gaming and virtual worlds; (4) mobile apps; and (5) other activities such as support discussion groups, blogs, and podcasts [3,12,13].

It makes sense to assume that the proliferation of Web-based psychological interventions could not have occurred without strong supporting evidence, yet there is a notable gap between what is proposed by eHealth interventions and what is actually delivered [14]. As such, the continued investment in, and adoption of, Web-based interventions requires more evaluative information to ensure resources are not wasted on ineffective interventions and that the “best practices of successful programs are rapidly disseminated” [15]. Evaluative information should be relevant to policy makers, health care providers, practitioners, and clients [16,17]. This requires a multifaceted approach, coalescing aspects of traditional psychological intervention evaluations such as efficacy, effectiveness, and measures of the therapeutic relationship, client variables, and therapist feedback, with computer science developed usability testing approaches to gather an overall measure of an intervention’s utility.

Evaluating Web-Based Psychosocial Interventions

It makes sense that evaluation of a Web-based eHealth intervention should naturally follow much of the same evaluative process as a traditional intervention [18]. Effectiveness can be measured by pre- and postintervention assessments using clinical trials. However, assessments can also be made of the components of the intervention. In traditional face-to-face treatment, this would include the therapeutic relationship and session outcome measures, which gather information on the experience of the user during as well as after the intervention. In eHealth, user experience is often focused on usability testing that generally measures the degree to which the intervention is understandable and easy to use.

Effectiveness of Web-Based Psychosocial Interventions

Effectiveness refers to how well a health or psychological treatment works in a real-world setting [19]. Methods used for clinical trials of pharmacological treatments can be applied to complex nonpharmacological interventions such as eHealth initiatives [20]. Randomized clinical trials (RCTs) have found that Web-based interventions are effective in treating a range of psychological issues. For example, individually tailored Internet-delivered cognitive behavioral therapy (CBT) has been found to be an effective and cost-effective means of treating patients with anxiety disorders [9]. A recent meta-analysis of RCTs investigating the effectiveness or efficacy of Web-based psychological interventions for depression found positive results across diverse settings and populations [21]. However, as Richards and Richardson [21] note, effectiveness is only one part, albeit an important one, of an intervention that should be evaluated. For example, effectiveness research does not necessarily investigate the influence of therapist factors.

User Experience of Web-Based Psychosocial Interventions

In evaluation research of face-to-face psychosocial interventions, findings have shown that an effective therapeutic relationship in and of itself may be enough to provide successful outcomes for clients [22]. Moreover, this correlation between ratings of the therapeutic relationship and outcome seems unaffected by other variables such as outcome measure or type of intervention employed [23]. These variables are client derived, based on their subjective experiences, and can be adjusted for and evaluated throughout the treatment program or therapy session.

As a result, the interaction between the client and clinician is fine-tuned and dynamic, and the clinician is able to constantly monitor the therapeutic relationship and make changes accordingly. This is possible in a dynamic person-to-person interaction but it is not possible in a one-way interaction between a person and a computer.

In the person-computer interaction, the psychological experience of the person using the therapeutic intervention is lost and cannot be responded or adjusted to (although there are developments in this area [24]). This raises three key concerns. First is the
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potential loss of the therapeutic relationship. Second, the psychological experience of the person may be important to determining usage and adherence to an intervention with some reports of dropout rates exceeding 98% from open-access websites dealing with psychosocial issues [25]. Third, it may be important in understanding issues of psychological safety and well-being for “if information is too complex to understand, especially under periods of duress or high cognitive load” then the intervention may not be as effective [6]. Therefore, the in situ psychological experience of the user may be an important variable to be considered; however, it is not clear how it has been or should be evaluated.

Methods of Evaluating Web-Based Psychosocial Interventions

User-Focused Evaluations

In traditional face-to-face interventions, evaluation of user experience is relatively straightforward. For starters, the client can provide instant and direct feedback to the therapist during a session. In addition, there are a number of psychometrically reliable and valid standardized tools such as the Helping Alliance Questionnaire [26] or the Outcome Rating Scale and Session Rating Scale [27], which directly address user experience. In e-therapy or e-counseling, when there is still a person-to-person relationship via Skype or email, the measurement of the therapeutic process is similar as only the delivery differs [12]. However, when the intervention is provided by a website and is driven by computer-programmed algorithms and automated responses it is much more complex. A cross-disciplinary approach is needed that links the psychosocial approach with user-centered design from computer science [6]. One of the most common ways of evaluating the relationship the user has with a website or Web-based intervention is through usability testing.

Intervention-Focused Evaluations

The literature on human-computer interaction yields a number of different methods of evaluating a website, be it a psychosocial intervention or an web-based retail store. One of the most widely used and recognized means of addressing this is usability evaluation [28]. Usability testing is a means of evaluating the design and functionality elements of a website as they apply to the user. However, the end user is not always involved and, if so, any information capturing the user experience is designed to enhance the performance of the intervention in terms of content, design, and navigability of the website, rather than an investigation of the relationship between the user and computer.

Usability inquiry on the other hand is designed to gather broader and more subjective information from the user with regard to the website or intervention. Zhang [29] defined usability inquiry quite broadly as gaining “information about users’ experience with the system by talking to them, observing them using the system in real work (not for the purpose of usability testing), or letting them answer questions (verbally or in written form)” [29]. Therefore, although usability testing provides output from the person using the system, the focus is on functionality of the website. In usability inquiry, there is a subtle shift to understanding the users’ goals, context, profile, feelings, and thoughts during the process of interaction. The output extends beyond issues of website design and functionality to broader concerns of purpose and context [28].

The methods of ethnographic interviewing, contextual inquiry, cognitive interviewing, and situated co-inquiry lend themselves, somewhat naturally, to an exploration of how users may experience a Web-based psychological intervention. They all place the user as the most important piece of the process. Thus, it fits the paradigm of interpretative and participatory research with elements of phenomenological inquiry to gain an understanding of the users’ experience in a natural setting. In some ways, this would come close to understanding the nuance of the relationship between a user and an intervention in a similar way that an evaluation of the therapeutic relationship captures a client’s perception and experience of traditional therapy. However, it is unclear to what extent usability inquiry, or any other methods, have been used to address the psychological experiences of those using Web-based psychosocial interventions. Thus, a systematic literature review was undertaken to assess what methods, if any, have been applied to understanding users’ in situ psychological experience with Web-based interventions.

Methods

Systematic Literature Review Methodology

A systematic literature review was employed to determine how end users’ psychological experiences of Web-based interventions have been evaluated. A systematic review is beneficial for this relatively new topic for “identifying gaps and weaknesses in the evidence base and increasing access to credible knowledge” [30,31]. The AMSTAR (Assessment of Multiple Systematic Reviews) was selected [31] to guide the review. AMSTAR factors and how they were applied in this study are outlined below. The research question under investigation was defined as “What evaluation methods have been used to explore end-users’ in-situ psychological experiences with web-based psychosocial interventions?”

Inclusion and Exclusion Criteria

There were 4 criteria components for selecting studies. First, the health issues of interest were those with a psychosocial component for which a person may have been reasonably expected to see a clinician if the Web-based intervention was not available; for example, helping people with common mental health concerns such as stress, anxiety, and depression. Also included were psychosocial or behavior change intervention programs associated with physical ailments, such as rehabilitation and psychological well-being following surgery or living with human immunodeficiency virus infection. The psychosocial element was required to underscore the importance of the user’s psychological experience with the intervention. Thus, interventions with a purely physical component such as smoking cessation were excluded.

Second, the type of interventions included were Web-based interventions with a primarily self-help basis that required users to work their way through a series of steps. Excluded were e-counseling and e-therapy programs where the treatment was
based on person-to-person interaction rather than a person-to-computer interaction. They were also excluded if they were solely psychoeducation or health promotion websites that did not require an interactive, self-guided program. Online tools (such as “Facebook”) that may be used as part of social skills therapy but not designed for the purpose of treatment or psychosocial intervention were excluded.

Third, the method of evaluation had to involve end users’ assessment of their experience, rather than expert assessments. Finally, the focus of the evaluation must be the end users’ psychological experience interacting with the intervention. Studies that looked at the overall efficacy or treatment outcome of a Web-based intervention were excluded. Usability studies were excluded if they focused solely on functional Web-development issues (content, layout, design), rather than on the psychological experience of the user. For example, “think aloud” (also called talk aloud or cognitive interviewing) studies that did not elicit psychological insight or experience from the user but discussed use of menu options, friendliness, and ease of use were not included. Basically, the study had to be user focused, rather than intervention or computer focused. Expert usability and heuristic studies were also not of value as they did not address the actual experience of the intended user of the intervention. If an evaluation of the users’ psychological experience formed part of a broader study on the effectiveness study or feasibility study, it was included. As a result of a scoping exercise, we expanded the search protocol to include end users’ psychological experience per se, whether in situ or postintervention.

**Search Protocol**

Keywords applied in the search were determined by an initial review of the literature and modified by feedback from psychologists, computer science usability experts, and a librarian. Sets of terms were proximally searched including experience (“experience,” “evaluation,” “usability”), Internet (“internet,” “web*,” “online,” “eHealth”), health (“mental health,” “behavio*,” “psycho*”), and interventions (“intervention,” “treatment,” “therapy”). To ensure coverage of the health, psychological, and computing components of the topic the following databases were searched: CINAHL (EBSCO), MEDLINE (EBSCO), and Psychology and Behavioral Sciences Collection (EBSCO), Computers and Applied Sciences Complete (EBSCO), ABI/INFORM Global, and IEEE Xplore (see Multimedia Appendix 1). The search was restricted to studies from 2004 to October 2015 because of the relative newness of the field of Web-based interventions. A title scan across non–peer-reviewed journals elicited no studies of interest in the initial scoping, so only scholarly journals were included in the search. A total of 2 studies came from a review of the references of a meta-synthesis of user experience of online computerized therapy for depression and anxiety [32].

**Search Results**

The search protocol resulted in 62 records that were screened by 2 reviewers (LM and LR), with disagreements resolved by the research team (see Figure 1). After final full-text review, 21 studies were identified as meeting the 4 inclusion criteria. Included and excluded studies are listed in Multimedia Appendices 2 and 3, respectively.

**Quality Assessment and Data Synthesis**

An assessment of the type and quality of the methods used in the 21 studies was integral to this research project, and screening studies out on the basis of methodological quality would have been counterproductive. Therefore, all the 21 selected studies were included in the synthesis phase. As the identified studies were heterogeneous, a narrative synthesis was undertaken. The a priori data extraction framework involved first, describing the studies (see Multimedia Appendix 2 for study characteristics) and second, their methods of examining user psychological experience of Web-based psychosocial interventions (see Table 1).
Figure 1. Flow Diagram of Study Selection.

Records identified through database searching (n=59) → Additional records identified through other sources (n=3) → Records after duplicates removed (n=62) → Records screened (n=62) → Records Excluded (n=38) → Full-text articles assessed for eligibility (n=24) → Full-text articles excluded (n=3) → Studies included in qualitative synthesis (n=21)
<table>
<thead>
<tr>
<th>Reference</th>
<th>User experience focus</th>
<th>Methods(^a)</th>
<th>Tools</th>
<th>Time of assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baños et al [33]</td>
<td>No</td>
<td>Open-ended questions (online)</td>
<td>Researcher designed questionnaire</td>
<td>Postsession (6 × weekly sessions)</td>
</tr>
<tr>
<td>Bendelin et al [34]</td>
<td>Yes</td>
<td>Semistructured interviews (face-to-face)</td>
<td>On the basis of the Client Change Interview</td>
<td>Posttreatment (8-10 months)</td>
</tr>
<tr>
<td>Bradley et al [35]</td>
<td>Yes</td>
<td>Semistructured interviews (phone)</td>
<td>Researcher devised based on Theory of Planned Behavior</td>
<td>Posttreatment (1 week)</td>
</tr>
<tr>
<td>Cartreine et al [36]</td>
<td>No</td>
<td>Questionnaires (online)</td>
<td>System Usability Scale; Credibility Questionnaire; Assessment of Self-Guided Treatment</td>
<td>Postsession</td>
</tr>
<tr>
<td>de Graaf et al [37]</td>
<td>No</td>
<td>Questionnaires (online)</td>
<td>Credibility Expectancy Questionnaire (CEQ); customized questionnaire</td>
<td>CEQ at baseline; questionnaire posttreatment (3 months)</td>
</tr>
<tr>
<td>Devi et al [38]</td>
<td>Yes</td>
<td>Semistructured interviews (face-to-face)</td>
<td>Researcher devised interview guide</td>
<td>Posttreatment (6 weeks)</td>
</tr>
<tr>
<td>Fergus et al [39]</td>
<td>No</td>
<td>Questionnaire; semistructured interviews (face-to-face)</td>
<td>Treatment Satisfaction Questionnaire; researcher devised interview guide</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Gega et al [40]</td>
<td>Yes</td>
<td>Questionnaire; semistructured interviews (face-to-face)</td>
<td>Session Evaluation Questionnaire; Session Impacts Scale; Helpful Aspects of Therapy form; Client Change Interview</td>
<td>Questionnaires postsession; Interview posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Gerhards et al [41]</td>
<td>Yes</td>
<td>Semistructured interviews (face-to-face)</td>
<td>Researcher devised interview guide</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Gorlick et al [42]</td>
<td>Yes</td>
<td>Semistructured interviews (phone)</td>
<td>Researcher devised interview guide</td>
<td>Posttreatment (&lt;2 years)</td>
</tr>
<tr>
<td>Gulec et al [43]</td>
<td>No</td>
<td>Questionnaires (online)</td>
<td>Researcher designed self-report questionnaires</td>
<td>Online weekly during treatment and posttreatment</td>
</tr>
<tr>
<td>Hind et al [44]</td>
<td>Yes</td>
<td>Session evaluation forms; semistructured interviews (phone and face-to-face)</td>
<td>Researcher devised session evaluation forms and interview guide</td>
<td>Evaluation postsession; brief interview postsession 1; interview posttreatment (after completing or withdrawing)</td>
</tr>
<tr>
<td>Lara et al [45]</td>
<td>No</td>
<td>Questionnaire (online)</td>
<td>Researcher devised questionnaire</td>
<td>Posttreatment</td>
</tr>
<tr>
<td>Lederman et al [46]</td>
<td>No</td>
<td>Semistructured interviews (face-to-face)</td>
<td>Researcher devised interview guide</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Lillevoll et al [47]</td>
<td>Yes</td>
<td>Semistructured interviews (face-to-face)</td>
<td>Researcher devised interview guide based on phenomenological hermeneutical approach</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>McClay et al [48]</td>
<td>Yes</td>
<td>Semistructured interviews (phone)</td>
<td>Researcher devised interview guide based on motivation, experience, and comparison with other treatments</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Serowik et al [49]</td>
<td>No</td>
<td>Think aloud usability; questionnaire</td>
<td>Think aloud usability protocol; researcher designed questionnaire; modified Working Alliance Inventory</td>
<td>Usability during session; questionnaire posttreatment or at dropout (time unspecified)</td>
</tr>
<tr>
<td>Tonkin-Crine et al [50]</td>
<td>Yes</td>
<td>Unstructured interviews (phone)</td>
<td>Open-ended interview researcher devised</td>
<td>Posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Topolovec-Vranic et al [51]</td>
<td>No</td>
<td>Unstructured interview (phone)</td>
<td>Unspecified</td>
<td>Weekly during 6-week program and 12 months postenrollment</td>
</tr>
<tr>
<td>Van Voorhees et al [52]</td>
<td>No</td>
<td>Questionnaire; diaries</td>
<td>Researcher designed questionnaire</td>
<td>Diary and after session; questionnaire posttreatment (time unspecified)</td>
</tr>
<tr>
<td>Wade et al [53]</td>
<td>No</td>
<td>Semistructured interviews; survey</td>
<td>Unspecified</td>
<td>At follow-up (time unspecified)</td>
</tr>
</tbody>
</table>

\(^a\) Other measures may have been used in the study such as pre- and postbaseline measures of diagnosis but these were not included in the data extraction as they did not concern user experience.
Results

Overview of Included Studies

Intervention Type

The interventions were Web-based self-help interventions consisting of a number of modules (ranging from 3 to 12), most expected to be used on a weekly basis. Although all of the studies were predominantly self-help programs, some were augmented by other elements such as an online diary [37,38,41], social or peer group support in the form of discussion or chat groups [38,39,42,44,46], and some degree of therapist or tailored guidance to support the self-help component [34,38,40,43,53]. A total of 9 studies focused on an intervention in the pilot or development phase [33,34,36,39,43,46,49,52,53], whereas 13 studies focused on existing treatment programs such as “MoodGYM” or “Colour Your Life” [35,37,38,40-42,44,45,47,48,50-52]. All of the interventions contained interactive or homework components and some reported including multimedia such as audio or video in content delivery.

Of the 21 studies, most studies focused on the treatment of psychological issues. A total of 10 studies evaluated interventions designed to treat or prevent the development of depression using principles of CBT as the modality of treatment [34,36,37,40,41,44,45,47,51,52]. One intervention used CBT to assist adolescents with stress, anxiety, and depression [35]. Of the studies, 2 focused on delivering mainstream treatment for eating disorders online [43,48] and 1 on the treatment of first psychotic episodes through the use of CBT, support, and psychoeducation [46]. One intervention used motivational interview principles to support veterans with war exacerbated psychiatric issues apply for jobs and benefits [48]. Another aimed to reduce child behavior problems and parenting stress for young children with traumatic brain injury (TBI) via an online self-guided program and live coaching [53]. A total of 4 studies focused on interventions delivering psychological well-being and support to those with chronic or acute physical issues including irritable bowel syndrome [50], cancer [39,42], and angina [38]. Another study used a positive psychology approach to enhance mood in general populations [33].

Study Characteristics

Of the 21 studies, 13 were published from 2012 onward (see Table 1). A total of 10 studies were explicitly focused on the evaluation of the patient or users’ psychological experience of the intervention [34,35,38-40,42,44,47,48,50]. Of the remaining 10 studies, 8 gathered user experience as part of the development and pilot testing of the intervention [36,39,43,45,46,49,52,53]. Another study collected information on user experience to assess the acceptability and use of online CBT for depression [37], and another looked at the efficacy of using an online CBT intervention for depression with patients experiencing depression along with their TBI [51].

Evaluation of User Experience

Rationale for Evaluating User Experience

The rationale for evaluating user experience varied across the studies. Of these, 5 studies were seeking information on the users’ psychological experience of using the website to inform improvements [36,39,45,46,49]. A total of 6 studies were interested in finding out how to increase use of online interventions by understanding barriers to change [35] and acceptability in particular populations [42-44,51].

Process of Evaluating User Experience

The process of gathering user experience information also varied. A total of 13 studies relied on only one form of evaluation method. Of these, 10 studies used only an interview at the end of the treatment program (with a range of 1 week to 2 years posttreatment, where specified) to ask users about their experience with the intervention. Of the studies, 5 used face-to-face interviews [34,38,41,46,47] and 5 employed phone interviews [35,42,48,50,51]. The interviews were conducted by the researcher or research assistants (when specified) and their duration ranged from 19 minutes [35] to 111 minutes [34]. Of the studies, 3 employed only questionnaires to investigate user experience. Of the 3 studies, 2 deployed it at the end of each treatment session [33,36] and the other [37] at the beginning of treatment and then 3 months posttreatment.

The remaining 8 studies relied on a mixed methods design to investigate user experience. Of these, 4 studies employed a posttreatment semistructured interview, 1 study [39] complimenting it with a posttreatment questionnaire and another study with a posttreatment satisfaction survey [53]; Gega and colleagues [40] with postsession questionnaires and Hind and colleagues [44] with a postsession evaluation form. One study used weekly evaluation questions and a postintervention questionnaire [43]. A further study used a during and after session diary to capture user feedback combined with a posttreatment questionnaire [52] and another used module and a postintervention evaluations along with content analysis of the site’s discussion forums [45]. The final study used a think aloud usability process during the session followed by an end-of-treatment questionnaire [49]. Note that this was the only study employing a usability testing method that included a user experience focus, explicitly asking for feelings during the session, and a questionnaire to elicit user experience with the therapeutic alliance during the Web-based intervention.

Tools Used to Evaluate User Experience

Tools used to gather user experience information ranged from customized to off-the-shelf. Of the 14 studies that used some form of interview with users, 12 were semistructured with the topic guide designed by the research team. Of these, 2 studies provided a theoretical basis for the design of the interview guide. Lillevoll and colleagues [47] followed a phenomenological-hermeneutic approach to understand the lived experience of the user of the intervention in the natural setting, and Bradley and colleagues [35] followed a Theory of Planned Behavior. A further 2 studies [34,40] based the interview guide on the Client Change Interview (CCI), which
was designed as an empathic exploration of aspects of a client’s experience with traditional face-to-face counseling and therapy. Questionnaires used to evaluate user experience were either researcher designed or existing tools. Of the studies, 7 used self-customized questionnaire or evaluation forms [33,37,43-45,52,53]. Others relied on questionnaires designed to gain feedback about the therapeutic process, sessions, expectations, and outcomes (Table 2).

### Table 2. Treatment feedback questionnaires used to evaluate user experience.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Purpose</th>
<th>Cited in²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credibility Questionnaire</td>
<td>Credibility of computer programs, psychotherapy, and treatment</td>
<td>Cartreine et al [36]</td>
</tr>
<tr>
<td>Assessment of Self-guided Therapy</td>
<td>Acceptability of treatment (eg, comfort, personal acceptance)</td>
<td>Cartreine et al [36]</td>
</tr>
<tr>
<td>Credibility Expectancy Questionnaire</td>
<td>Expectation and rationale for treatment</td>
<td>de Graaf et al [37]</td>
</tr>
<tr>
<td>Treatment Satisfaction Questionnaire</td>
<td>Satisfaction and experience (convenience, quality, value) with online treatment</td>
<td>Fergus et al [39]</td>
</tr>
<tr>
<td>Session Evaluation Questionnaire</td>
<td>User experience with the session in terms of depth, positivity, smoothness, and arousal</td>
<td>Gega et al [40]</td>
</tr>
<tr>
<td>Session Impact Scale</td>
<td>User view of session impact on understanding, problem solving, therapeutic relationship, and hindering impact</td>
<td>Gega et al [40]</td>
</tr>
<tr>
<td>Helpful Aspects of Therapy</td>
<td>Identify helpful or hindering aspects of the treatment session</td>
<td>Gega et al [40]</td>
</tr>
<tr>
<td>Working Alliance Inventory</td>
<td>Self-report assessment of user experience of alliance with treatment (modified for online)</td>
<td>Serowik et al [49]</td>
</tr>
</tbody>
</table>

² Further details of questionnaires can be found by consulting the references.

### Analysis of User Experience Data

As this study is focused on the methods of evaluating user experience as opposed to user experience per se, the results of the studies are not presented in detail. In summary, quantitative analysis was carried out on the statistical data gathered in the questionnaires and descriptive summaries reported where appropriate. The qualitative user experience information in 19 of the studies was analyzed using content analysis to elicit emerging themes. Of these, 2 studies followed elements of grounded theory methodology to develop theories of user experience with Web-based interventions [41,52]. One study took a phenomenological-hermeneutic approach [47].

Overall, these studies reported thematic categories to describe the users’ experiences within the frame of the study purpose. Thus, the themes that evolved were varied and included user experience in terms of the therapeutic process [40,41], individual and social aspects of the intervention [33,40-42,47], as well as Web-based characteristics of the intervention [40-42,48-50]. Process issues included motivation and user profile [34], privacy and help-seeking [35], overall experience [37,46], barriers [50,52], expectations [37], personalization, solitude, and social, individual, and contextual features [40,41]. For example, in one of the grounded theory studies, Gerhards and colleagues [41] identified themes of the user experience in terms of the computer, individual, social, research, and environmental contexts.

### Discussion

#### Key Findings

This systematic review identified a gap in examining users’ psychological experience of Web-based interventions in situ. Among studies using usability testing, only 1 study [49] explicitly explored what it felt like for the user in-session. Most were focused on the functionality of the intervention in terms of Web design, ease of use, and readability. Usability inquiry methods such as situated co-inquiry proposed by Carter [54] or ethnographic and contextual inquiry discussed by Cooper et al [28] are not yet evident in the literature. It is important that our methods of evaluating Web-based interventions include opportunities for uncovering the relationship between the user and the computer as a social agent. The studies that did focus on the therapeutic experience online tended to evaluate it postsession or posttreatment using tools designed for evaluating face-to-face interventions. For Web-based interventions, as called for by Knowles et al, “it is likely that more in-depth, observational data collection methods will be necessary to better capture user experience in [the] future” (p11) [32].

The rationale for postsession and posttreatment evaluation occurred when the interest was social science rather than computer science and the focus was the treatment experience rather than the mode in which it is delivered. Some of the studies sought to understand the therapeutic process at a session level [40,44], the therapeutic relationship [34,40], and how overall experience translated from traditional delivery channels of treatment into Web-based treatments [41,43]. Other studies aimed to enhance the treatment program and increase usage and acceptability of particular populations to certain interventions, such as adolescents with psychological distress [35] or those with psychosocial issues associated with physical health problems [38,39,42,44,50,51]. Postsession and posttreatment evaluations were also used to understand barriers to usage [52] and motivations to participate in Web-based interventions [37,48]. Most of these evaluations used semi-structured interviews or questionnaires to collect information. Posttreatment semi-structured interviews (face-to-face or phone based) were the key methods used to understand the experience of the user.
An in-depth review of the methods was not possible because of gaps in the literature on timing, length, interviewer characteristics, and topic guide details. It is evident however that the problem with posttreatment evaluations is the potential time delay between treatment and recollection of experience and this potentially affects validity and reliability of the information. The time between treatment and evaluation varied, some took place 1 week posttreatment [35] and another had a gap of up to 2 years [42]. Some studies did not actually specify how long following treatment that the evaluations occurred. Some interviews were conducted by phone for 20 minutes [48] and others reported almost 2-hour face-to-face interviews [34] and thus the depth and quality of information varied accordingly. In addition, the characteristics of the interviewers were also sometimes overlooked. When specified, the interviews were conducted by the researcher or research assistant who may or may not have had relevant clinical training. In general, the topic guides or questions asked by the researchers were not published so that the areas discussed with the participants are unknown, although it can be extrapolated to some extent by the focus of the research. Some studies provided example topics or questions. For example, Devi and colleagues [38] presented a table of example interview questions that included “What were your initial thoughts and feelings regarding this web-based programme?” and “What was your overall experience of using the programme?” Having more information as to the topics covered would be useful to understand in detail what aspects of user experience were investigated.

In addition to interviews, questionnaires were also used; most commonly they were standardized tools to measure experience with traditional treatment or therapy modified for eHealth. For example, Gega and colleagues [40] used the Session Impact Scale, Session Evaluation Questionnaire, and Helpful Aspects of Therapy questionnaire to gather immediate feedback from users following each online session. This elicited in-depth session and overall feedback that were categorized into a number of themes, such as the experience of “learning by doing” or having no fear of being judged by a Web-based intervention. These questionnaires were designed to understand treatment experience and outcomes and were not concerned with the functionality of the website. The use of the CCI as the basis for the interview guide by Bendelin and colleagues [34] and Gega and colleagues [40] reinforced this focus on treatment versus delivery that was also evident in the analysis for the evaluation findings. The analysis of user feedback employed by these studies reflected an interest in understanding users’ psychological experience for its own sake rather than in relation to the intervention alone. The value of the information elicited was dependent on the purpose of the research, and each of the 21 selected studies had slightly different foci and rationale for exploring the experience of the user.

Most of the studies that used an interview approach used inductive content analysis to interpret the findings in terms of themes and subthemes of experience. Examples of themes included user profile and motivation [34], privacy, and help-seeking [35]; solitariness and personalization [40]; and the individual, social, computer, and wider contexts of experience [41]. Interviews are widely used in information systems research and eHealth evaluation, but it is important to be clear that an interview is an artificial and additional intervention. Myers and Newman’s [55] description of the dramaturgical model as originally described by Goffman [56] may aid interviewers to move between evaluation and clinical issues.

Although functionality was not a driver in the research, themes of intervention characteristics [36,40,41] and Web engagement [47] did emerge. This suggests that users’ psychological experiences are determined in part by the psychological issue and treatment process, and in part by the channel or mode of delivery. In other words, the functionality explored in usability testing might be a piece of the experience but is by no means all of it.

The choice of methods of evaluation depends primarily on which aspect of the intervention is most critical to measure—for example, effectiveness, usability or engagement—and on the maturity of the implementation of the intervention, and multiple methods may be appropriate. For early prototypes, interviews directly after the intervention are appropriate in order to gain an understanding of all of the issues and potential benefits as seen by the users. Larger-scale interventions will be more likely assessed by questionnaires, often modified from existing assessments. However, these should occur as quickly as possible after the intervention so that the users still have the experience fresh in their minds. Standard functional questionnaires may be preferred when Web-based treatment approaches are being compared with other interventions. However, all of these evaluation approaches must bear in mind the “emergent” nature of eHealth interventions and the degree to which the objectives and nature of the evaluation of the intervention may differ as prototypes are developed and evaluators gain experience [57]. The unique role of eHealth interventions also needs to be considered; as these inherently deal with people’s well-being, there is a need for closer evaluation of the psychological aspects of a user’s experience.

Overall, the evaluation of users’ psychological experiences with psychosocial interventions is a new yet growing area. Of the 21 studies in the final selection, only 10 were explicitly focused on understanding users’ psychological experience (as opposed to usability, outcome, or overall evaluation). Of those 10 studies, none were published before 2009 and 6 were published in the past 2 years. The nascency of the topic and exploratory nature of this study means that a number of opportunities for future research and action in the area are possible.

Methodological Limitations

The methodological limitations of this study derived from the cross-disciplinary nature of the topic, resource constraints, and the newness of the field that could have resulted in missed studies. Searching across databases from the computer science and health and social science fields precluded the use of consistent search protocols in terms of qualifiers and data fields searched. Indeed, as noted by reviewers, several studies were missed in the search process [58-61]. Examining these studies, however, offered no additional methods of user inquiry. For example, the Helpful Aspects of Therapy questionnaire used by Gega et al [40] was also used by Richards and Timulak [61]. In addition, the search process was limited to scholarly material.
In hindsight, the resource constraint could have been mediated somewhat by limiting the search date to studies published in the past 5 years.

The retrieved studies were not subjected to a quality review. This was due to the nature of the study that was looking at methods used rather than study outcomes. Overall, one could then argue that the search was semisystematic with the front end (the search process) meeting the requirements of a predetermined and comprehensive search, but the back end (data extraction and synthesis) was less systematized and more exploratory in nature. It reflects the challenges outlined by Jesson et al [62] and Curran et al [30] in conducting systematic reviews across disciplines.

There is a lack of consistency in the terminology used to describe Internet-delivered interventions. An effort to create and broadly ratify agreed key or subject words would make the dissemination of information much easier. “eHealth” is almost as broad a term as “health”—searching for eHealth (or mHealth) interventions is as wide a scope as searching for health interventions. Therefore, as the area grows and consolidates, categorization needs to be clearer and differentiate from other deliveries such as telemedicine. Interventions need to be defined more by type (eg, CBT, mindfulness, psychoeducation) with an agreed identifier such as Web-based, Internet-based, or online for example.

**Future Research and Implications**

With regard to Web-based psychosocial interventions, there is a lack of cohesion between computer science literature, focused on the technical design, and health literature, focused on the treatment process and its impact. Combining modes of assessment prevalent in one discipline, such as usability testing from computer science, with session and treatment evaluations from psychology and social sciences could bridge this gap. This collaboration could contribute to the development of best practice protocols for understanding users’ psychological experience that might include an evaluation of the in situ experience of the participant using the system, postsession impact, and a reflective posttreatment review. For example, combining the approach by Serowik et al [49] using a feelings-based think aloud usability and a posttreatment therapeutic evaluation (such as the Working Alliance Inventory or CCI) with the type of session evaluations used by Gega et al [40] would provide a comprehensive view of the user’s experience, as would a user experience–focused usability inquiry method such as situated co-inquiry [54]. Research approaches focused on capturing user experience in situ help us understand the impact of Web-based interventions moment-to-moment, as well as their overall effectiveness. There is a role for clinicians in this process along with computer usability and design experts.

Overall, it is the experience of the user that is important in delivering acceptable and useful treatment. An understanding of user experience including their expectations and responses is essential to increasing acceptability, effectiveness, and adherence to cost-effective, broadly accessible Web-based psychosocial interventions. The therapeutic process is important to treatment and the way it is assessed needs to keep up with the way in which therapy is delivered. As the delivery of health changes, there needs to be increasing collaboration among disciplines. This will contribute not only to robust best practice but also to the creation of new and agreed terminology and a cohesive body of literature to ensure broad and effective dissemination of knowledge. A critical understanding of user experience of eHealth is needed to improve outcomes for people who look to the Internet for help.
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Abstract

Background: For younger generations, unconstrained online social activity is the norm. Little data are available about perceptions among young medical practitioners who enter the professional clinical arena, while the impact of existing social media policy on these perceptions is unclear.

Objective: The objective of this study was to investigate the existing perceptions about social media and professionalism among new physicians entering in professional clinical practice; and to determine the effects of formal social media instruction and policy on young professionals’ ability to navigate case-based scenarios about online behavior in the context of professional medicine.

Methods: This was a prospective observational study involving the new resident physicians at a large academic medical center. Medical residents from 9 specialties were invited to participate and answer an anonymous questionnaire about social media in clinical medicine. Data were analyzed using SAS 9.4 (Cary, NC), chi-square or Fisher’s exact test was used as appropriate, and the correct responses were compared between different groups using the Kruskal–Wallis analysis of variance.

Results: Familiarity with current institutional policy was associated with an average of 2.2 more correct responses (P=.01). Instruction on social media use during medical school was related to correct responses for 2 additional questions (P=.03). On dividing the groups into no policy exposure, single policy exposure, or both exposures, the mean differences were found to be statistically significant (3.5, 7.5, and 9.4, respectively) (P=.03).

Conclusions: In this study, a number of young physicians demonstrated a casual approach to social media activity in the context of professional medical practice. Several areas of potential educational opportunity and focus were identified: (1) online privacy, (2) maintaining digital professionalism, (3) safeguarding the protected health information of patients, and (4) the impact of existing social media policies. Prior social media instruction and/or familiarity with a social media policy are associated with an improved performance on case-based questions regarding online professionalism. This suggests a correlation between an instruction about online professionalism and more cautious online behavior. Improving the content and delivery of social media policy may assist in preserving institutional priorities, protecting patient information, and safeguarding young professionals from online misadventure.

KEYWORDS
social media; professionalism; physicians; education

Introduction
The use of social media by members of professional groups has grown substantially in the past decade. In medical practice, online activities offer potential benefits to providers, patients, and the profession [1]; and present unique challenges for users and their employers. For younger generations, unconstrained online social activity is the norm, but as these tech-savvy users transition into professional life, their attitude toward online security and professionalism may not match that of their employers or their professions. Many health care institutions embrace social media policies, although it is not clear whether these policies address misperceptions among social media users or mitigate potential pitfalls [2]. Despite the existence of social media policies, professionals continue to find themselves in ethical, professional, and/or legal trouble [3-9]. Little data are available about the perceptions and social media practices among the young medical practitioners entering the professional clinical arena. The impact of the existing social media policy on the attitude of these professionals is also unclear.

Methods
This was a prospective observational study involving the new resident physicians in a large academic medical center. Residents were invited to participate and answer an anonymous questionnaire regarding their personal use of social media and their perceptions of appropriateness while using social media in the context of clinical medicine. Medical residents from the departments of internal medicine, family medicine, general surgery, emergency medicine, neurology, anesthesiology, neurosurgery, radiology, and obstetrics and gynecology were included. An approval was obtained from the Institutional Review Board (IRB). The 30-item questionnaire covered the following: self-reported instruction on social media use in medical school (1); self-reported familiarity with current institutional social media policy (1); case-scenario questions regarding specific tenets of the current institutional social media policy (15); understanding of social media account control options (5); prior social media account closures (2); prior unprofessional posts (2); current social media use (2); and demographics (2).

On the basis of the correct responses to the questions regarding specific tenets of the current institutional social media policy, a score was calculated for each participant (0 to a maximum of 15). Questionnaires were delivered electronically to each resident by their respective program directors during an orientation period (3-5 days before their clinical start date). In accordance with the medical center’s usual orientation procedures, each resident received printed information about the institution’s social media policy from the Graduate Medical Education (GME) office several days before starting clinical duties and receiving the invitation to attempt this questionnaire. The policy was also available for review on the institution’s Website. The study period was June 25-July 15, 2015. Upon completion of the questionnaire, the subjects were invited to review the recommended answers and explanations developed by the expert consensus. These explanations were based on the existing institutional social media policy and social media best practices. Data were analyzed using SAS 9.4 (Cary, NC), categorical variables were compared using chi-square or Fisher’s exact test as appropriate, and the correct responses to questions regarding specific tenets of the current institutional social media policy were compared between different groups using the Kruskal–Wallis analysis of variance.

Results
Of 124 invited subjects, 70 participated in the questionnaire (response rate of 56%). Of the 70 questionnaires, 13 contained incomplete answers. Most incomplete answers were observed in the latter half of the questionnaire. The highest rate of incompletion was associated with questions 24-31 (see Multimedia Appendix 1). About 98% of the respondents were born between 1979 and 1998. The majority of respondents (60/70, 86%) then reported having a social media account (eg, Facebook, Twitter) while 51% (36/70) reported using an image messaging app (eg, Snapchat, Flickr).

The cohort of residents familiar with the current institutional policy on social media was 29% (20/70). Familiarity with the current institutional policy on social media had a statistically significant effect on response tendencies for 2 individual questionnaire items. Of those familiar with the policy who answered a question about posting a picture of a colleague, a greater percentage (63%, 12/19) selected the correct answer than those who were unfamiliar with the policy (32%, 14/44, \(P=.0237\)). On a question about posting an image of a patient who is “unidentifiable,” 100% of residents who reported familiarity with the social media policy answered correctly (“never okay”), compared with only 78% (32/41) of residents who were unfamiliar with the policy (\(P=.0237\)).

A majority of the participating residents (67%, 47/70) received formal instruction about social media use previously during medical school. Exposure to social media policies in medical school was associated with statistically significant response trends for 2 questionnaire items. When participants were asked about accepting a social network invitation from a professional acquaintance with whom no significant social or professional relationship exists, 100% of respondents with no medical school instruction about social media answered incorrectly compared with 72% (29/40) of subjects who reported prior instruction during medical school (\(P=.0125\)). In response to a question about interacting with patients via social media, 67% (27/40) of interns with prior medical school instruction answered correctly (“never okay”). Among interns with no prior medical school instruction on social media, only 35% (6/17) submitted a correct response regarding communication with patients via social media (\(P=.0243\)).

Participants were grouped according to their report of prior medical school instruction on social media and their familiarity
with the current institutional social media policy. The results are summarized in Tables 1 and 2. The potential correct response total was 15; the actual range of correct responses was 0-13. Familiarity with current institutional policy was associated with an average of additional 2.2 more correct responses. Instruction on social media use during medical school similarly was associated with correct test scores for an average of 2 additional questions (see Table 1). On dividing the groups into no positive factor, either (single) positive factor, or both factors, the mean differences were found to be statistically significant (3.5, 7.5, and 9.4, respectively), using the Kruskal–Wallis test (see Table 2).

Of the participants, 39% (27/70) believed that digital information, once posted, could be permanently deleted, while 21% (15/70) were not sure. When the participants were asked, whether logging into a personal social media account while on duty in a patient care area is acceptable (not permitted by institutional policy), 27% (17/64) selected incorrect answers (“it depends” or “always”), while 5% (3/64) were “unsure.” In response to a question about posting pictures of a patient’s discrete physical finding on social media with no obvious way to identify the patient (not permitted by hospital policy), 15% (9/60) described this practice as “always ok, it depends, or unsure.” Regarding interprofessional interaction on social media, 25% (14/57) of subjects indicated that it is “always okay” to accept a social media invitation (eg, “friend request”) from a nurse with whom there is otherwise no social relationship. When the participants were asked whether it is acceptable to interact with patients on social media, which constitutes conduct that is discouraged by the social media policy, 33% (19/57) participants answered “it depends.”

Table 1. Average correct score stratified by institutional social media policy familiarity and medical school instruction on social media.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>N</th>
<th>Mean correctb</th>
<th>95% CI</th>
<th>P-valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiar with institutional social media policy</td>
<td>20</td>
<td>9.0</td>
<td>7.6-10.4</td>
<td>.01</td>
</tr>
<tr>
<td>Not familiar with institutional social media policy</td>
<td>49</td>
<td>6.8</td>
<td>5.8-7.8</td>
<td></td>
</tr>
<tr>
<td>Instruction on social media in medical school</td>
<td>47</td>
<td>8.0</td>
<td>7.0-9.0</td>
<td>.03</td>
</tr>
<tr>
<td>No instruction on social media in medical school</td>
<td>22</td>
<td>6.0</td>
<td>4.9-7.4</td>
<td></td>
</tr>
</tbody>
</table>

aStudent’s t-test, with unequal variance
bThe possible correct score range was 0-15

Table 2. Added effect of medical school instruction on social media and familiarity with institutional social media policy.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number</th>
<th>Correct answers meanb</th>
<th>P-valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>No instruction in medical school, not familiar with policy</td>
<td>18</td>
<td>3.5</td>
<td>.03</td>
</tr>
<tr>
<td>Instruction on social media in medical school only (31), or familiar with social media policy only (4)</td>
<td>35</td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>Instruction on social media in medical school and familiar with social media policy</td>
<td>16</td>
<td>9.4</td>
<td></td>
</tr>
</tbody>
</table>

aBy Kruskal–Wallis test
bThe possible correct score range was 0-15

Discussion

The results of this questionnaire reveal several areas of educational opportunity and focus: (1) online privacy and preserving professional and personal identities, (2) maintaining digital professionalism, (3) safeguarding the protected health information of patients, and (4) the impact of existing social media policies and the need for improved education about social media in medicine.

1. Online Security and the Maintenance of Professional Persona versus Personal Identity

As 98% of the resident participants belong to the “millennial” generation, the age range of our subjects is consistent with the majority of medical professionals currently entering clinical practice. Social media is an integral part of daily life for many people in this first generation of “digital natives” and it displays very high levels of connectivity. Over 50% of the participants reported that they are either “almost always” or “mostly” online and connected. Furthermore, 80% of these digital natives “don’t worry at all” or “worry a little” about online privacy [10]. These statistics frame a scenario for trouble when highly connected, digital native users enter the medical arena, where privacy and security are professional and institutional priorities. Social media policy and best practices emphasize the importance of maintaining a distinction between personal and professional online presence.

Some of these advocate a “dual-citizen approach,” which maintains online professional and private identities by creating separate online profiles [11]. A majority of medical residents and fellows surveyed was found to have personal information on their profile page [12]. Another study of recent medical graduates revealed that the religious views, sexual orientation, and relationship status could be determined for those who did not activate the privacy settings on their profile [13]. A minority (25%) of our study participants chose “I don’t know” as the answer when asked about the effect of privacy settings on a stranger’s ability to search for them. Of the subjects considered,
53% (30/57) believed that it is “always okay” to interact with a physician colleague on social media, 49% (28/57) selected “it depends,” and 25% (14/57) selected “always okay” to accept a “friend” request from a nurse with whom there is a fleeting professional relationship and no social relationship. This type of online relationship is discouraged by the institution’s best practices guidelines. Millennial health care providers appear to have a relaxed stance toward interprofessional digital networking and may not recognize the potential ramifications of blurring their identities online. This suggests an opportunity to inform and counsel during medical school and/or during the transition into clinical practice. On addition of a new 2-hour session called “Online Social Media and Professionalism” to an existing medical school curriculum, 40% of subjects who participated in a 4-month follow-up survey reported that they had “reviewed, edited, and/or made a significant change in their online presence” [14].

Many institutions and policies discourage digital communication with patients. Communicating with patients via an open-access, unsecure site renders protected health information to be vulnerable [15]. Furthermore, interaction with patients via social media blurs the line between personal friend and health care provider. In a survey of medical residents and fellows abroad, approximately half of the respondents felt that “the doctor-patient relationship would be altered if patients discovered that their doctor had a Facebook account” [12]. Interestingly, 33% of our study subjects answered “it depends” when asked about the appropriateness of interacting with patients on social media. A vast majority (89%) of study participants agreed that providing medical advice to patients via social media is “never okay.”

2. Digital Professionalism and Institutional Representation

As an employee of a hospital, a physician is a representative of that facility and an ambassador of the medical profession. Furthermore, all physicians are held to local and national standards of digital conduct. For example, the Federation of State Medical Boards has policy guidelines for the appropriate use of social media in medical practice [16]. Activity in the social media world creates new, and possibly unrecognized, responsibilities. Online misadventures, intentional or inadvertent, can result in the breach of patient confidentiality, the fermenting of negative public perception, the undermining of institutional integrity, and the deterioration of professionalism. In a study of recent medical graduates, 46% of subjects had posted their pictures using alcohol and 10% showed intoxication [13]. A study of surgical residents’ Facebook posting habits found that 14% of them had posted potentially unprofessional content and 12% had posted clearly unprofessional content [7]. In this study, 49% of participants selected “it depends” while posting a picture of a social event where people are “holding alcoholic beverages.” About 26% of the participants stated that they had posted statements or photos on social media that could be considered unprofessional.

A study at a US medical school revealed differences in opinion among students about “appropriate” online content. Some students “felt nothing was inappropriate” and a minority recognized that online activity can reflect on the institution or their profession [17]. A higher incidence of clearly unprofessional Facebook content among surgical residents (12%) compared with surgical faculty (5%) has been reported. Interestingly, among the faculty, men with less than 5 years of clinical practice were associated with unprofessional online habits [6,7]. More conservative attitudes about the appropriateness of Facebook posts have been described among faculty, women, and older participants [18], further emphasizing generational differences in attitudes and habits toward online professionalism. This suggests that younger users see online accountability from a perspective of personal risk only. This validates the need for instruction about the broader impacts of online behavior.

3. Patient Confidentiality

Patient confidentiality achieves wide consensus in the social media discussion. Protected health information and patient privacy should never be compromised by social media or any other form of communication. However, some examples of confidentiality breaches in medicine involve an unwitting rule breaker whose harmful actions are unintentional. For example, a physician was fined by the state medical board and fired by her hospital after posting a detailed account of a patient encounter [3]. Other events described in the media suggest poorer judgment and malicious intent, for example, providers have posted unflattering or personal information about patients on social media sites [5] and have posted inappropriate pictures on image-messaging accounts [4]. Whether intentional or unintentional, the potential for compromising patient information on social media is real and the stakes are quite high.

In this study, subjects were asked about the appropriateness of posting a comment (including a description of gender, approximate age, and injury pattern) about a patient encounter immediately after a mass casualty event. A surprising 25% of respondents selected “always,” “it depends,” or “not sure.” Rarity of disease or injury and proximity in timing or geographic location make identification of the patient in this scenario feasible. Therefore, posting such information could result in the unintentional release of protected health information and, as such, is forbidden at the study institution. This reveals an opportunity to alert our physicians about the hazards to patient privacy in posting seemingly anonymous or harmless information.

4. Social Media Policy and Education

Our results suggest a positive effect from social media instruction and policy familiarity on participants’ answer selection in the survey. Although the impact upon online conduct of these participants is unknown, improved knowledge and awareness on this topic is desirable. Conventional approaches to professionalism taught in a well-established educational framework may fall short when applied to novel online scenarios in professional medicine, for example, despite reported medical school instruction, 32.5% of interns in this study group answered incorrectly about interacting with patients online. Is this the result of ineffective education or poor knowledge retention? The authors surmise that it is a result of challenges with real-world application at the user level. Traditional
professionalism required during observable human interactions is easily recognized by the learner and has a finite duration. In contrast, social media has the power to project personal activities and musings into the public sphere to lay consumption with infinite duration, even if the user has no such intention. A new approach is needed to address the phenomenon of professionalism in the digital age, or “e-professionalism” [19]. Instruction on “e-professionalism” must provide contextual relevance for the learner and instill an appreciation for the potential reach and impact of online activity.

Bedside Distraction

Another area of digital professionalism not yet adequately studied is the impact of digital networking on clinical performance in the real world. The ubiquity and accessibility of mobile connectivity allows online communication to thrust its way into the clinical environment and, at times, to the bedside. As such, digital professionalism necessarily applies to the clinical workspace. When participants were asked whether logging onto a personal social media account while on duty in a patient care area was acceptable, 27% (17/64) selected “it depends,” while 5% (3/64) were “unsure.” The social media policy at the study site prohibits this type of activity. When participants were asked whether receiving message notifications on a mobile during work hours in the hospital constitutes a patient safety risk, 9% (5/57) of subjects characterized this practice as “no risk,” while 70% (40/57) selected “possible risk.” Most would probably contend that receiving audible notifications during patient care activities constitutes, at minimum, a distraction. The presence of distractions and the impact of interruptions on medical care are well documented [20-24]. A case commentary of online messaging distraction resulting in significant medical error has been reported [25]. The impact of messaging alerts and social media activity on physician focus, task performance, and patient safety is an area that requires further investigation.

Looking Ahead

While establishing social media policies, medical institutions must balance several variables; the needs of their professional employees, the potential for social media to improve health care, and their legal and ethical obligations to the patients and communities they serve [26]. Given the high stakes nature of this new digital phenomenon, education has been geared toward establishing acceptable behavioral parameters and has been rooted in risk prevention [2,14,15]. Some have raised concerns that an overemphasis on control, security, and risk avoidance may impede the potential benefits that social media can provide [27].

A sophisticated understanding and awareness of the potential benefits and hazards of social media are a prerequisite to responsible online activity. Efforts to raise awareness among medical students and physicians in transition may help shape desired online behaviors. Evidence supporting this approach includes a report of a “raised perception of risk” among medical students after hearing personal stories, warnings by school officials, and media reports [17]. While the debate about effective and comprehensive instruction for online users continues, there are resources available that provide current and relevant information about judicious use of social media in the context of medical practice [15,28,29].

Limitations

Some subjects were previously enrolled as students at the study institution so their “formal instruction” on social media usage may have contributed to familiarity with the current institutional policy. We did not identify those individual subjects. The study is limited by a relatively small sample size (n=124 invited subjects) at a single academic medical institution. Questionnaires were delivered electronically via their respective program director during a very busy onboarding process, which may contribute to a response bias. Subjects may have felt compelled to complete the survey or may not have given proper attention to each question, given all the activity that goes on during the onboarding process. Only incoming house officers were surveyed which may make some of the conclusions less generalizable to all house officers.

Conclusion

Young physicians demonstrate a casual approach to social media activity in the context of professional medical practice. However, social media instruction and/or familiarity with the social media policy are associated with more cautious perceptions about online behavior. Furthermore, assessment of perceptions and practices of new employees in a health care environment may help improve the content and delivery of policy information. This approach may help to preserve institutional priorities, protect patient information, and safeguard young professionals from online misadventures.
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Abstract

Background: An increasing number of patients from diverse demographic groups share and search for health-related information on Web-based social media. However, little is known about the content of the posted information with respect to the users’ demographics.

Objective: The aims of this study were to analyze the content of Web-based health-related social media based on users’ demographics to identify which health topics are discussed in which social media by which demographic groups and to help guide educational and research activities.

Methods: We analyze 3 different types of health-related social media: (1) general Web-based social networks Twitter and Google+; (2) drug review websites; and (3) health Web forums, with a total of about 6 million users and 20 million posts. We analyzed the content of these posts based on the demographic group of their authors, in terms of sentiment and emotion, top distinctive terms, and top medical concepts.

Results: The results of this study are: (1) Pregnancy is the dominant topic for female users in drug review websites and health Web forums, whereas for male users, it is cardiac problems, HIV, and back pain, but this is not the case for Twitter; (2) younger users (0-17 years) mainly talk about attention-deficit hyperactivity disorder (ADHD) and depression-related drugs, users aged 35-44 years discuss about multiple sclerosis (MS) drugs, and middle-aged users (45-64 years) talk about alcohol and smoking; (3) users from the Northeast United States talk about physical disorders, whereas users from the West United States talk about mental disorders and addictive behaviors; (4) Users with higher writing level express less anger in their posts.

Conclusion: We studied the popular topics and the sentiment based on users' demographics in Web-based health-related social media. Our results provide valuable information, which can help create targeted and effective educational campaigns and guide experts to reach the right users on Web-based social chatter.
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Introduction

As Web-based social media are growing in popularity, the number of people who share their experiences or ask for support in health-related social media has also increased [1]. Fox and Jones have found that 41% of e-patients have read someone else's commentary or experience about health on a Web-based news group, website, or blog [2]. Kane et al [3] reported that more than 60 million Americans read or contribute to Health 2.0 apps, in which they consider these apps as their first source.
when gathering data and opinions. About 40% of Americans doubt a professional opinion when it conflicted with what they form from Web-based health social media [3].

One of the key benefits of health-related Web-based social media reported by researchers is the increased access to information to various demographic groups, regardless of age, education, income, or location [4]. However, previous work has mainly relied on user surveys to study the effect of the use of social media to health-related factors such as psychological distress [5]. In addition, previous work does not reveal granular information on what disorders or other health topics are mostly discussed in the Internet by each demographic group, which would allow health care providers to create targeted and effective educational campaigns.

In this work, we conducted the first, to our best knowledge, large-scale data-driven comparative analysis of the content of health-related social media across various demographic dimensions—gender, age, ethnicity, location, and writing level. For each demographic group, we study the content of the posts across the following dimensions: sentiment, popular terms (keywords), and medical concepts (particularly disorders and drugs). Concepts refer to entries in the Unified Medical Language System (UMLS) vocabulary [6], whereas terms are just words from the posts’ text that may or may not belong to any UMLS concept. We report results for 3 types of social media: (1) general Web-Based Social Networks, namely Google+ and Twitter, (2) drug review websites, and (3) health Web forums. The selection of social media types was based on their popularity and on our study of the literature on health-related social content [7]. The objective of this study was to identify which health topics are discussed in which social media by which demographic groups, to better guide educational outreach and research activities.

Related Work

Analysis of Health-Related Social Media

Different studies were established and conducted by researchers to study the effectiveness of Web-based social media in changing and improving the communication between providers and patients. Hackworth and Kunz [8] reported that 80% of Americans have searched the Internet for health-related information. Grajales et al [9] illustrated how, when, and why social media are used by health care sectors by conducting a narrative review of case studies, and they provided 4 recommendations that stakeholders may consider to engage with social media. Because analyzing the health-related content of social media is increased recently [10], Denecke and Nejdl [11] performed content analysis of medical concepts in different health-related social media sources. They presented a method to classify posts as informative or affective, and they found that doctors share health-related information, whereas patient and nurses are more likely to share personal experiences. Lu et al [12] analyzed the content of 3 disease-specific health communities including lung cancer, breast cancer, and diabetes and defined their relationship to 5 main informative topics: symptoms, complications, examination, drugs, and procedures. This study shows that examination is a hot topic for users with breast cancer, whereas symptoms are more likely to be discussed by users with lung cancer. Wiley et al [13] analyzed the content of drug-related chatter on various social media forums. The study demonstrates that Web-based social media’s characteristics such as moderation affect the discussions in different ways including subjectivity and type of drugs discussed.

Measuring and Estimating Demographics of Users of Social Media

Krueger et al [14] studied the mortality attributable to low education level in the United States. They found people with less than high school degree have more mortality rate; thus, improving the US educational attainment could increase the survival in US population. A Pew research conducted in 2012 showed that white ethnicity represents 75% of social media websites users, where women in age group of 30-49 years participate more in these websites [15]. Another study by eMarketer found that Hispanic are more active in social media with 68.9% of them using social networks compared with 66.2% of total US population [16]. Mislove et al [17] estimated gender and ethnicity for Twitter users. The gender is estimated by using the reported first name and comparing it to the 1000 most popular first names reported by the US Social Security Administration, whereas ethnicity is estimated by using the reported last name and comparing it to the frequently occurring surnames reported by 2000 US Census. Using Mislove’s gender classifier, Mandel et al [18] analyzed the tweets related to Hurricane Irene. Liu et al [19] proposed Natural Language Processing (NLP) methods to extract the demographics (gender, age, ethnicity) of users of social posts. Anderson-Bill et al [20] recruited Web-health users to examine their demographics, behavioral, and psychosocial characteristics, and they found that Web-health users are more likely middle-aged, upper class, and well-educated women. Although the aforementioned work examined health-related social media and their content, none of them studied how different demographics use Web-based social media, which is studied in this work.

Sadah et al [21] studied how many users from each demographic group (by gender, age, ethnicity, location, and writing level) participate in various social media, but it did not study the content of the posts, which is the focus of this paper. Some of the key findings of that work are: (1) drug review websites and health Web forums are dominated by female users; (2) the participants of health-related social media are generally older with the exception of the 65+ years bracket; (3) Asian and black ethnic groups are underrepresented in drug review websites and health Web forums, and blacks are also underrepresented in health-related Web-based social networks; (4) users in areas with better access to health care participate more in Web-based health social media; and (5) the writing level of users in health social media is significantly lower than the reading level of the population.

Methods

Key Challenges

A key challenge is to estimate the demographic group, for example, gender, of a Web-based user when this information is not explicitly stated. Another challenge in this work is the
extraction of medical concepts from social posts, given that existing tools such as MetaMap focus on biomedical text, which is generally generated by researchers or practitioners; therefore, we filtered out some misclassified concepts generated by this tool to work on health social media posts. Another challenge has been the time to extract the medical concepts from the social posts. In this paper, we process more than 20 million posts, which would take several months to parse on a single machine. For that, we have parallelized this into 10 machines that extracted all concepts in about 1 month. To extract popular terms for each demographic group, we use stemming to merge together terms with the similar root.

Datasets

As summarized in Table 1, for general social networks, we chose Twitter and Google+ for their popularity and number of users (we did not include Facebook as it does not provide public data). For the other 2 types, we selected 3 different websites for each one to ensure diversity. More information about the sources including start and end date is available in Table A.1 and A.2 of Multimedia Appendix 1. Because Twitter and Google+ are general social networks, we filtered the posts using 276 representative health-related keywords as follows: (1) Drugs: from the most prescriptions dispensed from RxList.com, we selected the 200 most popular drugs [22]. By removing the variants of the same drug (eg, different milligram dosages), the final list of drugs contained 125 unique drug names. (2) Hashtags: from Twitter Hashtags, we selected 11 popular health-related Twitter hashtags such as #BCSM (Breast Cancer and Social Media). (3) Disorders: 81 popular disorders were selected such as AIDS and asthma. (4) Pharmaceuticals: the 12 largest pharmaceutical companies were selected such as Novartis. (5) Insurance: 44 of the biggest insurances were selected such as Aetna and Shield. The rationale of selecting the keywords was to cover as much as we can by including popular drugs and disorders, popular health-related hashtags in Twitter, and other related health keywords that can help increase the number of the posts related to health, similar to previous work on Twitter filtering [13,21]. A complete list of used keywords can be found in Table B.1 of Multimedia Appendix 1, and all terms' frequencies for both sources can be found in Table B.2 of Multimedia Appendix 1.

Table 1. List of all used sources with their number of posts and with the available demographic attributes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of posts</th>
<th>Gendera</th>
<th>Agea</th>
<th>Ethnicitya</th>
<th>Locationa</th>
<th>Writing level classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwitterHealth [23]</td>
<td>11,637,888</td>
<td>Gender classifier</td>
<td>NO</td>
<td>Ethnicity classifier</td>
<td>YES</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Google+Health [24]</td>
<td>186,666</td>
<td>YES</td>
<td>YES</td>
<td>Ethnicity classifier</td>
<td>YES</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Drugs.com [25]</td>
<td>74,461</td>
<td>Gender classifier</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>DailyStrength/Treatments [26]</td>
<td>1,055,603</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>WebMD/Drugs [27]</td>
<td>122,040</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Drugs.com/Answers [28]</td>
<td>320,118</td>
<td>Gender classifier</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>DailyStrength/Forums [29]</td>
<td>5,948,877</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>WebMD [30]</td>
<td>1,128,629</td>
<td>Gender classifier</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>Writing level classifier</td>
</tr>
</tbody>
</table>

*a indicates that the demographic attribute is not provided by the source and no classifier is used due to low accuracy. YES indicates that the demographic attribute is provided by the source. More details on the demographic classifiers are available in the paper by Sadah et al [21].

Then, to filter out Twitter using the health-related keyword list, we used the Twitter streaming Application Program Interface (API) [31] to extract the relevant tweets for TwitterHealth. Google+Health posts were collected via the Google+ API [32], in which the health-related keyword list was used in the queries to obtain relevant posts for Google+. For the other drug review websites and health Web forums, we built a crawler for each website in Java using the Java library jsoup [33] for extracting and parsing hypertext markup language content. For each website, we crawled and collected the available data, including public user information, posts, disorders, conditions, keywords, tags, rating, and so forth. We emphasize that we do not collect or use any private data, and we only collected publicly available data in accordance with each site’s terms of use. Figure 1 shows the overall process of our analysis.
Demographic Data Computation

The demographic data (age, gender, ethnicity, location, writing level) of users are extracted from the data or estimated through classifiers as discussed in the study by Sadah et al where more statistics of the collected posts such as dates and number of users are also reported [21]. As summarized in Table 1, gender attribute is either reported by the source or generated by a classifier that uses the first name to distinguish between male and female. Age and location, on the other hand, are used as they reported by the source; however, location was further processed to map user's input into geolocations using Google API [32]. Because ethnicity is not reported in any source, we used a classifier that uses the last name to predict ethnicity for users in sources that provide the last name. For writing level, we measured each user writing level using a modified version of Flesch–Kincaid Grade Level [34].

Sentiment and Emotion

To compute sentiment and emotion, we map each phrase in the post to a phrase from a sentiment lexicon. We use a sentiment lexicon, SentiWordNet [35], and an emotion lexicon, NRC word-emotion lexicon [36]. These 2 lexicons were selected owing to their effectiveness and popularity in previous studies [11,37,38] and because they cover complementary aspects. We use the SentiWordNet dictionary for sentiment, which assigns positive, negative, and objective score to each term where the sum of all 3 scores equals 1. Because SentiWordNet uses senses and part of speech, the Stanford CoreNLP Trigger [39] was used to tag each word with its part of speech tag. All words in posts and SentiWordNet were then stemmed to remove words variation. The longest possible match is then used to map each phrase in posts to a phrase from SentiWordNet, and after that, each post’s sentiment is calculated by averaging scores of all phrases. For each source, the total sentiment score for each demographic attribute is measured by averaging all posts’ scores associated with that attribute and normalized by the number of posts of the attribute. For emotion, we use the NRC word-emotion lexicon, which measures anger–fear, trust–disgust, and anticipation–surprise.

Top Distinctive Terms

The content of all sources was analyzed to get the top distinctive terms for each source. All posts are first filtered to remove stop words and then stemmed using Porter stemmer [40]. From these words, we considered only the ones that occur in at least 0.01% of the total number of posts that are annotated for a given demographic attribute value (or 30 if 0.01% is less than 30). That is, if less than 0.01% of posts from users who reported their gender contain a term, this term is not reported in either male or female group analysis. Then, for each demographic attribute value, that is, male, we normalized the number of occurrences for each term in that attribute value by the number of users posts in the same attribute value to get the frequency, for example:

\[ \text{Freq}_{\text{male}}(\text{headache}) = \frac{\text{No. of occurrences (headache) in male}}{\text{No. of male posts}} \]  

To get the top 10 distinctive terms for each demographic attribute, we then calculated the relative difference as follows:

\[ \text{RelDif}_{\text{male}}(\text{headache}) = \frac{\lfloor \text{Freq}_{\text{male}}(\text{headache}) - \text{AvgFreq}_{\text{gender}} (\text{headache}) \rfloor}{\text{AvgFreq}_{\text{gender}} (\text{headache})} \]  

Where \( \text{AvgFreq}_{\text{gender}} (\text{headache}) \) is the average frequency of the word headache in all posts by male or female users. For
example, \( \text{AvgFreq}_{\text{location}}(\text{headache}) = \left(\frac{\text{Freq}_{\text{Northeast}}(\text{headache}) + \text{Freq}_{\text{Midwest}}(\text{headache}) + \text{Freq}_{\text{South}}(\text{headache}) + \text{Freq}_{\text{West}}(\text{headache})}{4}\right) \). Finally, we only display health-related terms in each demographic group that have a relative difference greater than 0.1; that is, we decided to hide results with a difference of less than 10% from the average score, which we believe is intuitive.

**Medical Concepts**

To annotate posts with corresponding medical concepts from the UMLS [41], the MetaMap tool [42] was used to represent each post as a set of medical concepts.

Because MetaMap was originally built to extract concepts from biomedical text generated by researchers or practitioners, it is not perfect to annotate social media posts [43]. Therefore, we manually removed some annotations that were misclassified by MetaMap as following: (1) we order generated concepts by their frequencies for each source systematically, (2) we analyze each phrase that was mapped for each concept, and (3) we delete the misclassified UMLS concepts from the results. For example, the letter “i” mapped to (immunologic factor) and word bad mapped to (organic chemical). Such mistakes were deleted from MetaMap annotations to improve accuracy. In UMLS, we have 15 semantic groups (eg, Disease or Anatomy), and each concept in UMLS is associated with one or more semantic types, where each semantic type belongs to 1 semantic group. In this part, we analyzed only 2 semantic groups including drugs and disorders, and we reported the top distinctive drugs and disorders for each demographics using the same threshold and method used in finding top distinctive terms (Equation 2).

### Results

In this section, we present our results for sentiment and emotion, top distinctive terms, and medical concepts by each demographic group. Two medical concept types were considered and reported to avoid less interesting results: disorders and drugs. For each demographic group, we show the top distinctive disorders and drugs using Equation 2 that have a relative difference more than 0.1. Some demographic attribute values are not reported owing to small number of users (age group (0-17) and (65+) in Google+Health), or demographic attribute is not reported by the source (all age groups in TwitterHealth), or because users talk about unrelated health topics (writing level (0-5) in TwitterHealth talk about astrology), or the relative difference (Equation 2) for the top findings is less than 0.1.

**Gender**

In Table 2, we summarize the top distinctive (highest relative difference according to Equation 2) terms by gender; note that some demographic attributes such as female in Google+Health do not have distinctive terms. Because Twitter and Google+ are more news-based social media, many health posts share news in different areas including politics and sports—we excluded them to include health-related keywords only. Our first key finding is that male users in TwitterHealth tend to talk more about the reproductive system, tumor and AIDS, and health insurance, whereas female users talk about headache and emotion. In drug review websites and health Web forums, female users tend to talk more about pregnancy-related topics, whereas male users discuss pain drugs, cholesterol, and heart problems.

<table>
<thead>
<tr>
<th>Gender</th>
<th>TwitterHealth</th>
<th>Google+Health</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Cry, Migraine, Moody, Frown, Pound, Laugh, Nap, Eczema, Headache, Tension</td>
<td>N/A</td>
<td>Ovulation, IUI (intrauterine insemination), Pregnancy, Clomid (used to cause ovulation in women), IVF (in vitro fertilization), Pregnant, Birth, Boyfriend, BC (birth control), Fibromyalgia</td>
<td>Miscarry, PCOS (polycystic ovary syndrome), Endometriosis, Lupron, Uterus, Hysterectomy, Infertility, Ovarian, Rheumatologist, Progesterone</td>
</tr>
</tbody>
</table>

In Table 3, we summarize top distinctive disorders by gender. Male users in drug review websites mainly talk about back pain and blood pressure, whereas female users talk about pregnancy. In health Web forums and websites, male users discuss heart problems and panic topics, and female users talk more about skin disorders, headache, and chronic fatigue disorders. In TwitterHealth and Google+Health, top disorders discussed by male users can be classified as sexually transmitted diseases, including AIDS and herpes, whereas female in TwitterHealth as seen in the top distinctive terms discuss topics related to headache and feelings.
Table 3. Top 5 distinctive disorders by gender.

<table>
<thead>
<tr>
<th>Gender</th>
<th>TwitterHealth</th>
<th>Google+Health</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Acquired Immunodeficiency Syndrome (AIDS), HIV seropositivity, Cerebrovascular accident (stroke), Incised wound, Herpes NOS</td>
<td>Gonorrhea, Marijuana abuse, Sexually transmitted diseases, Malignant neoplasm of lung, Infantile neuroaxonal dystrophy</td>
<td>Low back pain, Dry cough, Blood pressure finding, Back pain, Diabetic</td>
<td>Atrial fibrillation, Codependency, Panic attacks, Diabetes, Marijuana abuse</td>
</tr>
<tr>
<td>Female</td>
<td>Migraine disorders, Emotional, Headache, Pain NOS adverse event, Asleep</td>
<td>Chronic fatigue syndrome</td>
<td>Gravidity; Endometriosis, site unspecified; Yeast infection; Fibromyalgia; Hot flushes</td>
<td>Dermatitis herpetiformis, familial; Lupus vulgaris; Lupus erythematosus, systemic; Fibromyalgia; Migraine disorders</td>
</tr>
</tbody>
</table>

Table 4 summarizes top distinctive drugs by gender. In drug review websites, the top drugs discussed by female users are related to pregnancy including birth control and ovulation stimulation, whereas male users talk mainly about drugs related to blood pressure. In health Web forums, male users discuss depression-related drugs and alcohol topics. In TwitterHealth, not many distinctive drugs were found for female and male users, whereas in Google+Health, different drugs and chemicals were reported.

Sentiment and emotion were evaluated for all sources. Because the results look similar between gender groups, we summarize the results in Tables C.1 and C.2 of Multimedia Appendix 1.

Table 4. Top 5 distinctive drugs by gender.

<table>
<thead>
<tr>
<th>Gender</th>
<th>TwitterHealth</th>
<th>Google+Health</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Viagra</td>
<td>Aldosterone, DC101 monoclonal antibody, Bicarbonates, Aspartame, Methamphetamine¹</td>
<td>Low-density lipoproteins, Plavix, Bystolic⁶, Oxycodone, Opiates</td>
<td>Alcohols, Xanax⁴, Detox adjuvant², Prozac⁴, Dietary lead</td>
</tr>
<tr>
<td>Female</td>
<td>Trivalent influenza vaccine</td>
<td>Thioctic acid, Detoxadjuvant², Seroquel</td>
<td>Yaz³, Implanon³, Tamoxifen², Estrogens, Clomid³</td>
<td>Plaquenil, Diamox, Topamax, Concerta, Synthroid</td>
</tr>
</tbody>
</table>

¹Some of the drugs are coded to match the corresponding disorders they treat:¹ADHD,²Cancer,³pregnancy,⁴depression,⁵MS,⁶BP, heart problem and cholesterol,⁷Diabetes.

Age

Table 5 summarizes the top 10 distinctive terms for each age group. Generally, for younger groups (0-17 years), ADHD and skin problems are popular topics in drug review websites, whereas in health Web forums, they talk more about parents and homosexuality. For age groups of 18-34 years in drug review websites and health Web forums, the main topics discussed are related to relationships, pregnancy, or getting pregnant using simple intervention methods, or family members; whereas the same groups in Google+Health talk about different aspects including vitamins and sleep disorders. Age group of 35-45 years also discusses pregnancy topics but using sophisticated intervention methods including in vitro fertilization. Age group of 45-64 years, as in Table 4, discusses topics related to chronic diseases including fibromyalgia, disc, and cholesterol, and it also discusses other topics including addiction to smoking, alcohol, and menopause. HIV also appears to be a popular topic for that group in Google+Health and health Web forums. Finally, people aged older than 65 years also talk more about chronic diseases and heart-related problems including drugs that can help mitigate the pain. We see that most topics are more likely discussed by women because drug review websites and health Web forums are dominated by female users [21].
### Table 5. Top 10 distinctive terms by age.

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Google+Health</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-17</td>
<td>N/A</td>
<td>Concerta, Acne, ADHD, Birth, Wash, Lip, Prescribed, Boyfriend, Skin, Scar</td>
<td>Lesbian, Bullying, Buddy, Gay, Mum, Crush, Suicide, Rape, Teen, Dad</td>
</tr>
<tr>
<td>18-34</td>
<td>Supplement, Arthritis, Weight, Vitamin, Headache, Hospital, Friend, Food, Love, Skin</td>
<td>Clomid (used to cause ovulation in women), Ovulation, Phentermine, Calorie, Pregnancy, Gym, Pregnant, Baby, BC (birth control), Workout</td>
<td>BC (birth control), Clomid (used to cause ovulation in women), Ovulation, PCOS (polycystic ovary syndrome), TTC (trying to conceive), Miscarried, Fiance, Baby, Pap, Conceive</td>
</tr>
<tr>
<td>35-44</td>
<td>Vitamin, Sleep, Food, Parkinson, Friend, Healthcare, Community, Vaccine, Pain, Insomnia</td>
<td>IVF (in vitro fertilization), IUI (intrauterine insemination), Clomid, Ovulation, Marriage, Divorce, Mania, Narcotic, Lithium, Kid</td>
<td>IVF (in vitro fertilization), IUI (intrauterine insemination), BFP (big fat positive), BFN (big fat negative), PG, Stbx (Soon-to-be-ex), Lupon, HCG, Infertility, Fertility</td>
</tr>
<tr>
<td>45-64</td>
<td>Syndrome, Death, Chronic, Diet, Anxiety, Hospital, HIV, Infect, Treatment, Flu</td>
<td>Menopause, Fibromyalgia, Oxycontin, Chantix, AA (alcoholic anonymous), RA (rheumatoid arthritis), Disc, Narcotic, Heat, Chronic</td>
<td>Menopause, Grandson, HIV, Disc, Tinnitus, Lesion, Liver, Cholesterol, Enzyme, Colon, Parkison, Pain, Insomnia</td>
</tr>
<tr>
<td>65+</td>
<td>N/A</td>
<td>Diovan, Lisinopril, Neuropathic, Urine, Ankle, Cholesterol, Stroke, Arthritis, BP (blood pressure), Cancer</td>
<td>COPD (chronic obstructive pulmonary disease), Valium, PD (panic disorder), Caregiver, Retire, Oxygen, Transplant, Chemo, Cardiologist, Grandchildren</td>
</tr>
</tbody>
</table>

### Table 6. Top 5 distinctive disorders by age.

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-17</td>
<td>Acne vulgaris, Acne, Attention deficit hyperactivity disorder, Mood swings, Feeling suicidal (finding)</td>
<td>Depressed mood, Incised wound, Mental depression, Fear (finding), Emotional distress</td>
</tr>
<tr>
<td>18-34</td>
<td>Endometriosis, site unspecified, Gravidity, Panic attacks, Anxiety attack, Manic</td>
<td>Gastritis, Asthma, Panic, Anxiety disorders, Observation of attack</td>
</tr>
<tr>
<td>35-44</td>
<td>Endometriosis, site unspecified, Manic, Manic mood, Addictive behavior, Chronic pain</td>
<td>Autistic disorder; Disability; Lupus erythematosus, systemic; Attention deficit hyperactivity disorder; Pressure (finding)</td>
</tr>
<tr>
<td>45-64</td>
<td>Hot flushes, Chronic pain, Fibromyalgia, Night sweats, Nerve pain</td>
<td>Codependency; Gastritis; Fibromyalgia; Lupus vulgaris; Lupus erythematosus, systemic</td>
</tr>
<tr>
<td>65+</td>
<td>Muscle cramps in leg, Dry cough, Lassitude, Diabetic, Blood pressure finding</td>
<td>Atrial fibrillation, Diabetic, Panic attacks, Cerebrovascular accident, Gastroesophageal reflux disease</td>
</tr>
</tbody>
</table>

In **Table 6**, we summarize top distinctive disorders by age. In drug review websites, the young age group of 0-17 years talks more about skin disorders and mental disorders, whereas the same age group in health forums websites discusses mainly mental disorders. Age groups of 18-34 years and 35-44 years in drug review websites talk about pregnancy and mental disorder topics. Older age groups in both sources tend to talk about diabetes, heart diseases, and muscles pain.

In **Table 7**, we summarize all age groups’ top drugs. For the younger group of 0-17 years in drug review websites, top drugs discussed are the ones related to ADHD. Age group of 18-34 years in drug review websites discusses pregnancy-related drugs, whereas for age group of 35-44 years, the top drugs are related to MS disorder. This group of 35-44 years in health Web forums tends to share information about ADHD drugs. Older age users (65+ years) discuss drugs related to heart problems, blood pressure, diabetes, and cholesterol.
Table 7. Top 5 distinctive drugs by age.

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Drugs</th>
<th>Forums</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-17</td>
<td>Accutane, Concerta, Vyvanse, Strattera, Implanon</td>
<td>Commit Lozenge, Relate—vinyl resin, Vent, Zoloft, Topamax</td>
</tr>
<tr>
<td>18-34</td>
<td>Clomid, Phentermine, Seasonique, Lupron, Yaz</td>
<td>Human papilloma virus vaccine, Topamax, Diamox, Adderall, Antibiotics</td>
</tr>
<tr>
<td>35-44</td>
<td>Clomid, Rebin, Avonex, Tysabri, Lortab</td>
<td>Concerta, Melatonin, Diamox, Plaquenil, Adderall</td>
</tr>
<tr>
<td>45-64</td>
<td>Tamoxifen, Avonex, Oxycontin, Savella, Soma</td>
<td>Smoke, Hydrocortisone, Cymbalta, Lyrica, Alcohols</td>
</tr>
<tr>
<td>65+</td>
<td>Plavix, Diovan, Actos, Hydroxymethylglutaryl-CoA reductase inhibitors, Lipitor</td>
<td>Metformin, Carbohydrates, Oxygen, Sugars, Xanax</td>
</tr>
</tbody>
</table>

Some of the drugs are coded to match the corresponding disorders they treat: ADHD, Cancer, pregnancy, depression, MS, BP, heart problem and cholesterol, Diabetes.

Sentiment and emotion were evaluated for all sources. Because the results look similar among age groups, we summarize the results in Tables C.3 and C.4 of Multimedia Appendix 1. One key finding from the emotion results is that older people in Google+Health and drug review websites express less anger, whereas younger people in drug review websites express more anger.

Ethnicity

Only TwitterHealth and Google+Health have a large enough number of users whose ethnicity we can estimate (see Table A.2 in Multimedia Appendix 1), and hence, we only report finding for these outlets. In Table 8, we summarize top disorders for each ethnicity except black owing to the small number of users. As a key finding of top disorders, fibromyalgia is one of the top disorders that white and Hispanic users discuss in TwitterHealth, heart and kidney diseases are discussed more by Asian users, and headache and sleeplessness are 2 of the top disorders discussed by Hispanic users. The other ethnicity-based results exhibit less variance among the ethnicity groups, and hence, we report in Tables C.5, C.6, C.7, and C.8 of Multimedia Appendix 1.

Table 8. Top 5 distinctive disorders by ethnicity.

<table>
<thead>
<tr>
<th>Ethnicity</th>
<th>TwitterHealth</th>
<th>Google+Health</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>Fibromyalgia, Presenile dementia, Leukemia, Migraine disorders, Mental disorders</td>
<td>Binge eating disorder, Diabetic neuropathies, Marijuana abuse, Neuropathy, Crohn disease</td>
</tr>
<tr>
<td>Asian</td>
<td>Heart diseases, Food poisoning, Obesity, Herpes NOS, Stress</td>
<td>Kidney diseases, Myopia, Fatigue, Hemorrhage, Hypersensitivity</td>
</tr>
<tr>
<td>Hispanic</td>
<td>Headache, Fibromyalgia, Sleeplessness, Mental depression, Insomnia adverse event</td>
<td>Herpes zoster disease, Diarrhea, Suicide, Lupus vulgaris, Osteoporosis</td>
</tr>
</tbody>
</table>

Location

Table 9 summarizes the top disorder results for all sources. Focusing on drugs and forums, which have been shown to have more useful information regarding one’s health [13], our key finding is that users in the Northeast talk more about traditional physical disorders including diabetes and heart conditions, users in the Midwest discuss about weight loss, users in the South about fibromyalgia, and users in the West discuss mental disorders and addictive behaviors.

The other location-based results including sentiment, emotions, top distinctive terms, and top distinctive drugs exhibit less variance among the location groups, and hence, we report them in Tables C.9, C.10, C.11, and C.12 of Multimedia Appendix 1, as the variations across locations are not significant.

Writing Level

Table 10 summarizes the emotion results for all sources. For shortness, only 3 emotions are listed here: anger, trust, and anticipation, as the other 3 (fear, disgust, and surprise), are complementary to these, respectively. We see that users with lower writing level express more anger, whereas people with higher writing level express less anger. Due to low variance among writing levels, the other results for writing level including sentiment, top distinctive terms, top distinctive disorders, and top distinctive drugs can be found in Tables C.13, C.14, C.15, and C.16 of Multimedia Appendix 1, respectively.
Our results also found that users in Western states discuss mental disorders and addictive behaviors including alcohol and marijuana as Table C.11 of Multimedia Appendix 1 shows. This finding is associated with the fact that 5 of top 10 states with high marijuana use are in the West area [48]. Midwest users discuss weight loss more than the other regions according to our results, which can be related to the fact that the Midwest is the second (slightly trailing the South) highest region in terms of obesity, with more than 25% of the adults being obese (body mass index of 30+) [49].

**Applications**

There are several ways to leverage our results. Our findings can help health care providers and public health officials create targeted and effective educational campaigns, guide advertisers for different topics discussed by different demographic groups, help funding agencies allocate their research funds to have a larger impact on the society’s top health issues, and help understand health disparities in Web-based health social media. For instance, to reach pregnant or trying-to-get-pregnant women, advertisers should go to health Web forums and drug review websites instead of Google+ for advertising related products. This finding is supported by the fact that drug review websites and health Web forums are dominated by female users [21]. Also, this finding may indicate that there is a need for more definitive and authoritative sources of such information.
Our results can also help understand health disparities in Web-based health social media. Users with higher writing level are less angry when discussing health-related issues, which may be linked to the fact that people with lower level of education receive lower quality of health care [50] and have higher mortality rate [14].

These demographics-specific findings can be used in targeted educational campaigns, which are recently becoming the focus of several research efforts. As an example, Whittaker [51] shows how a smoking cessation intervention using mobile phones for young adults can be effective by sending general health videos messages and setting a quit date. Furthermore, Opel et al [52] show how social marketing can be used to increase immunization rates, where they explained how social marketing techniques can capture attention and motivate the targeted population to change. Patel et al [53] performed a systemic review to evaluate the effect of applications of contemporary social media on clinical outcomes in chronic disease. The study shows that providing social, emotional, and experiential support in current social media can help improve the patient care. Valle et al [54] evaluated a Facebook-based intervention that aims to increase the physical activity of young adult cancer survivors, which shows a potential for increasing the physical activity compared with Facebook-based self-help. A review of health interventions in Web-based social networks is presented in the study by Maher et al [55] where it is shown that several studies included in the systematic review reported significant improvement in health behavior or outcomes.

Limitations

For the general social networks, Google+ and Twitter, we used 276 health keywords and phrases as we described in the Methods section to filter the posts. These keywords and phrases miss some consumer phrases or abbreviations, such as ivf (in vitro fertilization) and iui (Intrauterine insemination). Unfortunately, we must select a relatively small set of keywords, given the rate constraints of the APIs of the social media.

Owing to the fact that ethnicity was estimated using a classifier [21], we were not able to confidently compute the ethnicity of enough users to have reliable results for several cases. For that, we omit results for black users. Furthermore, we do not report ethnicity results for drug review websites and health Web forums because these sources do not provide users’ last names. Another limitation is self-selection bias because all demographic attributes (explicitly reported or classified) are reported by users. For instance, a user may choose to report age or last name (which is used to classify ethnicity). For example, people who trust the opinion of other users or experts participate more in social networks, whereas people who have less trust might not share their private experiences.

For extracting medical concepts, we do not handle all abbreviations. We handle some cases through manual rules, for example, Metamap would map “I” to iodine. Also, MetaMap is not perfect for annotating social media posts; thus, we removed annotations that look incorrect as the previous example. Moreover, when computing the top distinctive terms, we do not handle variations of terms, that is, “iui” and “Intrauterine insemination” are considered different terms. We do a manual postprocessing to address this issue for the top results. In measuring the sentiment of posts, the sentiment lexicon “SentiWordNet” was not built specifically for social or medical text. For example, some words such as “omg” or “lol” are not mapped to any word in the lexicon; thus, not all terms in the posts are assigned a sentiment.

Conclusion

We analyzed the content of Web-based health social media based on users’ demographics. Three different types of Web-based health social media were considered: social networks, drug review websites, and health Web forums. For each demographic attribute—gender, age, ethnicity, location, and writing level—we evaluated sentiment and emotion, and we extracted top distinctive terms and medical concepts, specifically disorders and drugs. Our results are both expected and surprising and show several key findings for each demographic attribute. For example, the dominant topic for female users in drug review websites and health Web forums is pregnancy, whereas for male users, it is cardiac problems, HIV, and back pain. Attention-deficit hyperactivity disorder and depression-related drugs are the main topics discussed by younger users (0-17 years), MS drugs are discussed more by users of age 35-44 years, and alcohol and smoking are mainly discussed by middle-aged users (45-64 years). Users from the Northeast United States talk about physical disorders, whereas users from the West United States talk about mental disorders and addictive behaviors. Finally, users with higher writing level express less anger in their posts. These key findings can help experts reach the right users in many ways, including creating targeted and effective educational campaigns by health care providers, advertising related products, allocating funds for the right research by funding agencies, and understanding health disparities in Web-based health social media.
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Abstract

Background: Smokers are a stigmatized population, but an important population to reach for the purpose of research. Therefore, innovative recruitment methods are needed that are both cost-effective and efficacious in recruiting this population.

Objective: The aim of the present article was to evaluate the feasibility of Facebook-targeted advertisement to recruit long-term smokers eligible for lung cancer screening for a descriptive, cross-sectional survey.

Methods: A social media recruitment campaign was launched using Facebook-targeted advertisement to target age and keywords related to tobacco smoking in the Facebook users profile, interests, and likes. A 3-day newspaper advertisement recruitment campaign was used as a comparison. The study that used both recruitment methods aimed to test the psychometric properties of 4 newly developed lung cancer screening health belief scales. Data were collected via cross-sectional survey methodology using an Web-based survey platform.

Results: The Facebook-targeted advertisements were viewed 56,621 times over an 18-day campaign in 2015 in the United States. The advertisement campaign yielded 1121 unique clicks to the Web-based survey platform at a cost of $1.51 per completed survey. Of those who clicked through to the study survey platform, 423 (37.7%) consented to participate; 92 (8.2%) dropped out during completion of the survey yielding a final study pool of 331 completed surveys. Recruitment by newspaper advertisement yielded a total of 30 participants in response to a 3-day advertisement campaign; recruitment efficacy resulted in 10 participants/day at $40.80 per completed survey. Participants represented current (n=182; 51%) and former smokers (n=178; 49%) with a mean age of 63.4 years (SD 6.0). Cost of the advertisement campaign was $500 total for the 18-day campaign.

Conclusions: Recruitment by Facebook was more efficacious and cost-effective compared with newspaper advertisement. Facebook offers a new venue for recruitment into research studies that offer the potential for wider reach at a lower cost while providing privacy and flexibility for potential study participants. The study’s findings extend recent work of other researchers who have demonstrated Facebook’s utility with younger smokers, and Facebook is an effective tool to recruit older smokers. Furthermore, Facebook is a cost-effective alternative to traditional newspaper advertisement offering a new, affordable venue to recruit large numbers of older smokers efficiently.

KEYWORDS
facebook; recruitment methods; smokers; older

Introduction
Lung cancer is the deadliest cancer-related diagnosis worldwide regardless of gender or ethnicity with most patients diagnosed at an advanced stage [1]. For the first time, there is a screening test for high-risk individuals (defined as current or former smokers who have quit within the past 15 years who have a 30 pack-year tobacco smoking history) [2,3]. Lung cancer screening with low-dose computed tomography (LDCT) in long-term smokers has been shown to decrease relative lung cancer-related mortality by 20% [2]. An LDCT is a newer form of a computed tomography scan that uses lower doses of radiation to take a series of 3D radiographs of the lungs. These images are detailed and can show early-stage lung cancers that may be too small for conventional chest radiographs to detect [2]. In response to empirical findings from the National Lung Screening Trial, the US Preventive Services Task Force issued lung cancer screening guidelines recommending annual LDCT of the chest for high-risk individuals in 2013 [4].

As lung cancer screening becomes more widely implemented, participation is likely to be influenced by many factors, including individual-, provider-, and health care system-related variables. To determine factors that influence lung cancer screening participation, understanding perspectives of individuals eligible for screening is essential. Current lung cancer screening guidelines target long-term current and former smokers [3]. However, recruitment of smokers can be a challenge, and such research can be limited by the ability to access this target population. Smoking-related stigma has been implicated in timing of medical help-seeking behavior in symptomatic individuals later diagnosed with lung cancer [5] and quality of life in current and former smokers diagnosed with lung cancer [6]. Smoking-related stigma may serve as a barrier to recruitment of this important population. Current and former smokers may worry about being blamed for their smoking history as well as feel like social outcasts for smoking, increasing a sense of internalized stigma [7,8]. They may also fear having to endure a lecture from their health care provider about their current smoking status. For researchers wishing to recruit smokers, traditional methods such as face-to-face recruitment and fliers placed in high-traffic areas may not be as successful as recruitment targeting other demographics for research studies [9]. In addition, newspaper advertisement may be costly. Facebook is a relatively new venue for recruitment into research [9]. In addition, newspaper advertisement may be costly. Facebook has also demonstrated Facebook advertisements as a successful recruitment tool [9,17,23,24]. Therefore, our study sought to determine whether Facebook would be a successful recruitment tool in a new domain: older, long-term smokers.

As of March 2015, Facebook reported 936 million active daily users worldwide [25]. In the United States, 71% of adults use Facebook [26]. Facebook has also grown in use among older individuals and is visited by 63% of individuals aged 50 to 64 years and by 56% of individuals aged 65 years and older in a typical day [26]. Facebook offers the ability for the researcher to market a recruitment campaign of advertisements targeted by age, location, and keywords identified in the profile or interest list of potential participants. This strategy of targeted advertisement has the potential to engage current and former smokers as research participants while maintaining a sense of privacy for the individual potentially decreasing the perception of associated stigma. The purpose of this article was to describe the method by which a national sample of older long-term current and former smokers was successfully recruited into a descriptive survey study using Facebook-targeted advertisement.

Methods
Sample
This Facebook sample was recruited as part of a larger overall study to psychometrically test 4 newly developed scales to measure health beliefs about lung cancer screening. The findings of the psychometric study are published [27]. For the larger study, we aimed to recruit men and women who were eligible for lung cancer screening and included individuals between the ages of 55 and 77 years who were current or former smokers who had quit within the past 15 years and had a 30 pack-year tobacco smoking history. Pack-year is defined as the number of packs of cigarettes smoked per day multiplied by the number of years smoked. Individuals diagnosed with lung cancer were excluded from the study. It should be noted that the age range for the inclusion criteria of the psychometric study was 55 to 77 years. However, Facebook-targeted advertisement does not currently offer the ability to narrow age range in the 65-years-and-older category. Therefore, the age targeted for the purposes of the Facebook advertisement was 55 years and older with the ability to analyze Facebook advertisement metrics by 55 to 64 years and 65 years and older as discrete ranges. Two recruitment strategies were used: (1) a Facebook advertisement campaign and (2) a newspaper advertisement. The required sample size, based on the planned statistical analyses to evaluate effects in early adolescence [19], and recruiting for a variety of Web-based intervention studies [18,20,21]. Facebook may also be a beneficial resource for retention in longitudinal studies as previous studies have demonstrated its utility in retaining adolescents via social media [14-15]. Facebook has also been a successful recruitment strategy for reaching “hard-to-reach” populations such as men who have sex with men [22] and exploring taboo topics with adolescents and young adults such as abortion [16]. Finally, studies targeting young adult smokers have demonstrated Facebook advertisements as a successful recruitment tool [9,17,23,24]. Therefore, our study sought to determine whether Facebook would be a successful recruitment tool in a new domain: older, long-term smokers.
the psychometric properties of the lung cancer screening health belief scales, was 300 completed surveys. Institutional review board approval was obtained from Indiana University before recruitment of study participants.

**Procedures**

**Facebook Advertisement Campaign**

A social media recruitment campaign was launched using Facebook-targeted advertisement over an 18-day period. Facebook uses 2 types of advertisements that can appear in different locations on the screen depending on platform used to access Facebook (ie, desktop or mobile app). To best understand these advertisement locations, key terminology specific to Facebook advertisement must be explained to include: (1) newsfeed; (2) impressions; (3) reach; and (4) clicks to website. A newsfeed is a constantly updating list of stories in the middle of the Facebook user’s homepage. The newsfeed can include status updates, photos, videos, links, application activity, and likes from people, pages, and groups followed by the Facebook user. Advertisements also appear in a Facebook user’s newsfeed. The 2 types of advertisements specific to the desktop platform include: (1) standard desktop advertisements that appear in the right hand column next to the newsfeed on the Facebook user’s homepage and (2) newsfeed advertisements that appear in the constantly updating newsfeed located in the middle of the Facebook user’s homepage. For mobile app users, the newsfeed advertisement appears only in the middle of the constantly updating newsfeed. An impression refers to the number of times the advertisement entered the screen for the first time (ie, is served to someone) either in their desktop newsfeed, mobile newsfeed, or as a right hand column advertisement. Reach refers to the number of people to whom the advertisement was shown. A click to website refers to a unique Facebook user clicking the weblink embedded in the Facebook advertisement that is redirected to the advertised website. Another method to reach potential study participants in Facebook is to target the Facebook advertisement to the audience network of a Facebook group page. An audience network refers to individuals who have liked a Facebook group page. In the case of this study, the researchers set up a Facebook group page called Healthy Lungs Initiative with the purpose of providing general lung health information to recruit individuals interested in lung health issues. The Healthy Lungs Initiative Facebook group page was set up at the start of the study and remains active.

A recruitment advertisement targeting Facebook users whose age were 55 years and older and lived in the United States was used. Keywords used in targeting the selected group for our recruitment included “tobacco,” “tobacco smoking,” “smoking,” “smoking cessation,” “cigarettes,” and “electronic cigarettes” using both standard desktop and newsfeed advertisements (mobile and desktop). When we defined our audience during creation of the advertisement using these keywords, age, and location, we had a potential reach of 910,000 people. Please see Figure 1 for metrics related to potential reach specific to each stage of the keyword targeting process. Standard desktop and newsfeed advertisements included a short headline, a picture of an individual getting an LDCT scan for lung cancer screening, a short description of the study, and a link to the study’s Web-based survey (see Figure 2). The study’s Web-based survey was conducted through an external website using the Research Electronic Data Capture (REDCap) software system. REDCap is a secure Web-based application for building and managing Web-based surveys and databases. As previously mentioned, the advertisement was connected to a Facebook group page set up specifically for this study by the researchers called Healthy Lungs Initiative. The advertisement was reviewed and approved by Facebook staff before being released per Facebook policy. Dates for the recruitment campaign were specified, and a lifetime spending limit for the recruitment campaign was set at $500 during the creation of the advertisement. In addition, we followed procedures to reduce participant misrepresentation as described by Kramer et al [28]. These include (1) prohibiting open access to the survey platform by embedding a weblink that redirects to a screening survey; (2) requiring screening questions to screen out individuals who do not meet the inclusion criteria; (3) incorporating a survey time stamp to examine initiation of survey versus survey completion time span; and (4) identifying item pairs that should be consistent.
Figure 1. Keyword Metrics of Potential Reach for Facebook Targeted Advertisement.

Figure 2. Facebook Recruitment Advertisement.
Newspaper Advertisement

A newspaper advertisement was placed in The Indianapolis Star newspaper in Indianapolis, Indiana. Indiana is ranked 6th highest in adult smoking rates nationally with 21.9% of the state’s adult men and women self-reporting as current smokers [1]. The advertisement was a 3.24” x 5” black and white announcement that ran for 3 consecutive days in the lifestyle section of the newspaper. The advertisement featured a black and white picture of diverse older adults of both genders and details related to eligibility criteria, what the study involved, and information to participate. The following 3 ways to participate were included in the advertisement: (1) visit a weblink to access the Web-based version of the survey; (2) email or call the research office to request a mailed copy of the survey; or (3) call the research office to complete the survey by telephone.

Results

The primary objective of this study was to evaluate the feasibility of Facebook-targeted advertisement to recruit long-term smokers eligible for lung cancer screening for a descriptive, cross-sectional survey. Although not a direct comparison in length of advertisement and geographic location, we present the newspaper advertisement results as a comparison of cost, time, and number of participants recruited per day.

Participant Characteristics

Of the 361 participants, the majority were recruited by Facebook advertisement (92%; n=331). Across both the recruitment methods, the majority were female (58%; n=211), non-Hispanic Caucasian (91%; n=327), high school graduates or higher (96%; n = 347), and equally representative of current (51%; n=182) and former smokers (49%; n=177). The mean age was 63.4 years (SD 6.0). Please see Table 1 for a complete list of participant sociodemographic characteristics in total and by recruitment method.
Table 1. Participant sociodemographic characteristics by recruitment method (N=361).

<table>
<thead>
<tr>
<th></th>
<th>Total (N=361)</th>
<th>Newspaper (n=30)</th>
<th>Facebook (n=331)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>211 (58)</td>
<td>17 (57)</td>
<td>194 (58)</td>
</tr>
<tr>
<td>Male</td>
<td>150 (42)</td>
<td>13 (43)</td>
<td>137 (41)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>327 (91)</td>
<td>22 (73)</td>
<td>305 (92)</td>
</tr>
<tr>
<td>African-American</td>
<td>28 (8)</td>
<td>8 (27)</td>
<td>20 (6)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>15 (4)</td>
<td>1 (3)</td>
<td>14 (4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>104 (29)</td>
<td>6 (20)</td>
<td>98 (30)</td>
</tr>
<tr>
<td>Some college</td>
<td>154 (43)</td>
<td>15 (50)</td>
<td>139 (42)</td>
</tr>
<tr>
<td>College graduate</td>
<td>15 (4)</td>
<td>8 (27)</td>
<td>81 (24)</td>
</tr>
<tr>
<td><strong>Annual income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $25,000</td>
<td>116 (32)</td>
<td>12 (40)</td>
<td>104 (31)</td>
</tr>
<tr>
<td>$25,000-$50,000</td>
<td>168 (47)</td>
<td>11 (37)</td>
<td>157 (47)</td>
</tr>
<tr>
<td>More than $50,000</td>
<td>74 (21)</td>
<td>6 (20)</td>
<td>68 (21)</td>
</tr>
<tr>
<td><strong>Insurance status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government sponsored</td>
<td>217 (60)</td>
<td>24 (80)</td>
<td>193 (58)</td>
</tr>
<tr>
<td>Private insurance</td>
<td>132 (37)</td>
<td>5 (17)</td>
<td>127 (38)</td>
</tr>
<tr>
<td>No insurance</td>
<td>13 (3)</td>
<td>1 (3)</td>
<td>12 (4)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>182 (51)</td>
<td>20 (67)</td>
<td>162 (49)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>177 (49)</td>
<td>10 (33)</td>
<td>167 (51)</td>
</tr>
<tr>
<td><strong>Family history of lung cancer, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>63 (18)</td>
<td>4 (13)</td>
<td>59 (18)</td>
</tr>
<tr>
<td>No</td>
<td>299 (82)</td>
<td>26 (87)</td>
<td>273 (82)</td>
</tr>
<tr>
<td>**Age (years), mean (SD) **</td>
<td>63.4 (6)</td>
<td>63.6 (6)</td>
<td>63.1 (6)</td>
</tr>
</tbody>
</table>

aSD: standard deviation.  
bNote. Column percentages may not add to 100% due to missing data.

Newspaper Advertisement

One black and white newspaper advertisement ran over 3 consecutive days (Monday, Tuesday, and Wednesday) at a total cost of $1224. Subscribers aged 55 years and older (N=230,742) received the newspaper those 3 days. Therefore, the newspaper advertisement had a potential reach of 230,742 individuals aged 55 years and older who potentially saw the advertisement over the 3-day campaign. A total of 42 individuals responded to the advertisement; among them, 30 participants met the inclusion criteria, agreed to participate in the study, and completed the survey. Among the 30 participants, 21 (70%) completed the survey via the Web, 4 (13%) completed by telephone, and 5 (17%) completed a paper copy of the survey by email. Recruitment over the 3-day newspaper advertisement campaign averaged 10 participants per day (30 total participants or 3-day campaign=10), and cost of recruitment by newspaper advertisement was $40.80 per completed survey ($1224/30=$40.80).

Facebook Advertisement Respondents

During the 18-day Facebook recruitment campaign, 1121 unique Facebook users viewed, clicked on the advertisement, and were directed to the survey welcome page and screening survey. As depicted in the flow diagram in Figure 3, of the 1121 people who viewed the survey welcome page and screening survey, 423 (37.7%) agreed to participate, but 92 (8.2%) people dropped out during the course of the survey. Although the survey was designed with the option to leave any item blank after proceeding past the screening survey, there were less than 5% missing data for all survey items. Recruitment by Facebook advertisement yielded 331 participants enrolled into the study.
Facebook Recruitment Campaign Results

Over the 18-day Facebook recruitment campaign, the advertisement made 56,621 impressions yielding 1121 unique clicks to our Web-based survey at an overall cost of $500. Advertisements appeared on the right side of the desktop screen, within the desktop newsfeed as the potential participant scrolled, within the mobile newsfeed, or in the audience network of individuals who liked the Healthy Lungs Initiative Facebook group page. Newsfeed advertisements on a mobile device resulted in more unique users with 42,059 impressions and 894 unique clicks to the Web-based survey site than the other advertisement placements (see Table 2 for a complete list of Facebook-advertising metrics). In addition, 7 unique clicks were generated from the Healthy Lungs Initiative Facebook group page. As mentioned previously, the Facebook group page was created, in conjunction with the Facebook-targeted advertisement for this study, as a platform for messages about general lung health issues. During the 18-day Facebook advertisement period, the Facebook group page obtained 29 likes. Recruitment over the 18-day Facebook advertisement campaign averaged 18 participants per day, and cost of recruitment was $1.51 per completed survey ($500/331=$1.51). See Figure 4 for number of participants recruited by Facebook advertisement per day.
Table 2. Characteristics of an 18-day Facebook-targeted advertisement campaign with Facebook-advertising metrics (N=331).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reach</th>
<th>Unique Clicks to Website</th>
<th>Spent (cost per click)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Facebook users and budget</strong></td>
<td>56,621</td>
<td>1121</td>
<td>$500</td>
</tr>
<tr>
<td><strong>Advertisement placement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desktop right side</td>
<td>4527</td>
<td>22</td>
<td>$0.32</td>
</tr>
<tr>
<td>Desktop newsfeed</td>
<td>7409</td>
<td>190</td>
<td>$0.30</td>
</tr>
<tr>
<td>Mobile newsfeed</td>
<td>42,059</td>
<td>894</td>
<td>$0.48</td>
</tr>
<tr>
<td>Audience network^a</td>
<td>1015</td>
<td>7</td>
<td>$0.11</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>35,581</td>
<td>722</td>
<td>$0.48</td>
</tr>
<tr>
<td>Men</td>
<td>20,269</td>
<td>378</td>
<td>$0.40</td>
</tr>
<tr>
<td>Unspecified</td>
<td>772</td>
<td>21</td>
<td>$0.29</td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>31,004</td>
<td>602</td>
<td>$0.44</td>
</tr>
<tr>
<td>65+</td>
<td>25,617</td>
<td>519</td>
<td>$0.46</td>
</tr>
</tbody>
</table>

^aAudience network refers to individuals who saw advertisement on Facebook page (Healthy Lungs Initiative).

Discussion

Long-term current and former smokers can be challenging to reach and effectively recruit into research studies possibly secondary to perceived smoking-related stigma. However, this study demonstrated that Facebook is a viable recruitment method for this population. Facebook advertisement was more effective in cost and number of participants recruited compared with newspaper advertisement. Facebook advertisement cost was $1.51 per completed survey and averaged 18 recruited eligible participants per day compared with $40.80 per completed survey and an average of 10 recruited eligible participants per day with newspaper advertisement. In general, Facebook advertisement had minimal resource use, including time and cost related to research personnel. Management of the Facebook advertisement campaign involved less than 1 hour per day spent monitoring enrollment and stability of the embedded weblink to the survey. The newspaper advertisement, however, required greater personnel and time investment to answer telephone calls.
respond to voice mail messages, and administer the survey by telephone for participants who chose this option.

In addition to the low cost benefit, leveraging Facebook’s ability to target specific study populations by demographic characteristics, location, and keywords in the Facebook users’ profile, and interest list is of value to the researcher. This ability offers the opportunity to target recruitment advertisements based on multiple combinations of population characteristics important to their study. For this study, targeting by location, age, and keywords related to tobacco smoking and smoking cessation provided a potential reach of 910,000 unique Facebook users. We found this approach to be helpful in reaching our target audience of long-term current and former smokers because the keywords were likely personally relevant for the target population needed for the study. Targeting Facebook advertisements using personally relevant keywords also has the potential to decrease advertisements being shown to individuals who are not in the intended target population. Facebook also offers the opportunity to reach older individuals via their mobile device. In this study, most Facebook advertisements were seen in an individuals’ mobile newsfeed (74.3%; n=42,059) indicating that many individuals aged 55 years and older are accessing Web-based content using their smartphones or tablet devices. Although Facebook advertising metrics did not allow for a breakdown by age and device type, this is a new trend that should be considered further for potential recruitment opportunities with this demographic and studied.

Facebook-targeted advertisement has great potential as a recruitment strategy for other studies. Previous studies using Facebook to recruit research participants have used a Facebook study group page to first recruit Facebook users to “like” and join the group page followed by direct advertisement to page group members via postings on the group page [29,30]. Our findings extend the work of Valdez et al [29] who assessed leveraging Facebook’s social structure for research recruitment and concluded that Facebook recruitment was feasible for recruiting small samples for qualitative research but not for recruiting larger samples for quantitative research. Both recruitment strategies in the study by Valdez et al depended on an intermediary within the social structure of Facebook to recruit participants. For the first method tested, the study by Valdez et al created a study-related Facebook group page and asked administrators of other Facebook group pages to publicize the Valdez study-related Facebook group page to their members. The quantitative survey was then advertised on the study-related Facebook group page. The second recruitment method tested involved obtaining consent of other established Facebook group pages and posting a link to the study’s survey on those pages. Our study did not use an intermediary component as the primary mode of recruitment, rather, we targeted keywords of individual profile “likes” and “interests” that the researchers felt were likely to appear in the profile of long-term current and former smokers (examples include “tobacco,” “tobacco smoking,” “smoking,” “smoking cessation,” “cigarettes,” and “electronic cigarettes”). Most importantly, our findings extend the work of researchers who have demonstrated Facebook’s utility with younger smokers [9,17,23,24] as we demonstrate Facebook is an effective recruitment tool for older smokers. Furthermore, our findings extend the work of Frandsen et al [12] by evaluating the yield of the recruitment strategy by monitoring the time (in days) that the Facebook-targeted advertisement was in use, and clicks to website generated and sociodemographic characteristics of the participants recruited. In addition, leveraging creation of a Facebook group page that may appeal to the intended audience may be of benefit to recruitment efforts. To date, the Healthy Lungs Initiative Facebook group page has 114 likes in the 10 months since set up with very minimal effort. With a more concerted effort such as daily or weekly posting of general information to engage the Facebook group page audience, the audience network has the potential to grow. By attracting an audience that may have similar interests as a researcher’s target population, this venue within Facebook offers the potential for longer-term participant engagement for future research opportunities.

Limitations and Unique Considerations
As with all studies, this study is not without limitations. Although Facebook recruited more participants at a lower cost, it is important to note that the study design is limited by inequitable comparison of recruitment methods. The Facebook advertisement was a nationwide recruitment campaign, whereas cost limited the study’s newspaper advertisements to 1 high-readership newspaper in the Midwest United States. Although participant sociodemographic characteristics were largely similar, recruitment efficacy comparisons may be impacted. Future efforts to evaluate recruitment efficacy by Facebook versus newspaper advertisement should be designed to compare recruitment in the same geographic location. It is also important to note that although the newspaper advertisement had a 3-day reach of 230,742 individuals aged 55 years and older, it is highly probable that not all 230,742 individuals saw the advertisement given the nature of print media. Similarly, the 56,621 Facebook users who were likely exposed to the Facebook advertisement in their newsfeed have a probability that not all will have paid attention to and read the advertisement. However, Facebook advertisements requires an individual to click the advertisement when seen to take advantage of the opportunity being presented as opposed to print media, which can be read and returned to later to take advantage of the opportunity presented in the advertisement. As researchers design future recruitment strategies, it is important to consider how a recruitment advertisement is presented and consumed to maximize potential reach.

Participants recruited via Facebook were primarily Caucasian indicating that Facebook may not be the best recruitment method for older long-term current and former smokers from racially and ethnically diverse backgrounds. This potential limitation of sample diversity necessitates comparing the study outcomes by groups to ensure there are no significant differences. Therefore, the potential lack of representativeness of the study sample may be an important limitation of Facebook advertisement for recruitment. Future research involving lung cancer screening-eligible current and former smokers using Facebook-targeted advertisement as a recruitment method should monitor recruitment numbers of African-Americans and other racially and ethnically diverse groups closely. Although the sample recruited was predominately non-Hispanic Caucasian
men and women, Facebook’s advertising program does offer the ability to target advertisement campaigns by zip code. Future studies could be designed to target ethnically diverse zip codes throughout a particular location to increase the numbers of participants from underrepresented populations. In addition, it is also important to note that the success of recruitment in this study may be directly related to its low burden (ie, 1-time survey directly accessed by a weblink with a $10 gift card incentive).

Finally, Facebook advertisement has the potential to recruit long-term smokers who may not be interested in responding to recruitment advertisements in high-traffic, highly visible areas or in methods that require the potential participant to contact the researcher directly. Facebook allows a degree of anonymity not present in these other forms of research recruitment, which may be successful with individuals who may have concerns related to stigma. However, it should be noted that Facebook could also enhance feelings of stigma because of a constant reminder of their smoking status being presented via a Facebook advertisement recruiting smokers. Future research is needed to explore potential differences in stigma levels in those screening-eligible smokers recruited via Facebook versus other methods.

Conclusions
Facebook-targeted advertisement offers the opportunity to reach a large number of potential study participants at a low cost while providing privacy and anonymity increasing the likelihood of recruiting a population that may experience stigma. Health behavior research related to lung cancer screening participation is important, and recruitment of current and former long-term smokers is critical to the success of this research. Smokers may experience perceived stigma, which may influence the success of recruitment by more traditional methods. Researchers who desire to reach individuals engaging in stigmatized behaviors (such as smoking) should consider Facebook as a viable option for study recruitment.

In addition, traditional recruitment strategies such as newspaper advertisement can be costly from a financial and personnel perspective. Recruitment of older current and former long-term smokers via Facebook-targeted advertisement offers a novel, efficient, efficacious, and cost-effective recruitment strategy that was successful in this cross-sectional, descriptive study.
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Abstract

Background: Prevailing health care structures and cultures restrict intraprofessional communication, inhibiting knowledge dissemination and impacting the translation of research into practice. Virtual communities may facilitate professional networking and knowledge sharing in and between health care disciplines.

Objectives: This study aimed to review the literature on the use of social media by health care professionals in developing virtual communities that facilitate professional networking, knowledge sharing, and evidence-informed practice.

Methods: An integrative literature review was conducted to identify research published between 1990 and 2015. Search strategies sourced electronic databases (PubMed, CINAHL), snowball references, and tables of contents of 3 journals. Papers that evaluated social media use by health care professionals (unless within an education framework) using any research design (except for research protocols or narrative reviews) were included. Standardized data extraction and quality assessment tools were used.

Results: Overall, 72 studies were included: 44 qualitative (including 2 ethnographies, 26 qualitative descriptive, and 1 Q-sort) and 20 mixed-methods studies, and 8 literature reviews. The most common methods of data collection were Web-based observation (n=23), surveys (n=21), interviews (n=11), focus groups (n=10), and diaries (n=8). Study quality was mixed. Social media studied included Listservs (n=22), Twitter (n=18), general social media (n=17), discussion forums (n=7), Web 2.0 (n=3), virtual community of practice (n=3), wiki (n=1), and Facebook (n=1). A range of health care professionals were sampled in the studies, including physicians (n=24), nurses (n=15), allied health professionals (n=14), followed by health care professionals in general (n=9), a multidisciplinary clinical specialty area (n=9), and midwives (n=2). Of 36 virtual communities, 31 were monodiscipline for a discrete clinical specialty. Population uptake by the target group ranged from 1.6% to 29% (n=4). Evaluation using related theories of “planned behavior” and the “technology acceptance model” suggests that social media use is mediated by an individual’s positive attitude toward and accessibility of the media, which is reinforced by credible peers. The most common reason to establish a virtual community was to create a forum where relevant specialty knowledge could be shared and professional issues discussed (n=17). Most members demonstrated low posting behaviors but more frequent reading or accessing behaviors. The most common Web-based activity was request for and supply of specialty-specific clinical information. This knowledge sharing is facilitated...
by a Web-based culture of collectivism, reciprocity, and a respectful noncompetitive environment. Findings suggest that health care professionals view virtual communities as valuable knowledge portals for sourcing clinically relevant and quality information that enables them to make more informed practice decisions.

Conclusions: There is emerging evidence that health care professionals use social media to develop virtual communities to share domain knowledge. These virtual communities, however, currently reflect tribal behaviors of clinicians that may continue to limit knowledge sharing. Further research is required to evaluate the effects of social media on knowledge distribution in clinical practice and importantly whether patient outcomes are significantly improved.

(J Med Internet Res 2016;18(6):e166) doi:10.2196/jmir.5312
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Introduction

Although modern health care organizations are purported to be knowledge intensive [1], current management structures and work practices do not always facilitate development of intellectual and structural capital [2] or innovation uptake, leading to challenges for translating research into practice (TRIP) [3]. Contemporary organizational [1] and learning theories [4] highlight learning and behavior as being socially constructed and therefore influenced by social networks [5]. However, despite implementation of clinical network structures aimed at improving patient care and facilitating knowledge sharing between health care professionals and across organizational boundaries, bureaucratic, hierarchical, and intraprofessional barriers persist [6].

Information technology and the Internet have revolutionized communication to such an extent that humans can now communicate with colleagues anywhere at any time using social media platforms. Within the health care literature, there are however polarized views regarding the benefits and negative aspects of professional social media use [7,8]. Given this evolving technological environment and related continuing professional debate, the purpose of this paper was to review the literature on the use of social media by health care professionals for facilitating professional networking, knowledge sharing, and evidence-informed practice. Theoretical frameworks used to embed the use of social media in enabling collegial networking, knowledge sharing, and supporting evidence-informed practice are explored in the following section for context, before the focused literature search and review.

Background

Professional networking is a process of establishing a mutually beneficial relationship with other like-minded professionals [9]. For an organization, professionals networking between separate operational units promote knowledge flow and diffusion of innovations, potentially leading to improved professional performance [3]. Evolving views of learning including community of practice [4] and connectivism [10] highlight that professional development can be achieved through collective learning within social groups or networks. With the creation of Web-based communities, social media apps may facilitate this networking and professional development, enabling interactions between individuals regardless of time, space, or geography [11,12]. The interrelated concepts and frameworks are described in the following section as background for exploring this topic area: diffusion of innovations, learning theories, evidence-based practice, knowledge management, and work in health care practice and social media.

Diffusion of Innovations

This theory describes how a novel idea, practice, or object is adopted by a particular social group or network [13]. In health, these innovations include new equipment, research findings, or practices. Rogers [13] demonstrated that although heterophilous communication (when individuals do not share common attributes such as values or socioeconomic status) increases access to novel ideas, for the vast majority of individuals, adoption of an innovation is dependent on homophilous communication (when individuals share common attributes). Five distinct types of individuals in a social group were identified: “Innovators” and “early adopters” are the first to adopt innovations with use mediated by a higher income and having greater access to novel information because of their broader, heterophilous social networks. The “early majority” are in turn influenced to adopt practices by observing use of and/or recommendation by early adopters. Finally, the “late majority” and “laggards” are the last to adopt because their communication channels are limited to those that share their views and experiences (homophilous) and are unlikely to be exposed to nonredundant knowledge or differing opinions [5,14].

Contemporary understanding of diffusion of innovations acknowledges that organizational or group factors also exert a powerful influence on individuals and the organization [15-17]. In particular, interconnectedness (connections between organizational members and units) and external orientation (organizational leaders with external networks) are both mediated by communication channels (networking internally or external to the organization) [13,16,17]. Individual innovators and early adopters with communication channels outside their everyday social and professional networks will learn more new information [18-20], although unless these individuals hold a central position within their local social network, it is unlikely this new knowledge will become embedded locally [14]. Credibility of intrapersonal channels (eg, peer to peer or opinion leader to professional) makes these channels more influential on adoption decisions [13,15,18,21,22]. Current social networks in health care organizations are generally homophilous with strong professional boundaries [23,24], which tend to control clinical practice [25].
Learning Theories

Current views of learning also highlight the importance of interaction or networking between individuals for learning and professional development. As a social learning theory, community of practice (CoP) positions learning as a fundamentally social behavior where individuals learn through their interactions and participation in the world [4]. Within a CoP, members acknowledge a shared knowledge domain (craft knowledge), practice, and identity [4]. Professional development therefore occurs during everyday workplace interactions, where important “how to” knowledge can only be gained from other colleagues [26]. For health care professionals, CoP is particularly relevant as the theory provides a framework for understanding the professional development of individuals within the workplace through different forms of participation [4,7,28].

At present, however, the effectiveness of health care CoPs to facilitate professional development and improve clinical practice needs further investigation because projects to date have operationalized and measured the effectiveness of the CoP in different ways [29,30].

Evidence-Based Practice

Recent literature on adoption of evidence-based practice [3] suggests that traditional health care structures do not create learning organizations that support: (1) development of intellectual capital [2]; (2) knowledge work [31]; or (3) assimilation of research findings into practice [32]. Furthermore, as knowledge does not flow freely between the silos of academia, clinical practice, publishing, and health care organizations, variations in the types and quality of care are common [33]. In health care, there have been mixed results where these channels (eg, opinion leaders) have been used to promote evidence-base practice [34,35] and peer-to-peer communication becomes more important as final adoption decisions are made [21]. In practice, however, clinicians continue to rely on personal knowledge (gained through education and experience) before seeking advice from close credible colleagues [36-39], despite the veracity of this advice not being critiqued or evaluated [36].

Knowledge Management, Knowledge Work, and Health Care Practice

Currently, organizational productivity [40], improved health outcomes, and cost-effectiveness are linked to the presence of a definitive knowledge management strategy that supports activities of “knowledge workers” [41]. Contemporary knowledge management strategies focus on human and contextual elements of knowledge, such as how knowledge is created and diffused through an organization [42,43]. Interorganizational and intraorganizational networks are central to knowledge creation and diffusion, given that much knowledge is experiential, implicit, or tacit [44], particularly in health care organizations.

Knowledge work involves evaluating data from novel situations and applying specialized and expertise transfer, to discover or create knowledge in a given context [45]. Health care professionals (nurses, physicians, and allied health disciplines) are a subgroup of knowledge workers identified as “technologists,” where a personal knowledge store, initially based on formal academic education, evolves through experience and professional development [2]. Knowledge work can therefore be viewed as a form of evidence-based practice because it is the active thoughtful mode of work where clinicians decide how best to apply current knowledge, both personal and evidence, to individual patient care and other practice situations.

Social Media

Computers, the Internet, and social media have revolutionized human communication [46]. Web 1.0, existing between 1980 and 2000, was a Web-based environment characterized by static webpages with centralized creation, control, and distribution of content [47] and user interactivity facilitated by early social media (discussion forums, bulletin boards, and Listservs) [48]. The range of social media platforms exploded with arrival of Web 2.0, enabling new technologies including social and professional networking sites (eg, Facebook and LinkedIn), thematic networks, microblogs, wikis, social photo and video sharing tools, collaborative filtering tools, and multiuser virtual environments [49-51].

Aided by diffusion of tablet technology, Internet access, and improved mobile connectivity, use of social media has increased exponentially over the past few years. Between 2015 and 2016, both Internet and social media users increased by 10% to 46% (3.419 billion) and 31% (2.307 billion), respectively; there are however significant regional and national differences [52]. With respect to Internet use, Iceland has the highest penetration (98%) followed by Bermuda (97%) and Norway, Denmark, Andorra, and United Arab Emirates next (96%). North Korea has the lowest population usage (0.03%) followed by a number of Central African countries with less than 5%. Active population use of an social media account is greatest in North America (59%), South America (50%), East Asia, and Western Europe (48% each) and lowest in Central Asia (6%) and South Asia (11%). Social media use is similar across Western nations (eg, 58% Australia, 59% United States, 59% United Kingdom) but less in China at 47%. Although Facebook continues to dominate the social sphere, with 1590 million active accounts, users appear to be gravitating toward apps for networking including WhatsApp (900 million), QQ (860 million), and Facebook messenger (800 million). Among other platforms, Tumblr, Instagram, and Twitter continue to experience growth, whereas Skype and LinkedIn are stable [52]. For this paper, we adopted the International Medical Informatics Association’s [51] classification, which identifies 13 types of social media platforms (see Textbox 1).
Textbox 1. Social media types [51].

- Social networks
- Professional networks
- Thematic networks
- Microblogs
- Blogs
- Wikis
- Forums or Listserv
- Social photo and video sharing tools
- Collaborative filtering tools
- Multiuser virtual environments
- Social apps and games
- Integration of social media with health information technologies
- Other (eg, FriendFeed)

Importantly, not all social media apps have the functionality to promote development of a Web-based or virtual professional community. The success of interactive conversational technologies (including discussion forums, Listservs, wikis, blogs, microblogs, and social networking sites (SNS), is contingent on members joining and participating in ongoing interaction; these are therefore the main types of social media platforms capable of creating virtual communities. Although virtual communities have been examined by a number of researchers from different disciplines, at this time, there is no universally accepted definition [53]. For this paper, we define a Web-based (virtual) community as “… a group of people who share a strong common interest, form relationships and interact online” [53] (p. 3). A community’s existence depends on the structural capital produced from relationships established by member interaction and sharing of resources through the network [54]. Increasing numbers of organizations, professionals, and patients are now using social media to communicate and interact both internally and externally [55]. These real-life virtual communities or networks created by social media establish intrapersonal communication channels, overcoming barriers of time and geography, empowering users to communicate and interact (network) with a broad range of colleagues [11].

The purpose of this review was therefore to examine the research literature to identify how health care professionals use social media to develop virtual communities that facilitate professional networking, knowledge sharing, and evidence-informed practice. This review will add to the current literature by developing an understanding of how health care professionals use social media on a purely voluntary basis including integration of new media and behaviors such as conference tweeting.

Methods

Within the context of learning theories, diffusion of innovation, and social media in health care, an integrative literature review [56] was conducted to evaluate whether health care professionals have been able to effectively leverage social media platforms to develop virtual professional communities that facilitate professional networking, knowledge sharing, and evidence-informed practice.

Literature Search

Two major electronic health databases, CINAHL and PubMed, were searched for research papers published between January 1990 and December 2015. Keywords were used as they applied to the main concepts of social media, networking, and professional development including virtual communities, social media, computer-mediated communication, Listserv, discussion forum, networking, Twitter, and Facebook. Additional search strategies included a review of reference lists of the papers and handsearching the table of contents of key journals (see Multimedia Appendix 1 for detailed search).

Papers that fulfilled the following criteria were selected for review: involved HCP participation exclusively as a voluntary activity; English language; peer-reviewed; and all research designs that highlighted HCP interaction using social media to develop a virtual community as the core component. Social media included were Listservs, discussion forums, SNS, and microblogs. Papers were excluded if they: (1) described a project within an education context including undergraduate or postgraduate learning or organizational education or training; (2) study protocol; and (3) narrative review. The first author extracted data from studies using a standard data extraction tool [57].

Study Methods Evaluation

After data extraction, the quality of each study was evaluated by 2 authors using standardized criteria. The CASP appraisal tool was used for qualitative studies (not including studies using content analysis) [58]. For studies using content analysis techniques [59-61], this included:

1. Data: appropriateness to research question, data corpus, sampling unit, unit of analysis, and sampling plan (described and justified).
2. Coding schema: appropriateness of approach, development, coders, training, theoretical underpinning of categories, and reliability of coding schema.


Quality criteria for surveys included: (1) research question and design; (2) sampling framework and participant understanding; (3) instrument metrics; (4) response rate; (5) coding and analysis; and (6) result presentation [16]. The Scottish Intercollegiate Guidelines Network [62] appraisal tool was used for literature reviews. Studies were categorized as strong (most elements described with satisfactory quality), moderate, fair, and limited (poor reporting or description of research method).

Data Analysis

After data extraction and evaluation of study quality, summary tables were constructed to reduce data into manageable frameworks [56] and facilitate identification of patterns. These tables included data pertaining to:

1. Research overview including context, social media type, research design, sample and/or data corpus, data analysis and quality.
2. Web-based behavior including manifest and latent characteristics of emails or tweets and posting habits of members.
3. Reasons for belonging to a virtual community including meaning or value of community to members and motivators and barriers to Web-based participation.
4. Descriptions of Web-based communities including context, membership, and reasons or objectives for establishing Web-based community.
5. Research examining general social media use.

Only a limited amount of quantitative data could be aggregated for comparison across studies because of different data collection methods and outcomes. Qualitative data were synthesized to identify consistent patterns and themes.

Findings

Overall, 72 studies were included in the final review (see Figure 1 [63] and Multimedia Appendix 2). An overview of studies including context, design, instruments and data collection, sample and data corpus, data analysis, and study quality is listed in Multimedia Appendix 2). Findings are presented in the following sections:

1. Overview of research methods and critique of study quality
2. Social media use by health care professionals.
3. Web-based posting behaviors including the manifest and latent content of communication (emails, posts, or tweets) and posting habits.
Overview of Research Methods and Critique of Study Quality

Of the 72 studies selected, there were 44 qualitative, 20 mixed methods, and 8 literature reviews. The most common methods of data collection were Web-based observation (n=30 studies), surveys (n=18), interviews (n=12), and focus groups (n=2).

Qualitative methods included: (1) qualitative (n=14; survey 11; discourse analysis 1; and interviews 2); (2) qualitative descriptive (n=26; content analysis 19, descriptive 5; thematic 1; social network analysis 1); (3) ethnography (n=2), Q-sort (n=1), and social network analysis (n=1). Q-sort is a multilevel study method where qualitative (subjective) responses are refined to develop a quantitative understanding or hierarchy of the phenomenon of interest [128]. Of the 20 mixed-method studies, combinations of methods included: content analysis and interviews (n=5); content analysis and survey (n=3); content analysis, survey, and social network analysis (n=1); Web-based observation and thematic analysis (n=1); Web-based observation and social network analysis (n=2); survey and diaries (n=1); survey and interviews (n=2); survey, interviews and observation (n=1); and survey and Web-based observation (n=2). Overall, the quality of these qualitative studies was satisfactory, with most fulfilling the CASP criteria [58] (see Multimedia Appendix 3). The quality of studies using content analysis (see Multimedia Appendix 4), survey methods (see Multimedia Appendix 5), or literature review (Multimedia Appendix 6) was mixed.

Content Analysis

Content analysis was commonly used in studies to reveal the content and meaning of textual data, which remains embedded in its origin or context [59]. In relation to Web-based communication, this approach can reveal the acquisition of new knowledge and skills and the social construction of knowledge [64]. A total of 30 studies used Web-based observation to collect emails, discussion threads, or tweets and applied either inductive (n=10) or deductive (n=20) content analysis techniques to identify: manifest content (topic, type of post, type of knowledge, frequency, discussion thread length, and/or participation rate) and latent content (accuracy of information, presence of knowledge work, or sophistication of discussion). Listservs or mailing lists (n=15) were the most common social media type examined followed Twitter (10), discussion forums (n=3), Web-based journal clubs (n=1), and Facebook (n=1).

The quality of studies was evaluated as high quality (n=12) or moderate quality (n=8), with the remaining 10 only fulfilling a limited number of required criteria (See Multimedia Appendix 4). Common study limitations affecting the validity of results included failure to report or justify the following elements: (1) data corpus and/or sampling unit [65-69]; (2) unit of analysis [65-67,69-74]; (3) coding schema development and categories with a limited theoretical basis for categories [66,68,69,73,75-77]; and (4) evaluate inter-rater reliability [66,68,69,71,73,78-80]. Only 2 studies kept the unit of analysis (that is post or email) within its contextual unit (ie, discussion thread) [77,81]. Sampling methods to gather the data corpus for analysis varied considerably. Most reports describe using a census sample [31,65,66,70,71,76,77,79,82-86] with stratified [27,80,87-91] or convenience samples [67-69,75,81,92,93] were used less often. A random sample was used only once [74]; however, this was not adequately described.

Surveys

A survey design was used by 23 studies to examine member experiences with or intentions to use social media; only 2 demonstrated strong quality, 9 were moderate quality, and 12 were fair quality (see Multimedia Appendix 5). Methodological limitations impacting on the validity and generalizability of these findings included: (1) limited information regarding survey tool development [66,94-104] and (2) sampling bias including recruitment methods, low response rate, and/or failure to identify whether respondents were representative of community membership or study population [66,83,96,99,101-109].

Literature Reviews

Eight literature reviews were identified (4 systematic; 2 scoping; and 2 with no specific descriptor) with variable quality demonstrated (see Multimedia Appendix 6) [62]. The main deficits were: limited description of method [110,111]; a search strategy that was limited by years and/or databases [110-112]; and failure to evaluate the quality of studies covered [111-115]. Although each review had different questions, there were overlapping content areas: (1) social media adoption by clinicians [110], pharmacists [112,113], and radiographers [111]; (2) social media use for communication between patients, patient–clinician, or clinicians [116]; (3) type of social media use by clinicians [115]; (4) virtual communities for general practitioner professional development [12]; and (5) Twitter journal clubs [114]. Two studies [115,116] used the same definition of social media [117].

Overall, the quality of studies was mixed with 41 of moderate or higher methodological quality (strong 17; satisfactory 10; moderate 18) with 21 being of fair (17) or limited (4) quality, and there were 6 where we were unable to apply a quality framework. Despite a lack of methodological quality for a significant proportion of studies, all were retained in the review because of the limited contemporary evidence base and to therefore provide a comprehensive synthesis of this topic area.

Social Media Used by Health Care Professionals

Health care professionals currently use a broad range of social media platforms in practice, although understanding the extent is limited by study methods used and a lack of population data. Previous literature reviews [12,110-113,115,116] described use of most social media by most HCP groups to communicate interprofessionally and intraprofessionally and with health care consumers. The common types of social media platforms identified in this review were Listservs (n=22), Twitter (n=18), general social media (n=17), discussion forums (n=7), Web 2.0 (n=3), topic-specific discussion forums plus document repositories (n=3), a wiki (n=1), and Facebook (n=1). Physicians (n=24) in general and from 14 clinical specialties were the most common professional group studied, followed by nurses (n=15) in general and from 9 specialty areas, 4 groups of allied health professionals (n=14), health care professionals in general (n=8), a multidisciplinary clinical specialty area (n=9), and midwives (n=2).
Four papers described the uptake and use based on a population of potential users. Twenty percent or more had joined Listservs for occupational health practitioners [65], nurse practitioners [28], and intensive care (nurse data only) [118]. Although 209 of 1559 (13.07%) Korean emergency physicians had participated on a Facebook page [98], only 1.6% of US and 1.7% of Australian emergency physicians had joined Twitter by 2011 [119].

A number of studies of variable quality evaluated the general use of social media and found that health care professionals reported or demonstrated limited use of social media for professional purposes, and when they did, they preferred specialty-specific closed communities. Only 2 studies however were of a high-to-moderate quality [97,120]. A study examining US physicians’ professional use of social media for connecting with colleagues reported limited use; only 52% currently used closed Web-based communities, 25% used wikis, whereas less than 20% used Facebook, podcasts, blogs, or Twitter. More than half also indicated they were unlikely to use these latter 4 platforms in the future [120]. A mixed-method study [97] used diaries to directly track the use of Web 2.0 by 35 junior physicians; 2.6 medical sites were accessed per day, and 52.9% of these visits were to user-generated platforms, but, there was limited professional use of SNS. A study of a broad range of Australian HCP found limited use and knowledge of Web 2.0 technologies; although the response rate was 9.2% (89/965), there were limited responses by physicians, and the researcher was unable to distribute to nurses [107]. The remaining surveys, of Greek health care professionals [109], pharmacy preceptors [106], mental health [101], family physicians [102], and urologists [99,104] found limited social media use, including social networks, for professional purposes. A single study of limited quality [103] found that 80.0% of respondents were using social media for professional purposes; however, the specific purpose was highly variable with only 44.1% using it for professional networking and 26.9% for obtaining or disseminating research evidence and professional development.

Two theories were applied across 3 studies to understand actual or future use of social media by health care professionals. Two high-quality studies applied the theory of planned behavior; a survey on the future use of Web 2.0 by Hong Kong nurses [121], and a qualitative study on the use of a wiki to transfer best practice care for patients with head injuries, where nurses were considered credible or influential peers by physicians [122]. Another survey of US physicians [120] applied the technology acceptance model (explains human behavior in relation to computer use) to explore user adoption. To use social media, clinicians required a positive attitude that the media was easy to use (usability), they were able to have a practice run to see how it worked (trialability), the platform worked better than current solutions (relative advantage), and the technology was accessible in the workplace and fitted in with current work practices. The final mediating factor was that their peers also shared these attitudes, a reflection of the influence of homophily.

Social Media and Virtual Communities

Overall, 36 reports described 31 discrete virtual communities [27,31,65-69,71,74,76,79,81-84,88,92,94-96,98,100,105,118,123-126] that were established in 3 main ways. The most common were discussion forums or Listservs created by a professional society [28,65-67,69-71,74,76,79,83,91,94,98,105,123]. Nine communities appear to be have been established by an individual or group of HCP using inexpensive or open access platforms such as Yahoo groups, mailing list software, or Twitter [27,68,81,84,88,92,95,124,127]. Eight communities were established by a government health department with the purpose of improving communication and knowledge distribution between health care professionals to enhance care [31,82,96,118,125,126,128,129].

The most common reasons for establishing a discrete virtual community were to:

1. Create a professional forum where relevant professional and academic issues could be discussed and information and knowledge shared [28,67,69,70,73,76,79,91,95,98,100,105,125,127-130].
2. Address professional isolation [70,73,91,105,126-128].
3. Facilitate networking [27,76,83,91,100,105,124,127,128].
4. Foster peer collaboration and mentoring [83,100,105,128].
5. Facilitate professional development [74,83,91].
6. Improve clinical practice through research and evidence translation [100,127].
7. Obtain clinical advice or opinion [98].

Where a distinct professional community was evaluated, 31 of 36 were a virtual community in a single HCP discipline such as physician, nurse, occupational therapist, social worker, pharmacist, or medical librarian. Note that these virtual communities were for a specific clinical specialty, except for 2 nursing communities (Nursenet [81,92] and allnurses [68]) and the medical librarian virtual community [73,94]. Five multidisciplinary virtual communities were all Listservs for a clinical specialty established by: (1) an international professional society for travel medicine clinicians [71]; (2) a Norwegian professional society for occupational health clinicians [65]; (3) Spanish speaking radiation medicine clinicians [66]; (4) an Australian jurisdiction–based health unit for intensive care clinicians [118,126] and a Twitter network connecting physicians from 3 specialty areas [131].

Social network analysis of 3 virtual CoPs demonstrated early evidence supporting the flow of knowledge across virtual communities. A study examining the growth and social network of an intensive care Listserv demonstrated an evolution from a single-state nurse-specific network to an Australian-wide, multidisciplinary, and multiorganizational network over 6 years [118]. A distinct Twitter virtual community, created via following patterns of emergency physicians (board certified in United States or Australia) showed a small core (2.8%) with a larger interconnected group, although 34% were not connected to any others [119]. Another study examined Twitter virtual community connections across 4 physician groups from the United States and reported 4 distinct communities with a small overlap where there was some information flow between groups [131].
The question of whether a CoP might be possible using social media was examined in several studies. Three high-quality qualitative studies exploring a critical care nursing Listserv found that motivators of Web-based knowledge sharing mapped to key aspects of CoP theory, including reciprocity, collectivism, respectful environment, and altruism [27,88,124]. A survey of a nurse practitioner Listserv reported that a sense of community correlated with learning (Pearson coefficient = +.94) and connectedness (r=.95), although the response rate was only 22%, and there was no indication whether respondents were active posters or nonposters [28]. A literature review [12] adapted a 7-item framework for a health care virtual CoP from a business model [132], exploring: (1) facilitation; (2) champion and support; (3) objectives and goals; (4) a broad church; (5) supportive environment; (6) measurement, benchmarking, and feedback; and (7) technology and community.

### How Members Use Social Media Virtual Communities

Most research on how health care virtual communities were used by members focused on posting behaviors. Web-based roles of members can be broadly described as participants (Web-based posters) and nonposters. Direct measurement of posting behaviors across a number of platforms demonstrated a pattern of a minority of members being responsible for most posts [31,65-67,69,82,94,130] or conference tweeting [77,86,87,89,90] (see Table 1; Multimedia Appendix 6). The same pattern was revealed across 4 surveys asking health care professionals about their Web-based behavior [69,94,96,126].

<table>
<thead>
<tr>
<th>Reference</th>
<th>Social media; time span</th>
<th>Nonposting</th>
<th>Low posting</th>
<th>Medium posting</th>
<th>High posting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cervantez Thompson [76]</td>
<td>Listserv; 18 months</td>
<td>33%</td>
<td>27.8% at least once in 18 months</td>
<td>10 members &gt; 30</td>
<td></td>
</tr>
<tr>
<td>Long et al [70]</td>
<td>Discussion forum; 12 months</td>
<td>28.3% (n=170)</td>
<td>48% (n=239) &lt; 4 times</td>
<td>0.2% (n=12) 19-59 times</td>
<td></td>
</tr>
<tr>
<td>Stewart et al [125]</td>
<td>Discussion forum; 27 months</td>
<td>33% (n=14)</td>
<td>46% (n=21) &lt; 14 times</td>
<td>9% (n=5) 29-56 times</td>
<td></td>
</tr>
<tr>
<td>Rodriguez-Recio and Sendra-Portero [66]</td>
<td>Listserv; 5 years</td>
<td>46.3% (n=175)</td>
<td>434% (n=161) 1-10 times</td>
<td>3.2% (n=12) 31 to &lt; 200 times</td>
<td></td>
</tr>
<tr>
<td>Macdonald et al [71]</td>
<td>Listserv; 6 months</td>
<td></td>
<td></td>
<td>8% (n=30) 11-30 times</td>
<td>Top 20 users—43% of posts</td>
</tr>
<tr>
<td>Brooks and Scott [31,82]</td>
<td>Discussion forum</td>
<td></td>
<td>11 aged care nurses posted over 7 months</td>
<td>26 cardiac nurses posted over 7 months</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>29 midwives posted over 1.5 months</td>
<td>3.2% (n=12) 31 to &lt; 200 times</td>
</tr>
</tbody>
</table>

Conversely, “non-posting” or “lurking” behavior [133] was generally high, ranging from 28% to 46% (see Table 2). These findings however do not indicate whether nonposters were active in reading posts. Where being active nonposters was directly measured, it ranged from 1% to 33%, whereas survey respondents self-reported reading levels of post as 64% to 96% (see Table 2).

<table>
<thead>
<tr>
<th>Reading</th>
<th>Social media</th>
<th>0</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stewart and Abidi [125]</td>
<td>Discussion forum; Web-based observation; access</td>
<td>32.6%</td>
<td>54.3%</td>
<td>4.3%</td>
<td>8.7%</td>
</tr>
<tr>
<td>Cook-Craig and Sabah [96]</td>
<td>Discussion forum; Web-based observation; access</td>
<td>1%</td>
<td>11%</td>
<td>38%</td>
<td>50%</td>
</tr>
<tr>
<td>Rolls et al [126]</td>
<td>Listserv; survey</td>
<td>3.5%</td>
<td>13.2%</td>
<td>83%</td>
<td></td>
</tr>
<tr>
<td>Schoch and Shooshan [94]</td>
<td>Listserv; survey</td>
<td>36%</td>
<td>24%</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>Kim et al [98]</td>
<td>Facebook; survey; access</td>
<td>once or less each week—22.3</td>
<td>2-4 times per week—23.7%</td>
<td>5-6 times per week—16.6%</td>
<td>&gt; 1 per day—37.4%</td>
</tr>
<tr>
<td>Whitaker et al [69]</td>
<td>Listserv; survey</td>
<td>Seldom or never 10%</td>
<td>1 per week to month</td>
<td>Several times per week 40%</td>
<td>Daily 40%</td>
</tr>
</tbody>
</table>

Current evidence describing barriers and motivators to posting over the Internet is difficult to quantify; only 4 studies examined these elements, 2 of which reviewed the same Listserv and included frequent poster activity [27,88] (see Table 3). These limited data suggest a symbiotic relationship between members and the Web-based community, with behaviors of posters...
influenced by both access to new knowledge and contributing for other members of the community. These elements of altruism, reciprocity, and collectivism are essential components of CoP building [27,28,88]. Reported barriers suggest that knowledge self-efficacy and time are key mediators of Web-based participation or knowledge sharing in health care virtual communities [88,126].

Table 3. Mediators of posting in by health care professionals in social media and virtual communities.

<table>
<thead>
<tr>
<th>Individual level</th>
<th>Community level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivators</td>
<td></td>
</tr>
<tr>
<td>Personal gain:</td>
<td>Collectivism</td>
</tr>
<tr>
<td>(1) more knowledge [28,77,88]; (2) a better reputation [88]; (3) emotional support [88]</td>
<td>[28,77,88,124]</td>
</tr>
<tr>
<td>Seeker interest [88]</td>
<td>Reciprocity [28,88,124]</td>
</tr>
<tr>
<td>Self-selection [27]</td>
<td>Technology [88,124]</td>
</tr>
<tr>
<td>Validation of one’s practice [27]</td>
<td>Asynchronous nature [27]</td>
</tr>
<tr>
<td>Advocacy [77]</td>
<td>Facilitate networking [77]</td>
</tr>
<tr>
<td>Better understanding of current knowledge and best practice in the field [27,77,103]</td>
<td>Noncompetitive environment [27]</td>
</tr>
<tr>
<td>Barriers</td>
<td></td>
</tr>
<tr>
<td>Nothing to add [88]</td>
<td>Information not trustworthy [103]</td>
</tr>
<tr>
<td>Nothing to say [126]</td>
<td>Lack of privacy [28,103]</td>
</tr>
<tr>
<td>Lack of time [88,103,126]</td>
<td>Technology [88,103]</td>
</tr>
<tr>
<td>Unfamiliarity with subject [88]</td>
<td>Confidentiality of sharing organization documents [88]</td>
</tr>
<tr>
<td>Lack of confidence [126]</td>
<td>Tone of discussion [28,126]</td>
</tr>
<tr>
<td>Local unit constraints [126]</td>
<td>Alienation [28]</td>
</tr>
<tr>
<td>Attitude of seeker [88] or poster agenda [103]</td>
<td>Unprofessional behavior [28,103]</td>
</tr>
</tbody>
</table>

Overall, these findings supported the use of social media by health care professionals, specifically discussion forums and mailing lists platforms, to develop virtual professional CoPs. These communities valued the Web-based forums as information or knowledge portals, enabling members to “keep up to date” [73,94,124] with clinically relevant and quality information [66], develop workplace resources [123] and benchmark practice [27,123,124]. Importantly, access to a broader range of professional colleagues beyond their local organization enabled members to make more informed practice decisions, with greater confidence that these decisions reflected current best practice [124].

Manifest Content of Posts

Manifest content is the text immediately visible and easy to identify and count [61]. The quality of evidence describing the manifest content of posts, including posting behaviors, number of posts, length of discussion thread, and ratio of initial post to responses, was limited by both the quality of studies (See Multimedia Appendix 7) and variability in the sampling and measurement methods used. Making sense of the types of posts in social media was also challenging as researchers used variable descriptors when categorizing post types. The proportion of clinical versus nonclinical posts varied greatly across studies. Clinical posts were in the majority across 5 Listservs: travel medicine professionals (88%) [71]; radiology professionals (71.8%) [66]; rehabilitation nurses (60%) [76]; forensic occupational therapists (59.9%) [127]; and occupational health (54%) [65]. Posts on professional issues were more common on a plastic surgery discussion forum (60% concerned education and introduction of new members) [79] and an international nursing discussion forum (83% focused on career and education advice, work issues, and handling job-related emotions) [68]. Analyzing categories of conference tweets revealed similar results to Listserv and discussion forum data; however, understanding how it related to clinical knowledge or new research was difficult because of variable taxonomies and mixed quality. Five studies, evaluating 8 conferences, used the same taxonomy [134] and found that tweets concerning conference content (termed informative) ranged between 20% and 30% [78,87], 30% and 40% [78,135], 40% and 50% [78,136], and 50% and 60% [78]). Similar data were found across 2 conference years where most tweets from an oncology conference were clinical topics (54.5% and 60.4%), such as clinical management discussions and clinical news or trial outcome [80]. Contrasted against this was a study of an emergency conference, which found that 75% of tweets related to conference content [90]. Note however that the most commonly used taxonomy [134] has limited validity within or generalizability to health care conference data, as it was developed from a single Twitter feed specific to the author, it was not reviewed by a second coder or tested against another dataset. A systematic review of Twitter journal clubs that cross-referenced hashtag use with Web-based data [114] found sustained and increasing use of 5 specific tags (#ADC_JC; #ebnjc; #IGSJC; #Nephjc; and #urojc).
Four studies of mixed quality found that topics of clinical posts in virtual communities mapped to the knowledge domain of a professional specialty. Within a travel medicine Listserv, there were 27 topics across 5 major categories (vaccine preventable diseases, vector-borne diseases, pretravel, general, and miscellaneous) [71]. Pediatric occupational therapists posted on 4 categories (practice, performance component, performance area, and health conditions) [70]. Members of an occupational health forum posted on 4 clinical categories (chemical hazards, methods in health and safety environment, ergonomics, and noise and radiation) [65]. Pharmacists discussed a broad range of topics including patient and clinical problems, pharmacy politics, legal issues, drug tariffs, government policy, business and finance, risk management, and pharmacy information technology [69].

**Latent Content of Posts**

Latent content reflects the hidden meaning of textual content by a researcher [137]. Latent content examined included types of knowledge exchanged and presence of discussion and existence of knowledge work. Understanding the types of posts was limited by variability in study methods and challenging because of widely varying definitions and lack of robustly developed content analysis tools. Only 3 studies examined the types of knowledge within virtual community posts (Multimedia Appendix 6). Two high-quality studies that examined a nursing Listserv found that more than 90% of knowledge exchanged was practical knowledge (related to institutional practices, personal opinion, or suggestion) rather than book knowledge (facts, general regulations, statutes, or published works) [27,88]. On a Spanish radiological Listserv, 43% of emails were classified as scientific information [66].

As described earlier, knowledge work involves elements of interaction, critical reflection, and learning as a dialogical process [31,138]. Only limited data were identified supporting the presence of knowledge work within virtual professional communities. Three studies [66,73,130] described the presence of discussion or meta-discussion within emails exchanged; however, no content analysis tool or definitions were provided to justify these conclusions. One single high-quality study [81] effectively described the presence of reflection in discussion, where participants reported changes in practice through an iterative process that included off-line and Web-based discussions. One organizational project demonstrated mixed results, with high levels of knowledge work on a midwifery forum but lower levels in both aged care and cardiology forums [31,82,139].

**Discussion**

The focus of this review was to identify whether health care professionals have effectively created virtual communities to facilitate professional networking, knowledge sharing, and evidence-informed practice. The current evidence is mixed in terms of quality and type of studies undertaken. Apart from a couple of exceptions, studies published before 2004 were limited by common methodological limitations including sample and measurement bias, especially when content analysis techniques or surveys were used. The quality of more recent studies, including those using focus groups, surveys, interviews and Q-sort, has improved and reveals important insights into how health care professionals use social media to develop virtual communities and interact with professional colleagues. Importantly, these insights indicate that virtual communities may provide significant opportunities to overcome current barriers to knowledge flow and professional networking in health care.

This beginning evidence supports the view that health care professionals have adopted social media to create viable virtual professional communities, and that health care virtual communities share similar characteristics to other professional communities. A consistent pattern in Web-based communities was that most contributions were attributed to a limited number of individuals [31,65-67,71,76,82,130]. The voluntary nature of participation within social networks and virtual communities means that members participate at different levels and may adopt specific Web-based roles [140]. A virtual community is likely to have a mixture of lurkers, observers, passive, and active contributors [141]. Importantly, nonposting virtual community members continue to belong because of potential access to important information (reflective of Burnett’s information neighborhood) [142], but, this requires further investigation.

There is a modest level of evidence that the most common activity in health care virtual communities is the exchange of experiential domain-specific knowledge. Importantly, the rise of conference tweeting and journal clubs suggests that Twitter may have a role in reducing the evidence practice gap. There are however only limited contemporary data supporting the transfer of empirical knowledge or how this new knowledge is used in practice [27,80,87,123,124]. In addition, although there are generally positive attitudes toward and intention to use social media [120,121], a skepticism persists regarding the veracity of information [97,103,122]. Understanding the exchange of knowledge remains limited as all but one study [77] failed to appreciate that social media interactions reflect a conversation with each post likely influenced by an antecedent [143].

Gaining access to previously unknown information or knowledge is an essential benefit of networking [20], and sharing this information is a major driver of social networks and virtual communities [144]. Effective knowledge transfer and innovation development occurs in social networks where there is a shared understanding of knowledge but also a density of ties providing access to novel information [20]. The symbiotic relationship between the culture of a virtual community and its members creates an ethos of knowledge sharing in a Web-based context. Similar to nonhealth virtual community [145,146], Web-based knowledge sharing is facilitated by a culture of altruism, trust, collectivism and reciprocity, as well as a respectful noncompetitive environment [28,88,124,126]. Knowledge self-efficacy, a belief the answer supplied is correct and worthwhile, influences knowledge sharing by individuals [147-150]. Moreover, group behaviors perceived as negative (eg, tone of discussion or contentious issues) have an undesirable effect on both willingness to share knowledge and retention of community members [28,126,142].
The dominance of Listservs and discussion forums in this search period is not surprising, given these platforms have been available since the early 1990s [48]. Although these social media platforms provide HCP with the ability to interact, they are limited in functionality, particularly with their capacity to create and/or store permanent community artifacts (such as guidelines or learning packages) required by a CoP for knowledge and practice development [4]. The relatively recent arrival of Web 2.0 platforms, enabling users to create and/or upload content, overcomes these problems [47]; however, there were only 2 reports [105,128] of virtual communities using this modality evident in this review. Conference tweeting, tweet chats, and journal clubs have emerged in recent years; however, the current variability in methods used limits our understanding how this might contribute to distribution of scientific knowledge.

At this time, the evidence suggests that clinicians prefer to use social media that allows them to communicate within their own profession and within a clinical specialty, as most virtual communities identified were for a clinical specialty within a single HCP discipline. Although this may reflect continuing tribal behavior of clinicians in practice [23,24,151], monodiscipline social networks can create strong boundaries that inhibit interprofessional learning and knowledge sharing [152] and promoting practice initiatives to improve patient outcomes [151]. Sharing knowledge and adoption of innovation is enhanced where there is homophily (shared within a multidisciplinary clinical specialty domain such as emergency or intensive care) and credibility [152]. Because patients are commonly cared for by a multidisciplinary team and these clinicians generally share a common specialty knowledge domain, multidisciplinary networks are more likely to be effective in knowledge transfer and creation [20,42]. In this review, this potential was demonstrated in 2 multidisciplinary virtual communities [118,125]. A social medium that creates an open virtual community through user-generated follow patterns (such as Twitter) has this potential, but this is yet to be demonstrated in health care.

**Strengths and Limitations of the Review**

The key strengths of this review were the timeline, promoting the inclusion of the broad range of current social media apps, and the specific focus on voluntary professional participation. Previous reviews were unable to provide clear information on our focused question because of inclusion of education and undergraduates [110,115] or patients [116]. Nonetheless, exclusion of research within a training framework remains a limitation as does the exclusion of wikis and other collaborative writing technologies and blogs. Another limitation was the keyword search, where we were dependent on how keywords were applied when papers were published. Of note, the term social media was only added to the MeSH list in PubMed in 2012. We attempted to address this by undertaking a series of searches (see Multimedia Appendix 1) using a range of keywords; however, we may not have captured all relevant publications. Moreover, we only used English language publications, so we may have missed other important studies.

**Recommendations for Further Research**

As the current evidence is limited in quality and with most studies examining older technological platforms, there are a number of recommendations for future research. Recent studies [65,70,71] show that solicitation and supply of knowledge of craft-specific knowledge are the most common posts exchanged on professional health care virtual communities. There are limited data however to describe: (1) the specific types of knowledge exchanged (eg, scientific vs experiential or tacit vs explicit); (2) accuracy of this knowledge; (3) whether the knowledge supplied addressed what the poster requested; and (4) what the receivers of the emails, including the original poster, did with this knowledge. Further content analysis of posts using a more systematic approach may reveal not only the knowledge needs of members but also the knowledge embodied within the network.

At present, there is limited understanding of why individuals join or participate in a Web-based community; previous studies have generally examined activity from the perspective of Web-based posters. Some data suggest that professionals will join a virtual community where they find local resources inadequate [153]. Importantly, although nonposters or limited posters constitute a large portion of virtual community membership, it is not clear why they belong to the community or why they chose to limit posting. Because movement of knowledge or innovation into and around an organization is the role of boundary spanners and knowledge brokers (eg, educators or researchers), do these individuals see membership as a valuable tool for their substantive position, as preliminary data suggest [123]? If so, could health care organizations improve knowledge flow by facilitating communication between key personnel using Web-based communities? Understanding these phenomena is important if leaders or moderators of virtual communities, researchers, or health system change agents are to create optimal Web-based experiences and ensure the viability of the social medium within professional health care environments.

Early research suggested that Web-based forums may facilitate the development of higher order cognitive skills, such as tertiary students’ critical thinking [154]. These important findings may be linked to educational design, implementation, and evaluation for effective adult learning by today’s HCP. This contrasts with the self-selective and voluntary nature of professional forum membership. Only 2 studies verified the presence of a CoP within a Web-based health care community [28,124]. There is however now a worldwide education movement based around the use of social media for the professional development of clinicians. Free Web-based medical education (#FOAMed) [155] is an egalitarian movement promoting open Web-based publication of a wide range of resources for the education of any clinician. Further research is required however to identify the viability of social media platforms for voluntary professional development of health care professionals. This may require a mixed-methods approach to comprehensively understand the learning interaction (via a social network analysis), process (via content analysis), and outcome (via a survey) [156].
Conclusion

The current evidence on the use of social media by health care professionals suggests that virtual communities are viewed as valuable knowledge portals where craft knowledge is exchanged. This review, apart from the recent emergence of conference tweeting and Twitter journal clubs, found only a limited number of publications concerning newer social media platforms. Arguably, the current range of social media platforms and electronic devices facilitating exchange of information makes professional networking possible wherever the Internet is available. Given that a number of the current challenges of TRIP are related to a lack of interprofessional and intraprofessional communication channels, there is significant potential within multidisciplinary virtual communities to facilitate the transfer of experiential and research knowledge by breaking down professional and organizational boundaries. Further research is required to evaluate whether virtual communities may improve patient outcomes by facilitating professional development, evidence-based practice, and elimination of clinical practice silos.
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Abstract

Background: Scarce information about clinical research, in particular clinical trials, is among the top reasons why potential participants do not take part in clinical studies. Without volunteers, on the other hand, clinical research and the development of novel approaches to preventing, diagnosing, and treating disease are impossible. Promising digital options such as social media have the potential to work alongside traditional methods to boost the promotion of clinical research. However, investigators and research institutions are challenged to leverage these innovations while saving time and resources.

Objective: To develop and test the efficiency of a Web-based tool that automates the generation and distribution of user-friendly social media messages about clinical trials.

Methods: Trial Promoter is developed in Ruby on Rails, HTML, cascading style sheet (CSS), and JavaScript. In order to test the tool and the correctness of the generated messages, clinical trials (n=46) were randomized into social media messages and distributed via the microblogging social media platform Twitter and the social network Facebook. The percent correct was calculated to determine the probability with which Trial Promoter generates accurate messages.

Results: During a 10-week testing phase, Trial Promoter automatically generated and published 525 user-friendly social media messages on Twitter and Facebook. On average, Trial Promoter correctly used the message templates and substituted the message parameters (text, URLs, and disease hashtags) 97.7% of the time (1563/1600).

Conclusions: Trial Promoter may serve as a promising tool to render clinical trial promotion more efficient while requiring limited resources. It supports the distribution of any research or other types of content. The Trial Promoter code and installation instructions are freely available online.

(J Med Internet Res 2016;18(6):e144) doi:10.2196/jmir.4726
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**Introduction**

Scarcie information about clinical research, in particular clinical trials, is among the top reasons why potential participants do not take part in clinical trials. Clinical trials are vital for the development of novel approaches to advancing medicine, but without volunteers this type of research is impossible. In 2012, the Institute of Medicine recognized the seriousness of the clinical trial participation problem [1] and released a report that identified numerous barriers, including the lack of awareness among patients and physicians that clinical trials are available. New solutions are needed that increase clinical trial awareness and build rapport among patients, physicians, and caregivers with the aim to boost clinical trial engagement and recruitment rates.

We have developed and tested Trial Promoter, a Web-based tool that automatically generates and distributes social media messages about clinical trials. New digital options such as social media (ie, social networks) have the potential to work alongside traditional methods to boost the promotion of clinical research. Social media describe websites and Web-based applications that enable users to create and share content or to participate in social networking. With millions of users, social media serve as a promising solution to improve the public awareness of clinical trials and to support research participant recruitment efforts. In fact, the use of the Internet as a top source for clinical research information has increased significantly (46% in 2013), whereas the use of mass media has declined (newspaper, radio, television; 39% in 2013) [2]. Between 30% and 40% of the public reports that they have used social media to gather medical information to learn about clinical research, with the social network Facebook topping the list [3-6]. This trend is not limited to young adults; half of people aged 50 years and older and more than a third of people aged 65 years and older frequent social networking sites such as Twitter and Facebook [7-9]. These data suggest that patients, caregivers, and disease advocates can be found, informed, and engaged digitally. We have built Trial Promoter to leverage this digital trend and to support research participant recruitment efforts.

Trial Promoter builds on preliminary work where we tested an automated approach to generate and publish messages about research-related content on Twitter. Our work indicated that a machine algorithm helps research teams and institutions to increase the output and reach of information about research on social media while reducing the burden of developing and distributing hundreds of messages [10].

Here we present the tool and preliminary data, suggesting that Trial Promoter may aid in distributing clinical trial information more broadly while requiring limited resources. The tool serves four functions: first, it imports information from specific databases or data files. Second, it generates user-friendly social media messages based on preapproved message templates. Third, it schedules and distributes these messages through the social media platforms Twitter and Facebook. Fourth, it tracks the success of the messages and displays their engagement and conversion metrics data. The source code and installation instructions are freely available online [11]. In order to test the tool, we conducted a 10-week trial. Trial Promoter randomized 46 active and recruiting clinical trials into social media messages and distributed them via Twitter and Facebook. We assessed the correctness of the test messages and calculated the probability with which Trial Promoter generated accurate messages.

**Methods**

**Trial Promoter Setup**

**System Requirements**

Trial Promoter is built using Ruby on Rails (version 4.2.1), HTML, cascading style sheet (CSS), and JavaScript. We have installed Trial Promoter on Ubuntu Linux 14.04 LTS (long-term support) and use Phusion Passenger, a scalable Web server that hosts Trial Promoter. Trial Promoter further uses PostgreSQL 9.4.5 database systems deployed on Ubuntu 14.04 LTS.

Administrator privileges for setting up Cron jobs are required in order to set up nightly data extractions that secure logs, collate metrics, and distribute messages.

**Information Import**

Trial Promoter has the capability to import information from different databases and data files through either a representational state transfer (REST) application programming interface (API) or a comma-separated values (CSV) file. Figure 1 depicts the Trial Promoter setup and data flow. Figure 2 represents a screenshot of the local Trial Promoter interface that shows imported clinical trial information and disease keywords that were included in the test messages. Table 1 lists the information our local Trial Promoter installation imported for testing purposes, for example, clinical trial information from our institutional Clinical Studies Directory that utilizes data from ClinicalTrials.gov provide by the National Library of Medicine [12], message templates designed for Twitter and Facebook, and information on disease hashtags. Disease hashtags are disease keywords preceded by a pound sign (eg, #Diabetes, #BreastCancer). They are used by members of disease communities on social media sites such as Twitter to identify and discover messages on a specific topic [13,14].

---

**Table 1**

<table>
<thead>
<tr>
<th>Disease Keywords</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BreastCancer</td>
<td>Breast cancer research information</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Diabetes research information</td>
</tr>
<tr>
<td>LungCancer</td>
<td>Lung cancer research information</td>
</tr>
</tbody>
</table>

---

**Figure 1**

Diagram of the Trial Promoter setup and data flow.

**Figure 2**

Screenshot of the local Trial Promoter interface.
Table 1. Data sources and types of data imported for testing purposes by our local installation of Trial Promoter.

<table>
<thead>
<tr>
<th>Imported content</th>
<th>Data source/format</th>
<th>Data types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active, recruiting clinical trials</td>
<td>Clinical Studies Directory/REST API&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clinical trial title</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Name of principal investigator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clinical trial landing page URL</td>
</tr>
<tr>
<td>Disease hashtags</td>
<td>Symplur [11]/CSV&lt;sup&gt;b&lt;/sup&gt; file</td>
<td>Disease keywords</td>
</tr>
<tr>
<td>Message templates</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;/CSV file</td>
<td>Text message templates designed for Twitter and Facebook</td>
</tr>
</tbody>
</table>

<sup>a</sup>REST API: representational state transfer application programming interface.

<sup>b</sup>CSV: comma-separated values.

<sup>c</sup>N/A: not applicable.

Figure 1. Trial Promoter (TP) setup and data flow. The elements in blue represent functional TP modules. CSV: comma-separated values; REST API: representational state transfer application programming interface.
Message Generation and Distribution

Trial Promoter Messenger develops social media messages tailored to Twitter and Facebook. To achieve that, Trial Promoter uses preapproved message templates that we developed with input from communication experts at Keck Medicine of the University of Southern California (USC). During testing, we used 154 parameterized message templates. Figure 3 represents a screenshot of the local Trial Promoter interface that shows parameterized message templates for Twitter and Facebook, which were used during testing. The parameterization supports the generation of large sets of messages from a limited set of clinical trials and message templates. The words in italics the following example messages represent parameters that Trial Promoter added into the message templates to create the final social media messages.

Example of Twitter message template: “New #ClinicalTrial @KeckMedUSC on #disease is looking for participants. Please help us spread the word. Thx. URL”

Example of Facebook message template: “Your help is appreciated: New clinical trial at Keck Medicine of USC on #disease is looking for participants. Through these types of clinical studies researchers can better understand how to diagnose, treat and prevent diseases. Please share this URL. Thanks!”

Trial Promoter matches a randomly chosen clinical trial with a randomly chosen message template using the standard Ruby library to generate random numbers [15]. The random numbers in the library are implemented as a modified Mersenne Twister with a period of $2^{19937} - 1$ [16]. Trial Promoter shuffles all clinical trials and then randomly chooses a message template for each trial [17], ensuring that all clinical trials are only distributed once during a given time period.

Trial Promoter then substitutes the parameters in the message templates and includes several weblinks into the message templates to create the final social media messages: first, a tagged and shortened URL that links the social media message to the respective clinical trial landing page; second, a primary and if applicable a secondary disease hashtag (eg, #LungCancer, #SleepApnea); and third, for Twitter messages the official Keck Medicine of USC Twitter account (@KeckMedUSC). Table 2 lists the characteristics of the messages that Trial Promoter generated automatically during the testing phase.
Table 2. Characteristics of test messages that Trial Promoter generated automatically for distribution on Twitter and Facebook.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Twitter</th>
<th>Facebook</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum message length limitation</td>
<td>Limitation to 140 characters&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Parameter: URL</td>
<td>22 characters for non-https URLs</td>
<td>Links can be of any length. However, in order to simplify URL sharing and present clean URLs to the Facebook page visitor, Trial Promoter uses Bit.ly shortened URLs on Facebook posts as well.</td>
</tr>
<tr>
<td>Parameter: hashtags (disease keyword)</td>
<td>Yes (primary and if length permits secondary hashtag)</td>
<td>Yes (primary and secondary hashtags)</td>
</tr>
<tr>
<td>Parameter: link to official Keck Medicine of USC&lt;sup&gt;c&lt;/sup&gt; Twitter account (@KeckMedUSC)</td>
<td>Yes</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Note: Media attachments such as photos, videos, and polls are not counted toward 140 characters.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>USC: University of Southern California.

Furthermore, Trial Promoter tags the URL that links to the clinical trial landing page with Urchin Traffic Monitor (UTM) parameters in order to track the link engagement (or clicks) on social media and referral traffic to the clinical trial landing page [18]. During testing, Trial Promoter used the REST API provided by the Bit.ly link-shortening service to generate the shortened URL [19]. Bit.ly preserves the UTM parameters by mapping identical links with different UTM parameters to unique URLs.

For Twitter, the automated inclusion of disease hashtags that vary in length depending on the disease term used may result in messages that are longer than 140 characters (eg, #HIV vs #PancreaticCancer). If the generated message was greater than 140 characters, Trial Promoter discarded the message and selected an alternative message template until it either generated a valid message or it ran out of message templates to choose from. In the latter case, Trial Promoter notified the study team of the error in the administrative dashboard.

Trial Promoter Messenger then schedules and distributes the test messages through selected Twitter and Facebook accounts (eg, USC Clinical Trials) using the social media content management Web application Buffer [20]. Each social media account set up in Buffer has a unique profile identifier (ID) assigned to it. Buffer provides a REST API call that allows for programmatic scheduling of messages directly in Buffer. With a single call, the Buffer REST API [21] sends a single message to multiple social media channels. The REST API provides options for scheduling messages and including images. Once messages are sent to Buffer, the tool interface allows users to edit, reschedule, reorder, and delete messages.

Figure 3. Local Trial Promoter interface shows parameterized message templates for Twitter and Facebook that were used during testing.
Automated Tracking of Message Success

Trial Promoter Collector tracks key performance indicators (KPIs) associated with the success of the messages, that is, social media engagement and landing page conversion data. Table 3 lists the engagement and conversion KPIs tracked by Trial Promoter. Trial Promoter Collector extracts these data on a nightly basis from 4 existing systems: Buffer, Twitter, Facebook, and Google Analytics [22]. The tool connects to Buffer via a REST API in order to extract the social media and link engagement data for each social media message sent via Buffer. To collect the data from Twitter and Facebook, our team uploaded reports taken from each social media platform to Trial Promoter. Trial Promoter processed these raw logs and imported them into its dashboard on a nightly basis. The landing page conversion data are accessible through Google Analytics. To extract the data, Trial Promoter required uploads of the Google Analytics data report into Trial Promoter. Trial Promoter then processed and incorporated the data into its dashboard.

Table 3. Engagement and conversion key performance indicators tracked by Trial Promoter.

<table>
<thead>
<tr>
<th>Metric categories</th>
<th>Measures on Twitter</th>
<th>Measures on Facebook</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume of messages served</td>
<td>Impressions</td>
<td>Impressions</td>
</tr>
<tr>
<td>Social media engagement</td>
<td>Retweets</td>
<td>Shares</td>
</tr>
<tr>
<td></td>
<td>Replies</td>
<td>Comments</td>
</tr>
<tr>
<td></td>
<td>Likes</td>
<td>Likes</td>
</tr>
<tr>
<td>Link engagement</td>
<td>Clicks from social media message to clinical trial landing page on Clinical Studies Directory</td>
<td>Clicks from social media message to clinical trial landing page on Clinical Studies Directory</td>
</tr>
<tr>
<td>Landing page engagement</td>
<td>Sessions</td>
<td>Sessions</td>
</tr>
<tr>
<td></td>
<td>Time spent on page</td>
<td>Time spent on page</td>
</tr>
<tr>
<td></td>
<td>Pageviews per visit</td>
<td>Pageviews per visit</td>
</tr>
<tr>
<td>Contact engagement</td>
<td>Contact form usage on individual clinical trial information page</td>
<td>Contact form usage on individual clinical trial information page</td>
</tr>
</tbody>
</table>

Finally, Trial Promoter Dashboard displays the KPI data, providing daily updates. Figure 4 represents a screenshot of the local Trial Promoter interface that shows KPI data for each Twitter message. During testing, Trial Promoter matched up data from the raw data logs for each social media platform to the data from Buffer using a unique social message (or update) ID. Each social media channel generates a unique ID for every message that is sent out via its platform. Using this unique ID allowed us to match up entries in the raw data logs to a specific message. Additionally, the Trial Promoter Dashboard serves as a control panel to add, edit, and delete clinical trials, message templates, and social media messages and images.

Trial Promoter Evaluation

Test Trial Design

During the 10-week test trial, Trial Promoter randomized clinical trials (n=46) into social media messages using preapproved message templates. The tool generated, scheduled, and published 2 messages on each platform (Twitter and Facebook) per day, and 3 messages per platform every other day.

Correctness Analysis

The correctness with which Trial Promoter generated messages during the 10-week testing phase was evaluated using 4 indicators: (1) the correct usage of the message template, (2) the text of the message itself (ie, number of text errors in the message), (3) the inclusion of the correct URL, and (4) the inclusion of the correct disease hashtags. The individual indicators were averaged to obtain the overall percent correct. The correct usage of the message template was measured through random sampling 25/525 messages (5%) and manually comparing the message template with the social media that was generated by Trial Promoter. The correctness of the included URL was evaluated using a script written in Ruby on Rails [8]. The script examined the URL by first expanding the shortened Bit.ly URL to a complete URL. The URL was then compared with the landing page of the clinical trial being promoted using regex expressions (ignoring any query strings in the URL) to ensure that they were identical. The inclusion of the correct disease hashtags (eg, #Stroke, #LungCancer) was manually reviewed in all 525 messages upon scheduling.
Results

Trial Promoter Evaluation

During the 10-week testing phase, Trial Promoter successfully generated and distributed 175 messages via Twitter and 350 messages via Facebook, a total of 525 messages. Figure 5 shows examples of messages that Trial Promoter generated automatically for distribution on social media.

Correctness Analysis

The analysis of the test messages revealed that in a random sample of 25/525 messages the Trial Promoter algorithm used the correct message template without any text errors 100% of the time. However, we discovered a recurring issue in 13/525 messages (2.5%) where the algorithm used a question mark instead of an apostrophe (e.g., “We’re looking for participants”). Furthermore, the analysis of the URLs showed that 525/525 messages (100%) included the correct URL. Finally, the disease hashtag analysis revealed that 24/525 distributed messages (4.6%) lacked the disease hashtag. Trial Promoter had not substituted the parameter “#disease” in the message template with the disease of the clinical trial in all cases. On average, Trial Promoter correctly used the message templates and substituted the message parameters (text, URLs, and disease hashtags) 97.7% of the time (1563/1600).

Availability

The Trial Promoter software code is available under the MIT license [22,23]. Software code versions for technical and nontechnical users are accessible through the Trial Promoter website and hosted on GitHub [10]. To simplify the installation process for nontechnical users, we have written a script that deploys an instance of Trial Promoter to the public hosting service Heroku—within less than 30 minutes and without requiring technical knowledge of server setup and system administration. A fee of US $14 per month is required for hosting Trial Promoter on Heroku. Using the provided code, nontechnical users will be able to do the following: add clinical trial information for promotion—one trial at a time; import message templates—one at a time; automatically integrate with the social media management tool Buffer that automates the distribution of the messages; and create a dashboard that imports metrics from Buffer via a REST API, and from Twitter and Facebook via a CSV file. For technical users, detailed instructions for hosting Trial Promoter on an Ubuntu 14.04 LTS machine are also available on GitHub. Using the provided code, technical users will be able to do the following: import clinical
trial information via a REST API—many trials at once; import message templates via a REST API—multiple templates at once; automatically integrate with Buffer that automates the distribution of the messages; and create a dashboard that automatically imports metrics from Buffer via a REST API, and that imports metrics from Twitter and Facebook via a CSV file. Finally, the full code used in the experiment described here is accessible through the Trial Promoter website and viewable on GitHub [10].

Figure 5. Examples of messages that Trial Promoter generated and published automatically.

Discussion

Automated Clinical Trial Promotion

We have developed and tested Trial Promoter, a Web-based tool that automatically generates and distributes user-friendly social media messages about clinical trials. We chose the social media platforms Facebook and Twitter because members of disease communities frequently use them [2,24,25].

Trial Promoter managed to generate and distribute social media messages with a high level of correctness. We were able to improve the Trial Promoter algorithm with regard to the technical issues we encountered during testing. First, in 5% of the messages the algorithm had not substituted the generic disease hashtag parameter (#disease) with the corresponding disease hashtag taken from the clinical trial. We found that the substitution algorithm was both case and white-space sensitive (ie, #Disease, #disease, and #Disease). As a result, only the parameter #disease without a space and with lowercase “d” was replaced with the actual disease term that was associated with a clinical trial. We have modified the Trial Promoter algorithm, rendering the replacement of disease hashtags case and white-space insensitive, thereby resolving the issue for the future.

In light of millions of messages divulged by social media users on Twitter and Facebook every day, tailoring those messages to a specific audience is critical to cut through the noise. Hashtags provide a useful tool to target messages to specific topics and disease communities. The simple # symbol, known as a hashtag, for example, #leukemia, #rheum, is included in each message to indicate a topic, conversation, or event on Twitter [14] that the message relates to. Our ongoing work is focused on assessing the effectiveness of Trial Promoter for the promotion of clinical trial messages through a new Twitter account without followers. Following a Twitter user means to subscribe to a person’s feed, that is, stream of messages.

Second, in 2.5% of the messages the algorithm introduced a question mark instead of an apostrophe owing to encoding issues. This error was introduced while copying the message templates from a Google Docs file [24] into the code of our local Trial Promoter installation that we used during the testing.
phase. We consider this a rare technical issue specific to Google Docs where an apostrophe is encoded differently than text within a code editor. However, if necessary this type of technical issue can be addressed and corrected through the administrative dashboard of Trial Promoter.

The data thus far indicate that Trial Promoter serves as a promising tool to support clinical trial promotion via social media. More specifically, Trial Promoter is designed to facilitate two phases of the clinical trial recruitment process. Figure 6 illustrates these phases: the promotion (or advertisement) phase and the engagement phase. By publishing messages about clinical trials on social media, Trial Promoter supports the awareness-building phase of the clinical trial recruitment process. Several studies indicate that awareness changes attitudes toward clinical trials, enrollment, and the benefits of participation. More than 80% of patients were either unaware or unsure that participation in a clinical trial was an option at the time of diagnosis, and 75% of these patients said they would have been willing to enroll had they known it was possible [25,26]. These data indicate that improving the distribution of clinical trial information at limited cost may benefit clinical trial recruitment efforts.

Trial Promoter further generates opportunity for social media engagement by potential study participants, disease advocates, and others because social media is designed to facilitate interaction and conversation, for example, sharing, liking, following, and replying. The link engagement in the message that Trial Promoter generates and distributes is essential to triage visitors to the clinical trial landing page where they can find more information about the trial and potentially contact the study team using a compliant contact form.

Figure 6. Trial Promoter is designed to facilitate two phases of the clinical trial recruitment process: the promotion (advertisement) and engagement phases.

**Saving Time and Cost**

We wondered whether Trial Promoter could increase fiscal efficiencies of the clinical trial promotion. This is especially relevant in light of the high operational costs associated with clinical trials [4,27]. Nearly 30% of the time dedicated to clinical trials is spent on promotion, patient recruitment, and enrollment [28]. Despite this substantial amount of time and cost, more than 30% of all clinical trials fail to meet their enrollment targets, and more than 10% never enroll a single patient [29].

To test the theory as to whether Trial Promoter makes the promotion of clinical trials on social media more efficient fiscally, we compared the labor and cost of Trial Promoter with the labor and cost of a social media manager. During the 10-week testing phase, Trial Promoter automatically generated 525 user-friendly messages. The generation of a social media
message takes an average of 5-15 minutes including selecting the content, writing the message, adding an optional image or video, and posting the message (based on internal analysis). According to jobs and recruiting site Glassdoor, the national average annual salary for a social media manager in 2015 was US $52,000 [30]. A social media manager would have required 43-131 hours of labor equivalent of US $1800-$5400 labor cost to generate the number of messages Trial Promoter has generated in 10 weeks (525). We argue that Trial Promoter helps to decrease the time and cost of labor required to generate and distribute information about clinical trials through social media. Although there were costs associated with the development of Trial Promoter (ie, personnel cost, server cost), those are minimal in comparison to the fact that the tool will be a free resource to the research community. It can be used repeatedly at no additional cost to investigators and research institutions. The tool may also help research institutions and investigators to gain efficiencies by streamlining and improving the clinical trials infrastructure and process so that those investigating new research questions could quickly draw on resources already in place instead of reinventing the wheel for each trial—in this case the broader dissemination of clinical trial information via social media.

Saving time and cost would not—in part—be possible without automation. However, the use of automated postings in digital marketing and social media is a controversial topic. We believe automation to serve patients, disease advocates, and research institutions alike when used appropriately and as long as the content is relevant and of value to the audience. Trial Promoter, for example, allows clinical study teams and others in charge of promoting clinical trials to design and write the posts at times when it is more convenient for them. Trial Promoter thereby not only saves them time, the tool also schedules and disseminates the social media posts at times when it is more convenient for the audience.

Related Work
A number of studies have discussed the automation of the production of news and information. Automation offers new possibilities for creating content at scale, more quickly than a human could. So-called “bots,” that is, automated accounts on digital and social media (eg, Twitter, Facebook, Reddit, and Wikipedia) that distribute news and information, have been observed and studied in a variety of contexts: in social networks and human communication decisions [31,32], social shaping [33], content pollution [34], social metric gaming [35], ranking manipulation [36], infiltration [37], political astroturfing [38], recommendation [39], scholarship dissemination [40], activism or advocacy [41], and journalism [42]. Lokot and Diakopoulos concluded that news bots might enable innovation, such as niche and local news [42]. Different definitions have been introduced to describe these bots as “automated social actors”—software designed to act similarly to how humans might act in social spaces [31], as “software agents that interact on social networking services” [33], and as “automatic or semi-automatic computer programs that mimic humans and/or human behavior” [43]. However, future research will need to investigate how the public perceives news and information bots, whether they recognize bots as automated information services, if they are skeptical of content shared by a bot, and whether bots are ultimately effective in achieving the bottom line, for example, increase clinical study recruitment or foster the accessibility of public health information. Some small-scale work suggests that “while the software-generated content is perceived as descriptive and boring, it is also considered to be objective although not necessarily discernible from content written by journalists” [44]. Another study found that a Twitter bot sharing public health information was perceived as “credible,” “attractive,” and “competent,” suggesting that such “bots could be gainfully employed by [organizations] if properly harnessed” [45]. The authors are not aware of similar research that has tested the feasibility and effectiveness of automated postings of clinical research information. Yet the preliminary data in other fields look promising.

Limitations

Limitations of the Study
The test trial we present here was focused on assessing the probability with which Trial Promoter generates and distributes correct messages about clinical trials. Future studies will be required to systematically assess the efficacy of Trial Promoter (or other algorithms) beyond fiscal efficiencies, determining the ability of machine-generated clinical trial information to foster the awareness of and engagement among target audiences such as patients, disease advocates, and physicians. Furthermore, it will be interesting to explore to what extent social media engagement with machine-generated content translates into increased clinical trial recruitment and enrollment rates.

Limitations of Trial Promoter
The current version of Trial Promoter does not automatically include images into the social media messages. Images, however, have been shown to be an important aspect of social media messages to increase engagement and information uptake [46]. The tool also does not automatically include mentions of influencers in the messages, that is, names of Twitter users with a lot of followers and reach—an important technique to increase the exposure of messages among target audiences. Additionally, Trial Promoter does not yet take into account awareness months when scheduling messages, for example, October is Breast Cancer Awareness Month. To increase the reach of the distributed information, Trial Promoter could increase the promotion of disease-related messages during awareness months.

Conclusions
In summary, we present Trial Promoter and preliminary data indicating that the tool reliably automates the generation and distribution of correct clinical trial messages via social media. The Trial Promoter software code is freely available online. The test trial we present here was focused on assessing the probability with which Trial Promoter generates and distributes correct messages about clinical trials. Future studies will be required to systematically assess the efficacy of Trial Promoter (or other algorithms) beyond fiscal efficiencies, determining the ability of machine-generated clinical trial information to foster the awareness of and engagement among target audiences such as patients, disease advocates, and physicians. Furthermore, it will be interesting to explore to what extent social media engagement with machine-generated content translates into increased clinical trial recruitment and enrollment rates.

We hypothesize that machine-generated content helps research institutions and investigators to distribute clinical trial
information more broadly and effectively. However, further studies around machine-generated content on social media will help to understand its role in facilitating patient engagement, increasing clinical trial awareness, and improving study recruitment and retention rates.
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Abstract

Background: Patients with difficult medical cases often remain undiagnosed despite visiting multiple physicians. A new online platform, CrowdMed, uses crowdsourcing to quickly and efficiently reach an accurate diagnosis for these patients.

Objective: This study sought to evaluate whether CrowdMed decreased health care utilization for patients who have used the service.

Methods: Novel, electronic methods of patient recruitment and data collection were utilized. Patients who completed cases on CrowdMed’s platform between July 2014 and April 2015 were recruited for the study via email and screened via an online survey. After providing eConsent, participants provided identifying information used to access their medical claims data, which was retrieved through a third-party web application program interface (API). Utilization metrics including frequency of provider visits and medical charges were compared pre- and post-case resolution to assess the impact of resolving a case on CrowdMed.

Results: Of 45 CrowdMed users who completed the study survey, comprehensive claims data was available via API for 13 participants, who made up the final enrolled sample. There were a total of 221 health care provider visits collected for the study participants, with service dates ranging from September 2013 to July 2015. Frequency of provider visits was significantly lower after resolution of a case on CrowdMed (mean of 1.07 visits per month pre-resolution vs. 0.65 visits per month post-resolution, \( P=0.01 \)). Medical charges were also significantly lower after case resolution (mean of US $719.70 per month pre-resolution vs. US $516.79 per month post-resolution, \( P=0.03 \)). There was no significant relationship between study results and disease onset date, and there was no evidence of regression to the mean influencing results.

Conclusions: This study employed technology-enabled methods to demonstrate that patients who used CrowdMed had lower health care utilization after case resolution. However, since the final sample size was limited, results should be interpreted as a case study. Despite this limitation, the statistically significant results suggest that online crowdsourcing shows promise as an efficient method of solving difficult medical cases.
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Introduction

Patients experiencing complex, non-specific medical symptoms often are misdiagnosed or go undiagnosed for years [1,2]. This problem leads to avoidable health care costs from unnecessary diagnostics and treatments that occur prior to accurate diagnosis, as well as increased patient morbidity and mortality from both unnecessary procedures and treatments, as well as underutilization of appropriate care [3-7]. Many patients visit
multiple physicians seeking an accurate diagnosis, but their access to care is typically limited to their geographic area and health insurance network, as well as by their time availability. Several services seek to expand access to medical care through second-opinion programs, but these programs do not involve interaction with the patient, beyond a review of their medical records, and are limited to one medical expert’s opinion [8,9].

With the recent focus on digital innovation in health care, new tools are being developed to facilitate more efficient diagnoses. Various online or mobile phone app-based symptom checkers that use computer algorithms to facilitate self-diagnosis are freely available [10]. However, these tools are intended for fairly typical patient presentations rather than the highly nuanced nature of complex, difficult to diagnose medical cases. Other tools aim to make the second-opinion process more efficient and accessible by bringing it online. One unique new tool specifically focuses on helping patients with difficult medical cases obtain an accurate diagnosis. CrowdMed is an online platform that uses crowdsourcing to overcome the limitations of regional provider access and second-opinion services (CrowdMed, Inc., San Francisco, CA). Crowdsourcing has been proven to be valuable in various fields, for everything from simple to complex tasks, including map generation, logo creation, disease prevalence estimation, and medical image categorization [11-14]. CrowdMed applies the crowdsourcing concept to diagnosis of difficult medical cases by making patient case details available to large groups of people interested in helping solve the case. Patients submit a case containing symptoms, medical history, family history, imaging, and other information regarding their disease. Registered medical detectives review the case and suggest potential diagnoses, and a prediction algorithm identifies the most probable diagnosis. More details on CrowdMed can be found on the company website or in Meyer et al. [15].

Meyer et al. previously conducted an independent analysis of the data collected through CrowdMed as an initial assessment of its impact [15]. This assessment was based on self-reported data collected in patient questionnaires as part of the CrowdMed experience. As such, the authors conclude that further empirical validation of the platform’s impact is necessary. To analyze its effect on health care utilization, we sought to conduct a more rigorous assessment of the impact of CrowdMed by using medical claims data from patients who completed a case on CrowdMed. Specifically, we explored the hypothesis that using CrowdMed can lower health care utilization by shortening the pathway to an accurate diagnosis. We employed technology-enabled clinical study methods to access and collect retrospective patient-specific medical claims data from a broad range of health insurers across the United States.

Methods
Study Overview
Just as digital innovation has led to new health care tools, it has created opportunities for new study methodologies and processes [16]. In this study, we electronically recruited and enrolled patients who had previously used CrowdMed for a difficult medical diagnosis. We used an online survey to collect information from participants that allowed us to access and retrieve their retrospective medical claims data over a relevant time period through a third-party web application program interface (API). This study was reviewed and approved by Solutions Institutional Review Board (IRB; IRB Identifier 1JUN15-108) and all participants signed informed consent documentation, as well as a Health Insurance Portability and Accountability Act authorization.

Participants and Study Procedures
Patients who completed a case on CrowdMed’s platform between July 1, 2014, and April 30, 2015, were at least 18 years of age, and resided in the United States were identified from CrowdMed’s user database as eligible for the study. Eligibility was not based on any measure of whether the case was successful or not. Users who had submitted multiple cases were excluded from eligibility. Invitations to the study were sent via email between June 26, 2015, and July 30, 2015, with follow-up phone calls made to bolster enrollment efforts. Users who had previously unsubscribed from the CrowdMed email list did not receive a study invitation, in order to remain compliant with Controlling the Assault of Non-Solicited Pornography and Marketing Act regulations.

Study invitations included a link that brought the patients to the online study interface. Patients first read through information about the study and provided informed eConsent as well as permission to release protected health information for research. Participants were then screened to confirm that they visited at least two different physicians and/or health care facilities in the 12 months prior to using CrowdMed, where the primary reason for the visit was the illness in the CrowdMed case. These parameters were used because CrowdMed is targeted at patients who have already unsuccessfully tried to arrive at a diagnosis for their condition through the traditional health care system.

Study participants were then asked to provide identifying information, and this information was used to access their medical claims data for the 12 months prior to and, time since, their CrowdMed case resolution; a period ranging from 3 to 12 months. This information included member identification numbers and health insurer names for any health insurance plans that participants were enrolled in over that time period, as well as names and addresses for all the physicians and health care facilities they visited in that time period. Entering a national provider identifier (NPI) for each provider was optional. The time periods of 12 months prior to case resolution and 3 to 12 months since resolution were selected to construct a time period (15 to 24 months) which was long enough to capture representative health care utilization, but recent enough that patients could be expected to remember their insurance and provider information over the entire interval.

Claims Data and Measures
Information collected from study participants was used to query a third-party web API in order to access medical claims data. The API is designed to be accessed by automated software and to return information in a consistent, software-readable format, and is hosted by a third-party company that grants access based on negotiated contracts. We wrote software to automatically
query the third-party API for our study participants and quickly pull patient-specific coverage and claims information from different health insurance companies. This approach is more flexible and scalable than being limited to a costly existing claims data set that may or may not include data for patients of interest. The third-party API has wide coverage but does not give access to claims data from every health insurer in the United States, so data was not available for some study participants because of their health insurance coverage. Additionally, the third-party API required us to query it with the name and NPI of the billing provider to access claims data for the study participants; information was not always entered accurately by the study participant, likely because they were unaware of provider billing processes. We cross-referenced provider names and NPIs with others at the same practice or address, in an attempt to find the correct name and NPI for all API calls, but we were not able to pull claims data for all providers entered by participants.

Due to the limitations on data access, study participants were individually assessed for final enrollment eligibility based on the completeness of the set of medical claims accessed, in order to ensure the integrity of the study data. Participants were officially enrolled in the study if they met the following criteria: (1) claims were collected from all insurance carriers under which the respondent had coverage during the relevant time period, and (2) claims were collected from at least 67% of the health care providers entered in the study survey.

Claims data collected via the API included service date(s), Current Procedural Terminology (CPT) codes identifying medical procedures and services received, total charged amount for the claim, total amount paid on the claim by the insurer, and the provider information from the API call. This data was linked with the study participant’s CrowdMed data, including demographic information, date of case resolution, and CrowdMed questionnaire results. The combined data set was then stripped of all identifying patient information for analysis, including names, geographic information, telephone numbers, email addresses, medical record numbers, health plan beneficiary numbers, and account numbers.

The primary objective of the study was to assess whether the use of the CrowdMed service decreased health care utilization, which we hypothesized to be the case due to a shortened, more efficient diagnostic pathway with CrowdMed. This endpoint was prespecified as a decrease in monthly frequency of provider visits between the 12 months prior to CrowdMed case resolution and the time since case resolution. Provider visits were defined as one visit per date of service and unique provider (ie, claims from multiple providers on the same day qualify as multiple visits, but claims from the same provider on the same day qualify as one visit). Pharmacy claims were excluded from the visits analysis because they do not involve provider-patient interaction.

Secondary and exploratory analyses examined metrics such as decreases in monthly medical costs, frequency of high-cost medical services or procedures, and complexity of provider visits between pre- and post-CrowdMed case resolution time windows. One measure of complexity of visits was defined based on CPT codes for evaluation and management (E/M) provider visits. For example, 99213 signifies a Level 3 Established Patient Office Visit while code 99214 signifies a Level 4 Established Patient Office Visit, where higher levels denote more patient-physician face-to-face time, a more detailed and extensive exam, and more complex medical decision making. We also stratified the utilization results by patient characteristics, such as time since disease onset. For cost analysis, we used charged amount, rather than paid amount, because the amount paid out by the insurer excludes deductibles and co-insurance and therefore underestimates expenditures in a non-uniform pattern. Seasonality is especially problematic with deductibles and biases the pre- and post-time window comparisons. While charged amounts do not accurately reflect expenditures, since insurers actually pay contracted rates for each provider, they are useful for the relative comparisons conducted in this study. We removed duplicate claims for cost analysis, characterizing unique claims based on a unique combination of date of service, provider, charged amount, and CPT codes.

We also performed a comprehensive exploration of data trends over time to rule out other possible temporal confounders. To address questions of whether a period of artificially high health care utilization occurred while the patient had a case actively on CrowdMed (the medical detectives often request new diagnostic test results while a case is on the site), and thus biased pre-case resolution utilization as artificially high, we compared utilization metrics from the periods before initiating a case on CrowdMed, while the case was actively on CrowdMed, and post-case resolution. We also investigated whether regression to the mean could influence study results. The hypothesis in this case would be that patients initiate a CrowdMed case at a time when their symptoms are exceptionally severe, and hence the CrowdMed patient pool is biased toward patients experiencing a spike in their symptoms over patients at normal or low symptom levels. After signing up, those patients experiencing a spike in their symptoms would revert to normal symptom levels and would have been expected to improve even without intervention. The signature of this trend would be utilization that spikes right at the time of CrowdMed signup and then tapers off. To test this hypothesis, we examined the directional trend in utilization during the time frame when a case was active on CrowdMed (ie, between case initiation and resolution). A downward trend during this time period would provide evidence that regression to the mean may be present.

Statistical Analysis

We used the one-tailed Wilcoxon signed-rank test to compare data between the pre- and post-CrowdMed case resolution time windows. We chose the Wilcoxon signed-rank test over the paired t-test because its assumptions hold for datasets with small sample sizes and values drawn from skewed distributions. The one-tailed test was used for pre-post comparisons because we were assessing whether the post-resolution utilization was or was not significantly lower than the pre-resolution utilization. When comparing the difference in pre-post utilization change between patient subgroups we used a two-tailed Wilcoxon signed-rank test, since we did not hypothesize a specific direction for a difference. For comparisons between the characteristics of the study sample and the overall population.
of CrowdMed users eligible for recruitment, we used the two-tailed versions of the Mann-Whitney U test for comparisons of continuous values, and Fisher’s exact test for comparisons of proportions.

Statistical tests were performed using R 3.2.2 (Vienna, Austria). Data processing was performed in Python 2.7.10 using the Pandas package [17]. All significance is noted at an alpha level of .05.

Results

Study Sample

Of the 546 CrowdMed patients eligible for recruitment, 445 were sent email invitations to the study, 94 initiated the study survey, and 45 completed it with information for both their health insurer(s) and health care providers (Figure 1). Some amount of medical claims data was accessible via third-party web API for 23 patients. Of these patients, 9 did not meet enrollment eligibility criteria for completeness of their medical claims data set, and 1 was excluded due to irregular claims data of questionable quality. A total of 13 participants were enrolled in the final study sample.

Table 1 presents the characteristics of the study participants, as well as the characteristics of the entire eligible CrowdMed user population. Study participants were directionally more likely to be younger and female, compared to the eligible CrowdMed user population, though neither difference was significant. Study participants were similar to eligible users with regards to ethnicity, time since disease onset, and time since case resolution date. Most study participants had visited fewer than 10 health care providers in the 12 months prior to using CrowdMed.

Table 1. Participant characteristics including standard deviations (SD).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study Participants (n=13)</th>
<th>CrowdMed Users Eligible for Recruitment (n=546)</th>
<th>Study Participants vs. Eligible Users, P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age, years (SD)</td>
<td>42.8 (13.5)</td>
<td>51.8 (16.5)</td>
<td>.08&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sex (%)</td>
<td></td>
<td></td>
<td>.28&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>9 (69%)</td>
<td>289 (52.9%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (31%)</td>
<td>257 (47.1%)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity (%)</td>
<td></td>
<td></td>
<td>.66&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Caucasian/white</td>
<td>11 (85%)</td>
<td>483 (88.5%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2 (15%)</td>
<td>63 (11.5%)</td>
<td></td>
</tr>
<tr>
<td>Mean years since disease onset (SD)</td>
<td>6.7 (5.9)</td>
<td>7.6 (10.8)</td>
<td>.46&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mean months between case resolution date and claims data pull (SD)</td>
<td>6.9 (2.8)</td>
<td>8.0 (3.1)</td>
<td>.22&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Health care providers visited in the 12 months prior to using CrowdMed, self-reported in screener (%)</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>2-4</td>
<td>6 (46%)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>5-9</td>
<td>6 (46%)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>10+</td>
<td>1 (8%)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P-value of a Mann-Whitney U test

<sup>b</sup>P-value of Fisher’s exact test
Figure 1. Participant recruitment and enrollment flowchart. aEligibility criteria: (1) claims were collected from all insurance carriers under which the respondent had coverage during the relevant time period, and (2) claims were collected from at least 67% of the healthcare providers entered in the study survey.

Health Care Utilization

A total of 221 health care provider visits were collected for the study participants (167 prior to CrowdMed case resolution and 54 post-resolution) across 11 US health insurers, with service dates ranging from September 20, 2013, to July 28, 2015. Health care utilization was significantly lower after resolution of a case on CrowdMed compared to before case resolution. The primary endpoint of frequency of health care provider visits decreased significantly, from an average of 1.07 visits per month pre-case resolution to 0.65 visits per month post-case resolution (median visits per month 0.50 vs. 0.34, \( P=.01, W=79 \); Figure 2). Medical costs, calculated based on charged amounts as previously described, were also significantly lower after case resolution (mean of US $719.70 per month vs. US $516.79 per month, median of US $349.92 per month vs. US $60.83 per month, \( P=.03, W=72 \)). Additionally, health care utilization trended downward with time from case resolution date.

We examined metrics and proxies for a decrease in complexity of care in exploratory analyses. The monthly frequency of procedures and services over US $500 was directionally lower after case resolution with a trend toward statistical significance (mean of 0.31 vs. 0.17, median of 0.25 vs. 0.00, \( P=.06, W=51 \)). Number of CPT codes per visit and average cost per visit were also directionally lower post-case resolution (mean of 3.3 vs. 2.4, median of 3.1 vs. 2.0, \( P=.19, W=20 \); and mean of US $470 vs. US $400, median of US $439 vs. US $256, \( P=.13, W=27 \)), as were the complexity levels of provider visits based on E/M visit CPT codes. Prior to CrowdMed case resolution, 17% of visits were coded as Level 3 office visits (intermediate complexity), while 28% were coded as Level 4 office visits (higher complexity). After CrowdMed case resolution, 24% of provider visits were coded as Level 3 office visits while 19% were coded as Level 4 office visits.

We explored stratifying the study results by various patient characteristics but did not find any factors that significantly correlated with the key result of lower frequency of provider visits post-CrowdMed case resolution. We first examined time since disease onset. Study participants were split by disease onset in 2010 or earlier (n=6) and 2011 or later (n=7). There was no significant difference in the results for change in provider visit frequency post-case resolution between the groups (\( P=1.00, U=22 \)). We also incorporated a metric that CrowdMed internally uses to designate cases as successful or unsuccessful. This metric is subjective and based on a question that users answer in a survey after their case is resolved, indicating whether the user believes that CrowdMed brought them closer to a correct diagnosis or cure. In our study sample, 9 participants had responded positively while 4 had responded negatively to the self-report question (at 69%, this is similar to the results CrowdMed typically sees across their surveyed user population of 60% to 70%). There was no significant difference between
the two groups in the results for change in provider visit frequency ($P=.28$, $U=11$).

In order to assess whether a period of artificially high health care utilization occurs while a case is active on CrowdMed, and biases pre-resolution utilization rates, we split the pre-resolution time period in two: before case initiation versus while active on CrowdMed. We compared utilization during these time periods against each other and against post-case resolution utilization. We found that monthly provider visits were significantly higher during the period that a case was active on CrowdMed compared to before case initiation (mean of 0.99 visits per month before case initiation vs. 1.45 visits per month during CrowdMed use, median of 0.40 vs. 1.00, $P=.047$, $W=70$; Figure 3). This result suggests that there is a spike in utilization while a case is active on CrowdMed. To determine if this issue biases study results, we removed the period that a case was active on CrowdMed and compared the before-case-initiation time period with the post-resolution time period. We found that monthly provider visits were significantly lower post-case resolution compared to before case initiation (mean of 0.99 visits per month before case initiation vs. 0.65 visits per month post-case resolution, median of 0.40 vs. 0.34, $P=.02$, $W=65$), which is consistent with our base-case results.

Finally, we investigated whether regression to the mean may have influenced study results (ie, patients signed up for CrowdMed when their symptoms were exceptionally severe, and their symptoms would revert to normal levels even in the absence of CrowdMed). This trend would be signified by utilization that peaks at the time of CrowdMed signup and then tapers off. To test this hypothesis, we specifically examined the time frame when a case was active on CrowdMed (between case initiation and resolution) and the directional trend in utilization during this period. A downward trend would provide evidence of regression to the mean. We found a positive correlation of 0.18 between provider visits per week and weeks since CrowdMed case initiation. The correlation between cost per week and weeks since case initiation was similar, at 0.17. This upward trend provides evidence that regression to the mean is not a major determining factor in our study results.

Figure 2. Impact of CrowdMed case resolution on healthcare utilization.
Discussion

Principal Results

This study empirically demonstrated that health care utilization is significantly lower after resolving a difficult medical case on CrowdMed, as evidenced by a small sample of previous CrowdMed users. Both monthly frequency of provider visits and monthly charges were significantly decreased after case resolution per medical claims data. Results were consistent when stratified by various patient characteristics, such as time since disease onset. Additionally, it appears that complexity of care may decrease after case resolution. While results were only directional rather than statistically significant, there were multiple indicators of health care visits and care being less complex after case resolution, such as lower frequency of high-cost procedures, fewer CPT codes per visit, and Level 3 visits becoming more likely than Level 4 visits. The relatively small sample size in the study may explain the lack of statistical significance, rather than a lack of effect.

In addition to the valuable insights that this study provides into the impact of crowdsourcing for diagnosis of difficult medical cases, it also serves as an example of how new technologies can drive innovation in clinical research implementation. Clinical studies have traditionally been limited to site-specific geographies, whereas online recruitment and data collection methods afford broad patient access. Here, we were able to access and recruit CrowdMed users irrespective of where they were located in the United States. Data access for retrospective claims analyses has also been limited in the past to insurer-specific data sets or expensive, often de-identified, data sets for purchase. This is the first study to use a web API to access patient-specific claims data across a broad range of insurers. This new method of claims data access widens the realm of possibilities for claims analyses. Claims data is an objective indicator of health care utilization, but historically it has been infeasible to collect it from patients themselves. This study demonstrates that new technology enables another effective approach to claims data access, which can be used to test the impact of emerging technologies that may not yet be identifiable through claims codes, or may not have adequate penetration to be studied in any single insurer’s separate data set.

The objective nature of a claims analysis is a strength for this study. However, the limitations of claims data may make some aspects of our findings conservative as well as uncertain in a few key manners. For example, claims data excludes quality of life factors. In this study, most participants had lower health care utilization after they resolved their case on CrowdMed. A few, however, had increased provider visit frequency and/or costs. This is not unexpected, as an accurate diagnosis can lead to proper treatment that will improve the patient’s quality of life and possibly long-term survival. This treatment could be expensive, but we would need to study the cost-effectiveness of the treatment to determine its overall value. Similarly, CrowdMed could bring a patient closer to an accurate diagnosis by placing that patient on an appropriate diagnostic pathway, which could entail expensive diagnostic tests. Although this may be reflected in our analysis as higher costs post-case resolution, it could represent tests that would be required for an accurate diagnosis, and CrowdMed may have accelerated the steps to those tests. Another conservative aspect of this study (and similar claims analyses) is the exclusion of indirect costs. Provider visits involve cost implications for missed work and travel to appointments, and these costs are borne by patients, caregivers, and employers. While these indirect costs may be irrelevant to some health care payers, they are very impactful to self-insured employers. The ability of CrowdMed to reduce the frequency of provider visits would translate directly to a more productive workforce.
Limitations
This study had several limitations. First, the enrolled sample was small, at 13 patients. As such, we present these results as a case study to acknowledge the potential for lack of generalizability to a larger sample. Despite this, the primary endpoint of change in monthly frequency of provider visits between the pre- and post-case resolution time windows was statistically significant, as was the change in monthly cost. Second, we were limited to charged-amount data for cost analysis, since allowed or contracted amount was not available and insurer paid amount is biased by deductibles. While the relative comparisons we conducted are meaningful with charged-amount data, the absolute numbers themselves are more difficult to interpret. We can apply a modified cost-to-charge ratio that approximates insurer reimbursement rates to provide a more accurate estimate of cost. One estimate is that commercial insurer contracted rates are approximately 70% of charges [18], suggesting that costs are on average US $142 per month lower post-case resolution ($719.70 − $516.79 = $202.91, $202.91 × 70% = $142.04). Thirdly, our hypothesis that use of the CrowdMed service decreases health care utilization by shortening the pathway to an accurate diagnosis does not account for the possibility that some patients give up on the diagnostic search and thus underutilize care. For these patients, CrowdMed may be able to improve their care by increasing their utilization. This issue would be a valuable exploration for a subsequent study, as it is outside the scope of this analysis and would require data sources other than claims. Additionally, our current claims-based approach does not discriminate between health care utilization related to the illness in the CrowdMed case or for unrelated reasons. However, there is no reason that unrelated health care utilization should bias our results in one direction over another.

The pre-post study design was also limited by the lack of an external control arm. This issue prompts questions of whether results were biased by an artificial increase in health care utilization during the time a case was active on CrowdMed, or whether regression to the mean influenced results. Our analyses indicate that there is a spike in utilization while a case is active on CrowdMed. This is not surprising, because the CrowdMed medical detectives may ask for specific test results to guide their diagnostic suggestions. Despite this increased utilization during the active CrowdMed period, we found that monthly provider visits were still significantly lower post-case resolution compared to before case initiation, which demonstrates that study results hold when controlling for increased utilization during the active case period. As for the possibility that patients initiate a CrowdMed case at an especially intensive period of utilization and disease severity, and would be expected to improve even without intervention, our analyses suggest this is not a factor in our results. Time since disease onset varies in the sample, and results are independent of this patient characteristic, which suggests that patients enter CrowdMed at various points in their disease progression. Additionally, we found that there is an upward trend in frequency of provider visits and cost as a function of time since CrowdMed case initiation during the period the case is active, rather than the downward trend that would be expected if regression to the mean were present.

Conclusions
In this case study, patients who resolved a difficult medical case on the CrowdMed platform were found to have approximately 40% lower frequency of provider visits and 30% lower medical charges after case resolution. This early evidence suggests that wider spread use of crowdsourcing diagnoses in difficult medical cases may have the potential to reduce the burden on the US health care system and lead to more efficient delivery of health care resources. These findings can serve as an initial value assessment for potential purchasers of CrowdMed services and can serve to inform subsequent larger, prospective, controlled studies that bolster the evidence of CrowdMed’s impact.
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Abstract

Background: Health information exchanged between friends or family members can influence decision making, both for routine health questions and for serious health issues. A health information broker is a person to whom friends and family turn for advice or information on health-related topics. Characteristics and online behaviors of health information brokers have not previously been studied in a national population.

Objective: The objective of this study was to examine sociodemographic characteristics, health information seeking behaviors, and other online behaviors among health information brokers.

Methods: Data from the Health Information National Trends Survey (2013-2014; n=3142) were used to compare brokers with nonbrokers. Modified Poisson regression was used to examine the relationship between broker status and sociodemographics and online information seeking.

Results: Over half (54.8\%) of the respondents were consulted by family or friends for advice or information on health topics (ie, they acted as health information brokers). Brokers represented 54.1\% of respondents earning <$20,000 yearly and 56.5\% of respondents born outside the United States. Women were more likely to be brokers (PR 1.34, 95\% CI 1.23-1.47) as were those with education past high school (PR 1.42, CI 1.22-1.65). People aged ≥75 were less likely to be brokers as compared to respondents aged 35-49 (PR 0.81, CI 0.67-0.99). Brokers used the Internet more frequently for a variety of online behaviors such as seeking health information, creating and sharing online content, and downloading health information onto a mobile device; and also reported greater confidence in obtaining health information online.

Conclusions: More than 50\% of adults who responded to this national survey, including those with low income and those born abroad, were providing health information or advice to friends and family. These individuals may prove to be effective targets for initiatives supporting patient engagement and disease management, and may also be well-positioned within their respective social networks to propagate health messages.
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health information seeking; peer communication; social network; patient self-management; health care decision-making
Introduction

Health information exchanged between friends or family members influences decision making, both for routine health questions and for serious health concerns [1-5]. In 2014, 60% of Americans reported that they obtained health information or support from friends and family for a difficult health issue [5]. While health care professionals remain the preferred source of information for many technical questions, family and friends offer factual health information and also emotional support, drawing on personal experiences, beliefs, and attitudes [3,5]. Recognizing and supporting those who provide health care advice to their peers (both online and offline) may be an effective way to disseminate health messages to broader audiences.

Various terms have been used to describe the roles played by laypeople while providing health information to family or friends. Studies have described surrogate seekers (those who self-report seeking health information on behalf of someone other than themselves) and lay information mediaries (nonprofessionals who seek information on behalf of others without necessarily being asked to do so); related concepts include “gatekeeping,” “proxy information seeking,” “sharing information found for others on the Web,” “information-acquiring and information-sharing,” or completion of an “imposed query” or “gift query” [6-11].

These terms have been used to convey slightly different meanings, but all emphasize the act of seeking and acquiring health information before passing it on. Previous literature has described use of family, friends, or other lay interpersonal contacts as sources of health information for a broad range of topics [3,12]. Interpersonal sources of health information tend to be female, in good or excellent health, living in shared household arrangements (marriage, living with others, providing care to an adult relative) and tend to be related to someone with a serious or chronic medical condition [11,13,14]. These individuals may engage in online activities requiring user-generated content (eg, email communication with health care providers, participation in online health support groups) and often work to help patients overcome information-seeking barriers [14,15]. Those comfortable with online communication may act as intermediaries for members of at-risk populations who lack the ability (due to language, literacy, cognitive challenges, or ease with technology) to search and access online information, bridging the “digital divide” that has been described among traditionally disadvantaged groups [16]. Many factors may motivate a person to seek health information on behalf of others. This activity can stem from feelings of empathy, altruism, and a desire to help; helping behavior may also be pleasurable and thus benefit the helper [10,15,17].

Health information acquired through personal experience can also be of intrinsic value to social network members, whether passed along verbally or organized and made more accessible through the Internet [1]. Previous research defines individuals with knowledge on a health-related subject (and who consider it important to share this knowledge with others) as “health information mavens” [18]. Among low-income Massachusetts respondents, mavenism has been associated with certain characteristics (being female, older, with larger social networks and with moderate consumption of general media) [18]. In one study, mavens had also spent fewer years in the United States and had lower language acculturation levels [18]. While this study provides valuable information about a selected group of individuals, these findings may not be generalizable to a broader population. Further studies are needed to better characterize those persons who act as sources of health information for friends and family.

Using data from the Health Information National Trends Survey (HINTS) [19], we identified respondents who were acting as brokers of health information. A “health information broker” is a person to whom friends and family turn for information or advice on health related topics. We sought to describe sociodemographic characteristics, health information seeking behaviors (or lack thereof), and online health information communication preferences among brokers compared with nonbrokers. In order to understand whether our findings were applicable among traditionally disadvantaged groups, we additionally studied characteristics of brokers among respondents with low incomes and among those born outside the United States. Understanding characteristics of health information brokers may have implications related to the design of health communication campaigns, including future eHealth and mHealth interventions targeting these users.

Methods

Data Collection and Response Rates

Data for these analyses were obtained from the HINTS, a national survey of the US adult population that assesses knowledge, attitudes, and behavior related to health communication and related outcomes [19]. HINTS 4, Cycle 3 is the only version of HINTS fielded thus far to specifically ask whether “family members and friends ask you for information or advice on health topics”. Data for HINTS 4, Cycle 3 were collected from September 6, 2013 to December 30, 2013 (n = 12,010) through mailed questionnaires. The sample design for HINTS 4, Cycle 3 was a two-stage, stratified sample, wherein addresses were selected from a comprehensive national residential file from the United States Postal Service, and individual respondents were selected for each sampled household. The final response rate was 35.19% (n = 3142) [20]. Details on sampling strategies and survey design are available in the HINTS 4, Cycle 3 methodology report [21]. HINTS 4 was approved by the Westat Institutional Review Board (IRB) in an expedited review in 2010, and was deemed exempt from IRB review by the National Institutes of Health (NIH) Office of Human Subjects Research in 2011.

Measures

Sociodemographic Variables

The following sociodemographic variables were included in these analyses: sex (male, female), age (18-34, 35-49, 50-64, 65-74, and 75+ years), race or ethnicity (non-Hispanic white, non-Hispanic black, Hispanic or Latino, and non-Hispanic “other”), annual household income (< $20K, $20 to <$35K,
$35K to <$50K, $50K to <$75K, $75K or more), education (less than high school or high school graduate, some college, college/Bachelor’s degree), born in the United States (yes, no), speaks English (not at all or not well, well, very well), and marital status (married or living as married, not married).

**Health Information Broker Status**

Each respondent was asked “Do family members and friends ask you for information or advice on health topics?” Those who responded affirmatively were classified as health information brokers.

**Health Information Seeking and Sources**

To assess health information seeking behavior, respondents were asked “Have you ever looked for information about health or medical topics from any source?” Those who answered “yes” were asked “For whom was the information sought during the most recent search (myself, someone else, both)?” and “The most recent time you looked for information about health or medical topics, where did you go first?” Responses were coded as family or friends, health care provider, Internet, print materials, and other sources.

On a 4-point scale, ranging from “Not at all” to “A lot,” respondents were asked to rate the extent to which they trusted information about health or medical topics from the following 8 sources: doctor, family or friends, news, radio, Internet, television, government health agencies, and charitable/religious organizations. The question did not address the language in which this information was delivered. Responses were dichotomized into a lot versus all other responses. For news sources, a respondent who indicated that they had ‘a lot’ of trust in online newspapers, print newspapers, special health magazines, medical magazines or newsletters was categorized as having ‘a lot’ of trust in information from news sources; for television, a respondent who indicated that they had ‘a lot’ of trust in local or national television was categorized as having ‘a lot’ of trust in information from television.

**Information Seeking Experiences**

All respondents were asked to rate their degree of confidence in their ability to obtain necessary health or medical information on a scale ranging from “completely confident” to “not confident at all.” For this analysis, responses were dichotomized as: completely or very confident and somewhat, a little, or not at all confident.

Each respondent was asked about their information source preferences with the following question: “Imagine that you had a strong need to get information about health or medical topics. Where would you go first?” Responses were coded as printed materials, family or friends, Internet, healthcare provider, and “other.”

**Internet Use**

Patients were questioned on their use of the Internet; those who indicated that they use the Internet were asked about their online activities including social networking site visits, sharing health information on social networking sites, writing in an online diary or blog, participating in an online support group related to health issues, and viewing health-related YouTube videos. Online activities in the last 12 months were also documented, which included seeking health or medical information on behalf of oneself or others, seeking information on smoking cessation, purchasing of medicine or vitamins online, seeking a health care provider online, downloading health information to a mobile device, tracking personal health information, and communicating online with a doctor or with personnel in the doctor’s office.

**Data Analyses**

Analysis of the complex survey data was conducted using SAS 9.3 and the survey package for R version 3.02 [22,23]. All data were weighted to provide estimates of the US population and to correct for nonresponse bias, and all standard errors were calculated using replicate weights. For the analysis of health information brokering, we conducted cross-tabulation and chi-square statistics to evaluate the relationship between brokering and sociodemographic characteristics, and between brokering and online information seeking experiences. Additionally, we performed cross-tabulation and chi-square statistics on the following subgroups: those with income <$20,000 (n=744) and those born outside the United States (n=508), again examining the relationship between brokering and sociodemographic characteristics and online information seeking behaviors and experiences. All chi-square statistics had a Rao–Scott correction to account for the complex nature of the survey. A multivariable modified Poisson regression analysis was conducted examining the independent associations of age, sex, race or ethnicity, household income (imputed), and education with health information brokering. Modified Poisson regression was used because in cases of high prevalence, the prevalence ratio (PR) is a better approximation to the relative risk than the odds ratio [24]. Curators of HINTS data use Cox-Iannacchione weighted sequential hot deck imputation to impute values for missing income data.

**Results**

Our final sample included 3142 respondents. Approximately half (54.8 %) of the respondents reported acting as health information brokers.

**Sociodemographic Characteristics of Brokers (Brokers vs Nonbrokers)**

On bivariate analyses (Table 1), brokers were more frequently female (58.4% of brokers were women vs 43.8% of nonbrokers; \( P<.001 \)). Brokers reported higher incomes (36.0% earned ≥ $75,000 per year vs 29.0% of nonbrokers; \( P=.02 \)) and higher educational levels (73.6% had at least some college degree vs 56.8% of nonbrokers; \( P<.001 \)). Respondents between the ages 35 and 64 acted as brokers most frequently (32.7% of health information brokers were aged 35-49 vs 27.7% of nonbrokers; \( P=.01 \)). Compared to nonbrokers, a higher percentage of brokers were married (61.6% of brokers vs 55.1% of nonbrokers; \( P=.036 \)).
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Table 1. Sociodemographic characteristics of health information brokers

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
<th>Health information broker</th>
<th>Not health information broker</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3142 (100)</td>
<td>1774 (54.8)</td>
<td>1368 (45.2)</td>
<td>.013</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>422 (27.22)</td>
<td>239 (25.97)</td>
<td>183 (28.74)</td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>701 (30.39)</td>
<td>428 (32.65)</td>
<td>273 (27.65)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>1060 (25.13)</td>
<td>628 (26.49)</td>
<td>432 (23.49)</td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>504 (9.36)</td>
<td>275 (8.80)</td>
<td>229 (10.04)</td>
<td></td>
</tr>
<tr>
<td>75+</td>
<td>355 (7.89)</td>
<td>150 (6.09)</td>
<td>205 (10.08)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1882 (51.77)</td>
<td>1179 (58.37)</td>
<td>703 (43.78)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1179 (48.23)</td>
<td>549 (41.63)</td>
<td>630 (56.22)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than/High school</td>
<td>977 (33.96)</td>
<td>471 (26.37)</td>
<td>506 (43.18)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>924 (32.79)</td>
<td>531 (36.63)</td>
<td>393 (28.12)</td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>1155 (33.25)</td>
<td>728 (37.00)</td>
<td>427 (28.70)</td>
<td></td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td>.990</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>1576 (67.27)</td>
<td>859 (67.37)</td>
<td>717 (67.15)</td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>416 (10.44)</td>
<td>258 (10.35)</td>
<td>158 (10.55)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>491 (15.02)</td>
<td>291 (14.81)</td>
<td>200 (15.28)</td>
<td></td>
</tr>
<tr>
<td>Other, non-Hispanic</td>
<td>208 (7.27)</td>
<td>125 (7.48)</td>
<td>83 (7.02)</td>
<td></td>
</tr>
<tr>
<td>Household income</td>
<td></td>
<td></td>
<td></td>
<td>.019</td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>744 (20.75)</td>
<td>402 (20.34)</td>
<td>342 (21.26)</td>
<td></td>
</tr>
<tr>
<td>$20,000 to &lt; $35,000</td>
<td>437 (13.99)</td>
<td>226 (11.20)</td>
<td>211 (17.42)</td>
<td></td>
</tr>
<tr>
<td>$35,000 to &lt; $50,000</td>
<td>430 (14.52)</td>
<td>238 (13.82)</td>
<td>192 (15.37)</td>
<td></td>
</tr>
<tr>
<td>$50,000 to &lt; $75,000</td>
<td>495 (17.87)</td>
<td>285 (18.64)</td>
<td>210 (16.92)</td>
<td></td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>880 (32.88)</td>
<td>538 (36.00)</td>
<td>342 (29.03)</td>
<td></td>
</tr>
<tr>
<td>Currently employed</td>
<td></td>
<td></td>
<td></td>
<td>.733</td>
</tr>
<tr>
<td>Employed</td>
<td>1600 (61.61)</td>
<td>936 (62.05)</td>
<td>664 (61.08)</td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>1468 (38.39)</td>
<td>800 (37.95)</td>
<td>668 (38.92)</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td>.036</td>
</tr>
<tr>
<td>Divorced/Separated</td>
<td>603 (11.02)</td>
<td>340 (11.33)</td>
<td>263 (10.63)</td>
<td></td>
</tr>
<tr>
<td>Married, living as married</td>
<td>1572 (58.68)</td>
<td>936 (61.61)</td>
<td>636 (55.10)</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>529 (24.52)</td>
<td>288 (22.40)</td>
<td>241 (27.11)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>343 (5.78)</td>
<td>161 (4.66)</td>
<td>182 (7.16)</td>
<td></td>
</tr>
<tr>
<td>Born in the United States</td>
<td></td>
<td></td>
<td></td>
<td>.624</td>
</tr>
<tr>
<td>Yes</td>
<td>2582 (83.95)</td>
<td>1444 (83.44)</td>
<td>1138 (84.57)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>508 (16.05)</td>
<td>303 (16.56)</td>
<td>205 (15.43)</td>
<td></td>
</tr>
<tr>
<td>Speaks English</td>
<td></td>
<td></td>
<td></td>
<td>.067</td>
</tr>
<tr>
<td>Very well</td>
<td>2578 (87.41)</td>
<td>1486 (89.42)</td>
<td>1092 (84.97)</td>
<td></td>
</tr>
<tr>
<td>Well</td>
<td>269 (7.65)</td>
<td>129 (6.18)</td>
<td>140 (9.44)</td>
<td></td>
</tr>
<tr>
<td>Not at all, not well</td>
<td>160 (4.94)</td>
<td>94 (4.40)</td>
<td>66 (5.59)</td>
<td></td>
</tr>
</tbody>
</table>
Brokers’ Health Information Seeking Experiences

On bivariate analyses (Table 2), brokers more frequently reported having looked for information on health or medical topics from any source (86.2% of brokers had sought health information vs 67.4% of nonbrokers, *P* < .001). Brokers also expressed confidence in their own ability to find information on health and medical topics as needed (58.8% of brokers vs 51.9% of nonbrokers indicated that they felt completely or very confident; *P* = .02). When participants were asked to rate their trust in information about health or medical topics, brokers and nonbrokers did not significantly differ in trust of information derived from the Internet. Brokers less frequently reported trusting their doctor “a lot” compared to nonbrokers (66.1% of brokers vs 72.0% of nonbrokers; *P* = .01).

Brokers more frequently engaged in health information seeking on behalf of others. Almost half of the brokers (48.1%) reported that their most recent information search was on behalf of someone else as compared to 33.8% of non-brokers (*P* < .001).

A lower percentage of brokers reported that they would first consult a health care provider (46.6% of brokers vs 54.8% of nonbrokers; *P* = .021) while many brokers cited the Internet as their first resource for health information when required (44.5% of brokers would use Internet first vs 36.4% of nonbrokers; *P* = .021). While not all surrogate searches were Internet-based, brokers more frequently reported use of the Internet for surrogate health information seeking in the previous 12 months (79.2% of brokers had used the Internet to seek medical information on behalf of someone else vs 52.8% of nonbrokers; *P* < .001 (see Table 3).

Internet Experience

Health information brokers demonstrated greater use of the Internet (84.4% of brokers had used the Internet vs 71.4% of nonbrokers; *P* < .001). Once online, brokers more frequently pursued a number of health information seeking activities. Compared to nonbrokers, a higher proportion of brokers used the Internet to look for a health care provider, to download health information, and to track personal health information (Table 3). Health-related YouTube videos had been viewed by 42.3% of brokers as compared to only 25.2% of nonbrokers (*P* < .001). While both brokers and nonbrokers visited social networking sites (77.4% of brokers vs 74.3% of nonbrokers; *P* = NS), brokers shared health information on such sites more frequently (30.0% of brokers vs 14.5% of nonbrokers; *P* < .001). Brokers frequently participated in an online forums or support groups for people with similar health or medical issues (8.6% of brokers vs 4.7% of nonbrokers; *P* = .034) and communicated online with a doctor or someone in the doctor’s office (36.3% of brokers vs 20.4% of nonbrokers; *P* < .001).

Low-Income Health Information Brokers

Among respondents earning less than $20,000 annually (*n* = 744), 54.1% were health information brokers. Education level was the only demographic variable associated with health information brokering among low-income respondents; compared to those with high school or less education, those with greater than high school education more frequently acted as brokers (53.4% of brokers vs 38.9% of nonbrokers; *P* = .0138). No other demographic variables were significantly associated with brokering among those with annual incomes less than $20,000.

Additionally, among those with low incomes, rates of seeking health information (from any source) were higher for brokers (81.1% vs 56.3% of nonbrokers; *P* < .001) and brokers were more often engaged in online surrogate seeking (72.6% vs 44.1%; *P* = .007). Low-income brokers more frequently reported trust in the Internet (15.8% had ‘a lot’ of trust in information from the Internet vs. 5.0% of non-brokers; *P* = .02). Brokers in this low-income group (compared to nonbrokers) used the Internet more often (see Figure 1) and were more likely to have participated in a social networking site, downloaded health information and used the Internet to communicate with doctors or personnel in doctors’ offices. We also observed a trend toward more frequent online tracking of personal health information among brokers (25.5% of brokers vs 11.6%; *P* = .06).
Table 2. Health information seeking experiences of health information brokers

<table>
<thead>
<tr>
<th>Experience</th>
<th>Total</th>
<th>Health information Broker</th>
<th>Not health information Broker</th>
<th>(P)-value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ever looked for health information (any source)?</strong></td>
<td></td>
<td></td>
<td></td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Yes</td>
<td>2482</td>
<td>1528 (66.20)</td>
<td>954 (67.43)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>660</td>
<td>246 (36.80)</td>
<td>414 (31.57)</td>
<td></td>
</tr>
<tr>
<td><strong>Most recent searched, sought health information for whom?</strong></td>
<td></td>
<td></td>
<td></td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Self</td>
<td>1466</td>
<td>820 (55.92)</td>
<td>646 (66.22)</td>
<td></td>
</tr>
<tr>
<td>Someone else</td>
<td>409</td>
<td>272 (66.22)</td>
<td>137 (16.26)</td>
<td></td>
</tr>
<tr>
<td>Both self and someone else</td>
<td>587</td>
<td>426 (72.80)</td>
<td>161 (17.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Confidence in ability to obtain needed health information</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.020)</td>
</tr>
<tr>
<td>Complete/Very</td>
<td>1779</td>
<td>1059 (58.81)</td>
<td>720 (51.90)</td>
<td></td>
</tr>
<tr>
<td>Somewhat/A little/Not at all</td>
<td>1292</td>
<td>688 (41.19)</td>
<td>604 (48.10)</td>
<td></td>
</tr>
<tr>
<td><strong>Where did you seek health information most recently?</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.362)</td>
</tr>
<tr>
<td>Family/Friends</td>
<td>92</td>
<td>56 (4.03)</td>
<td>36 (4.03)</td>
<td></td>
</tr>
<tr>
<td>Health care provider</td>
<td>400</td>
<td>229 (13.03)</td>
<td>171 (17.55)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>1328</td>
<td>824 (61.83)</td>
<td>504 (66.53)</td>
<td></td>
</tr>
<tr>
<td>Print material</td>
<td>241</td>
<td>144 (9.18)</td>
<td>97 (9.91)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>62</td>
<td>39 (2.24)</td>
<td>23 (1.97)</td>
<td></td>
</tr>
<tr>
<td><strong>If strongly needed, where would you seek health information?</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.021)</td>
</tr>
<tr>
<td>Family/Friends</td>
<td>136</td>
<td>65 (3.80)</td>
<td>71 (5.07)</td>
<td></td>
</tr>
<tr>
<td>Health care provider</td>
<td>1625</td>
<td>863 (52.50)</td>
<td>762 (47.50)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>1043</td>
<td>647 (44.46)</td>
<td>396 (29.63)</td>
<td></td>
</tr>
<tr>
<td>Print material</td>
<td>99</td>
<td>51 (3.10)</td>
<td>48 (2.81)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>69</td>
<td>39 (2.09)</td>
<td>30 (1.61)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from doctor</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.014)</td>
</tr>
<tr>
<td>A lot</td>
<td>2135</td>
<td>1188 (56.12)</td>
<td>947 (71.99)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>961</td>
<td>564 (33.88)</td>
<td>397 (28.01)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from family or friends</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.185)</td>
</tr>
<tr>
<td>A lot</td>
<td>230</td>
<td>140 (7.20)</td>
<td>90 (9.86)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>2773</td>
<td>1570 (92.80)</td>
<td>1203 (90.14)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from news</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.204)</td>
</tr>
<tr>
<td>A lot</td>
<td>687</td>
<td>418 (61.15)</td>
<td>270 (41.51)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>2329</td>
<td>1300 (70.50)</td>
<td>1029 (77.49)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from radio</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.056)</td>
</tr>
<tr>
<td>A lot</td>
<td>68</td>
<td>35 (1.41)</td>
<td>33 (2.11)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>2883</td>
<td>1642 (98.97)</td>
<td>1241 (97.49)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from the Internet</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.056)</td>
</tr>
<tr>
<td>A lot</td>
<td>417</td>
<td>268 (64.04)</td>
<td>149 (31.80)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>2530</td>
<td>1412 (55.96)</td>
<td>1118 (45.82)</td>
<td></td>
</tr>
<tr>
<td><strong>Trust information on health or medical topics from television</strong></td>
<td></td>
<td></td>
<td></td>
<td>(0.551)</td>
</tr>
<tr>
<td>A lot</td>
<td>237</td>
<td>148 (7.35)</td>
<td>89 (6.52)</td>
<td></td>
</tr>
<tr>
<td>Some/A little/Not at all</td>
<td>2771</td>
<td>1564 (92.65)</td>
<td>1207 (91.48)</td>
<td></td>
</tr>
</tbody>
</table>
Health information brokers: respondents to the Health Information National Trends Survey (HINTS 2013-2014) who answer yes to the question: “Do family members and friends ask you for information or advice on health topics?

Percentages are weighted according to the US population estimates in the American Community Survey to provide representative estimates of the adult US population.

Rao–Scott chi-square test, missing excluded

Figure 1. Comparison of health information brokers versus nonbrokers within low-income respondents (<$20,000 annually; n=744).

Health Information Brokers Born Outside the United States

Subgroup analyses restricted to respondents born outside of the United States (n=508) show that 56.5% of them were brokers. As with low-income brokers, education was the only sociodemographic variable significantly associated with broker status among foreign-born respondents (69.5 % of brokers vs 47.1% of nonbrokers had completed education past high school; P=.0012).

Similar to the overall population and to the low-income subgroup, rates of seeking health information (from any source) were higher for foreign-born brokers than nonbrokers (81.9% vs 51.5% respectively; P<.001) and foreign-born brokers more often sought health information on the Internet for someone else (81.5% vs 50.2%; P<.001). Foreign-born brokers showed no significant difference in trusting the Internet but less often trusted health or medical information from television (10.4% vs 25.8% of foreign-born nonbrokers; P=.007) or from charities or religious organizations (10.7% vs 24.1%; P=.004); they selected the Internet as a preferred source of information more frequently (45.6% vs 31.1% of nonbrokers; P=.001). As shown in Figure 2, a higher proportion of these brokers reported some form of Internet use. Compared to foreign born nonbrokers, these brokers were more likely to have written in an online diary or blog, participated in an online medical support group, watched a health video on YouTube, downloaded health information, and tracked personal health information online. We found a trend toward increased frequency of Internet-based communication with a personnel in the doctor’s office (45.1% of brokers vs 27.1% of nonbrokers; P=.09).
Table 3. Internet experiences and online health information exchange preferences expressed by health information brokers\(^a\)

<table>
<thead>
<tr>
<th>Experience</th>
<th>Total</th>
<th>Health information broker</th>
<th>Not health information broker</th>
<th>(P)-value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used Internet</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2266 (78.51)</td>
<td>1393 (84.36)</td>
<td>873 (71.39)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>858 (21.49)</td>
<td>373 (15.64)</td>
<td>485 (28.61)</td>
<td></td>
</tr>
<tr>
<td>Visited social networking site such as Facebook or LinkedIn</td>
<td></td>
<td></td>
<td></td>
<td>.334</td>
</tr>
<tr>
<td>Yes</td>
<td>1625 (76.14)</td>
<td>1012 (77.41)</td>
<td>613 (74.33)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>628 (23.86)</td>
<td>369 (22.59)</td>
<td>259 (25.67)</td>
<td></td>
</tr>
<tr>
<td>Shared health information on social networking site such as Facebook or Twitter</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>446 (23.64)</td>
<td>333 (30.02)</td>
<td>113 (14.53)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1803 (76.36)</td>
<td>1045 (69.98)</td>
<td>758 (85.47)</td>
<td></td>
</tr>
<tr>
<td>Wrote in online diary or blog</td>
<td></td>
<td></td>
<td></td>
<td>.176</td>
</tr>
<tr>
<td>Yes</td>
<td>138 (6.35)</td>
<td>91 (7.24)</td>
<td>47 (5.06)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2109 (93.65)</td>
<td>1286 (92.76)</td>
<td>823 (94.94)</td>
<td></td>
</tr>
<tr>
<td>Participated in online forum or support group for people with similar health or medical issues</td>
<td></td>
<td></td>
<td></td>
<td>.034</td>
</tr>
<tr>
<td>Yes</td>
<td>150 (7.02)</td>
<td>115 (8.61)</td>
<td>35 (4.74)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2097 (92.98)</td>
<td>1263 (91.39)</td>
<td>834 (95.26)</td>
<td></td>
</tr>
<tr>
<td>Watched health-related video on YouTube</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>702 (35.30)</td>
<td>508 (42.34)</td>
<td>194 (25.23)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1543 (64.70)</td>
<td>867 (57.66)</td>
<td>676 (74.77)</td>
<td></td>
</tr>
<tr>
<td>Used the Internet to</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Look for medical information for yourself</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1808 (79.66)</td>
<td>1175 (85.41)</td>
<td>633 (71.47)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>439 (20.34)</td>
<td>200 (14.59)</td>
<td>239 (28.53)</td>
<td></td>
</tr>
<tr>
<td>Look for medical information for someone else</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1465 (68.28)</td>
<td>1038 (79.15)</td>
<td>427 (52.75)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>775 (31.72)</td>
<td>333 (20.85)</td>
<td>442 (47.25)</td>
<td></td>
</tr>
<tr>
<td>Look for information on quitting smoking</td>
<td></td>
<td></td>
<td></td>
<td>.284</td>
</tr>
<tr>
<td>Yes</td>
<td>159 (9.13)</td>
<td>108 (8.27)</td>
<td>51 (10.37)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2079 (90.87)</td>
<td>1262 (91.73)</td>
<td>817 (89.63)</td>
<td></td>
</tr>
<tr>
<td>Buy medicine or vitamins</td>
<td></td>
<td></td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>Yes</td>
<td>456 (20.30)</td>
<td>302 (23.18)</td>
<td>154 (16.18)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1784 (79.70)</td>
<td>1070 (76.82)</td>
<td>714 (83.82)</td>
<td></td>
</tr>
<tr>
<td>Look for a healthcare provider</td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Yes</td>
<td>826 (38.85)</td>
<td>560 (43.40)</td>
<td>266 (32.36)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1407 (61.15)</td>
<td>803 (56.60)</td>
<td>604 (67.64)</td>
<td></td>
</tr>
<tr>
<td>Download health information to mobile device</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>432 (20.02)</td>
<td>341 (27.43)</td>
<td>91 (9.43)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1807 (79.98)</td>
<td>1031 (72.57)</td>
<td>776 (90.57)</td>
<td></td>
</tr>
<tr>
<td>Track personal health information (eg. care received, test results, medical appointments)</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Yes</td>
<td>698 (28.29)</td>
<td>497 (33.64)</td>
<td>201 (20.66)</td>
<td></td>
</tr>
<tr>
<td>Experience</td>
<td>Health information broker</td>
<td>Not health information broker</td>
<td>P-value&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>---------------------------</td>
<td>-----------------------------</td>
<td>------------------</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1541 (71.71)</td>
<td>673 (66.36)</td>
<td>668 (79.34)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>666 (29.74)</td>
<td>458 (36.32)</td>
<td>208 (20.35)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1576 (70.26)</td>
<td>914 (63.68)</td>
<td>662 (79.65)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Health information brokers: respondents to the Health Information National Trends Survey (2013-2014) who answered yes to the question: “Do family members and friends ask you for information or advice on health topics?”

<sup>b</sup>Percentages are weighted according to the US population estimates in the American Community Survey to provide representative estimates of the adult US population.

<sup>c</sup>Rao–Scott chi-square test, missing excluded

<sup>d</sup>In the last 12 months

Figure 2. Comparison of health information brokers versus nonbrokers among respondents born outside the United States (n=508).

### Multivariable Models

Multivariable models based on the entire sample (Table 4) predicting broker status from age, sex, race or ethnicity, income level, and educational level found that those whose education was greater than high school were significantly more likely to have acted as brokers (PR 1.42, 95% CI, 1.22-1.65) compared to those with education of high school or less. Women were significantly more likely to report acting as brokers compared to men (PR 1.34, 95% CI, 1.23-1.47) and elderly respondents aged 75 and above were significantly less likely to report acting as brokers when compared with those aged 35-49 years (PR 0.81, 95% CI, 0.67-0.99).
Table 4. Multivariate analysis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Predicting information broker status</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prevalence ratio (PR)</td>
<td></td>
</tr>
<tr>
<td>Age (35-49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>0.85</td>
<td>0.72-1.01</td>
</tr>
<tr>
<td>50-64</td>
<td>0.94</td>
<td>0.84-1.07</td>
</tr>
<tr>
<td>65-74</td>
<td>0.90</td>
<td>0.78-1.05</td>
</tr>
<tr>
<td>75+</td>
<td>0.81a</td>
<td>0.67-0.99</td>
</tr>
<tr>
<td>Female</td>
<td>1.34b</td>
<td>1.23-1.47</td>
</tr>
<tr>
<td>Race (White, non-Hispanic)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>0.99</td>
<td>0.84-1.17</td>
</tr>
<tr>
<td>Asian, non-Hispanic</td>
<td>0.99</td>
<td>0.75-1.30</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.13</td>
<td>0.94-1.35</td>
</tr>
<tr>
<td>Other/Unknown</td>
<td>1.05</td>
<td>0.86-1.28</td>
</tr>
<tr>
<td>Household income imputed ($75,000 or more)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>0.97</td>
<td>0.80-1.18</td>
</tr>
<tr>
<td>$20,000-$35,000</td>
<td>0.82</td>
<td>0.65-1.04</td>
</tr>
<tr>
<td>$35,000-$50,000</td>
<td>0.92</td>
<td>0.79-1.07</td>
</tr>
<tr>
<td>$50,000-$75,000</td>
<td>1.01</td>
<td>0.87-1.17</td>
</tr>
<tr>
<td>Education (≤high school)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Above high school</td>
<td>1.42b</td>
<td>1.22-1.65</td>
</tr>
<tr>
<td>Observations</td>
<td>2870</td>
<td></td>
</tr>
</tbody>
</table>

aP < .05  
bP < .001

Discussion

Principal Findings

To our knowledge, this is the first study to examine characteristics and online behaviors of health information brokers within a national population. Our study builds on previous research, highlighting the widespread nature of health information brokering and documenting characteristics of brokers. As a group, health information brokers were more often female and had higher educational levels. Although higher rates of brokering were seen amongst those in the highest income groups, we found this behavior to be present across all income levels. We also found comparable brokering rates among those born in and those born outside the United States. Our findings add to the literature by providing a deeper understanding of health information brokers’ online behavior. Brokers used the Internet more often for a variety of tasks associated with health information-seeking and information exchange. They also sought information on behalf of others more frequently and reported greater confidence in their own ability to obtain needed health information. Finally, this study offers insight into the existence of brokering activity among those who do not view themselves as active seekers of information. While the majority of brokers described themselves as health information seekers, more than 1 out of 10 brokers did not. This subset of brokers merits further investigation to understand whether they view themselves as sources of health information or advice based on their own experiences as opposed to their skill in information seeking.

We found over half of the respondents had engaged in health information brokering activity; this documentation of the widespread use of interpersonal sources of health information is consistent with previous studies [5,25]. According to a 2014 Pew study, when faced with a serious health issue, the majority of adults surveyed (60%) turned to friends and family for health information or support; one-quarter of those surveyed (24%) sought information or support from patients with the same health condition and 13% of adults conducted online searches to find others with health concerns similar to theirs, a practice more common among those with chronic and rare medical conditions [5]. In a survey assessing cancer screening decision-making among a randomly selected national sample of adults 50 years and above [2], authors found that family and friends were frequently ranked as an extremely important source of information for prostate, colorectal, and breast cancer screening, second only to health care providers. Studies in the US estimate that 56-66% of those responding to national surveys have sought health information on behalf of others [13,14]. In contrast, a 2011 online survey administered to online health information...
seekers in the United Kingdom who were accessing the National Health Service direct website showed that only 30% sought information for others [26].

Individuals possessing knowledge on a health topic (whether derived from searches or personal experience) and who consider it important to share this information with others have been described previously as “health information mavnens.” Kontos et al [18] found that being female was associated with scoring higher on a 5-item scale measuring “health information mavenism”; similarly, we found that health information brokers were more likely to be female. Our study adds to the current understanding of health information brokering activity, documenting an association between higher education and brokering. The relation between education and scores was not directly examined by Kontos et al, but participants had both a lower frequency of education past the high school level (7% compared with 76% in our study) and an overall lower percentage of respondents self-identifying as mavnens (44%). Women and those with higher education have been identified previously as more likely to engage in seeking health information on behalf of others [13,14].

While we did not find a significant relationship between brokering and either place of birth or language in our national sample, Kontos et al found that those living in the United States for less than 10 years had slightly higher scores than others. In addition, their study found that those who did not speak English as a primary language but read and spoke English occasionally at home were more likely to have higher scores than those who had English as their primary language. For more recent immigrants and for those with developing English skills, Kontos et al postulated that being part of an interdependent community might have a protective effect, adding that the ability to “effectively communicate in both English and their native language” likely made these individuals “conduits of information, including health information, for their community” [18].

Our understanding of the online behaviors of health information brokers indicates that they are more active than the nonbrokers in online communities. Our study shows that these individuals are more likely to create and exchange online content, whether by participating in social networks and medical support groups or by communicating with personnel in doctors’ offices, and they are more likely to seek, download, and track health information. Similar online behaviors have been identified previously among those who seek health information on behalf of others [13,14].

While the “digital divide” has narrowed in recent years, there remain disparities in Internet use and access. These disparities disproportionately affect the elderly and those who are less affluent, have less education or who live in rural parts of the country [27,28]. Brokers may help decrease the impact of this divide by accessing and passing along health information; however, more research is needed to understand the quality of the information disseminated by brokers. Commonly used search engines such as Google do not retrieve health information based on the quality (or appropriateness for a given health literacy level) and information shared through online communities and support groups is not always accurate. This places the onus on the broker to judge the quality and relevance of the information before sharing it with others. Additional insights into the attitudes and behaviors of brokers may be useful for improving Internet-based dissemination of high-quality health information.

Based on our findings, further exploration of ways in which brokers support patient engagement and disease management is encouraged. Our findings indicate that brokers are more likely to have communicated online with doctors or personnel in the doctor’s office than nonbrokers, but it is not clear whether brokers are doing this on behalf of themselves or for someone else (for instance, through secure messaging via proxy portal access within an electronic health record, EHR). Future studies might examine the current use and potential benefits incurred by granting brokers (with permission from patients) proxy access to patient EHRs. Such access may help brokers who are already partnering with patients in acute illness and in chronic disease self-management efforts. Family or friends who accompany patients during healthcare visits could also be directed to approved online resources such as the Centers for Disease Control and Prevention (CDC) caregiving resources (http://www.cdc.gov/aging/caregiving/resources.htm). This can be accomplished via hyperlinks in the patient portal and could facilitate access to quality information on behalf of patients in the ambulatory setting, and (where available) on behalf of hospitalized patients (via applications such as Epic MyChart Bedside). Additional functions on technology-based interventions could be developed to support proxy access and communication of information to others. Family or friends could also be provided information on recommended websites via printed care summaries, which are routinely provided to patients at the end of ambulatory visits.

Studies examining the link between social network characteristics and broker behavior would help us understand whether health communication campaigns would benefit from targeting health information brokers. Such studies could also examine whether being a health information broker is a static characteristic or a behavior which changes over time.

Finally, our study highlights the need for further investigation into brokering among those who do not view themselves as active seekers of information; in particular, brokers who dispense information and advice based on personal experience with the medical system.

Limitations
Some limitations of this research are worth noting. HINTS data are cross-sectional; therefore causality cannot be inferred. Response rates for HINTS, while consistent with other national surveys, were low [29]. National surveys, such as HINTS, are very often constrained by survey length and respondent burden. Therefore, the number of items used to measure a multifaceted behavior, such as information seeking on behalf of others, may not fully capture the constructs of interest. Use of self-report data introduces the possibility of recall bias. Finally, it is important to recognize that lay sources of information may not always transmit medically accurate or guideline-concordant information. This study did not assess health literacy level and
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did not explore the content or quality of health information or advice transmitted.

**Conclusion**

In a national sample, a high proportion of respondents, including those in the lowest income levels and those born outside the US, report acting as brokers of health information. Brokers more frequently engaged in a variety of online behaviors including health information seeking, creation of online content and downloading of health information onto a mobile device. Members of traditionally disadvantaged groups who report acting as health information brokers display these same behaviors and future studies should examine whether and how these brokers are narrowing the existing digital divide. Directing brokers to high-quality Internet-based resources in familiar online venues or to resources designed for downloading may be an effective way to support dissemination of health information.

**Practice Implications**

Health information brokers have important lessons to teach healthcare professionals about the role they play in disseminating health information and advice to their friends and families. These brokers may be effective targets for initiatives aimed at supporting patient engagement and disease management. In addition, self-identification as a person who engages in brokering behavior may be a marker for those well-positioned to assist in health communication campaigns.
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Abstract

Background: Diabetes self-management education has been shown to be effective in controlled trials. However, few programs that meet American Association of Diabetes Educators standards have been translated into widespread practice.

Objective: This study examined the translation of the evidence-based Better Choices, Better Health-Diabetes program in both Internet and face-to-face versions.

Methods: We administered the Internet program nationally in the United States (n=1010). We conducted face-to-face workshops in Atlanta, Georgia; Indianapolis, Indiana; and St. Louis, Missouri (n=232). Self-report questionnaires collected health indicator, health behavior, and health care utilization measures. Questionnaires were administered on the Web or by mail. We determined hemoglobin A₁c (HbA₁c) from blood samples collected via mailed kits. Paired t tests determined whether changes between baseline and 6 months differed significantly from no change. Subgroup analyses determined whether participants with specific conditions benefited (high HbA₁c, depression, hypoglycemia, nonadherence to medication taking, and no aerobic exercise). We calculated the percentage of participants with improvements of at least 0.4 effect size in at least one of the 5 above measures.

Results: Of the 1242 participants, 884 provided 6-month follow-up questionnaires. There were statistically significant improvements in 6 of 7 health indicators (including HbA₁c) and in 7 of 7 behaviors. For each of the 5 conditions, there were significant improvements among those with the condition (effect sizes 0.59–1.1). A total of 662 (75.0%) of study participants improved at least 0.4 effect size in at least one criterion, and 327 (37.1%) improved in 2 or more.

Conclusions: The Diabetes Self-Management Program, offered in two modes, was successfully disseminated to a heterogeneous national population of members of either insured or administered health plans. Participants had small but significant benefits in multiple measures. The program appears effective in improving diabetes management.


KEYWORDS
patient education; self-management; type 2 diabetes; translation and dissemination
Introduction

Background
Type 2 diabetes is a growing problem. Not only is the prevalence increasing, but also there are increased costs and decreased quality of life. Patients, health care providers, families, employers, and insurers all share this burden. The US government, in Healthy People 2020, set national objectives for improvements in diabetes care and outcomes [1].

Diabetes self-management education has been shown to be effective in improving health behaviors and in some cases lowering hemoglobin A1c (HbA1c). However, <7% of privately insured persons receive formal education in the year after diagnosis [2] and <60% report having attended a diabetes class [1]. The American Association of Diabetes Educators has set standards for diabetes self-management education [3,4]. Few programs, however, that meet these standards have been translated into widespread practice and shown to be effective. One reason for this is that most programs are not easily translatable: they do not have (1) standardized curricula that are manualized in such a way that minute-to-minute details are given of exact content to be presented, as well as the processes by which this content is offered, (2) standardized training programs, and (3) manuals for fidelity standards. All 3 components are necessary for effective replication.

The Administration for Community Living (US Department of Health and Human Services) and the Evidence-Based Leadership Council have varied in their definitions of evidence-based programs [5,6]. However, key to both definitions are that the program must have been shown to be effective and that it have one or more peer reviewed publications. In addition, there must be infrastructure for translation, and the program must have been replicated in sites other than where it originated. The National Diabetes Education Program does not define evidence-based diabetes education but does suggest using programs that meet the National Standards for Diabetes Self-Management Education [3]. None of these definitions include the notion that the intervention must be shown to be effective outside of its home site.

A National Translation Study
In this paper, we present the national translation of an evidence-based diabetes education program, The Stanford Diabetes Self-Management Program, also known as Better Choices, Better Health-Diabetes (BCBH-D) [7-9], given via the Internet or in small face-to-face community groups.

Recent systematic reviews have found that both community and Internet interventions have been effective in reducing HbA1c and improving quality of life for people with type 2 diabetes [10-14]. These programs have nearly always been offered in the context of a controlled study. In that setting there are often extensive inclusion and exclusion criteria, which may bias the results when applied to the general diabetes population. This is especially true for HbA1c, where the inclusion criterion is seldom <7 (considered to be controlled diabetes) and often as high as 9. For example, in Zhang et al’s meta-analysis of 20 studies using peer support for diabetes, 12 studies had a mean baseline HbA1c of ≥8 [14]. There is limited information about the effectiveness of specific programs when translated to widespread use and offered to large populations by non-health care providers [15,16].

For this translation study, the US National Council on Aging led a collaboration of 5 organizations. It also provided the platform for offering the Internet workshops. Anthem, Inc (Indianapolis, IN, USA) -affiliated health plans recruited participants from their members. The Young Men’s Christian Association of the United States of America in Atlanta, Georgia, and OASIS Institute in St. Louis, Missouri, and Indianapolis, Indiana, offered community programs. The Stanford Patient Education Research Center (Stanford University School of Medicine, Stanford, CA, USA) collected data and provided data analysis. HealthCore (Wilmington, DE, USA), a subsidiary of Anthem, Inc, contributed to the design and data analysis. The team members met for months prior to the beginning of the study to decide on study design, outcome variables, and logistics. They continued to meet at least monthly for the duration of the intervention. The study was approved by the Stanford University Institutional Review Board and New England Independent Review Board.

We hypothesized that over 6 months, people with diabetes participating in the program would demonstrate (1) a reduction in HbA1c, (2) a reduction in symptoms (hypoglycemic symptoms and depression), (3) increases in healthful behaviors (exercise, communication with physicians, and medication adherence), (4) increases in receiving recommended tests (eye, foot, cholesterol, and kidney examinations). We also hypothesized (5) that program effectiveness would be independent of mode of delivery, (6) that participants with baseline HbA1c ≥9.0, have 2 or more hypoglycemia symptoms, medication nonadherence, or no aerobic exercise would have clinically significant improvements in the variables of interest, and (7) that most of the participants would have a moderate effect size (0.4) improvement in either reducing HbA1c, reducing depression, increasing medication adherence, reducing hypoglycemic symptoms, or increasing exercise.

In addition, we wanted to explore the potential of BCBH-D to meet some of the Healthy People 2020 objectives: decrease the proportion of people with diabetes with HbA1c >9, and increase the proportion of people with diabetes who (1) have an annual foot examination, (2) have an annual urinary microalbumin measurement, and (3) receive formal diabetes education.

Methods

Intervention
We chose BCBH-D because it was developed for people with type 2 diabetes in real-world settings. We built both programs (face-to-face and Internet) on extensive patient input, as well as assistance from certified diabetes educators. Both programs have been shown to be effective in previous randomized trials [7,9], have the same content, and are taught in an interactive manner designed to enhance self-efficacy [17]. Both have a
duration of 6 weeks, 2 peer facilitators, and standardized facilitator training. Participants receive the same book, Living a Healthy Life with Chronic Conditions [18], which contains program content and chapters on other chronic conditions. The face-to-face program has detailed facilitator, administrative, and fidelity manuals [19], while the Internet program has an administrative manual for facilitators.

The BCBH-D Internet program is a password-protected, interactive, Web-based program. The user interface consists of 3 major sections. (1) The Learning Center offers 20–30 pages of didactic and interactive content each week. In addition to reading content within the Learning Center, participants make weekly action plans, give feedback on the plan from the previous week, and answer a question such as “What problems do you have with your diabetes?” The action plan, feedback, and questions populate the Discussion Center. (2) The Discussion Center contains 4 interactive bulletin boards: problem solving, action planning, difficult emotions, and celebrations. Participants can post to any of these boards and respond to posts at any time. (3) My Tools is a series of tools, such as a medication log, food diary, exercise diary, and links to other websites that can be used as participants wish.

The Internet facilitators are trained over the Web by first participating in a workshop, followed by Web-based training and then cofacilitating the workshop with an experienced facilitator. Certified diabetes educators are available to facilitators to answer questions as necessary. All interactions between facilitators and participants take place on the Web. Facilitators assist participants with the program. They model action planning and problem solving, and offer encouragement by posting to the discussion boards. Facilitators monitor the daily posts of all participants and report inappropriate posts to program administrators. They also have access to a certified diabetes educator. Unlike in the community program, in the Internet program facilitators do not deliver content, as this is scripted on the Web.

For the Internet program, 25–30 participants log on at least 3 times a week and participate in weekly activities, including reading content, posting an action plan, and interacting on the discussion boards. Any problem a participant wishes to discuss can be posted in the Discussion Center and responded to by other participants. The Internet program mirrors the original community program, except that it does not require real-time attendance. Participants can log in any time, have no face-to-face interaction, and may return to past weeks’ material [7,9].

The community workshops meet for 2.5 hours a week; 10–15 people attend and may bring a friend or family member. This is longer than the 10 hours usually covered by insurance participant’s health plan benefits. The length was determined by the amount of material to be covered, as well as past work that indicated that shorter programs were less effective [20]. In a recent review, Pillay and colleagues also noted that programs with ≤10 hours of contact had limited benefit in improving glycemic control [21].

Both the community and Internet BCBH-D content meets the diabetes self-management education recommendations for diabetes self-management education and support [3]. More than 20 organizations have received American Association of Diabetes Educators certification for the face-to-face program. Although the content and processes are very similar, there is no means for certifying or recognizing Web-based programs. Both interventions have been widely translated into practice. More than 50,000 people in 39 states in the United States have taken the community program and more than 2000 have participated via the Internet. The community program is also used in 14 countries outside the United States. This broad translation is possible because of program and training standardization, because of the original evidence base of effectiveness, and because program delivery meets the needs of community and health care organizations.

Recruitment
Because we wanted to replicate real-world settings, we stipulated few inclusion (have type 2 diabetes and be covered by an Anthem plan) or exclusion criteria (currently pregnant or had chemotherapy or radiation treatment for cancer in the past year). There were no inclusion criteria based on level of symptom severity, nor was having had cancer by itself an exclusion criterion.

We recruited Internet participants by email or announcements from their employers or emails directly from an Anthem plan. A small percentage of participants were referred by family, friends, or physicians. Participants in both commercial and Medicare Advantage health insurance programs were eligible. Potential study participants went to the recruitment website, completed a screening form, and, if they met study requirements, completed an informed consent and baseline questionnaire.

We recruited face-to-face participants through mailings, flyers in workplaces, case managers, and automated telephone calls. They were asked to call a local number for details about the workshop, screened for study eligibility, and registered. Programs were available in Atlanta, Indianapolis, and St. Louis. A small percentage of the community participants were not covered by an Anthem plan. All other screening criteria were the same for Internet and community participants.

Participants enrolled between October 2013 and October 2014.

Data Collection
We collected data at baseline, 6 months, and 12 months. This paper reports only on the 6-month results. Internet participants completed consent forms and all questionnaires on the Web. Face-to-face participants completed informed consent forms and baseline questionnaires within a week of their first session. Follow-up questionnaires were sent by mail.

We asked potential participants to supply a capillary sample of blood for HbA1c testing. If willing, they were sent a CoreMedica home test kit (CoreMedica Laboratories, Lees Summit, MO, USA). These were returned to the investigators, bar coded to avoid disclosing private information, and then sent to CoreMedica, a Clinical Laboratory Improvement Amendments-certified laboratory [22]. Participants and their physicians were sent the results. Participants were not required to consent to blood testing, nor were they disqualified if they did not return their tests. Because CoreMedica recalibrated its
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measurements in June 2014, increasing all values by roughly 0.4, all measures prior to June were adjusted upward by 0.4.

**Measures**

We chose measures to be of interest to patients, providers, and the health care system. We gathered all data except HbA$_{1c}$ from validated self-report questionnaires. Demographic variables included age, sex, race, ethnicity (non-Hispanic white), education, and marital status. In addition, we recorded other diseases (asthma, chronic obstructive pulmonary disease, other lung disease, hypertension, heart disease, renal disease, arthritis, cancer, depression or other mental condition). Outcome measures, described below and in full detail elsewhere, fell into two broad categories: health indicators and health behaviors.

All health indicators have been validated in previous studies. A higher score indicates greater symptoms or worse health. Self-rated health consists of a single item from the National Health and Nutrition Examination Survey (range 1–5) [23]. The PHQ-8 depression scale is calculated as the sum of 8 items, with a range of 0–24 [24]. The illness intrusiveness scale consists of 13 items that measure how much a participant’s illness interferes with different aspects of life [25]. Each item ranges from 1 (not very much) to 7 (very much interference). The hypoglycemic symptoms scale was developed by Piette [26]. It is the mean of 7 yes–no questions regarding the presence of different symptoms, with a range of 0–7 symptoms. Fatigue and sleep are each single-item visual numeric scales ranging from 0 (no fatigue or no sleep problems) to 10 (severe fatigue or very big problem sleeping) [27].

The health behaviors measures have also been validated elsewhere. A 3-item scale measured communication with physicians. It used a 6-point scale (from never to always) to measure how often the participant prepared a list of questions for the physician related to the illness [28]. We assessed minutes of aerobic exercise per week by asking about 5 types of aerobic exercise [28]. The Morisky Medication Adherence Scale consists of 4 yes–no items asking about taking medication [29]. The scale has a range of 0–4, with a higher value indicating less adherence. We also asked participants if they had eye, foot, cholesterol, and kidney examinations in the past 6 months and past 12 months.

**Data Analysis**

Translation studies, because of study population heterogeneity, present unique methodological challenges. In many diabetes studies, participants are chosen based on having difficulty with the outcome of interest. Thus, participants enter into studies because of high HbA$_{1c}$, depression, hypoglycemia, or being nonadherent. In this study, no such screening occurred. This results in greater heterogeneity, as not all participants have the same problems and some may have none of the problems. Consequently, we conducted two types of analyses. The first, or classic, analyses determined the changes, significance, and effect sizes for the population as a whole. The second, or subset, analyses examined only that portion of the study population that demonstrated problems in the variable of interest, that is, high HbA$_{1c}$ or low adherence to taking medications. A third analysis sought to reconcile these two by examining the percentage of the total population who achieved a moderate benefit (0.4 effect size) in at least one of the variables of interest.

Univariate statistics described demographic characteristics. Independent sample $t$ tests compared demographic and baseline outcome variables between those who did not complete 6-month follow-up questionnaires and those who completed them. Paired $t$ tests examined changes between baseline and 6 months and whether these differed significantly from a null hypothesis of zero change (hypotheses 1–4).

For participants who had no examinations (eye, foot, cholesterol, or kidney) in the year prior to entry, we calculated the percentage who had examinations in the 6 months following baseline (hypothesis 4).

To determine effectiveness by mode of delivery (hypothesis 5), we used independent sample $t$ tests to compare change scores between Internet and face-to-face participants. We also used analyses of variance to compare differences among the 3 community locations.

We conducted subgroup analyses for participants with specific indicators (hypothesis 6). These were HbA$_{1c}$ $>$ 9; clinical depression (PHQ-8 of $\geq$ 10 [24]); at least two symptoms of hypoglycemia; low medication adherence; and no exercise at baseline. For each measure, we report the mean change of the group and the percentage who no longer had the negative indication.

To determine whether a large portion of the participants benefited on at least one important outcome, we calculated the percentage who had an improvement of at least 0.4 effect size (change score divided by baseline standard deviation) in at least one of the 5 criterial measures (hypothesis 7). We also calculated the mean number of improvements (out of 5) and examined how this varied by the number of the 5 specific indicators each participant had.

**Results**

**Participants and Baseline Demographics**

There were 4639 potential participants who indicated interest in the study. Of these, 1242 participants met the study criteria, consented, completed baseline questionnaires, and attended at least one session of the workshop, resulting in 1010 Internet participants (Figure 1) and 232 face-to-face participants (Figure 2).

Table 1 gives the demographic characteristics. Participants in the Internet group were statistically more likely to be male ($P=$.02, from $t$ test), more likely to be married ($P<.001$), less likely to be a racial/ethnic minority ($P=$.001), to be more educated ($P=$.01), and to be younger ($P<.001$). Overall, the participants tended to be well-educated women.
Table 1. Demographic characteristics of the study sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Community (n=232)</th>
<th>Internet (n=1010)</th>
<th>Entire sample (n=1242)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>61 (26.3%)</td>
<td>346 (34.3%)</td>
<td>407 (32.8%)</td>
</tr>
<tr>
<td>Education in years, mean (SD, range)</td>
<td>15.0 (2.86, 8–23)</td>
<td>15.5 (2.75, 9–23)</td>
<td>15.4 (2.78, 8–23)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>117 (50.4%)</td>
<td>762 (75.5%)</td>
<td>879 (70.8%)</td>
</tr>
<tr>
<td>Ethnicity/race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>148 (63.8%)</td>
<td>756 (75.0%)</td>
<td>904 (72.9%)</td>
</tr>
<tr>
<td>Black</td>
<td>70 (30.2%)</td>
<td>98 (9.7%)</td>
<td>168 (13.5%)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>5 (2.2%)</td>
<td>90 (8.9%)</td>
<td>95 (7.7%)</td>
</tr>
<tr>
<td>Age in years, mean (SD, range)</td>
<td>65.6 (10.1, 28–95)</td>
<td>55.0 (8.68, 25–91)</td>
<td>57.0 (9.86, 25–95)</td>
</tr>
<tr>
<td>Number of other chronic conditions, mean (SD, range)</td>
<td>1.65 (1.37, 0–8)</td>
<td>1.40 (1.15, 0–6)</td>
<td>1.45 (1.19, 0–8)</td>
</tr>
<tr>
<td>Health care coverage, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>133 (57.3%)</td>
<td>62 (6.1%)</td>
<td>195 (15.7%)</td>
</tr>
<tr>
<td>Private insurance</td>
<td>166 (71.6%)</td>
<td>1010 (100%)</td>
<td>1176 (94.7%)</td>
</tr>
</tbody>
</table>

Figure 1. Internet group flowchart. HbA1c: hemoglobin A1c.
Noncompleters of 6-Month Questionnaires
Outside of HbA1c, which was optional, no variable had more than 1.7% missing data among those who completed questionnaires. We did not attempt to impute missing data.

Of the 1242 participants, 358 (28.8%) did not complete the 6-month questionnaire, including 28 who withdrew from the study or died before 6 months (Figure 1, Figure 2). The study retention rate was similar and nonsignificant by type of program: 713/1010 (70.59%) of the Internet and 171/232 (73.7%) of the community participants.

Comparing 6-month noncompleters and completers on demographic variables, those who did not complete the 6-month follow-up tended to be younger (mean 55.4 vs 57.6 years old, \(P<.001\)). The groups did not differ by sex, marital status, education, or ethnicity/race. Among 17 baseline outcome variables, 1 had statistically significance differences. Noncompleters reported less medication adherence (1.22 vs 1.06 on a 5-point scale, \(P=.02\)).

6-Month Changes (Hypotheses 1–4)
Table 2 shows baseline and 6-month change scores for all study participants. It should be noted that at baseline the mean HbA1c was just under 8 with a standard deviation of 1.4. This suggests that, as predicted, the group was very heterogeneous and that many participants had a low HbA1c at baseline.
Most health status and behavior variables showed statistically significant 6-month improvements. This remained when adjusting for multiple comparisons (using a P-value of .003 as the criterion for significance).

For intent-to-treat analyses (not shown), we substituted a value of 0 (no change) for 6-month change scores for those who did not complete 6-month questionnaires. The intent-to-treat analyses of changes resulted in no differences from the P-values shown in Table 2.

For all subsequent analyses, we included only those who completed 6-month questionnaires. We present these analyses as a means of determining who benefited in this heterogeneous population.

### Increase in Receiving Recommended Tests (Hypothesis 4)

Of those who had not been examined (tested) in any of the 4 areas (eye, foot, cholesterol, kidney) in the year before baseline (n=85), only 12 (14%) had no tests in the next 6 months (not shown in tables). Thus, 73 (86%) of those who had not been examined at all had at least one examination in the 6 months after the program. A total of 46 (54%) of these had 3 or more of the 4 tests.

### Differences in Changes by Type of Program or Location (Hypothesis 5)

There was little evidence of differences between participants in the two types of programs (Internet vs community). Only 1 change score differed by program: community participants had greater improvement in sleep (P<.001). Similarly, there was little evidence of differences by location of community programs. The only difference by community was for improvements in foot examinations, where community participants in St. Louis had marginally less improvement than in the other 2 communities (P=.04).

### Analyses of Specific End Points (Hypothesis 6)

For each of the 5 outcomes described in hypothesis 6 above, we look at 6-month changes for those who exhibited symptoms and those who did not (not shown in the tables). Then we looked at those who benefited for 1 or more of these 5 problems.

### HbA1c ≥9

Of those who supplied a blood sample for HbA1c determination at both baseline and 6 months, 20.0% (98/489) had a baseline HbA1c of ≥9. The proportion with HbA1c ≥9 was reduced to 15.3% at 6 months (n=74, P<.001 from chi-square). The mean reduction in HbA1c for the group starting at ≥9 was −0.93 (P<.001, effect size 0.73). For those with <9 at baseline, there was an increase of 0.05 in HbA1c (P=.26).
Depression
At baseline, 22.0% (193/877) had symptoms indicating clinical depression (PHQ-8 score of ≥10) [24]. This was reduced to 16.3% at 6 months (n=144, P<.001). Baseline mean PHQ for the “depressed” group was 13.8 (SD 3.34). At 6 months, the mean reduction was 3.87 (P<.001, effect size 1.1); and 51.3% of those originally with a score ≥10 (n=99) had scores <10. For those who had a score of <10 at baseline, there was a mean reduction of –0.21 in PHQ scores (P=.08).

Hypoglycemia
At baseline 332/865 (38.4%) had 2 or more symptoms of hypoglycemia (mean 2.88, SD 1.04). At 6 months, the number with 2 or more symptoms was reduced to 280 (32.4%). The 6-month change in mean hypoglycemic symptoms was −0.91 for those who had 2 or more symptoms at baseline (P<.001) and was an increase of 0.25 for those who had fewer than 2 symptoms at baseline (P<.001).

Medication-Taking Adherence
At baseline, 35.0% (n=307) were nonadherent in taking medicine (≥2 on a 0–4 scale), and at 6 months, 29.4% (n=260) were nonadherent (P<.001). For participants who were nonadherent at baseline, adherence improved by a mean of 0.73 (SD 1.05, P<.001, effect size 0.59) at 6 months, and 124 (40.4%) of the previous nonadherent participants were considered adherent. For those who had been adherent at baseline (n=575), there was an increase of 0.18 in mean nonadherence (P<.001).

Exercise
At baseline, 23.2% (203/876) indicated that they were taking no aerobic exercise. This was reduced to 18.4% (n=163) at 6 months (P<.001). At 6 months, the mean increase in exercise for nonexercisers was 43 minutes (SD 73, P<.001) of exercise per week, and 124 (61.1%) of the nonexercisers reported some aerobic exercise. For those reporting some exercise, there was a mean decrease of 1.4 minutes per week (P=.61).

In each of the cases above, the improvements for the less well-off group (high HbA1c, indications of depression, etc) were much greater than any negative changes for those who had been doing well at baseline.

Percentage of Participants With at Least One Problem
At baseline, 70.4% (622/884) of participants fell into 1 or more of the above groups (high HbA1c, high depression, hypoglycemia, nonadherent, or nonexercisers); 40.6% had 2 or more problem scores and 19.5% had 3 or more. The 5 criteria variables were not correlated with each other, with the exception of hypoglycemic symptoms and PHQ depression (r=.37).

Percentage of Participants Benefiting
We then looked at what proportion of the total study population completing 6-month questionnaires improved in at least one of the 5 criteria variables (hypothesis 7). Using effect-size improvements of at least 0.4 as an indication of an improvement, 75.0% of the study population (n=662) improved in at least one of the 5 criteria variables, and 37.1% (n=327) improved in 2 or more. The mean number of improvements (of ≥0.4 effect size) was 1.13. When broken down by how many of the 5 of these problems a participant had, the mean number of improvements tended to increase with the mean number of problems. Those with none of the 5 criteria problems had a mean of 0.671 improvements (out of a possible 5, n=268); those with 1 problem or condition had a mean of 1.08 improvements (n=272); those with 2 problems had 1.31 improvements (n=195); those with 3 problems had 1.52 improvements (n=125); and those with 4 or 5 problems had 2.06 improvements (n=52). There was a correlation (Pearson r=.35) between the number of problems and the number of improvements (P<.001).

Discussion
There were modest but statistically significant improvement in 13 of the 14 outcome measures, and 10 of those were significant at the P<.001 level. There were significant increases in those completing suggested laboratory tests for diabetes. There was no significant change in quality of sleep. This consistency and level of significance suggests that these improvements were not the result of multiple testing. If we apply a Bonferroni correction and use .003 as the level of significance, 11 of 17 outcomes remain statistically significant.

BCBH-D may help meet the Healthy People 2020 diabetes objectives. The proportion of study participants with HbA1c >9 was reduced from 20% (n=98) to 15% (n=74), and the proportion of participants tested for foot and microalbumin (kidney function) in the last 6 months increased by 13% and 15% (Table 2), respectively. This program also adds to the number receiving formal diabetes education.

Because this is a translation study, participants were not screened for HbA1c or other symptoms. This led to a high degree of heterogeneity among study participants. In addition, many participants were already managing their diabetes and had little room for improvement. It was important, therefore, to determine who might benefit. It appears that those who had an HbA1c of ≥9 decreased their HbA1c by approximately the same amount as one would expect by taking metformin [30]. In addition, 75.0% (n=662) of the sample improved by an effect size of 0.4 or more for at least one of HbA1c, depression, hypoglycemia, adherence to medications, and minutes of exercise. Those with none of the 5 problems still tended to benefit, with a mean improvement in 0.67 out of 5 possible criterial outcomes. However, as might be expected, those with more “problems” had more benefits (ie, making a greater mean number of improvements of ≥0.4 effect size among the 5 criterial measures).

6-Month Noncompleters
Considering the large initial sample (N=1242) and large number of outcomes, there were few statistical differences between 6-month completers and noncompleters. Based on the significant difference in baseline medication adherence, there is some evidence that noncompleters were slightly more likely to be medication noncompliers. They were also slightly younger. There is no evidence that they were more ill or had greater severity of symptoms, which would suggest that attrition would have been unlikely to bias 6-month outcomes.
Modes of Delivery
Despite a few differences at baseline, there were few differences in 6-month changes between those attending community workshops and the Internet group. This suggests that both modes are similarly effective. In this study, very few people had a choice of modes. However, it may be that future studies will find a greater population penetration when people are offered a choice.

Limitations
Because we lack a control group, we cannot be certain that the improvements observed in this study are not due to other factors. Plausible alternative explanations for the improvements include the introduction of new medications in the marketplace and health plan initiatives that were implemented for the purpose of improving the health of individuals with chronic conditions. It is also possible that there was a beneficial effect from participating in the workshops resulting in a greater likelihood of participants taking advantage of the Anthem initiatives and new medications. While these other factors are important to keep in mind, the consistency of the statistically significant improvements across multiple domains suggests a favorable impact of workshop participation.

By looking at the participants who were worse off on specific measures, we risk that part of the observed improvements might have been the result of regression to the mean. While regression to the mean may have contributed to subgroup improvements, it most likely does not explain all of the improvement.

Most of this study population were covered by a health plan and had a high mean baseline education (15.4 years). This may have contributed to the positive results. However, there were similar results when the small-group program was used with a low-education (mean of 7 years) Spanish-speaking population [8].
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Data on how well improvements are sustained after 6 months are not included in this study. A future study will examine 12-month outcomes and address the sustainability of improvements following the intervention.

In order to reduce participant burden, unfortunately we did not include self-efficacy to manage diabetes in the questionnaires for this study. The program was designed to enhance self-efficacy and has been found to be significantly associated with self-efficacy in earlier randomized trials [7-9]. In a future translation study, it would be desirable to include a measure of self-efficacy to manage diabetes [31].

We did not attempt to control for changes in medication usage. Choosing to take medication for diabetes may be a part of self-management, and thus adding medication could be a positive outcome. In other cases, participants may have begun taking medication because of worsening health. A future study might want to look carefully at the relationships between self-management education, medication change, and health outcomes, as well as at other changes in behaviors as mediating variables.

Conclusion
As a community-based public health intervention, BCBH-D offered in two modes demonstrated small but significant benefits. It also showed promise for helping to meet at least some of the Healthy People 2020 diabetes objectives. More important, it demonstrated clinically significant benefits for those with high HbA1c and important benefits for those with depression and hypoglycemia, as well as nonadherers to medication and nonexercisers. The benefits differed by individual, but a large majority of the population demonstrated meaningful improvements in at least one of the above areas. This study demonstrated that the peer-facilitated BCBH-D in both face-to-face and Internet formats can assist a national sample of health plan members in improving their diabetes management.
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Abstract

Background: Web users are increasingly encouraged to rate and review consumer services (eg, hotels, restaurants) and, more recently, this is also the case for physicians and medical services. The resemblance in the setup and design of commercial rating websites (CRWs) and Web-based physician rating websites (PRWs) raises the question of whether choice-making processes based on the two types of websites could also be similar.

Objective: This qualitative study sought to explore the extent to which consumer decision making based on Web-based reviews is the same for consumer services (ie, choice of a hotel) and health services (ie, choice of a pediatrician), while providing an in-depth understanding of potential differences or similarities.

Methods: Between June and August 2015, we carried out a total of 22 qualitative interviews with young parents residing in the German-speaking part of Switzerland. Participants were invited to complete 2 choice tasks, which involved (1) choosing a hotel based on the commercial Web-based rating website TripAdvisor and (2) selecting a pediatrician based on the PRW Jameda. To better understand consumers’ thought processes, we instructed participants to “think aloud”, namely to verbalize their thinking while sorting through information and reaching decisions. Using a semistructured interview guide, we subsequently posed open-ended questions to allow them to elaborate more on factors influencing their decision making, level of confidence in their final choice, and perceived differences and similarities in their search for a hotel and a physician. All interviews were recorded, transcribed, and analyzed using an inductive thematic approach.

Results: Participants spent on average 9:57 minutes (standard deviation=9:22, minimum=3:46, maximum=22:25) searching for a hotel and 6:17 minutes (standard deviation=4:47, minimum=00:38, maximum=19:25) searching for a pediatrician. Although the choice of a pediatrician was perceived as more important than the choice of a hotel, participants found choosing a physician much easier than selecting an appropriate accommodation. Four main themes emerged from the analysis of our interview data that can explain the differences in search time and choice confidence: (1) trial and error, (2) trust, (3) competence assessment, and (4) affect and likeability.

Conclusions: Our results suggest that, despite congruent website designs, individuals only trust review information to choose a hotel, but refuse to fully rely on it for selecting a physician. The design and content of Web-based PRWs need to be adjusted to better address the differing information needs of health consumers.
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Introduction

Web-based review platforms allow consumers to post statements about products and services on the Internet by means of positive or negative reviews, also called electronic word of mouth [1]. Such websites are numerous for physical goods and services (eg, amazon.com or zalando.de), as well as for tourism and gastronomy (eg, booking.com or tripadvisor.com). Since the early 2000s, such websites have been available for medical services, including the choice of physicians. Web-based physician rating websites (PRWs) “collect and present information about patients’ experience and satisfaction with individual physicians and their practices” [2].

Previous research has shown that the use of PRWs has increased over the last decade. In 2012, about 36% of Americans reported to have searched for a physician on the Internet, whereas 65% were aware of such ratings [3]. In European countries, such as Germany, in contrast, far fewer people have heard of (32%) or used (25%) such rating websites [4]. In Switzerland, awareness and use are estimated to be even lower as patients can presently only post positive reviews about their physician because of legal restrictions, which are supposed to be lifted in 2016 or 2017 [5]. Yet, PRWs’ impact on consumers’ final consultation decisions seems to be considerable: 65% of German PRW users have consulted a physician based on the ratings provided by these websites [6], and 30% of American consumers have checked PRWs before consulting a physician [7]. Younger generations, in particular, seem to be increasingly relying on the Internet when selecting a doctor. More than a quarter of young parents surveyed in the United States indicated that they had selected the pediatrician for their child on the Internet [8,9].

Past research has pointed out ethical issues related to the use of PRWs [10-13,19] and has focused on the prevalence and content of PRWs [2,6,7,11,14,16-18,20] and has provided an initial understanding of individuals’ choice-making process when selecting a doctor on the Internet [8,15,43,44]. A study by Hanauer and colleagues [8] found a strong impact of physician ratings on patients’ final choice. In a Web-based experiment, 22% of parents who were prompted to find a new pediatrician for their child had followed the advice of their neighbors, whereas 46% did so when the neighbors’ recommendation was in line with positive online ratings of that physician. Nevertheless, only 3% consulted the pediatrician recommended by their neighbors if the doctor’s Web-based reviews were negative [8]. Furthermore, Grabner-Kräuter and Waiguny [15] found that the review style (factual or emotional) and the review number influenced individuals’ Web-based physician selection. Specifically, a high number of reviews resulted in a more positive attitude toward a physician, whereas the style mainly affected the reviewer’s perceived expertise. These results have shed new light on the influence PRWs can have on patients’ decision making. Yet, up to date, an in-depth understanding of how individuals choose a physician based on PRWs is missing. Similarly, the extent to which consumers’ decision-making approach could be similar as for commercial rating websites (CRWs) is largely unknown.

The design and setup of CRWs holds significant similarities to that of PRWs (see Figure 1). Users can find general information, rate predefined aspects of products and services, write open-ended reviews, check the location and contact information, and see pictures. Due to the high visual similarity of PRWs and CRWs, we sought to investigate whether similarities could also exist with regard to the way that consumers reach their decisions based on these websites. Specifically, the objectives of the study were (1) to explore the extent to which the decision-making approach to selecting a physician is the same as for other consumer services or products (ie, choice of a hotel) and (2) to understand how potential differences in the search strategy can be explained.

Figure 1. Screenshots of the hotel rating website tripadvisor.de [21] (left) and the physician rating website jameda.de [22] (right) retrieved on March 2, 2016.
Theoretical Background

Extensive research has been conducted about the users, recipients, search, and decision-making processes on commercial Web-based ratings, reviews, and electronic word of mouth [23]. However, whether or to what extent this research can be translated to user behavior on PRWs (due to a similar setup and design of CRWs and PRWs) still needs to be investigated. How individuals make sense and understand their surroundings has theoretical roots in educational psychology. Resubsumption [24-27] and recategorization theory [27,28] outline how individuals reason when they encounter new phenomena, when they apply the same frame of logic that they learned from a similar earlier experience (monotonic processing) or a different one (nonmonotonic learning). Monotonic processes entail the learning of new information without any changes to the existing knowledge, whereas nonmonotonic learning coincides with changes in cognition, such as in attitudes, beliefs, conceptual or theory change, or deep learning [26,29]. Therefore, when individuals are faced with new situations or information, they by default anchor what they see, read, or perceive monotonically into a scheme that they are already familiar with [25]. In other words, they rely on resubsumption, which is “the process by which an existing theory is considered to be capable of encompassing and explaining additional experiences or phenomena and can occur before any confrontation with anomalies” [27]. In this study, we investigated whether the similar setup and design of CRWs and PRWs led to monotonous processes and subsequently analogous choice making despite the dissimilar attributes of the services that were to be selected (hotel vs physician).

Methods

Study Design and Participant Recruitment

A qualitative approach was employed to provide an in-depth understanding of consumer decision making. We used the consolidated criteria for reporting qualitative research (COREQ) to describe the study methods [30] (Multimedia Appendix 1). On approval of the study protocol by the Ethics Committee of the Università della Svizzera italiana (24.6.2015 CE 2015-5), we performed a total of 22 in-depth interviews with young parents residing in the German-speaking part of Switzerland. Main eligibility criteria included (1) age older than 18 years, (2) fluency in German, and (3) being a parent of a child aged younger than 3 years with no diagnosed physical or mental condition. We used a number of purposive sampling strategies to identify, notify, and invite participants who could cover a wide spectrum of perspectives and experiences: we distributed flyers at venues frequented by the target population (eg, child day care centers, parents’ associations) and liaised with midwives visiting young parents at their homes. Snowball techniques were also used, that is, initial participants were asked to pass on information about the study to other people in their networks. Parents interested in participating either gave permission to be contacted or directly got in touch with the research team (via phone) and arranged a convenient date and time for the interview. This multifaceted approach resulted in the recruitment of 22 young parents, out of whom 12 were females. Participant sociodemographic characteristics are presented in Table 1.
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>10</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>12</td>
<td>54.5</td>
</tr>
<tr>
<td>Age group</td>
<td>26-30 years</td>
<td>8</td>
<td>36.3</td>
</tr>
<tr>
<td></td>
<td>31-35 years</td>
<td>10</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>36-40 years</td>
<td>4</td>
<td>18.2</td>
</tr>
<tr>
<td>Education</td>
<td>University degree</td>
<td>4</td>
<td>18.2</td>
</tr>
<tr>
<td></td>
<td>Applied science university degree</td>
<td>10</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>Apprenticeship</td>
<td>8</td>
<td>36.3</td>
</tr>
<tr>
<td>Working status</td>
<td>Full time</td>
<td>9</td>
<td>40.0</td>
</tr>
<tr>
<td></td>
<td>Part time</td>
<td>11</td>
<td>50.0</td>
</tr>
<tr>
<td></td>
<td>Not working</td>
<td>2</td>
<td>9.1</td>
</tr>
<tr>
<td>Prior parenting experience&lt;sup&gt;a&lt;/sup&gt;</td>
<td>No</td>
<td>15</td>
<td>68.2</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>7</td>
<td>31.8</td>
</tr>
<tr>
<td>Self-reported IT proficiency&lt;sup&gt;b&lt;/sup&gt;</td>
<td>High</td>
<td>14</td>
<td>63.6</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>4</td>
<td>18.2</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>4</td>
<td>18.2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Refers to being a first-time parent or being a parent of an older child at the time of the interview.

<sup>b</sup>As perceived and reported by study participants.

**Data Collection**

Data for this study were collected from June to August 2015, through one-to-one, face-to-face interviews that lasted about 1 hour. The first author (FR), a social scientist with substantial training in qualitative research, conducted all interviews either in a private room at the University of Lucerne or at participants’ homes (based on their individual preferences). At the beginning of the process, the interviewer introduced herself, indicating that she is a PhD student focusing on topics related to how consumers reach their decisions based on Web-based reviews. She then invited informants to complete 2 choice tasks, which involved (1) choosing a hotel based on the commercial Web-based rating website TripAdvisor and (2) selecting a pediatrician based on the PRW, Jameda. To assimilate the search experience for all participants, they were instructed to search for a hotel and a pediatrician in the town of Freising (Germany), whereas the dates of the hotel stay were fixed for all interviewees and the budget restricted to CHF 50-100 per night (Textbox 1). The costs were automatically displayed in Swiss Francs as the page was accessed from Switzerland. In this way, the number of possible options for hotels and pediatricians was limited to 8 and 7, respectively. To better understand consumers’ thought processes, we invited participants to “think aloud” [31], namely to verbalize their thinking while sorting through information and reaching decisions. Using a semistructured interview guide, we subsequently posed open-ended questions to allow them to elaborate more on factors influencing their decision making, level of confidence in their final choice, and perceived differences and similarities in their search for a hotel and a physician. The interview guide was developed on the basis of existing literature and our own interest in the topic; yet, it was not systematically pilot tested. Interviews were held until data saturation was reached. All parents signed an informed consent form before their participation in the study. On completion of the interviews, participants received CHF 20 to compensate for their travel or babysitter expenses.
Overview of choice tasks

Choice task 1:
Imagine that you are going on a 5-day trip to Freising near Munich, Germany, with your family. You are leaving on November 2, 2015, and you are coming back on November 7, 2015. Please go on tripadvisor.de (the first tab in the browser window that is already open on the laptop) to choose a hotel that fits your needs. Please keep in mind that your budget per night is between 50-100 Francs, so please do not modify this criterion. You have about 15 minutes to complete this task.

Choice task 2:
Imagine that you or your partner had to change jobs and you had to move to Freising near Munich, Germany. Once you move there, your child has high fever and you urgently need to see a pediatrician. You have not met anyone yet in Freising, so you decide to consult the Internet. Please go to jameda.de (the second tab on your laptop browser window) to choose a pediatrician for your child. You have about 15 minutes to complete this task.

Analysis
With participant permission, all interviews were recorded, using a digital voice recorder, and fully transcribed, along with field notes taken during and/or after the process. Data were subsequently anonymized and coded using the qualitative data analysis software Atlas-Ti. We did not use any pre-existing coding frame; rather, we opted for identifying themes linked to the data themselves. Using the approach by Braun and Clarke to thematic analysis [32], data analysis was a multistage, recursive process, which involved moving back and forth throughout the following phases: (1) familiarization with the data; (2) generating initial codes; (3) searching for themes; (4) reviewing themes; and (5) defining and naming themes [32]. Analysis was performed on the original Swiss German transcripts by FR, who is a native Swiss German speaker, with a subsample translated in English and being analyzed independently by EG to verify emergent themes.

Results
Participants spent on average 9:57 minutes (standard deviation=9:22, minimum=3:46, maximum=22:25) searching for a hotel and 6:17 minutes (standard deviation=4:47, minimum=00:38, maximum=19:25) for a pediatrician. In fact, 19 of the 22 participants took longer to choose a hotel than a physician (see Figure 2). When choosing an accommodation, individuals stated to have specific criteria in mind that were based on their past experience with hotels and review websites. Therefore, parents strategically went searching for information about the location and accessibility of the hotel, the hygiene standards, the availability of children-friendly rooms and appliances, and the sleep quality. This took them considerable search time because finding such information was not always straightforward, especially if participants were not familiar with the TripAdvisor website.

By comparison, when choosing a pediatrician, individuals did not know exactly what to look for because all (except one) reported never having visited or heard of PRWs. Yet, due to the similar layout of the websites (Figure 1), almost all participants initially looked for the same type of information as they did when searching for a hotel. For example, individuals who had focused on pictures in their hotel selection on the CRW also checked out physicians’ photos first on the PRW. Likewise, participants who had been keen on reviews for hotels looked right away at comments when selecting a physician. One gender difference presented itself in the searches: although the large majority of men applied filters in their searches for both hotels and pediatricians (which allowed them to specify their criteria and cut down their choices), only a small minority of women did so. A male participant described the two search tasks:

*It was very similar. Selecting what I am looking for, applying the filters accordingly, and then I started from the top. After that, I looked at the reviews and then some pictures. That’s important because these are the first things you look at. (...) It was quite similar.* [BB, male, 34 years]

Although the approach for choosing a hotel and a physician was highly similar at first sight, the interviews following the search tasks displayed major differences between the use of CRWs and PRWs. Four main themes that emerged from the analysis of our interview data can explain the differences between the two search tasks: (1) trial and error, (2) trust, (3) competence assessment, and (4) affect and likeability. The 4 themes were often brought up in an interwoven manner. Frequently one theme led to another in explaining the decision process and the reasons why physician choice was easier and carried more confidence than the hotel selection. Partial overlap of the themes was therefore inevitable.
Figure 2. Total search time by task and participant.

Theme 1: Trial and Error

In contrast to the choice of an appropriate accommodation, where individuals searched for detailed criteria that were important for them, parents unanimously applied a “trial and error” approach when choosing a pediatrician. Participants stated that, regardless of the kind or quality of information provided on PRWs, they would only know after the first visit whether they felt a connection with a physician or not. Hence, they would try a first consultation and subsequently decide to stay with that pediatrician or to switch to another doctor:

- I basically trust all physicians and if I had visited a physician and somehow felt like “no, this wasn’t quite right,” then I would maybe search again. [AB, female, 30 years]
- I would go and give him a try and if it doesn’t work or doesn’t fit, I would change. [SKG, female, 34 years]

Participants justified this “trial and error” approach by stating that the costs and stakes for choosing a pediatrician and a hotel were unequal. Although the choice of a physician was described as more important, the felt pressure to choose an appropriate accommodation seemed higher. Participants explained that while they had to spend their own money on accommodation, pediatrician visits were typically covered by the health insurance. This meant that the financial costs at stake were higher for the hotel selection, thus the choice of hotels had to be made more thoroughly. In addition, participants voiced profound trust in the medical profession, and hence, they perceived any of the listed doctors to be competent to treat their child (see theme 2). Therefore, individuals could afford to check out a pediatrician and then consult someone else if they were not satisfied. Furthermore, individuals were to invest scarce free time in an accommodation of their choice, whereas pediatricians visit would be of short duration and, therefore, would require a minor time commitment. Therefore, participants felt less pressured to right away make an optimal choice of pediatrician, which subsequently shortened their physician search effort and time compared with a hotel.

The hotel is more about something like holidays, something nice and the physician is a necessity. It isn’t somewhere/something where you go to relax. That’s why there is a difference. I think with a physician, your insurance actually pays most of it. And with the hotel you have to pay but you can also freely choose and that’s why you want a good value for your money. [AB, female, 30 years]

The “trial and error” approach was also explained by the usage behavior of the different websites. PRWs could serve as a way to get an initial overview of the available doctors in an area, to make a first contact with a physician. The hotel rating website on the other hand was expected to provide a set of specific information that allows individuals to reach a final choice or to book an accommodation on the spot. Individuals compared the PRWs with an improved version of a phone book, in which they would otherwise look up the physicians’ contact information. Even though Web-based PRWs were considered as a better information source than a phone book, the additional information on the website was still perceived as insufficient to make a definite pediatrician choice. On the other hand, with the hotel choice, they felt confident to make a definite choice based on a rating website like TripAdvisor.

Yes, it is quite difficult but the website provides you at least with more information than the phone book, which would be the alternative. At least that’s how it (pediatrician choice based on the phone book) was done when there were no alternatives yet. In that sense, it is still a gut feeling decision in the end: I don’t know what will await me but I would just have to try once. For example with a physician, if I wasn’t
satisfied, I could go to someone else the next time around. [SI, female, 33 years]

The different website consumption was also based on the awareness that the choice of hotel would be definite and nonreversible on arrival, whereas a first visit at a pediatrician was not binding. Therefore, a trial and error approach seemed affordable with a physician but not with a hotel:

Such a physician rating website would probably be useful to make a first contact but after that it is obviously very much about the feeling you get, the appearance and impression once you get there. With a hotel, you book and then you say afterwards “okay, that was great” and you may go again some other time. There it is about the best offer at that moment. It isn’t really that relevant. [LS, female, 27 years]

Theme 2: Trust

Although most participants searched for technical skill information about the doctors, a high-level respect toward physicians, and, more broadly, trust in the health care system was evident in participants’ accounts. They tried to find descriptive information about the qualifications and certifications of doctors because the information seemed more legitimate to them. Hence, they did not question the information provided by the website provider or the physician himself. On the other hand, reviews and ratings by former patients were often perceived as strange or even unacceptable; participants could hardly believe nor approve that the skills of a physician would be evaluated by lay people. This suspicion toward physician ratings led some individuals to not even look at available reviews. This cut down their search time because subsequently they would choose a doctor based on sociodemographic indicators, location or decision shortcuts, such as to take the first physician on the list or to select the doctor closest to their home. One mother described:

This is just a bit strange to me, this whole thing about ratings! Especially rating a physician—to me, this is just suspicious! Yeah, I just still feel like: it is a physician! (...) Well, I don’t know, I would probably just take the one that is closest to my house. [AB, female, 30 years]

In contrast to the choice of pediatrician, participants’ confidence in hotels was lower. Accommodations of the same star ratings (certificates by an external expert source) for example, were thought to differ tremendously in terms of quality. This, in turn, increased the time they spent searching for a hotel, while it decreased their choice confidence. Participants expressed their trust in physicians by referencing the well-known and rigorous educational requirements that all certified doctors in Switzerland and Germany have to fulfill. Parents concluded that all physicians needed to pass a critical threshold of competence because, otherwise, they would not have been certified as medical doctors. All listed doctors would therefore be capable and able to help their child. Hence, the difference in technical competence among pediatricians was perceived to be minor or nonsignificant, whereas the quality of hotels despite equal star ratings could differ tremendously.

Theme 3: Competence Assessment

Although participants displayed confidence and experience in evaluating the quality of a hotel, they perceived themselves less competent in assessing the quality of a physician. Due to this perceived inability to assess the quality of a physician and the subsequent helplessness that they felt, the vast majority of parents opted to trust physicians by default. One mother explained:

I always think: they are physicians! And I actually always have a positive attitude anyways. (...) that’s why I am just glad if someone is there who can help if there is a need. [SA, female, 30 years]

I just think: “a physician is a physician.” Somehow I am just... They know what they are doing! [AB, female, 30 years]

The perceived incompetence of health consumers to correctly evaluate the skills and abilities of a physician was not only restricted to one’s own experience of a consultation with a particular physician but individuals also attributed it to former patients/reviewers who appraised the competence of a pediatrician on PRWs. As one mother states, PRW reviews should be taken with a grain of salt because according to her, a regular patient, a parent of a patient, or she herself would not be capable of assessing physician competence:

“A very good physician” – who am I to evaluate that?! I cannot assess the diagnosis, I am not a doctor! Under most circumstances I cannot tell whether it (the diagnosis and treatment) was good or not. Just based on gut feeling, this one (pediatrician) was likeable to me. But that doesn’t help me here... she (this physician) can be super nice and thoroughly answer to all questions, but in the end, she could be telling the biggest rubbish and prescribe a medicine that doesn’t fit the actual disease symptoms. I just cannot be sure. [SI, female, 33 years]

Parents found that there are more criteria that they could consider in their choice of hotels than those in the choice of physicians. This lack of knowledge about what makes a good physician and the resulting trust when realizing that one is not able to differentiate was not mirrored in the choice of hotels. Participants voiced confidence in their hotel assessment expertise. This is the reason why individuals’ search for an accommodation was more detailed, more structured, and focused:

A hotel rating website probably provides you with more criteria to choose from, which makes the decision more difficult. And here (referring to the
PRW). I mean you have seven pediatricians. They are all somewhat quite similar, grades between 1 and 2.3 and I mean, there isn't any one that is somehow very, very bad. [FG, male, 30 years]

The general skepticism toward reviewers (as displayed in the citations previously) was dominant for reviews on PRWs. On the other hand, reviews by former hotel guests were given more weight and considered in more depth, whereas the reviews of physicians were perceived to be more situation dependent and therefore most likely less representative than for hotels. By stating this, individuals implied that situation-dependent reviews are not an indicator of the actual and true qualities of a physician. Reviews may be biased due to the reviewer’s personal involvement, and therefore, a trial and error approach would be necessary to create a personal opinion. One mother described this difference:

I find it difficult to give a grade to a doctor. For a hotel room it is much easier than for a physician because how you experience a physician is extremely dependent on the time, the day, and many other things. Yes. I think if you get unlucky, yeah... And many positive ones don’t even write reviews. But if you are angry, then you go onto the website and you say: I want to hurt this person with a bad review, yeah. [SA, female, 30 years]

Theme 4: Affect and Likeability

Informants often let the emotions that appraisals or pictures of the physician or hotel evoked guide their choice making. Both positive affect to get a good sensation about a choice option and negative affect that led individuals to turn down or avoid an option were present. However, participants stated that the choice of a pediatrician was much more emotion guided than the selection of a hotel. Interpersonal connection, gut feeling, and likeability played a large role in the choice of a doctor, whereas the commercial focus on price and offered facilities was crucial for the choice of hotels. As one father, who was in favor of reviews, described:

With a hotel it was much more important how much it costs and this component isn’t present for a physician because it will most likely be paid by the insurance. But other than that, they are very similar, especially at the beginning. Afterwards, I think the hotel is more about commercial aspects, while the physician is certainly more about feelings and that's why the reviews from other people are much more important. [LS, male, 38 years]

The likeability and connection with a physician was also described to be very subjective and highly dependent on the individual. As personal affect and likeability play an important role in the choice of a physician, participants would often admit to apply a trial and error approach based on their own experience because reviews or word of mouth did not seem representative:

One may say “he is an excellent doctor, you have to go to him!” and someone else says “oh no, I don’t agree at all”. This is the same for a midwife and for a dentist. You have to see it for yourself, if it fits for you and if you like it. [EA, female, 34 years]

The first positive affect-evoking aspect was the perception of likeability of the physician. A variety of indicators were used, in particular, reviewers’ evaluations of personality aspects and sociodemographic information. The former included criteria, such as a physician’s sense of humor, the likeability, and the perceived child friendliness:

I find likeability, charisma, how he treats us, how he treats our child, how he talks to us, very important. [FG, male, 31 years]

Sociodemographic factors typically consisted of the pediatrician’s age, the gender, or the perception that the pediatrician may share common interests with the parent. In addition, the cultural background was inferred from the pediatrician’s name, with doctors with German-sounding last names being preferred. Participants stated that knowing about a physician as a person gave them a positive gut feeling and that shared characteristics made them feel more confident about the first encounter:

I think physicians don’t have to hide behind these reviews and it would have just been nice if there would have been some more information about them or a picture of the practice maybe. That way you can already get a good feeling about where you are going for the visit and some trust is already built through the Internet I would say. [AW, female, 29 years]

Furthermore, pictures were often used to make an inference about a person’s likability:

The picture is the most important indicator for me: is this person likeable or not? I am someone who trusts in the first impression. Obviously there is a possibility to convince me of the opposite but I can’t deny that if someone is likeable at first sight, then I can just go much more relaxed and comfortable to that visit than if someone isn’t. [RS, male, 32 years]

In addition to aspects concerning the character of a physician, individuals were also interested in the beliefs that a pediatrician held. In particular, the attitude toward vaccination and alternative medicine posed key decision factors. Especially parents who valued alternative medicine and had a critical attitude toward vaccination tried to find information about pediatricians’ views on those topics. Once they found a pediatrician who shared their beliefs, it had a large impact on their decision as it increased confidence and reduced search time:

(...) if you don’ want to get your child vaccinated, then you have to really think hard which physician you want to consult, so that you can enforce that once you get there. [PS, male, 33 years]

Although individuals tried to find a physician who evoked positive emotions, certain factors led them to turn away immediately. For hotel choice, negative affect was caused by pictures, a lack of child-friendly appliances or furniture, or information about the lack of hygiene. For physician choice, on the other hand, insufficient office organization or planning capacity and a lacking of willingness to communicate and inform...
parents about the treatment caused the arousal of negative emotion. When looking at reviews, physicians were judged in a milder way than hotels because the reviews were perceived to be more subjective and therefore of relative importance. Hence, individuals were less concerned about negative physician reviews, whereas negative comments about hotels were given much more weight:

A very nice doctor” and the next person states that he was in a bad mood. For me, these are not hard facts like you can find them for a hotel. With a hotel it certainly is subjective too but still, it is not quite the same for me. [SI, female, 33 years]

That’s with every physician - they are also people and everyone has a bad day sometimes and most of the time it’s exactly then that people spread the word and harp on about it. [SA, female, 30 years]

Discussion

Our results offer insights into consumer decision making based on Web-based reviews. At first sight, participants in this study seemed to apply the same search strategy and decision mechanisms when choosing an accommodation and when selecting a pediatrician; on both websites, each individual focused on the same type of information to reach a decision, such as pictures of the rooms or the practice, reviews, or descriptive information about facilities and services or treatments offered. The highly similar layout of the two websites led them to start out in the same manner in the hotel search as in the physician selection. Yet, as the search proceeded, individuals became more skeptical and changed their approach through the discovery of differences between the choice of an accommodation and the choice of a physician. In the interviews after the choice tasks, participants’ conceptualization of the two websites appeared entirely different. The themes that emerged from our interviews describe this sense-making process or, consistent with resubsumption [24,25] and recategorization theory [27,29], the change from monotonic processing (both websites are the same and should be approached equally) to nonmonotonic change (the differences between the 2 choices outweigh the similarities and therefore the decision-making process for the 2 choice changes).

Overall, our results suggest that, although the choice of a pediatrician was perceived as more important than the choice of a hotel, participants found choosing a physician much easier than selecting a suitable accommodation. Moreover, although participating young parents seemed to believe that their choice of hotel could have been ameliorated, they were more satisfied with their choice of pediatrician, despite the shorter search time. On the basis of our interview data, these discrepancies can be explained by the following factors: (1) the application of a “trial and error” approach in the selection of an appropriate medical doctor; (2) their high trust in medical expertise and the Swiss health care system; (3) participants’ perceived inability to properly evaluate the skills and abilities of physicians; and (4) the role of “gut feeling” and likeability (vs the use of explicit criteria) in choosing a physician.

A starting point to understand our findings lies in the economics literature, which has developed a typology of service goods, categorized according to the information asymmetry between provider/seller and customer/consumer [33,34]. The first type consists of the so-called “search goods.” They can be compared before purchase in terms of price and quality based on openly available information, which in turn leads to high levels of choice confidence [35]. Research has found that for search goods, the risk perception is lowest, whereas the search time (due to the strategic comparison of the goods) is highest unless the cost of searching would outweigh the price of the good [35]. For the second type, namely “experience goods,” information inequality is larger. Consumers are unable to assess the quality of this kind of product or service until tried, consumed, or experienced [34]. Therefore, search time is shorter until a decision is reached because a trial of the product is essential to evaluate the quality of experience goods [35]. For the third type, that is, “credence goods,” the information inequality between provider and consumer is the highest. Because individuals cannot assess the quality of the product even after consumption, the search time is lower and individuals rely more on interpersonal recommendations than public noncustomized information before purchase or selection [35].

Individuals’ description of the search process for an accommodation and a pediatrician was reflected in the categorization of the goods and services categorization above. Although the selection of hotels mainly carried attributes of an experience good, the choice of a physician could predominantly be classified as credence good. As participants in this study described, they were highly motivated to compare possible options for accommodation, as they would have to invest both their own money and their holiday time. In addition, they felt confident that, based on the information provided, they could choose a good hotel. The vast majority of participants also appeared to trust in the information provided on TripAdvisor and meticulously compared the available hotel choices. Yet, informants stated that they could only know if they would be satisfied with their choice once they experienced a stay at the chosen accommodation.

For the choice of the physician, on the other hand, individuals decided faster and described that they applied a trial and error approach. Participants often perceived that using a PRW would only marginally aid their choice and they preferred making an appointment and meeting the physician in person. Participants were sure that after a first visit, they would be able to understand if they had a good interpersonal connection with the doctor. However, they were aware that likability was not an indication of the quality of the physician or the correctness of the diagnosis and treatment they received. Therefore, individuals’ description of the Web-based physician choice resembled the attributes of a credence service; evaluation of the quality of treatment could almost never be assessed even after an appointment, neither by themselves nor by other laypeople who posted comments or reviews on PRWs. Hence, many participants were skeptical about comparing physicians, as previous research had suggested [36].

Despite the congruence between this study and existing literature on search, experience, and credence goods, there are
some theoretical expansions that the results of this study suggest. First, the theory on good classification according to Nelson [33] poses that the trust into one’s own choice should be highest for search goods and diminish to be the lowest for credence goods. Nevertheless, our study suggests that in the context of health care, this may not hold true. Due to the high trust in physicians that individuals of this study held, the perceived riskiness of a credence good and the confidence in one’s choice is dependent on the context. Not only the attributes of the good or service but also an individual’s past experience, and the level of trust in the system in which that good is provided, should be taken into consideration. Trust may be a moderator or mediator in the search and choice making of credence good.

Limitations
This study has certain limitations that need to be addressed. First, our results should be interpreted with caution, given that participants’ accounts were triggered by 2 hypothetical scenarios and not real-life occurrences (eg, an actual move of the family to a foreign place or a real illness of the child). Yet, we opted for using real websites in an effort to create a more realistic sense and enable informants to reflect on their prior experiences. Nevertheless, this also meant that we were not able to control for any modifications caused by the dynamic and volatile nature of these websites. In fact, the information that individuals viewed in the 2 choice tasks slightly differed from the start of the data collection (June 2015) toward the end (August 2015) because of newly posted comments and reviews. In order, however, to maximize the information that all participants would see and could base their choice on, price category for the hotel and visiting dates were fixed.

Second, the study sample came from the German-speaking part of Switzerland, in which education levels, health literacy, and numeracy have been found to be very high [37]. Previous research has shown that active search of physicians and correct evaluation of quality of care information to select a physician depended on these 2 characteristics [38-40]. Therefore, although our findings could be transferable to other contexts characterized by high health literacy and numeracy levels, they might be less relevant for contexts where these attributes are less pronounced.

Third, given the context-bound nature of qualitative research, our results should be interpreted in relation to the specific legal and factual circumstances of Switzerland. Specifically, Switzerland has not yet established a common electronic health record, which is state of the art for many other European countries. Apart from this, the legal situation for Swiss PRWs differs from its European neighbors. Calling on data protection laws, the Swiss physicians’ association (FMH) requested a ban of negative reviews for physicians practicing in Switzerland [5]. This has affected the dissemination and use of PRWs in the country, which can explain the low awareness of PRWs among study participants.

Conclusions
Individuals’ page navigation on PRWs and CRWs appeared similar. However, their perception of the 2 choice tasks was different. Participants displayed greater confidence in their physician selection, but took less time to make that choice. Individuals were incapable to assess whether a physician was good or not, even if they reviewed available information on the review website. This led them to a “trial and error” approach; only after a first encounter, they would decide whether the doctor was a match in terms of likeability, yet they would still remain unsure about his or her technical qualities. On the other hand, for the hotel choice, participants were confident that they could obtain all necessary information on the Internet to choose a good hotel for themselves. The fact that they invested their own money and precious free time made them feel more responsible to make a good hotel choice. Therefore, the information provided on CRWs seemed to fit customers’ needs, whereas the similarly designed PRWs did not satisfy study participants due to the attributes of the 2 services in the choice tasks.

Implications for Future Research
In this study, participants took less time to search for physicians than hotels, voiced a profound trust in the health care system, and applied a “trial and error” approach to choose a doctor. Previous research has found that particularly in developed health care systems, such as Switzerland or Germany, patients refrain from actively searching and comparing physicians [41]. Therefore, a replication of this study in a country where trust in the health care system is lower may bring additional valuable insights. PRWs and CRWs look very similar: both offer pictures, background information (location, contact information, and descriptions of the facilities and services offered), as well as numeric written reviews by former guests or patients. However, as this study showed, the 2 service goods cannot be treated equally because of their unequal attributes. This has implications for the information needs consumers or patients have and, subsequently, for the design and creation of PRWs. Although individuals seem to want mass media information sources for search goods, a combination of mass media and interpersonal information for experience goods, they rely heavily on their social network to obtain information for credence good choices [35]. Currently, PRWs are set up in the same manner as an experience good by combining mass media information (general information about the location, accessibility, qualifications, and so forth) of the physician with impersonal recommendations (such as anonymous reviews by former patients). Interpersonal information that is first of all trustworthy, and second, adjusted to individuals’ needs [35,42] is therefore required for credence goods. Hence, this study provides first indications to change the way PRWs are currently designed. Translating these requirements into a website would be a task for today’s Web designers and researchers to take on. In addition, comparisons between the choice making process for a physician and other experience and credence goods/services (such as for a plumber, hairdresser, or car mechanic) could provide further insights into users’ product or service-based information needs. The results of this study could serve as the basis for future research that focuses on individuals’ information needs when selecting a doctor on the Internet. Experimental tests could subsequently improve the design and, therefore, the use and navigation of Web-based PRWs.
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Abstract

Background: Polycystic ovary syndrome (PCOS) is a major public health problem that affects women’s physical and mental health. According to the US National Institutes of Health Office of Disease Prevention, there is a need to improve public awareness of the syndrome among health care providers and the public. Women’s magazines are a type of “edutainment” that publish health content in addition to beauty, fashion, and entertainment content. These media have the potential to expose primarily female readers to content on PCOS and influence readers’ beliefs and attitudes about women with PCOS.

Objective: The objective of this study was to explore how digital (online) teen and women’s magazines portray women with PCOS.

Methods: We used data from the Alliance for Audited Media to identify popular digital teen and women’s magazines with circulation rates ≥1,000,001. We also included magazines with circulation rates 100,001–1,000,000 directed toward racial and ethnic minority readers. A search of magazine websites over a 1-month period in 2015 yielded 21 magazines (eg, Glamour, Cosmopolitan en Español, Essence, and O, The Oprah Magazine) and 170 articles containing “PCOS” and “polycystic ovary syndrome.” Textual analysis using a grounded theory approach was used to identify themes.

Results: Articles depicted PCOS symptoms as a hindrance to women’s social roles as wives and mothers and largely placed personal responsibility on women to improve their health. To a lesser extent, women were depicted as using their personal experience with PCOS to advocate for women’s health. Experiences of Latina and African American women and adolescents with PCOS were absent from women’s magazine articles.

Conclusions: The findings can inform health education programs that teach women to be critical consumers of PCOS-related content in digital women’s magazines. Future research on PCOS content in digital teen and women’s magazines can help researchers, patients, and consumer groups engage with the media to increase public awareness of PCOS.
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Introduction

In the United States, 35% of adults, or about 1 in 3 Americans, have used the Internet to find out what medical condition they or someone else might have [1]. Younger age groups and women increasingly use the Internet and social media to access health-related information [2,3]. Among the people searching for health-related information online are women typing “PCOS,” “polycystic ovaries syndrome,” and “PCOS symptoms” [4].

Overview of PCOS

Polycystic ovary syndrome (PCOS) is a complex, chronic condition the US National Institutes of Health (NIH) Office of
Disease Prevention has described as a major public health problem for women in the United States. PCOS is characterized by a range of symptoms including irregular or no menstrual periods, excess hair growth on the face and body (hirsutism), weight gain, acne, ovarian cysts, and alopecia [5]. PCOS can also increase women’s risk of type 2 diabetes mellitus [6], cardiovascular disease [7], infertility [8], anxiety and depression [9-12], and poor health-related quality of life [13].

PCOS can begin in adolescence [14] and worsen across the life course if untreated or poorly managed [15,16]. The prevalence of PCOS among adult women (18-45 years of age) in the United States is about 7% [17]. However, research with a community sample of women (27-34 years of age) in the United Kingdom suggests that the prevalence of PCOS may be even higher, from 7.8% to 20.6%, depending on which of 3 diagnostic criteria for PCOS is used. Additionally, using 2 of these criteria, NIH and Rotterdam, about 70% of women with PCOS symptoms are undiagnosed [18]. See Goodman et al [19] and Rosenfield [20] for a review of the diagnosis and treatment of PCOS in adolescents and adults.

The 2012 NIH Evidence-based Methodology Workshop on Polycystic Ovary Syndrome recommended establishing “multidisciplinary programs to improve public and health care provider awareness and management for women who currently have the syndrome” [5]. The lack of awareness about PCOS is partly due to the condition’s misleading name, which suggests that it is a problem of the ovaries; however, the presence of polycystic ovaries alone does not indicate that a woman has PCOS [5]. Additionally, although PCOS is a highly prevalent condition, it does not have the “celebrity” status of other well-known conditions [21].

PCOS Online

Women with PCOS describe the process of searching for answers to their symptoms as emotional, confusing, frustrating, devastating [22], and exhausting [23]. In addition to seeing several doctors before receiving a diagnosis, women report diagnosing themselves by searching for information online [24]. Women may search the Internet for information on PCOS they cannot find or understand in books or other print sources [25], and when they do not receive sufficient information and support from health care providers [23]. In addition, the Internet provides women with a convenient, private, and accessible way to access information on symptoms such as obesity and hirsutism (excessive hair) that may be too embarrassing to discuss in person [25]. Women communicate and share experiences with PCOS via chat groups, email lists [25], online support groups [23], and social networking sites like Facebook and Twitter [4].

Research on online information about PCOS has primarily focused on accuracy of this coverage. Information on PCOS appears on social networking sites, government health and professional associations’ websites, and nonprofit organizations’ websites [4,26], and websites vary regarding PCOS symptoms, long-term health effects, and management strategies [4,27]. Websites also tend to omit information on authors, editorial review process, publication date, strength of evidence reported (eg, use of randomized controlled trials), PCOS treatment based on practice guidelines [27], privacy and confidentiality of personal data, and sources [4].

Media and Health

Media do not just provide consumers with health information, however; they also create social constructions of health, illness, and medical care that have implications for how consumers view and manage their health [28]. Teen and women’s magazines have traditionally conflated health and beauty [29,30]. For instance, an analysis of body-related content published from 1993 to 2003 in Seventeen, a magazine for adolescent girls, found that content created constructions of desirable bodies as lean, toned, and free of hair and acne [31]. Equating health with beauty can be problematic for readers with PCOS. For instance, teen magazines publish techniques such as hair removal strategies and quick-fix diet and exercise routines readers can follow to achieve the desirable body [31]. Hair removal techniques that do not address the underlying causes of excessive hair growth can mask the severity of PCOS-related hirsutism [32]. Diet and exercise routines to achieve the desirable body in a short amount of time can overlook the importance of long-term lifestyle changes in diet and physical activity needed to manage PCOS. On the other hand, content in women’s magazines that encourages consumers to collaborate with health care providers, be cautious about treatments and medications, and look to friends and family for social support may help consumers manage their health [33].

Edutainment

Magazines are a type of entertainment-education or “edutainment,” which refers to the placement of educational content in entertainment messages [34]. Magazines publish health content in addition to beauty, fashion, and entertainment content. Teen magazines have published health content on topics such as sexually transmitted infections, gynecological visits, and birth control [35], and women’s magazines have published on breast cancer [36], heart disease, osteoporosis, and depression [33]. Interestingly, there is evidence in the literature that magazine readers come across content on PCOS. As an adolescent pointed out,

So I’m sitting inside the waiting room and I’m reading through and looking through magazines, and I came across an article in the Seventeen magazine: polycystic ovary disease. And a light bulb went off in my head. I’m like, hey, I gained weight for no reason. I have hair all over my face and it’s popping up in places I don’t want the hair to pop up. And so, I took it to my gynecologist and she was like, “That’s what you have” [22].

Research also suggests that women with PCOS relate information they see in the media to their health, as the following quote illustrates: “If you look at how the media portrays what is feminine, lack of body hair, thinness, and a beautiful complexion, you don’t have these with PCOS and wish you did” [22].

While several health topics have been featured across a range of edutainment [34], researchers have not examined content on PCOS in teen and women’s magazines. These media have the
potential to expose primarily female readers to content on PCOS and influence readers’ beliefs and attitudes about women with PCOS. In particular, online magazines, also referred to as digital magazines, are capable of reaching large audiences due to the lower cost of production and distribution, compared with print magazines [37].

This study aimed to understand content on PCOS in digital teen and women’s magazines. The following research questions guided this study: (1) Do digital teen and women’s magazines publish articles on PCOS? (2) Which magazines publish articles on PCOS? (3) How do digital teen and women’s magazines portray adolescents and women with PCOS? (4) What is the discourse and ideology related to health, illness, and gender in these media?

This research can provide insight into health communication on PCOS in digital magazines to which readers are exposed. The findings can inform health education programs that teach women to be critical consumers of PCOS-related content in digital women’s magazines.

Methods

Magazine Selection

We used data from the Alliance for Audited Media (AAM) to identify the highest-circulating teen and women’s magazines with digital editions published in the United States. The AAM is a not-for-profit organization founded in 1914 (formerly known as the Audit Bureau of Circulation) that provides audited circulation figures, among other services and data, for newspapers, magazines, and digital media companies in the United States and Canada [38]. Advertising firms use these services and data to obtain details on various media types (eg, magazines, newspapers) to most effectively reach target markets or audiences. AAM is also available to academic institutions with electronic subscriptions to AAM [39]. Researchers, for instance, have used AAM to study the portrayal of gun violence and serious mental illness in news media coverage [40].

Consumer magazines with membership to AAM file publishers’ statements with AAM every 6 months. Publishers’ statements are claims made by consumer magazines that contain information on the publication’s field served and average circulation of print and digital issues. AAM defines field served as the publisher’s description of the markets or occupations whose interest the editorial content is directed toward. In other words, field served describes the publication’s target audience or readership. Additionally, AAM defines digital edition circulation as the distribution of a magazine’s content via electronic means. The digital edition maintains the same identity (eg, the same name and logo characteristics) as the host (or print) publication [38].

First, we identified magazines for this study by selecting AAM’s circulation range of ⩾1,000,001. This range was used as an indicator of popular consumer magazines. Second, we retrieved publishers’ statements for magazines that met the circulation criteria. Magazines were selected for inclusion in this study if the publisher’s statement described the field served as women or female teens. This yielded a total of 24 magazines. We also selected magazines with circulation rates 100,001–1,000,000 in an effort to include magazines catering to racial and ethnic minority readers that may not have had the highest circulation rates. Publishers’ statements were also retrieved for these magazines, yielding 3 additional magazines whose target audience or readership was women or female teens.

Article Selection

We independently searched each of the magazine websites from January 22 to February 25, 2015, to identify articles containing the keywords “PCOS” and “polycystic ovary syndrome.” We selected a 1-month search period to determine whether any content on PCOS was published in teen and women’s digital magazines. We compared the websites and number of articles containing the keywords. This yielded a total of 21 magazines and a total of 170 articles containing the keywords. The magazines were Better Homes and Gardens, Cosmopolitan, Cosmopolitan en Español, Essence, Family Circle, Fitness, Glamour, Good Housekeeping, Health, MORE, O, The Oprah Magazine, Parenting, Parents, Prevention, Redbook, SELF, Shape, Teen Vogue, Vanidades, Woman’s Day, and Women’s Health; 2 of these magazines, Essence and Teen Vogue, did not contain the keywords in articles, but rather in the reader comments.

Article Coding and Textual Analysis

We imported the final 170 articles into NVivo 10 for Windows (QSR International) using the NCapture for NVivo add-on in Chrome (Google). NCapture is a Web browser extension that captures Web content (eg, screenshots of webpages) that can then be imported into NVivo 10 for Windows as PDF sources [41]. In 1 instance, there was a video embedded in a Redbook article that had no text in the article except for the article’s title and caption. The video was a total of 2:51 minutes in length and was streamed directly on Redbook’s site, rather than taking the reader to a video-sharing website such as YouTube (YouTube, LLC). We transcribed the video and included the content in the analysis.

The 2 researchers independently coded each of the 170 articles to identify the following 5 primary content areas published in women’s magazines: medical advice, letters or advice, personal stories, advertisements, and visual imagery. Medical advice pieces discussed PCOS in terms of warning signs, treatment, and prognosis. Letters or advice columns were those where questions about PCOS were asked and answered. Personal stories or narratives were based on women’s own experiences with PCOS. Advertisements included health products and services related to PCOS. Visual imagery included images associated with the articles. We focused on the articles containing medical advice, letters or advice, and personal stories or narratives.

The 2 independent coders, both women, conducted a textual analysis using a grounded theory approach to coding to identify themes. The lead researcher identified as Mexican American and had background in psychology, social work, and public health. The graduate student research assistant, who was unfamiliar with the study aims, identified as white and had a
background in social work and public health. The lead researcher was fluent in Spanish and the research assistant was proficient.

During the data collection process, each researcher kept memos in which she documented the date the magazine article was retrieved and the titles of the magazine and article. Reflective information such as thoughts and questions that arose during this process were also noted.

Articles were read repeatedly and inductively, and new themes were noted as they emerged. The units of analysis were the article, title, caption, and user comments. Each researcher independently conducted an initial, unrestricted coding of the text in magazine articles by reading the texts line by line. Then, each researcher developed a coding scheme based on her interpretation of the text and memos. The researchers read the magazine articles as cultural artifacts: as texts that provide insight into social practices, representations, and assumptions about society [42].

We held peer debriefings to compare coding, understand each other’s interpretations of the data, integrate categories, and refine the codebook. The codebook contained the thematic categories, examples of text for each category, and codes associated with each category. During these meetings, we viewed the screenshots of the magazine articles and reviewed the memos to contextualize their interpretations. This approach follows Boellstorff and colleagues’ recommendation that data collected in virtual spaces (eg, screenshots and chat logs) be used in conjunction with field notes, not as a substitute for field notes [43].

Finally, we retrieved magazine media kits from publishers’ websites to obtain magazine readers’ demographic characteristics [44-63]. A media kit is a resource created by a publisher to help prospective ad buyers evaluate advertising opportunities [64].

This study used publicly available data and was deemed exempt from review by the University of Michigan Institutional Review Board.

Results

This study examined 3 main themes and 8 subthemes related to women’s social roles and responsibilities, personal responsibility to improve health, and use of personal experience with PCOS to advocate for women’s health. This paper contains limited portions of publicly available magazine articles associated with the themes.

Table 1 lists the digital magazines included in the final sample, descriptions of the field served, total number of articles containing the keywords, and readership age and race or ethnicity. Health, Parents, Women's Health, Prevention, Shape, and Women’s Day contained the most articles on PCOS.
Table 1. Publishers’ statements (January 30, 2014 to June 30, 2014 statement period) in magazines with articles on polycystic ovary syndrome (PCOS) and readership characteristics.

<table>
<thead>
<tr>
<th>Magazine</th>
<th>Field served</th>
<th>No. of articles on PCOS</th>
<th>Median age of readership (years)</th>
<th>Race/ethnicity of readership</th>
</tr>
</thead>
<tbody>
<tr>
<td>Better Homes and Gardens</td>
<td>“BETTER HOMES AND GARDENS inspires women with infinite possibilities for creativity and self-expression. Each issue delivers smart, approachable editorial on design and individual style, decorating and gardening, food and entertaining, and personal and family well-being.”</td>
<td>5</td>
<td>51.02</td>
<td>NA</td>
</tr>
<tr>
<td>Cosmopolitan</td>
<td>“COSMOPOLITAN focuses on personal growth, relationships and careers, with expanded reporting on fashion and beauty, health and fitness. Covered as well are celebrities and pop culture...and just about everything else women want to know about.”</td>
<td>3</td>
<td>34.7</td>
<td>NA</td>
</tr>
<tr>
<td>Cosmopolitan en Español c</td>
<td>“The assertive magazine for the independent Latin woman. Forward. Innovative. Successful. The Cosmo woman is all this and much more! COSMOPOLITAN EN ESPAÑOL, published as part of a joint venture with the Hearst Corporation, helps its readers to successfully balance their professional and personal lives. Editorial emphasis is on beauty, fashion and looking sensational.”</td>
<td>2</td>
<td>42.1</td>
<td>NA</td>
</tr>
<tr>
<td>Essence</td>
<td>“A lifestyle magazine for today’s African-American Woman.”</td>
<td>1</td>
<td>42.1</td>
<td>NA</td>
</tr>
<tr>
<td>Family Circle</td>
<td>“FAMILY CIRCLE speaks to moms of tweens and teens. FAMILY CIRCLE delivers advice for tough parenting challenges; provides suggestions for family activities; offers quick and healthy family recipes; and showcases projects to create a comfortable home. FAMILY CIRCLE features the latest health, diet, fitness and style news; and offers beauty and fashion tips.”</td>
<td>3</td>
<td>55</td>
<td>NA</td>
</tr>
<tr>
<td>Fitness</td>
<td>“A women’s magazine addressing fitness as a lifestyle.”</td>
<td>6</td>
<td>40</td>
<td>NA</td>
</tr>
<tr>
<td>Glamour</td>
<td>“Every issue of GLAMOUR includes news-making coverage of beauty, fashion, health and relationships as well as women’s issues, work, money and more.”</td>
<td>1</td>
<td>35.6</td>
<td>NA</td>
</tr>
<tr>
<td>Good Housekeeping</td>
<td>“Woman, Her Home and Her Family.”</td>
<td>4</td>
<td>55.5</td>
<td>White: 12,940 (83.5%); Black/African American: 1588 (10.2%); Spanish/Hispanic Origin: 992 (6.4%)</td>
</tr>
<tr>
<td>Health</td>
<td>“HEALTH is the magazine for women who have discovered a new kind of healthy living. It provides information and inspiration on all aspects of healthy living—from cutting-edge health ideas to food, fitness, beauty and relationships.”</td>
<td>30</td>
<td>49</td>
<td>NA</td>
</tr>
<tr>
<td>MORE</td>
<td>“MORE magazine is a fashion, beauty, trend and health guide for women of influence.”</td>
<td>4</td>
<td>54</td>
<td>NA</td>
</tr>
<tr>
<td>O, The Oprah Magazine “A Desirable Audience”</td>
<td>“O, THE OPRAH MAGAZINE covers 360 degrees of a woman’s life, from fashion and beauty, to relationships, food, home design, books, health and fitness, work and finance, technology, self-discovery and caring for others. The magazine encourages the reader to embrace her life, with the goal of becoming more of who she really is.”</td>
<td>4</td>
<td>50.6</td>
<td>African Americans: 4095 (34%)</td>
</tr>
</tbody>
</table>
### Women’s Social Roles and Responsibilities

PCOS was depicted as a barrier to childbearing, starting a family, and effective breastfeeding. In turn, these issues hindered women’s roles as wives and mothers. A total of 28 instances of this theme emerged from 9 magazines.

#### Childbearing and Role as a Wife

Childbearing was depicted as a wife’s responsibility. Women’s inability to have children lessened women’s worth as wives. *Essence* published the following in a piece titled Steve Harvey Morning Show’s Daily Strawberry Letter, a radio show in which listeners submit letters online describing personal issues and

<table>
<thead>
<tr>
<th>Magazine</th>
<th>Field served</th>
<th>No. of articles on PCOS</th>
<th>Median age of readership (years)</th>
<th>Race/ethnicity of readership</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents</td>
<td>“PARENTS—the magazine mothers with young children turn to for guidance and information needed to raise happy, healthy, well-adjusted children.”</td>
<td>24</td>
<td>34.9</td>
<td>NA</td>
</tr>
<tr>
<td>Parenting</td>
<td>“Reality-tested ideas and support for moms, by moms.”</td>
<td>11</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Prevention</td>
<td>“Women’s magazine with interest in good health and personal fitness. Editorial focus on healthful foods, meal planning and preparation, nutrition, skin and body care, self-improvement and other topics contributing to a healthful lifestyle.”</td>
<td>16</td>
<td>57</td>
<td>NA</td>
</tr>
<tr>
<td>Redbook</td>
<td>“REDBOOK makes great style accessible for women aged 25 to 54. Editorial coverage includes beauty, fashion, home décor, fitness and nutrition, money management, relationships and personal growth.”</td>
<td>6</td>
<td>Women aged 35–49: 1722 (28.6%)</td>
<td>NA</td>
</tr>
<tr>
<td>SELF</td>
<td>“SELF is the magazine about the healthy well-being of the whole woman—body, mind and emotions. It encompasses everything that makes her unique, from her passions to her personal style.”</td>
<td>2</td>
<td>42</td>
<td>NA</td>
</tr>
<tr>
<td>Shape</td>
<td>“Young, educated, affluent women leading active lifestyles who use fitness, fashion, and beauty to be their best.”</td>
<td>15</td>
<td>39.6</td>
<td>NA</td>
</tr>
<tr>
<td>Teen Vogue</td>
<td>“A fashion and beauty magazine for teen girls. With a focus on fashion, coverage also includes entertainment and music, health and beauty, and inspiring profiles.”</td>
<td>1</td>
<td>27</td>
<td>NA</td>
</tr>
<tr>
<td>Vanidades</td>
<td>“A women’s beauty, fashion and lifestyle magazine in the U.S. Hispanic market. VANIDADES addresses the myriad interests of today’s woman. Beauty and fashion are at the forefront, featuring the most recent developments in cosmetology and the latest offerings from the most renowned fashion designers.”</td>
<td>1</td>
<td>39</td>
<td>Mexico: 40%; South America: 12%; United States: 11%; Central America: 8%; Cuba: 6%; Dominican Republic: 4%; Puerto Rico: 3% other: 16%</td>
</tr>
<tr>
<td>Woman’s Day</td>
<td>“Woman’s Service Field.”</td>
<td>10</td>
<td>55.5</td>
<td>NA</td>
</tr>
<tr>
<td>Women’s Health</td>
<td>“The WOMEN’S HEALTH brand was created for the woman who sees being healthy—physically and emotionally—as her edge. Our voice is how women speak to each other—with a tone and look that is uniquely WOMEN’S HEALTH.”</td>
<td>21</td>
<td>33</td>
<td>NA</td>
</tr>
</tbody>
</table>

---

**a**Readership age and race/ethnicity taken from magazine media kits. Readership demographics for digital (Web) issue audiences provided when available.  
**b**NA: Not available.  
**c**Media kit for *Cosmopolitan en Español and Parenting* unavailable.  
**d**Publisher’s statement only available for the January 30, 2013 to June 30, 2013 statement period.  
**e**Median age unavailable.
problems, in hopes that hosts Steve Harvey and Shirley Strawberry will give them advice:

_Today’s topic: Less Than A Wife_

_Hello Steve, Shirley, and Morning Crew. I am a 39 yr old woman with a wonderful husband. He is a God fearing man, that is an excellent provider, and the best husband that any woman could ask for. He is the most unselfish person that I have ever met. We desperately want to start a family but this past summer I was diagnosed with diabetes and ended up in ICU [intensive care unit] with a blood sugar of 980…... I also have PCOS (Polysystic Ovary Snydrome [sic]) which is already an issue and now this. I feel like less than a wife because I can not give my husband the one thing that he wants the most._ [63]

Use of “wonderful” suggests the writer holds her husband in high regard. Her description of him as “an excellent provider” and as “the best husband that any woman could ask for” also suggest she perceives him as meeting his role and responsibilities as a husband. The writer’s tone becomes somber as she blames her poor health for preventing pregnancy and PCOS as an additional barrier to starting the family she and her husband “desperately want.”

_Childbearing and Starting a Family_

Women’s primary motivation to lose weight and manage PCOS symptoms was to increase their likelihood of pregnancy and form a family. The following excerpt published in _Fitness_ featured Olivia Ward, season 11 winner of _The Biggest Loser_, a reality weight-loss show:

> Olivia, who suffers from polycystic ovary syndrome, a condition that causes ovarian cysts and often disrupts the menstrual cycle, went on the show because doctors told her she needed to lose weight if she hoped to improve her chances of getting pregnant. _She’s now looking forward to starting a family with Ben._ [66]

The excerpt indicates that Olivia was unable to have children as an obese woman with PCOS. PCOS is depicted as a barrier to starting a family with her husband.

_Breastfeeding_

In 2 instances, PCOS was depicted as a barrier to effective breastfeeding. In the following excerpt, _Parents_ magazine responds to the following reader’s question: “Is breastfeeding when overweight difficult?”:

> Most plus-size women can breastfeed just as well as other women. However, if you’re overweight because of a hormone or endocrine problem, like polycystic ovary syndrome (PCOS) or thyroid disease, you may have issues with your milk supply, since these conditions can also affect production of the hormones that trigger your body to make milk. But having PCOS, thyroid disease, or other hormone-related illnesses doesn’t necessarily mean you won’t be able to breastfeed. You may just have to supplement more often with formula to keep your baby fully nourished.

If you’re worried, it’s a good idea to talk to a lactation consultant to help you and your baby get the hang of nursing if you run into problems. [67]

The reader is concerned that being overweight could affect breastfeeding. The piece depicts PCOS as a potential barrier to nursing if it limits milk supply, a barrier that can affect the mother’s caregiving and the child’s nutrition.

_Personal Responsibility for One’s Health_

Women were depicted as responsible for improving their own health through diet, exercise, hard work, and seeking good-quality health care. A total of 109 instances of this theme emerged from 17 magazines.

_Lifestyle Changes_

Magazine articles largely placed personal responsibility on women to improve their health with lifestyle changes. Women’s stories illustrated ways in which women changed their diet and exercise through hard work and dedication. The following piece, titled _12 crazy-inspiring photos and details of weight loss success stories_, appeared in _Women’s Health_:

> The Lifestyle: Courtney dove into daily workouts. She jumped rope, punched bags, and learned how to fight. She fueled up with veggies and lean protein, and gave up ice cream after learning to satisfy her sweet tooth with fruits like pineapple.

The Reward: Boxing also gave Courtney a major self-esteem boost. “I used to be afraid of talking in front of people,” she says, “but now I’m confident.” And although her PCOS is permanent, she feels healthy and has tons of energy. “I know I can face anything,” she says. “Just like in the ring, you can always go one more round. You just have to dig for it.” [68]

Courtney’s boxing is a metaphor for her “fight” against PCOS, a chronic condition Courtney is confident she can “face” or manage each “round.” Courtney’s hard work and dedication in adopting a healthy lifestyle was akin to training for a boxing tournament, in which she learned to fight an opponent. In this case, poor diet and inactivity were the opponents or barriers to weight loss. “You just have to dig for it” suggests that Courtney views one’s ability to change as a result of hard work.

_Good-Quality Health Care_

Articles also largely placed personal responsibility on women to seek good-quality health care. The following piece, titled _Could you have PCOS?_, appeared in _SELF_:

> The key is to see a health care provider with knowledge of the condition (ask whether the doctor frequently sees patients with PCOS). You can also request a referral to an endocrinologist. And if you do have PCOS, remember: The condition can be controlled, but it takes discipline. [69]

The piece places responsibility on women to find a knowledgeable health care provider and request referrals to specialists. Additionally, the piece reminds women that PCOS...
can be controlled with “discipline,” suggesting that self-control is a primary factor in managing health.

**Personal Experience as a Catalyst for Advocacy**

Women were portrayed as using their personal experience with PCOS to promote women’s health by sharing knowledge and expertise, promoting acceptance of one’s body, and creating dialogue about miscarriage and infertility. A total of 8 instances of this theme emerged from 5 magazines.

**Sharing Knowledge and Experience**

Personal stories depicted women’s knowledge of and experience with PCOS symptoms as valuable. Women expressed a desire to share their knowledge and experience with other women.

The following is an excerpt of a YouTube video embedded in a Redbook article titled “I’m giving infertility a voice.” Carla opens up about her struggle with polycystic ovarian syndrome. Carla begins by telling viewers “I wish I had known that infertility isn’t something to be ashamed of.” She goes on to say she is 28 years old and has been diagnosed with PCOS and factor V Leiden, a condition that can increase one’s risk of developing abnormal blood clots [70]. Then, Carla reflects on her experience with PCOS-related infertility:

> Infertility can be really lonely. Besides the shame you might feel, there’s a lot of misconception and misinformation floating around. I made it my mission to combat that and give infertility a voice by sharing my journey and educating those around me. I’m really proud of myself that I can look back on my journey to motherhood and know that not only did I become more resilient as an individual, and not only did it strengthen my marriage, but I was able to give hope to other people by educating them about infertility. I wish I hadn’t been so ashamed about my diagnosis, but I’m glad I eventually realized, it’s not my fault. [71]

Carla characterizes infertility as a lonely and shameful experience. The video suggests that Carla experienced shame as a result of her inability to conceive and fulfill her gender roles as a woman, mother, and wife. The video also suggests that Carla’s distressing experiences with infertility created a sense of duty and responsibility to “give hope” to women struggling with infertility. The excerpt concludes with Carla expressing happiness about realizing she was not to blame for her diagnosis of infertility, a rare contrast to the discourse on personal responsibility for one’s health.

**Promoting Acceptance**

Encouraging women to accept their bodies was another way in which articles portrayed women as advocates for women’s health. For instance, Health published a piece featuring Whitney Thore, the star of the reality TV show My Big Fat Fabulous Life, and her efforts to embrace her body [72]. Whitney gained notoriety when she posted a YouTube video titled A Fat Girl Dancing, in which she danced to a popular pop song [73]. According to Health:

> Her videos became so popular that the now 30-year-old Thore launched the #NoBodyShameCampaign, a movement that encourages self-love and acceptance no matter your size or gender.

Even Thore admits her weight gain wasn’t due solely to PCOS. “Now I’ve gained 200 pounds so certainly I take personal responsibility. That’s not all because of a medical condition,” Thore told the Today Show last year. “But definitely I felt so ashamed once I started gaining weight that I was too embarrassed to even go to a doctor.” If you think you’ve put on too much weight, it’s important to take the time to get it checked out. [74]

Thore used her knowledge of and experience with PCOS, as well as her popularity, to launch a campaign that promotes love and acceptance of one’s body. Thore’s campaign challenges social norms of what ideal bodies should look like. Use of “personal responsibility” suggests Thore believes personal choices, perhaps lack of self-discipline and control, contributed to her weight gain.

**Creating Dialogue**

Women’s magazines also featured personal stories of celebrities who, unlike Thore, were thin and had no visible signs of PCOS. This included a piece in Parents magazine titled Jaime King opens up: miscarriage, IVF—and then natural conception featuring actress and model Jaime King:

> The 35-year-old actress speaks openly about the traumatic process in this week’s People magazine, revealing that she had five miscarriages, endured five rounds of IVF [in vitro fertilization], and 26 rounds of IUI [intrauterine insemination]. She says that a diagnosis of endometriosis and polycystic ovary syndrome were behind her difficulties.

So with a healthy and happy 1-year-old baby in her life, and that suffering behind her, why is she talking about her miscarriage experience now? Because she says she wants to open up lines of dialogue about a topic that can be stubbornly closed for suffering hopeful moms-to-be out there. “I was hiding what I was going through for so long, and I hear about so many women going through what I went through,” she told the magazine. “If I’m open about it, hopefully it won’t be so taboo to talk about it.” [75]

King publicly discloses her PCOS diagnosis as an underlying cause of her infertility. “Traumatic” suggests that King’s experiences with miscarriage and forms of assisted reproductive technology such as in vitro fertilization and intrauterine insemination negatively affected her physical and emotional well-being. King’s motivation for publicly sharing her experience is to “open up lines of dialogue” about infertility and facilitate dialogue about a topic socially unacceptable or forbidden to discuss publicly.

**Discussion**

To our knowledge, this study is the first to explore PCOS content in digital teen and women’s magazines. The presence of PCOS content in digital magazines in this study counters previous content in digital teen and women’s magazines. The presence of PCOS content in digital magazines in this study counters previous
findings that women’s magazines tend to feature health content that is “old news,” that is, information the public is generally familiar with [33]. PCOS is far from being old news to health care providers, patients, and the general public. Indeed, PCOS is a topic that within the last few years medical experts have referred to as a “hot topic” and “new frontier” in the area of female fertility [76].

This study found that digital magazines depicted PCOS as a barrier to having children that hindered women’s roles as wives and mothers. These findings are consistent with Williams and colleagues’ findings that women perceive PCOS as interrupting their plans to start a family and the timing of starting a family [23,77]. The portrayal of PCOS as a possible barrier to breastfeeding in women’s magazines supports nascent research that suggests that women living with PCOS experience breastfeeding challenges. These challenges include low breast milk supply, limited ability to bond with their children through breastfeeding, and perceptions that breastfeeding can increase their daughters’ risk for developing PCOS [78].

Portrayals of adolescents with PCOS were largely absent from magazine articles included in this study. This may be because teen magazines such as Teen Vogue primarily focus on clothing, shopping, and cosmetics [79]. In addition, the underrepresentation of adolescents in magazine articles may be associated with the limited research on PCOS in adolescence and its impact on health and mental health across the life course. Lack of research in these areas is one of the reasons why the NIH Evidence-based Methodology Workshop on Polycystic Ovary Syndrome has recommended conducting basic and translational research on PCOS in adolescence and the long-term consequences of PCOS diagnosed in adolescence [5]. This lack of research, combined with the challenges of diagnosing PCOS in adolescence [20], and the confusion surrounding the name “PCOS” [80,81] can affect the extent to which research trickle down to media such as magazines.

The absence of discourse on race and ethnicity, and the absence of PCOS content in magazines directed toward Latinas and African American women, suggests that portrayals of women with PCOS largely focus on the white body. This is cause for concern because Latinas and African American women are particularly at risk for PCOS due to high rates of obesity and metabolic problems (eg, insulin resistance, hypertension) [82] among these groups, and screening rates for metabolic problems among racial and ethnic minority women with PCOS tend to be low [83]. Interestingly, this study did not find articles depicting stories of African American women with PCOS in O, The Oprah Magazine, a magazine whose media kit claims to reach more African American readers than Glamour, Redbook, SELF, and MORE [54]. In addition, this study did not find articles depicting Latina or Spanish-speaking women’s experiences with PCOS in either Cosmopolitan en Español or Vainidades, magazines published in Spanish and directed toward Latinas. The findings suggest that while discussion on race, ethnicity, and PCOS is not absent from the medical literature, it is absent in this type of popular media.

Magazine articles included in this study placed considerable demands on women to take responsibility for their own health. The discourse on personal responsibility has been observed in other research with women’s magazines. For instance, a review of readers’ letters to women’s health magazines found that writers tended to attribute their successes and failures in managing their health to individual behavior [30]. In addition, a content analysis of over 400 editorials with content on diet, overweight, and obesity published between 1984 and 2004 in mainstream and African American women’s magazines found that these editorials primarily provided readers with strategies to change individual behavior such as reducing fast food intake and eating smaller portions [84]. Personal responsibility is certainly important in managing one’s health. Indeed, women with PCOS report that diet and exercise are critical in controlling their weight and other PCOS symptoms [77]. However, it is important to keep in mind that personal responsibility discourse that blames individuals for poor lifestyle choices and poor health can perpetuate stigma and discrimination toward obese individuals and hinder efforts that address environmental and structural barriers to health [85,86].

The discourse on economic and environmental barriers to health was largely absent from teen and women’s magazines. These barriers include high levels of food toxins and environmental exposure to industrial products (eg, bisphenol A in plastics) that appear to play a role in the development of PCOS [87], although further research in this area is needed. Additional barriers to health include lack of insurance coverage for infertility-based treatments and assisted reproductive technologies [88], neighborhood crime that limits one’s ability to exercise in the community, and limited access to fresh fruits and vegetables [84].

Magazine articles depicted women as using their personal experiences with PCOS to be advocates for women’s health. These women attached their names, voices, faces, bodies, emotions, and personalities to PCOS by making their most personal, private experiences with PCOS (eg, infertility, obesity, and poor body image) public. These women appear to have engaged in meaning making, a process in which individuals try to make sense of or comprehend a stressful event and search for the value or significance of the event in their lives. Meaning making can result in acceptance of the event, personal growth, enhanced coping skills, a greater appreciation for life, and a change in identity [89]. In their journey with PCOS, women gained power and control over their body and their lives, and realized that the knowledge and experience they gained during their journey was valuable and should be shared with others to educate them about complex health issues, give others hope, and facilitate dialogue about taboo topics.

Study Limitations

A limitation of this study was the 1-month search period that did not lend itself to the study of potential changes in PCOS content over time. Articles on PCOS were included in the study if they were available online during the 1-month search period. As a result, the articles included in this study may not be representative of PCOS content published in these media over a longer period of time. Despite this limitation, the 1-month search period was effective in demonstrating that, indeed, women’s digital magazines publish content on PCOS.
This study also found that, in some cases, articles were published online months and even years preceding the search period. This illustrates how commercial publications such as magazines that once had short shelf lives as hard copies can continue to be accessible online for lengthy periods of time [90].

A second limitation was the method used to search for articles using the keywords “PCOS” and “polycystic ovary syndrome.” We used only these keywords in this study. This may have excluded articles containing other names for PCOS such as “polycystic ovarian syndrome.” In addition, the search method may not have yielded all articles containing the keywords. For instance, an article titled “7 celebrities who manage life with chronic pain” published in November 2011 in Prevention magazine containing the keywords was not returned by the magazine website’s search engine using this search method. As a result, we did not include this article in this analysis. This indicates the search bars in digital magazines may not have been sensitive enough to find all articles containing the keywords. Future research should include a more rigorous search method.

Future research should also examine how readers respond to PCOS content in digital teen and women’s magazines. This includes ways in which readers respond to women’s personal stories and manage their health, or not, as a result of exposure to this content. Research in this area is especially important because the number of Internet users of online content to make health and health care decisions is rising [91].

Conclusion
This study highlights how digital teen and women’s magazines can be used to understand health communication about PCOS. Research on popular media content is not readily available in the literature on PCOS, as much of the information on women with the condition comes from medical sources. This study found a lack of representation of adolescents and racial and ethnic minority women with PCOS in magazine articles. In addition, this study found social values and beliefs about women with PCOS embedded in the articles. The findings can inform health education programs that teach women to be critical consumers of PCOS-related content in digital women’s magazines. Critical consumers have the skills to recognize how content is socially constructed and make informed decisions about their health through reflection, questioning, and analysis of media [92]. Future research on PCOS content in digital teen and women’s magazines can help researchers, patients, and consumer groups engage with the media to increase public awareness of PCOS.
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Abstract

Background: Decisions related to mental health are often complex, problems often remain undetected and untreated, information unavailable or not used, and treatment decisions frequently not informed by best practice or patient preferences.

Objective: The objective of this paper was to obtain the opinions of health professionals working in primary health care settings about a Web-based information decision aid (IDA) for patients concerning treatment options for depression and the dissemination of the resources in primary care settings.

Methods: Participants were recruited from primary care clinics in Winnipeg and Ottawa, Canada, and included 48 family physicians, nurses, and primary care staff. The study design was a qualitative framework analytic approach of 5 focus groups. Focus groups were conducted during regular staff meetings, were digitally recorded, and transcripts created. Analysis involved a content and theme analysis.

Results: Seven key themes emerged including the key role of the primary care provider, common questions about treatments, treatment barriers, sources of patient information, concern about quality and quantity of available information, positive opinions about the IDA, and disseminating the IDA. The most common questions mentioned were about medication and side effects and alternatives to medication. Patients have limited access to alternative treatment options owing to cost and availability.

Conclusions: Practitioners evaluated the IDA positively. The resources were described as useful, supportive of providers’ messages, and accessible for patients. There was unanimous consensus that information needs to be available electronically through the Internet.
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Introduction

Informed decision-making is essential to good patient health outcomes. Patients are more likely to initiate and continue treatment when informed about choices [1], facilitating a more cost-effective use of health care resources [2]. Shared decision making is associated with improved quality of the decision in terms of knowledge and values and improvements in treatment progress [3]. For depression, higher participation is associated with improved treatment adherence and health outcomes [4-6].
One tool for facilitating informed decision making on health is the information decision aid (IDA), which engages patients in the decision-making process and helps them to make choices among different treatment options. Information decision aids present information about a condition, associated medical tests and treatment options, and the probabilities of risks and benefits of the different options to assist patients with the decision-making process [7]. Information decision aids can be used as self- or practitioner-administered tools, alone or as part of structured counseling or patient education [8]. The importance of IDAs as a tool to support decision making brings forward the question of their effective dissemination in primary health care settings.

Attitudes of clinicians toward Web-based decision aids and Web-based tools to guide the treatment process have been found to be favorable, including for depression [9] and other mental health conditions (eg, psychosis; [10]). However, challenges have been identified related to implementing tools in actual practice [9,10]. A recent review indicated that adoption of IDAs in clinical practice has been very limited [11], possibly because of clinician concern about the content of the decision aids and about how well the use of IDAs fits into the traditional workflow in primary care settings. The International Patient Decision Aid Standards (IPDAS) criteria [12] emphasize the importance of the involvement of clinicians in real-world settings in evaluating and planning for the implementation of IDAs [13], and more engagement of clinicians may improve implementation [14].

Primary care professionals have important potential in disseminating IDAs about many issues including mental health. There is a gap in knowledge related to dissemination of Web-based tools for mental health, particularly from the perspective of health providers. To effectively disseminate such tools, we need to understand where health professionals currently go for information, how they provide information to patients, and how resources can be made available to better assist them in providing care for common mental health problems such as depression.

There are few IDAs available in the mental health area [5,6]. The ones that are available tend to focus on medication treatment rather than the wider range of treatment options that are available to consumers [15]. Our team, consisting of mental health professionals and young adults interested in mental health, has developed an IDA for the Canadian public focused on treatment of depression. The development of the IDA was guided by the IPDAS criteria [12]. The developers did extensive work to explore the information needs and preferences of members of the public concerning treatment options for depression and anxiety [15,16]. Consumer preference research [15] indicates that some segments of the public are interested in information available on the Internet accessed independently, whereas others are interested in traditional paper format accessed in consultation with health professionals. The IDA provides information in either (1) Web format or (2) brochure format, which may be downloaded from the website by consumers or health care providers. The IDA addresses a wide range of topics judged to be important by consumers [16] with information presented in modules focused on particular consumer questions with up-to-date evidence and references. Many of the topics have not previously been addressed in available information on the Internet and in patient brochures. The IDA differs from many others in that it is intended for use at any point in the treatment process and may be accessed by interested parties independently or in consultation with a health professional—before, during, or after a health care encounter. It may be used when considering treatment options, when making changes to treatment, and when considering stopping treatment. The resources are available on the Internet in English and French [17] (see Multimedia Appendix 1), have a Creative Commons copyright, and may be saved and disseminated in either the Web version or in fact sheet (pdf) versions (see Multimedia Appendix 2). Consistent with the recommendation of the IPDAS criteria that frontline clinicians be involved in the evaluation and dissemination of the IDA, the purpose of this study was to obtain the opinions of primary care providers about: (1) current information resources for primary care patients concerning treatment options for depression; (2) their opinion about the Informed Choices Depression IDA as a resource for patients in primary care; and (3) facilitators and barriers for the dissemination of the resources in primary care settings.

**Methods**

**Focus Groups**

A total of 5 focus groups were conducted at 2 sites of the Ottawa Hospital Academic Family Health Team and 3 large primary care clinics operated by the regional health authority in Winnipeg. Winnipeg and Ottawa are medium-sized cities with populations in the range of 600,000 to 1,000,000 in Central Canada and Eastern Canada, respectively. Each of these primary care settings serves high-need patients including the elderly, children, pregnant mothers, and lower income residents. In the Canadian system, there is no charge to the patient for a physician visit, and there is some coverage of drug costs (depending on the province) but limited availability of counseling and psychotherapy by providers other than physicians. The primary care clinics where the focus groups were held have greater access to nurses and in-house counselors than most primary care settings in the country. Table 1 summarizes the clinicians participating in each group.
Table 1. Focus group participants.

<table>
<thead>
<tr>
<th>Site</th>
<th>Family physicians N</th>
<th>Nurses or nurse practitioners N</th>
<th>Social workers or mental health workers N</th>
<th>Other N</th>
<th>Years of practice</th>
<th>Male or female N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ottawa 1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1 resident</td>
<td>27.1 (14-39)</td>
<td>2/6</td>
</tr>
<tr>
<td>Ottawa 2</td>
<td>5</td>
<td></td>
<td></td>
<td>1 resident</td>
<td>23.8 (12-35)</td>
<td>3/4</td>
</tr>
<tr>
<td>Winnipeg 1</td>
<td>7</td>
<td>3/2</td>
<td>1</td>
<td>1 resident</td>
<td>9 (1-35)</td>
<td>6/8</td>
</tr>
<tr>
<td>Winnipeg 2</td>
<td>2</td>
<td>2/1</td>
<td></td>
<td>1 OT 1 clerk</td>
<td>19.5 (1-41)</td>
<td>2/5</td>
</tr>
<tr>
<td>Winnipeg 3</td>
<td>5</td>
<td>3/1</td>
<td></td>
<td>1 manager 1 OT 1 PCA</td>
<td>23.1 (7-40)</td>
<td>4/8</td>
</tr>
</tbody>
</table>

aSocial workers and mental health workers had generally completed masters’ level training.
bYears of practice includes clinical staff only and not administrative staff.
cpharm: pharmacist.
dOT: occupational therapist.
ePCA: primary care assistant.

Procedure

The focus groups ran for approximately 1 hour and were held at regular team meeting times when possible so as to engage as many practitioners as possible from each setting. They were facilitated by a psychologist experienced in leading focus groups (ie, JB for Ottawa clinics, JW for Winnipeg clinics). The facilitator ensured that all participants had an opportunity to speak. There was also a notetaker present for each focus group, and participants received a $25 gift card for their participation. Seven questions guided the focus group discussion. The first groups of questions targeted: (1) what questions do providers hear from patients about treatments for depression; (2) how do they handle these questions; and (3) how do they provide information to patients. After these introductory questions, focus group participants received an example fact sheet from the IDA, a list of the fact sheets in the overall IDA, and a business card suitable for use with patients to inform them about the Web address for the IDA. Participants were asked: (4) whether and how they might consider using the materials; (5) the best ways to make this information available to patients; (6) times when this material would be especially relevant; and (7) how might this material be disseminated to health care providers.

Data Analysis

Focus groups were digitally recorded and transcripts created. Written facilitator notes taken during the focus groups were later filled in by reviewing the recordings. A qualitative framework analytic approach [18,19] was used. This approach is used for applied qualitative research that is both grounded and inductive in the accounts and observations of the people studied but starts deductively from clearly identified research questions and preset objectives. During the first stage of data analysis, each group’s transcript was reviewed several times by 1 member of the research team (JB, JW, and RW), and preliminary themes were identified. The transcript was then reviewed on a line-by-line basis, and themes were coded. By the final group transcript, no additional themes were identified, and thematic saturation deemed reached. The coded transcripts were reviewed and compared by a second team member for accuracy and agreement on codes or categories and to search for missed concepts or themes. Disagreements were discussed and consensus achieved. Themes were summarized and interpreted in collaboration among the 3 team members. Participant background data were compiled and means computed.

Results

Focus Group Themes

The Key Role of the Primary Care Provider

An early theme was the key role of the provider, including developing and maintaining trust, responsibility for the overall health of the patient, assessment and diagnosis, reviewing treatment options, and normalizing the patient’s experience. One practitioner expressed this role clearly when saying, “the fundamental interaction between my patient and myself is predicated on trust…If you do not have that trust, it is very hard to do anything that leads to anything effective.” Practitioners expressed concerns about time pressure for tasks such as familiarizing themselves with patient resources, helping patients to access information, and discussing treatment options.

Questions About Treatments for Depression

Practitioners reported fielding many questions from patients. The most common are about side effects from medication (eg, sexual side effects, weight gain). Several providers said they take many additional questions about medications: “Most people have questions around effects of pharmacotherapy—Do I need..."
it? What is the effect? How do you decide when I need it? How long will it take to work? How long do I have to be on it?” Other concerns are about becoming addicted, results to expect, when to stop, what happens when one stops, and comparing or changing medications.

Practitioners also described high patient interest in alternatives to medications. Patients ask questions about the effectiveness of counseling, light therapy, herbal remedies, exercise, and self-management including books and Web-based resources. Common questions mentioned specific to counseling included where to access services, provider recommendations for specific practitioners, cost, and how to access free or longer term therapy.

Treatment Barriers
A number of practitioners indicated that they direct patients to psychotherapy, mindfulness, healthy living (eg, exercise) and/or provide counseling themselves. Cost and limited access to resources are common barriers discussed, particularly related to nonpharmacological treatments. Other barriers include patient knowledge, limited social support, depressive symptoms, and concerns regarding stigma.

Sources of Information
It was clear that practitioners develop their own style of responding to patients, some relying mainly on discussion, whereas others using resources such as pamphlets, websites, or mobile phone apps. Main sources of information described included Web-based resources, crisis lines, community support groups, and written information. Some prefer to be familiar with resources before making recommendations. This is challenging because time to review information sources is limited.

The most commonly used written materials are local crisis line pamphlets and cards. Next were Web-based resources, especially for younger patients. Specific websites mentioned were the Canadian Mental Health Association, MoodGYM, AnxietyBC, and local websites (eg, hospital, self-help organization, or the clinic website). “I refer everyone to ementalhealth.ca,” indicated 1 provider. When using Web-based sources, some mentioned that they will show patients the source, print out the information, and review during the appointment and encourage the patient to return to discuss. For example, 1 provider said, “I will make myself a note to ask them if they went to the site or read the handout.”

Although practitioners described somewhat less frequent use of written information, in part because it is difficult to have the needed information available during the patient encounter, some practitioners indicated that they often used written information.

Concerns About Currently Available Information
Concerns were expressed regarding the quality of available information. Specific concerns related to reading level of materials, access to Canadian information, limited quality information on medication, and a general concern with the quality and validity of information were available on the Internet and in the media (eg, Dr Oz). Too much information was described by a number as not being helpful and sometimes causing alarm (eg, long lists of medication side effects), 1 practitioner stating, “too much information can actually dissuade them from getting well.”

Providers’ Opinions of Informed Choices IDA
Practitioners responded positively to Informed Choices Web-based IDA. The general opinion was that the resources seemed useful, supportive of providers’ messages, and accessible to patients in terms of language, format, and length: “It looks like it is easy to navigate—handouts are bullet points, not a big paragraph—not overwhelming.” The option of both handouts and Web-based formats was viewed positively in that the resource was perceived to appeal to different patient groups. Practitioners described the resources as relevant at any point in the treatment process. The importance of resources that patients can share with support persons was also highlighted: one practitioner described the IDA as “information to start conversations.”

Response to a sample of a business card with the website address and key information was particularly positive. Practitioners liked the color (bright blue), the graphic, and the convenient size. Consistent with views expressed regarding dissemination methods, some reported that they would use the cards, whereas others would not. One expressed liking the cards because patients “can look at what they were interested in versus what we think they are interested in.” A number thought that making the cards available in the waiting room would be convenient for patients and might initiate helpful discussions in the meeting with the practitioner.

In considering the range of topics available in the IDA, additional content areas were suggested such as materials on postpartum depression, pregnancy and breastfeeding, youth and depression, co-occurring disorders, substance use and depression, and links to local treatment resources.

Disseminating the IDA
There was consensus that information needs to be organized and available to practitioners electronically; captured by the following: “I am not blaming anybody; it is just too busy…We have to think of electronic solutions.” Practitioners expressed the need to give patients “access to a smorgasbord that is appropriate, edited, and maintained.” Some emphasized the need for information to be all in one place, easy to access, and for a coordinated clinic-wide dissemination strategy (eg, standardize practice to include in counseling session). One provider said, “I like having a central repository of a bunch of resources so that when I want to share resources, I can go to one place that will have multiple things so I do not have to search around.” Another stated “[we are] like jugglers with 10 problems with that patient…so the last thing on my mind is where is the damn card…I want to make sure the patient is not suicidal.” Accessibility suggestions included linking the resource to a shared computer network. The primary care settings varied in terms of Internet and printer access in clinical areas. Practitioners suggested a variety of approaches ranging from linking the IDA to the electronic medical record (EMR) system, having a link to the IDA website in bookmarks, or hosting the fact sheets on the clinic computer desktops. Managing patient...
resources is a significant challenge, given the broad range of problems managed in primary care.

When used, written information from the Web was viewed as helpful in reinforcing the provider’s message. The importance of tailoring information was highlighted, describing use of written information when there is insufficient time “to really engage [patient] in the conversation you would like.” Posters on clinic bulletin boards were not reported as useful in general, although a few suggested resources could be kept in the waiting area; some mentioned printing handouts for patients to take home, particularly for patients without access to computers. “They need the information to go home with.”

Practitioners suggested a range of outlets for disseminating material on a wider scale, including the Internet, through professional associations, consumer-focused organizations, pharmacies, schools, employee assistance programs, insurance companies, and word of mouth.

**Discussion**

**Principal Findings**

Practitioners reported a need for quality information and resources for treatment of depression for both patients and providers. The findings support the use of multiple information channels (Web and print) to maximize dissemination of health information to clinicians and patients [15]. An increased preference (among both providers and patients) was reported for Web-based resources [20]. Nonetheless, the ongoing utility of written information was also stressed, and preference on source and format of information varied, consistent with research focused on patients [15]. Providers strongly voiced the need for treatment information to cover a broad range of questions about treatment options among varied patient populations at the same time as remaining concise. Many of the common questions identified by primary care providers related to topics covered in detail in the IDA. Although it is beyond the scope of an IDA to increase the availability of resources (a concern expressed by many primary care providers), the IDA has information for the person seeking treatment on identifying appropriate resources and managing barriers related to cost and availability of services. Many providers indicated that there are significant challenges in accessing and maintaining appropriate information for patients in the context of currently available resources. The need for tools to be accessible on the Internet and at low to no cost is supported by other research [9].

The specific Web-based IDA reviewed in this study was evaluated positively for use by providers in interactions with patients and for use directly by patients. Consistent with other IDA research [21], this IDA was viewed by clinicians as a helpful tool for communicating information between patients and providers. They found the range of topics that covered helpful and suggested several topic areas that would be important to develop as the materials evolve. They also provided specific suggestions for where to disseminate the IDA to reach the public. The response to the IDA seemed to be more positive than that described in a recent review [11] on IDAs in general. This may be because patients dealing with problems such as depression see themselves as taking a more active role in treatment and as having more treatment options than for many other health problems [16]. Furthermore, the IDA was designed for independent use by the consumer, so, it puts less demand on the health care provider’s time than some other IDA resources.

In considering dissemination in primary care, providers emphasized the importance of making the material easily available during patient encounters. It is clear that IDAs need to be at providers “fingertips” to get used. Given the expanding technological applications used within health, it will be important for future research to identify which apps (e.g., Web, mobile phone technology) are most powerful for getting health information to both providers and consumers. A revision of the website (hosting system, not content) is currently underway so that the IDA may be conveniently viewed on the mobile phones that are increasingly used by young adults as a primary source of information. The use of business cards as a method to inform consumers about the availability of the IDA was strongly endorsed by primary care providers. On the clinician side, different settings have widely varying availability of electronic resources, and it will be important to develop approaches to dissemination that consider this reality and that integrate well with the systems that primary care providers use. Developing approaches to integrating this and other IDAs with common EMR systems will be important for successful implementation. It would be helpful in future research to evaluate the dissemination and implementation of the IDA in routine practice in a variety of primary care settings [11] and to consider the impact of the IDA on the experience of patients and providers.

**Strengths and Limitations of the Study**

Although the study involved primary care providers in 2 regions of Canada serving varied patient populations, there are a number of limitations to consider. The clinics were large, serving urban areas, and tended to have staff members from several disciplines. The opinions of practitioners working in smaller clinics or serving small and remote communities may differ. Although it is possible that participants were influenced to report positive opinions on the IDA as a result of the involvement of one of the IDA developers in this study, this potential bias was mitigated by interviewing across 2 regions and having another researcher (JB) lead the study in one of the regions.

**Conclusions**

The Informed Choices IDA [17] was viewed positively, and suggestions for dissemination were provided that are consistent with those of the literature. Namely, a mix of dissemination approaches with increasing importance place on electronic dissemination. These findings will be helpful in the planning of dissemination of treatment information for primary care settings.
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Abstract

Background: Uppsala County in Sweden launched an eHealth patient portal in 2012, which allows patients to access their medical records over the Internet. However, the launch of the portal was critically debated in the media. The professionals were strongly skeptical, and one reason was possible negative effects on their work environment. This study hence investigates the assumptions and perspectives of physicians to understand their framing of the patient portal in relation to their work environment.

Objective: The study uses the concept of technological frames to examine how physicians in different specialties make sense of the patient portal in relation to their work environment.

Methods: A total of 12 semistructured interviews were conducted with physicians from different specialties. Interviews were transcribed and translated. A theoretically informed thematic analysis was performed.

Results: The thematic analysis revealed 4 main themes: work tool, process, workload, and control. Physicians perceive medical records as their work tool, written for communication within health care only. Considering effects on work environment, the physicians held a negative attitude and expected changes, which would affect their work processes in a negative way. Especially the fact that patients might read their test results before the physician was seen as possibly harmful for patients and as an interference with their established work practices. They expected the occurrence of misunderstandings and needs for additional explanations, which would consequently increase their workload. Other perceptions were that the portal would increase controlling and monitoring of physicians and increase or create a feeling of mistrust from patients. Regarding benefits for the patients, most of the physicians believe there is only little value in the patient portal and that patients would mostly be worried and misunderstand the information provided.

Conclusions: Supported by the study, we conclude: (1) The transfer of a paper-based health care process where patients read on paper into a digital process challenges current work practices and has consequences for the work environment. Mostly, this is explained by the changing positions between the physicians and the patient: the latter can drive the process, which reduces the physicians’ ability to guide the patient. (2) The physicians’ experiences were expressed as worries: patients would not understand the content of the record and become unnecessarily anxious from misunderstandings. The concerns are to some extent based on a generalized view of patients, which might disregard those, who already actively participate in health care. This study hence reveals a need to provide physicians with information about the values for patients from using patient portals. (3) A change of work practices may be beneficial to increase patient participation, but such changes should preferably be designed and discussed with physicians. However, the strong resistance from the physicians made this challenging when launching the patient portal.

doi:10.2196/jmir.5705
KEYWORDS
patient-accessible electronic health records; medical records; personal health records; eHealth services for patients; patient portal; technological frame; physicians

Introduction

Patient Portals and Aim of this Paper

The prospect of increasing costs in health care due to demographic changes and the increase of chronic diseases motivates politicians and policymakers to support patients to participate actively in their care. Enabling patients easy access to their medical record is one approach to make them active in managing their own health [1]. As previous paper-based medical records have been digitalized already, it may seem as a natural consequence that patients can access them over the Internet, for example, through secure eHealth services such as a patient portal. Especially, because in numerous countries, the right to access one’s medical record is constituted by law. However, the introduction of a patient portal is accompanied by major concerns, especially from health care professionals, who stress, for example, that Web-based access might lead to an increased workload and privacy risks [2]. Research has shown that such concerns discourage health care professionals from embracing the technology, and that for a patient portal to reach its full potential, patients and physicians need to see it as a technology that adds value to care [3]. Miller et al conclude furthermore that research is needed to examine ways how portals can be implemented to address providers’ concerns [3].

In Sweden, the introduction of a patient portal led to strong and mostly negative reactions from health care professionals, especially physicians and their trade union. This was shown in a Web survey from 2013, where 82% of the 385 physicians strongly disagreed or disagreed, that Web-based access to medical records is a good reform [4]. Moreover, the same survey also showed that the physicians were negative to giving the relatives of patients access to the medical records and were reluctant toward the eHealth service as such [5]. Another exploratory study has shown that physicians have different assumptions and perspectives that affect their use of technology and how they view patient empowerment [6]. However, so far, there are few qualitative studies on medical professionals’ views of patient portals.

The aim of this paper was to further the understanding of the perspectives of physicians in Uppsala when it comes to the patient portal and its effects on their work environment.

Background and Theory

The Patient Portal

In Sweden, the patient portal was launched in Uppsala County Council to its 350,000 patients in 2012 as a part of a large European Union project. This launch was the result of 15 years of work in several projects and efforts that included law changes as well as lawsuits, as the development project ran into accusations of violating, for example, the Work Environment Act (1977:1160) [7]. The overarching aim of the patient portal is to contribute to patient empowerment and patient participation. The portal makes it possible for patients to log in on a Web service and read their health care information and test results and to use about 10 eHealth services. These services include, for example, booking appointments, following referrals, and reading a list of names of all health care professionals who have entered the medical record (so-called “log list”).

Two aspects of the patient portal are relevant to this study: (1) patients being able to read their records with or without delay and (2) the log list. The first aspect concerns patients’ access to their medical record with or without a delay. At the time of the interviews, only the signed medical notes and test results were shown to the patients. The patients could access their medical records either immediately after their physician had signed the note or if unsigned at the earliest after 14 days. This way of showing the information with a delay from when it was originally written is called a “respite”. This functionality has been changed in that the 2-week respite has been removed altogether. Thus, in the current version of the system used in Uppsala County, all records are accessible immediately to patients. The patient could choose after log-in, whether all or only the signed records will be at display. Most patients (98%) chose to see also the unsigned records [8], which would be specifically marked to distinguish them from the already signed notes.

The second aspect, the log list, came about due to patient integrity. The electronic medical record (EMR) is accessible to all public medical clinics in the county. The log list was implemented as a service that makes it possible for patients to look at a list of names of the health care providers who have logged on to their medical record. One underlying idea was that patients would easily recognize names of people familiar to them, such as a neighbor or a relative, who do not have legal permission to read the records. Patients already had the possibility to request a list of those who had read their record; this Web service is a means to simplify this process for the patients.

That citizens would have access to a portal with different patient services, including Web-based accessible medical records, was a controversial issue, and the reactions in media were strong with more than 70 posts in newspapers [7]. The concerns of the health care professionals in this media turbulence were mostly that patients would not be able to make use of the information provided and that medical records were intended for use by health care professionals only. However, concerns were also raised regarding the effect of the new eHealth services on the work environment in health care [7].

The Digital Work Environment in Health Care

The problems with information technology (IT) in health care in relation to usability have been described numerous times, for example, [9] and [10]. There is also research describing how the work environment of health care professionals is becoming more stressful due to factors such as irrelevant and unnecessary work [11] and a focus on efficiency and patient-centered care. However, according to a recent survey with staff in residential
The digitalization of previous paper-based documents may simplify work tasks to such an extent that the original purpose of the document may change. For example, the Medical Informatics Committee of the American College of Physicians outlines in a position paper how the clinical documentation process has developed over time and is now used for multiple other purposes than direct care of the patient [13]. This has led to requirements that influenced the format and content of the documentation [13]. In their policy recommendations, Kuhn et al state that the primary purpose of clinical documentation should be to “support patient care and improve clinical outcomes through enhanced communication” and that patient access to progress notes and medical records “may offer a way to improve both patient engagement and quality of care” [13].

Technological Frames

The term technological frames (TF) was coined by Orlikowski and Gash (1994) and concern the “assumptions, expectations, and knowledge” people use to understand the technology in their organization [14]. Technological frames in that sense do not only concern the role and nature of the technology but also its conditions, consequences, and applications. The artifact itself and the contexts of design and use are formative aspects of the TF [14]. The perception of a new technology can also be regarded as a social phenomenon, in that each individual is exposed to the attitudes of others, and these take part of the formation of the individual’s attitudes, beliefs, and values [15]. In the present research, the group of physicians is under investigation, based on the idea that this group is not homogenous: depending on their experiences, work environment, type of patients, and so forth, the TFs of physicians may vary [16].

Previous research has found that the idea of domains of TFs can be used to characterize the interpretations made by participants [14]. Orlikowski and Gash identified the 3 frame domains:

Nature of Technology: people’s images of the technology and their understanding of its capabilities and functionality.

Technology Strategy: understanding of the motivation or vision behind the adoption decision and its likely value to the organization.

Technology in Use: understanding of how the technology will be used on a day-to-day basis and the likely or actual conditions and consequences associated with such use.

The implementation of a new technology is often accompanied by skepticism and inertia due to different assessments of the value of the technology in use and the effects on the particular work environment. The framework of TFs is supposed to analyze, explain, and anticipate outcomes around the technological change in organizations [14]. Although frames can be facilitating in ambiguous situations in terms of reducing the uncertainty and providing a basis for taking action, they can also be constraining when they “reinforce unreflective reliance on established assumptions and knowledge, distort information to make it fit existing cognitive structures, and inhibit creative problem solving” [14].

In this study, to reach the aim to understand the physicians’ perspectives of the portal and its effects on their work environment, the frame domains from previous research were adopted.

Methods

Interview Content and Data Collection

Semi-structured interviews were conducted in the summer of 2013, about 6 months after the patient portal was launched. A total of 12 physicians were interviewed by 3 different researchers. All researchers used the same template for the interviews to cover the required areas of interest. The template consisted of 27 questions (see Multimedia Appendix 1) and was developed in cooperation through a number of meetings. All interviews were done face to face except 1, which was carried out by email. The email interview was initially also planned to be conducted face to face but had to be rescheduled 3 times. After the last appointment had to be cancelled as well, the respondent suggested the possibility to answer via email, which was then accepted by the research team.

Participants

The ambition should be to select respondents in a manner that helps the researcher to learn as much as possible and to find representative respondents [17]. To get access to physicians who were willing to take part in an interview proved to be a greater obstacle than was anticipated. Different strategies were applied to find physicians, for example, contacting heads of departments, mailing lists, and so forth, which makes it impossible to indicate the exact number of individuals who were asked to participate. However, all physicians who were willing to take part were interviewed.

The project succeeded in getting a positive response from physicians in 4 different specialties: orthopedics, oncology, emergency medicine, and internal medicine. The characteristics of the interviewed physicians (N=12) can be found in Table 1.
Table 1. An overview of the interviewees (N=12).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%) or mean (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specialty, n</td>
<td></td>
</tr>
<tr>
<td>Orthopedics (Ortho)</td>
<td>5</td>
</tr>
<tr>
<td>Oncology (Onco)</td>
<td>3</td>
</tr>
<tr>
<td>Emergency Medicine (EM)</td>
<td>2</td>
</tr>
<tr>
<td>Internal Medicine (IM)</td>
<td>2</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5 (42)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Work experience in years, mean (range)</td>
<td>14 (2-30)</td>
</tr>
</tbody>
</table>

**Analysis**

All interviews were transcribed, translated, and repeatedly read by all authors. The translation took place before the analysis due to the international composition of the research team. A thematic analysis was conducted [18] by using the Computer-Assisted Qualitative Data Analysis Software (CAQDAS) Dedoose [19]. This Web-based software was used with an additional layer of encryption to meet data privacy requirements and by this, it allowed the researchers to analyze and code the data both independently and jointly. After the familiarization with the data, initial codes were generated informed by the theory of TFs, but still allowing for an inductive approach. The first set of codes was: Concerns, Physicians Patient Relationship, Experience e-health Services, Implementation & Deployment, Medical Records Online, Opportunities, Patient Empowerment, Work Environment.

The Dedoose Training Center [19] was used early in the analysis to evaluate the coding agreement between researchers (intercoder reliability) and to engage in early discussions about codes and possible themes. The training session enabled a comparison between the coders. Joint coding sessions were carried out, in which the understanding of the different codes was discussed and differences in coding style were identified (eg, length of excerpt). During the joint coding, some codes and subcodes were added (Deliver Bad News, Authority, Expertise, Process Driver).

After the coding, all excerpts were exported, thoroughly read through repeatedly, and commented on. The excerpts were printed to facilitate collation, clustering, and the development of a thematic map. The clustered extracts were read again for each theme to review the internal homogeneity (cf. [18]). Part of the analysis process was also the iterative development of a thematic map and the description of the themes in writing, which helped to identify the relationship between the different themes. The quotes used in this paper have been slightly edited to be more readable.

**Results**

The analysis revealed 4 themes, which are: Work Tool, Process, Workload, and Control (Figure 1). Related to the first 3 themes are the physicians’ concerns about patients (Figure 1), for example, patients misunderstanding or not comprehending the records; experiencing undue anxiety, and possibly being harmed by this. The concerns about patients are explicitly stated in relation to these 3 themes and thus presented here as a part of the respective theme instead of as a separate theme in itself.

As stated previously, domains of TFs are nature of technology, technology strategy, and technology in use. The identified themes in this study are instantiations of the domains of TFs, in that work tool refers to the nature of technology, process and workload refers to technology in use, and control refers to both, technology in use and technology strategy.

In the following sections, each of the 4 main themes will be described in detail.
Figure 1. Identified themes from interviews with physicians.

**Work Tool**

This theme concerns the physicians’ view of the EMR as a work tool, used for documentation and communication between health care professionals. Patients reading their medical records through the patient portal raised concerns, especially regarding the difficulties to understand the content due to the use of medical terms.

*The medical records are written in such a language that I believe many patients have difficulty understanding the text at all.* [Ortho-5]

*The record is our work tool; it has never been the patients’.* [Ortho-1]

The physicians discussed their work practices in how they write (eg, medical language, suspected diagnosis) and were concerned that the record as a work tool might lose its purpose if one would change the writing to make it more comprehensible for laypeople.

*If you then are forced to use terms other than the ones you do now, then I do not think you get the same rigor as it has today in the record. Or it may be that many of the information that I might have included if the patient would not be reading the record I will not include now.* [Ortho-4]

*It is not fair to me as a doctor to change my way of dictating, change my way to express myself for patients to understand. Then the information will be inaccurate, useless, do not fulfill its purpose, and rather be a risk I would say. And it is also a value, /.../ to bring a discussion about tentative diagnoses and stuff that is not perhaps destined for the patient in the first place, /.../ which can also lead to unnecessary anxiety.* [Ortho-2]

Some physicians considered changing their use of the EMR to not writing about suspected serious diseases and instead wait with the documentation until the results are back, and the patient is informed.

*I am more cautious about how I pronounce that; there could be misunderstandings /.../, they may not understand what it means. /.../ But we await the investigation and then when all the surveys and samples are back, then I would like to meet the patient first, inform, and then write that “now we have progression, the disease is back”.* [Onco-1]

Possible changes of writing practices were mainly discussed in relation to the medical jargon or suspected diagnoses and not, for example, in relation to possible offensive notes. Several physicians mentioned, that because the patient always had the right to request a copy, they would already write in a respectful manner. Only few doctors considered adapting their writing slightly, to make use of the system as a way to communicate with the patient directly (eg, include instructions for self-care or different types of reminders for the patient):

*It is possible that I change a little bit in my way of writing; you can sneak in some messages there. I do not think it is something I avoid writing, but more that, if I know that the patient reads I might add a sentence here and there about things that I want to stress at the end, just for the patient, yes, quit smoking or something like that.* [Onco-2]

However, most physicians did not know, whether their patients read the medical record. Although some of them assumed that this is the case, they do not feel the need to ask the patients about this. One physician assessed that the patient portal had no impact on the medical work:
Physicians also had to “catch up” in terms of collaborating with the records had to be signed on the patient’s demand but the physicians had to sign records, so that the patients can access them.

For some physicians, this increased their stress in that not only which physicians signed the records differed, and there seems which were then specially marked as unsigned. The time in 2-week “respite,” unsigned records could be read by patients, information that was signed by the physician. Only after a launch. Within the first 2 weeks, the patient could only access the record then I have not heard about it, since they have in any case not been in touch and said that it is something that they do not understand or something is not right. [Ortho-3]

Process

This theme concerns requirements such as delayed access to and signing of records by physicians, as well as the question, who is the process driver (the patient or the physician). This involves also possible interferences and interruptions by patients, which is related to an increased stress for the physician due to time limitations and challenges on their workflow.

The physicians discussed an aspect that differed requesting paper copies of the record from accessing them over the Internet through the patient portal. To request the paper copy involved a delay that prevented patients to read the record before the physician.

Well, it happens of course very often [that patients request hard copies], but it is seldom that the patient receives any information that you do not already know about /.../ there is a ‘delay’ anyway, so we have a chance to catch up on the implications of the new findings and also think through a strategy that is also naturally then discussed with the patient at the same time. [Ortho-3]

As described in the Background and Theory section, this delay was built-in into the patient portal by a “respite” when it was launched. Within the first 2 weeks, the patient could only access information that was signed by the physician. Only after a 2-week “respite,” unsigned records could be read by patients, which were then specially marked as unsigned. The time in which physicians signed the records differed, and there seems to be no standard practice. Several physicians reported during the interviews that patients had contacted and requested them to sign records, so that the patients can access them.

I got an email from a patient that she wanted to see the test results that I had not signed. I had not signed because it was an elevated test so I wanted to discuss with a colleague and see what we should do. I was told to sign because she wanted to know the answer, and she can not know what it means, she just sees an increased value, and I have to think about other investigations. [Onco-1]

For some physicians, this increased their stress in that not only the records had to be signed on the patient’s demand but the physicians also had to “catch up” in terms of collaborating with colleagues and informing patients about results timely.

But now everyone will call, because they have seen the test results and want to know why, so they want a decision at once. So, yes, if all patients would go in and look at the test results, then this is great pressure for us to catch up, have time to write letters, call patients and not to take two-weeks until the next visit, but the day after. [Onco-1]

Some can become calmer actually, when they have seen the test results, and know what they are. But not the oncologic patients, they are mostly worried. [Onco-1]

When the “respite” was removed, patients were able to read the records regardless whether physicians had signed them or not. Hereby patients can read the test results immediately after they have been entered into the record, meaning that a patient might read the results before the physician. This was heavily criticized by the physicians, especially that patients could access the information before they had read it and come to a decision or finished their investigation.

I have a long education, and I do tests and other things and then I put all these things together and in the meantime, while I do the investigation, I do not want anyone to put their nose in this. And then I meet the patient and /.../ I think it can be very dangerous if the patient comes in during this investigation and sees the test results. [Onco-1]

The patient should at least not be able to read before I have signed it! /.../ the final result might differ from the preliminary. It is not good if the patient is allowed to read the preliminary statement. They should only be able to read the final answer, otherwise it is not good. [EM-1]

Patients reading the record before the physician had made sense of it and informed the patient was seen as a risk that could lead to undue anxiety among patients. This anxiety would then lead to patients calling their physician for answers at a time, when the physicians themselves may not have had the time to read up on the results and prepare the talk, or they might get interrupted while dealing with other patients.

The problem is that patients can come in and read information about themselves, and all findings, at a time when physicians often did not have time to read the same results. And even less have been able to discuss the matter and reason with the patient about it, or give notifications at that stage. Many times it requires that you consult with colleagues about the situation before you can come up with a proposal. [Onco-3]

The examples given, related to the situation that patients read something before the physicians, were often rather drastic, for example, patients learning about an initial diagnosis of cancer through reading their medical record at home without a physician present. This example was not only given by physicians specialized on oncology but was indeed common also from other specialties such as orthopedics:

It is also important that we /.../ discuss the meaning of it. What do we do now, and what can this lead to as consequences and all this? That is nothing that you just bring up completely unprepared, but it often requires a lot of reflection. /.../ That the patient is informed about this by reading it at home, and perhaps with an incomprehensible language, it can be terrible anxiety driving. [Onco-3]
I think it is the doctor’s task to interpret and filter it, to make it understandable /.../. It could also be that it is a sign of a serious disease, and it should not be told through the Internet as well, alone at home, so I think this is completely wrong. I mean, of course, the patient should have access to their medical records, but not in that way. [Onco-2]

One of the oncologists emphasized repeatedly, that the particular medical specialties in health care have also different requirements:

We are aware of that [the trend of patient empowerment] and we are not opposed to that. But on the other hand, you need to understand that different businesses look different and the conditions, and it is not just about that some are surgeons and others are medicine people and some third are psychiatrists. But it is much more about how we handle the problems that occur and how we make the patient involved in it. And in oncology, we have been taught for decades that this is very important and we spent lots of energy on it, to handle this and then this comes along. Suddenly everything is just thrown overboard, for an entirely new situation that no one has really thought about. [Onco-3]

However, one oncologist identified the opportunity that reading the record could increase patients’ participation and encourages them to read, while facing possible consequences:

It increases the participation in healthcare, and many patients can access their test results especially when they know that they will have a planned patient visit. And then I tell them that they should access it, but that they also need to take the consequences that they must wait until their next planned patient visit to discuss the results. And I believe that this suits some patients, but many patients also say that: “I do not dare”. And then to just read the notes about the disease contributes to improved engagements. So I am positive to this if it does not result in many problems or harm for the patients. For example, that they get notified at strange times when they cannot contact anyone. But when the patient is aware about this, then I do not see any problems with it. I mean you must take responsibility for your actions and if you want to log in and look for the test results at a certain time, then you have to take responsibility for it even if it is in the middle of the night. [Onco-2]

Workload

This theme concerns physicians’ views on the effect of the patient portal on their workload. The aforementioned anticipated need to change writing to be suitable for a layman was I aspect that physicians expected to add to their workload. It would not only make the record less efficient for communication with colleagues but would also take more time to write.

In addition, workload was presumed to be affected by requests to change something in the record and an increase of the number of patients’ questions. In the interviews, the latter was connected to assumed lack of medical knowledge by patients, which would increase their demand for explanations. Physicians also expected that when a patient reads, the focus might be put on details (eg, laboratory results) without seeing the overall picture. This could then dominate the discussion, where the physicians would have to explain in more detail why a raised value in this case is not that relevant.

Well, do they understand them then? The sedimentation rate was 23, but the normal is 20, and you have 23, then no one needs to bother about that. /.../ They are not able to interpret the test results, and it leads to more work, revisits and telephone calls, and they are worried. /.../ A thing like this is nothing but a lot of extra work /.../. I see nothing positive in that the patients read their medical records online. [Ortho-1]

Connected to this is also the anticipated need of having to explain, and to convince the patient, what role a specific piece of information should play for the full picture or what treatments are possible alternatives. Physicians envisioned that the patient might use test results to search for alternative treatments in the Internet that might not be appropriate for the specific patient’s case or is not a treatment that is used in Sweden.

One can speed up the investigations and that is for the patient’s sake, and they can be prepared for what they will hear at the medical meeting. So it may be a good thing with it that they are prepared. They have seen the test results. They know roughly what it could mean and focus on the opportunities available as treatments. They also read about what options they have before they come here; they are well-read in that case. And then there will be greater demands when they come. And it is not certain that they have understood what they have read, but they just saw something and are stuck on what they think is best for them /.../ so it takes time to explain why we do not choose such a treatment. [Ortho-1]

However, some physicians pointed out, that today patients do not understand everything in conversations with the medical professionals either and viewed the patient portal as a good opportunity:

The opportunity is that they are informed in another way and that is good in itself. Because I do not believe that patients understand all times what one says and they can then read it in the record so that they understand. Then it is good. [IM-2]

The opportunity is that they are informed in another way and that is good in itself. Because I do not believe that patients understand all times what one says and they can then read it in the record so that they understand. Then it is good. [EM-1]

I think we are quite bad at giving patients /.../ recommended treatment and plans and those type of things for the future. /.../ Because we say a lot of things /.../ and you know that when the patient returns home he or she will have forgotten 75% of what we have told them. But if we have put it into the record
and patients can go into it and read what we actually said, this must be a good thing. [IM-2]

Some physicians mentioned that patients are better read up today and perceived it as rather positive, that patients may use the record to look for further information in libraries or the Internet to learn more about their condition.

Patients can be very informed, and they come with the papers and they can be very well prepared … and with relatives, too, so then you discuss different things. [Onco-3]

Some physicians discussed the possibility that workload could remain unchanged or decrease because of patient’s possibility for self-service and self-management:

Patients have greater insight opportunity and can potentially be given greater responsibility for their own monitoring/follow-up care. [EM-2]

We do not know quite yet, it could generate some phone calls but it could also take away some phone calls so therefore /.../ I do not think there will be an increased burden on the clinic, which is what many of my colleagues are afraid of. [Onco-2]

However, the physicians related a risk of an increased workload not only to the contact with a patient but also to introduction of IT in health care on a more general level. Here, they transferred their previous (negative) experiences from other IT systems in health care, which had increased their workload:

It is very easy that the workload increases, and eventually one becomes more occupied with the systems than with personal meetings. If we take for example, Cytodos and what it takes for a single chemotherapy treatment. It takes a minute to fill out a paper form, but in Cytodos it may take five, ten minutes, so it is a factor of five times, and it can be up to ten to one, at some chemotherapy treatments. [Onco-2]

In relation to expected risks of increased workload, it was also mentioned in numerous interviews that the work situation is already strained, with a lack of resources and also abounding administrative tasks. Many physicians expressed that there is a need for more staff in health care, to meet and interact with patients.

Patients want to e-mail and such things, and I think, it is a great way to communicate. The only problem is that there must be a structure for us /.../ so that it works, so that patients get answers /.../. I think, it is a matter of time and also a question of resources very much. If you want the patients to have more contact with us, get more information, and want us to more directly interact with patients /.../ then we need more people, basically. [Onco-3]

**Control**

This theme concerns the physicians’ worries that the patient portal might lead to patients monitoring and controlling the physicians. This is related to the possibility for patients to read their record as such, but often they refer to the log list, which enables patients to see who accessed their medical record.

I see no point in this! Is the patient supposed to act as the police? [EM-1]

Most of the physicians explicitly state that they read records due to professional and medical reasons not for fun or entertainment.

The majority of medical personnel who are inside and read a record have no interest in doing it in some kind of aim to crave for sensational news. It is our job to make it as good as possible for the patient and therefore read or write in the record. It is not exciting like reading someone’s diary. [Ortho-2]

The log list has evoked a feeling of distrust in numerous physicians, in that patients are suspicious, mistrust them, and want to guard their information from outsiders. In interviews, it was emphasized that the physicians have a long education and professional experience and that patients should be able to trust them.

This is going completely the wrong way! You become a servant from having been the expert who people asked. Now you are a servant that needs to be controlled, because you do not do your best. [Ortho-1]

We speak the truth and now it feels that someone wants to watch us all the time! But we try to do our best! We do not work against patients. [Onco-1]

In addition, the recorded logs could lead to misinterpretations, for example, when physicians read a patient’s record in a consultation in which they might not meet the patient personally (e.g., in the role of doctor on duty, or when a colleague asks for a consultation) or if they accidentally logged into a record.

You can end up in pretty many records without having done anything wrong, but it can look like you have done something wrong. [IM-2]

However, some of the physicians expect patients to read their records to ensure that the physician did not write anything by accident, as, for example, including wrong facts. Others saw the log list functionality as a way to reduce the risk of unauthorized access:

The advantage is that it is not possible to read someone else’s medical records without leaving a trace, which of course hopefully removes any pure curiosity medical record readers, like a neighbor or a relative. I think that is a much less of a problem than people might think. [Ortho-3]

**Discussion**

The thematic analysis revealed 4 themes that can be regarded as formative aspects of physicians’ TFs. The themes incorporate perceptions of the medical records as their work tool, the repurposing of which would have negative effects on their current processes and increase the workload. Certain aspects of the patient portal are seen as a threat in that it may be used for monitoring the physicians’ work. The physicians show concerns...
about their patients, who are seen as lacking medical expertise and might get harmed by using the patient portal.

**Work Tool**

One interpretation of the physicians’ view of the record as their work tool is that they see themselves as its owners. They write the content, the information they add to the record is used by them to communicate with other healthcare professionals, to make a diagnosis, to form decisions, and to select a proper treatment. The transformation of the medical record to a patient portal is seen as time consuming and a threat to the effectiveness of their work tool. Some physicians also expect an upcoming need to change their way of writing, which was experienced as a negative and unnecessary effect on the work environment. In this, they identified possible requirements by the patients reading the notes, which is seen as repurposing the medical record, as discussed also in [13].

The record as such could also be repurposed in that it may serve as a communication tool between physician and patient, which could increase office efficiency as discussed in [3]. However, this transfer was not yet made by most of the physicians, who maintained their current frame of the record as their own work tool. With 1 exception, none of the physicians asked their patients whether they read records nor encouraged them to read. As limited staff engagement is 1 characteristic of low patient portal adoption [20], the lack of encouragement might not contribute to reach the objective of increased patient participation. However, Irizarry et al view the adoption by patients and the endorsement by medical professionals as a natural consequence, “when existing patient portal features align with patients’ and providers’ information needs and functionality” [21].

**Process**

Before the patient portal, patients could request and read their records on paper. This was not seen as a controversial issue. One interpretation is that the physicians thought of this as a complex and time-consuming process that probably only few patients would undertake for reasons such as insurance claims and so forth. Another interpretation is the aspect of timing. Requesting and accessing the paper copy produces a delay, during which physicians can “catch up”: correct records that might have been wrongly dictated or other errors, do all diagnosing, and consult colleagues, and so forth. At the end of this decision-making process, patients were informed by the physician and presented with possible treatment options, and by then, patients would also receive the printout by regular post. The patient portal affected this timing, in that the possibility for a patient to read the record over the Internet removes the previous delay. The roles between patient and physician may potentially be changed.

Physicians refer to themselves as the ones responsible for the caretaking of patients. The physician should make sense of possible test results, make a diagnosis, consult colleagues if needed, and come up with a decision regarding treatment. The interviewed physicians generally preferred to complete all steps before giving information to and having a discussion with the patient. Physicians are trained to deal with medical issues, and with this mind-set, in addition to their view on patients’ difficulties to understand the content in the record, they are concerned that reading the record could harm the patient. In relation to this, only few physicians considered patients with chronic conditions who might be quite knowledgeable and therefore likely be able to understand the content and make use of it. As stated previously, patients reading the record before the physician does, was seen as a risk that could lead to undue anxiety among patients. Anxiety itself was judged to be harmful to the patient. It could also lead to other consequences, such as patients taking the wrong action on their own initiative (ie, ending a medication in advance). The interpretation is that the physicians see the risk of being unable to guide patients and their reactions in exceptional situations.

Web-based access does not only change the process with regard to the information flow; in that patients look up the information before the physician, it might also demand a change that starts well before that. By the time that the tests are taken, the physician might have to inform the patient about possible results, so that patients are “prepared” for what might end up in the medical record. Hence, based on this preparation, patients can decide for themselves, if they want to log-in to the record and accordingly will take the responsibility for it, if the information is bad. This change in the health care process can be seen as taking 1 step closer to patient participation and shared decision making, which is reflected in the phrase “nothing about me, without me” [22]. However, this clashes with the framing most physicians in this study have of their process and the extent to which patients can be included. In addition, a test may reveal an illness that was not anticipated by the physician. In this case, the patient could be caught off guard, although they had been sufficiently informed.

The physicians described, that patients demanding them to sign or asking for explanations at once would interfere with their work processes. A similar concern that patients may expect immediate responses to their requests was also stated in [3]. The physicians in this study perceived the process of gathering all relevant information and preparing themselves before informing the patient as the best way of caring for the patient, preventing undue anxiety. The analysis found “requests to sign” during this part of the process to be seen by the physicians as a negative consequence and an additional stressor for their work environment, especially since they had not been informed about changes made to their work processes. However, physicians might not be aware of the patients’ perceptions of this way of processing information. According to Rexhepi et al, the long period of waiting until the physician contacts them and only by this being able to receive the results was reported by patients to be worse than receiving bad results in the Internet by themselves [23].

Most physicians mentioned life-threatening diseases such as cancer when talking about the patient portal, not only the oncologists. The same narrative occurs in numerous interviews and could be seen as a social phenomenon in that the physicians as a group may have collectively constructed or shaped each other’s attitudes [15]. One interpretation is that this narrative about patients receiving the initial cancer diagnosis could be a repetition and reproduction of what the doctors read about in
the media at the time of the study. Another interpretation could be that the physicians framed this particular group of patients as the most vulnerable. Most physicians viewed the patients as not knowledgeable when it comes to medicine or medical language and therefore expected them to become anxious through reading the hence incomprehensible record. Interestingly, no physician talked about chronically ill patients, who already do a lot of self-management, for example, diabetes [24]. Having a chronic disease often includes regular laboratory tests to be carried out, the results of which the patients often are able to monitor themselves, and where an appointment is only necessary if the results are out of range.

In addition, what is not discussed in these interviews is the possibility that patients can educate themselves regarding their disease, which can be facilitated when they read their records in a timely manner. Only 1 physician acknowledges that some patients know more about their diseases than the physician, especially if that is a rare disease and the physician has not read up before. This framing of stability of patients’ health literacy contradicts, for example, the view of health literacy as a key outcome from health education, which is seen as being critical to empowerment [25].

Although other studies have previously shown that health care professionals are concerned that patients might get worried or confused [3], this study could relate the concerns to a specific view of patients as vulnerable subjects, who do not understand the content of the record and may be harmed by reading it. This idea explains the physicians’ perceptions of the preferability of the current workflow, where the physician informs the patient.

**Workload**

Numerous concerns related to a possible increase of workload were also based on the view that patients will not understand the content of the record. The physicians concluded that this would probably lead to: (1) increased phone calls, (2) longer discussions, and (3) a need to change the writing, which would take more time. However, the concerns about increased phone calls might be unfounded. For example, the cancer patients in the study by Rexhepi et al stated that they would wait for the next visit to ask questions instead of calling and demanding explanations at once [23].

The possibility that the patient portal could be a self-service tool, which possibly reduces workload, was not part of the framing of most physicians. This corroborates the results of [3], in which concerns regarding hampered workflow and increased stress outnumbered the view of potential office efficiency. Instead, the physicians in this study transferred negative experiences from other IT systems, which previously had increased their workload. In addition, it has been mentioned that administrative tasks have increased, leaving less time for the contact with patients. These experiences may have influenced their expectations regarding the patient portal.

**Control**

Trust, as a vital part of the doctor–patient relationship, was an important aspect within this theme. Physicians referred on several occasions to their long education, in which they learned, for example, how to handle difficult cases and situations. Physicians had difficulty in seeing benefits of patients reading the records, and some physicians felt as if the patients wanted to control them. This is related to the work by Erlingsdottir and Lindholm [7] on professional autonomy of physicians and the encounter with patient portals. Some physicians indeed see patient portals as limiting their autonomy as professionals.

An interpretation of their framing of the patient portal as a surveillance tool is that due to the perceived lack of benefits for patients reading the medical content, what might be left to motivate patients to read is to monitor doctors’ activities in terms of: (1) who logged into the record and (2) whether the doctor entered the information correctly. The aforementioned study on cancer patients did show that patients felt more in control but rather in relation to their care and their own understanding of their health condition [23]. Only few patients mentioned an urge to read because of suspected incorrect entries, and those who found inaccuracies did not file a correction [23]. Furthermore, Huvila et al identified a diversity of patients’ positions toward reading their medical records and emphasize that it is important to take these into consideration and find flexible solutions instead of using rather simple demographic groups [26]. These positions were interrelated and did not include monitoring health care professionals as such but instead included the aspect of mistrust and the desire to control their health treatment.

In relation to the log list, most physicians felt the need to explain that there is no reason for them to read the records of their patients other than out of professional interest. However, the treating physician does not need to explain this, because from a legal perspective, being the treating physician is the justification for reading a medical record in the first place. Still, that patients read the log list was interpreted by the physicians as a possible mistrust toward the treating physician. An interpretation is that the physicians struggled to take the patient’s perspective, who might be concerned that potentially all employees in health care in the whole county can read their medical history, including, for example, neighbors, former life partners, and so forth.

In addition to the previous frames, to regard the patient portal as a tool to monitor the physicians’ work may increase the difficulty to identify potential benefits the work environment in health care, but rather stimulates resistance.

**Limitations**

Limitations of this study include interviewing a number of physicians from different medical specialties where respondents were somewhat unevenly distributed among the fields. In interpretative research, it is however not critical to get a fully representative sample: to reach thick descriptions, which the study did, is more important. Although interviews are considered as a viable method to study TFs [14], a limitation of this study is that the analysis is restricted to the data that can be elicited in interview mode because no additional data could be collected (e.g., through observations or surveys).

The interviews took place about 6 months after launch of the system, which could be criticized of being too soon as the participants did not yet know for certain how many patients...
made use of the patient portal or how it was used. However, we believe that the use of the concept of TFs is particularly useful in the early stage of deployment because the frames strongly influence the choices made regarding the use of the technologies [14]. The TFs may change over time, so results from this study may be useful as an important starting point to examine these changes. In addition, it would be interesting also to learn whether the physicians are today aware of whether their patients are reading their records. At the time of the interviews, most physicians stated that they neither know nor ask their patients, if they do.

Another limitation can be related to the frame domains. The collected material did not hold a sufficient content to make an in-depth analysis of the frame domain technology strategy; although particular questions were asked during the interviews. This can be explained by the fact that the physicians were not informed of managerial and political motives and argumentation behind the implementation.

Conclusions
The analysis showed that the TFs of the physicians were significantly constructed based on assumptions and expectations and not experiences. This is not surprising due to the time of the interview taking place only few months after the launch. However, aspects such as patients' rather stable lack of medical knowledge, demanding explanations, and increasing the workload influenced physicians’ overall assessment of the usefulness of the patient portal significantly. The constructed TFs of the physicians helped them to make sense of the patient portal by reducing some of the uncertainties. Hereby, the frames provided a basis for assessing its overall usefulness, as discussed in [14].

The transfer of a paper-based healthcare process, where patients read on paper, into a digital process challenges current work practices and has consequences for the work environment. Mostly, this is explained by the changing positions between the physicians and patients: the latter can drive the process, reducing the physicians’ ability to guide patients and their reactions in exceptional situations. Several physicians were concerned about having less time to read, consult colleagues, and to reflect.

The physicians’ experiences were expressed as worries: patients would not understand the content of the record, and they would become unnecessarily anxious from misunderstandings. However, some of the frames include assumptions and generalizations regarding patients and their abilities (ie, the patient as health illiterate). Albeit being accurate for some groups of patients, it disregards those patients who already actively participate in health care. This risk is in line with a study on medical students by Johnson et al, who conclude that physicians are today aware about whether their patients are reading their records. At the time of the interviews, most physicians stated that they neither know nor ask their patients, if they do.

Physicians drew attention to different processes and requirements regarding particular diseases and also in respect to different medical specialties, which might be important to take into account. This is in line with the concept of TFs, which includes context as a formative aspect of TFs [14]. However, patients’ experiences should be viewed on a more nuanced level. There is more to being a patient, for example, in oncology, than receiving the initial cancer diagnosis. It is also about dealing with a chronic disease over a long period on a day-to-day basis, where some patients are particularly experienced when it comes to their condition [29]. It is important to enable different stakeholders to express their view from their particular context, for example, the physicians in their particular medical specialty. However, from a patient-centered care perspective, another approach could be to shift focus from medical specialties toward patients, who might be treated by physicians from different specialties at the same time.

As the overarching political aim is to increase patient participation, it is crucial to inform and include physicians in the change process. Patient participation is not obtained through an introduction of a patient portal alone. One example of change is that the patient portal made it possible for patients to access information before physicians. This is changing a work practice and turning a current workflow upside down. It is not surprising that physicians do not welcome this imposed change, which is reflected in this study in their way of finding workarounds (eg, not signing the record; not writing suspicions). Hence, the overall objective of patient participation might not pervade the health care process, if it is not fully understood by physicians, and the technology supporting this goal is seen as a threat imposed top down. A change of work practices may be beneficial to increase patient participation, but such changes should preferably be designed and discussed with physicians. However, the strong resistance from the physicians made this challenging when launching the patient portal.

The results of this study may lead to an impression that all physicians shared a negative attitude toward the patient portal. However, although most of the interviewed physicians expressed concerns in one way or another, the strength of the concerns varied from a really strong to neutral to positive attitude. In addition, the questions during the interview explicitly aimed at exploring both positive and negative concerns. Differences in attitude could be explained by or influenced by: (1) length of work experience, (2) medical specialty, (3) gender, (4) physician’s personal experiences (eg, being a chronic patient himself or herself), (5) general attitude toward technology, and so forth. However, the present analysis did not reveal any solid patterns in this small sample.

Further research is needed to investigate the extent of substantiation of the expressed concerns and also how patients actually make use of the patient portal, that is, how they deal with inconclusive or incomprehensible information. Having a more comprehensive view on possible benefits for and current use of the portal by patients could help physicians to consolidate or adapt their TFs accordingly. This could also be a way to
identify possible positive effects of the patient portal on the work environment and how medical professionals could profit from its potential. In addition, well-founded concerns should be addressed in the design of patient portals, together with patients’ benefits, that need to be strengthened and communicated to the medical profession.
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Abstract

Background: Patient portals may improve communication between families of children with asthma and their primary care providers and improve outcomes. However, the feasibility of using portals to collect patient-reported outcomes from families and the barriers and facilitators of portal implementation across diverse pediatric primary care settings have not been established.

Objective: We evaluated the feasibility of using a patient portal for pediatric asthma in primary care, its impact on management, and barriers and facilitators of implementation success.

Methods: We conducted a mixed-methods implementation study in 20 practices (11 states). Using the portal, parents of children with asthma aged 6-12 years completed monthly surveys to communicate treatment concerns, treatment goals, symptom control, medication use, and side effects. We used logistic regression to evaluate the association of portal use with child characteristics and changes to asthma management. Ten clinician focus groups and 22 semistructured parent interviews explored barriers and facilitators of use in the context of an evidence-based implementation framework.

Results: We invited 9133 families to enroll and 237 (2.59%) used the portal (range by practice, 0.6%-13.6%). Children of parents or guardians who used the portal were significantly more likely than nonusers to be aged 6-9 years (vs 10-12, P=.02), have mild or moderate/severe persistent asthma (P=.009 and P=.04), have a prescription of a controller medication (P<.001), and have private insurance (P=.002). Portal users with uncontrolled asthma had significantly more medication changes and primary care asthma visits after using the portal relative to the year earlier (increases of 14% and 16%, respectively). Qualitative results revealed the importance of practice organization (coordinated workflows) as well as family (asthma severity) and innovation (facilitated communication and ease of use) characteristics for implementation success.

Conclusions: Although use was associated with higher treatment engagement, our results suggest that achieving widespread portal adoption is unlikely in the short term. Implementation efforts should include workflow redesign and prioritize enrollment of symptomatic children.
Patient portals, Web-based health care applications that enable patients to interact and communicate with their health care providers from outside the office [1], offer a resource to improve communication between patients and clinicians between visits. Patient portal use has increased recently [2]; however, adoption has not been rapid [3], and overall rates of sustained use remain low [4]. Recent research suggests that to effectively engage patients as portal users, several barriers may need to be overcome. For organizations, leadership challenges, marketing problems, and limited staff commitment have constrained portal adoption [5]. Studies have also found that patients who are white and have more health problems are more likely to use portals than others [4,6-8]. In addition, portals have not been as widely used in pediatrics as in the adult setting.

Pediatric asthma is an ideal condition for evaluating the feasibility of implementing portals to facilitate the management of chronic disease in practice. More than 7 million children in the United States have asthma [9], the most common pediatric chronic illness. Asthma is associated with lower quality of life [10,11], more missed days of school for children and work for parents [11-13], higher rates of hospitalization, emergency department visits [14], and death [15]. As appointment follow-up varies in pediatric primary care [16,17], and time constraints of office visits limit discussion, portals may facilitate decision making between families at home and primary care practices. However, the feasibility of using portals to collect patient-generated health information and portals’ impact on clinical care across diverse pediatric settings has not been established.

This study evaluated the determinants of implementation success for a portal in pediatric primary care to facilitate communication between families and clinicians regarding treatment concerns and goals, asthma symptoms, medication use, and side effects. In a subset of children with poorly controlled asthma, we further assessed the impact of portal use on asthma management, as clinical impact justifies implementation efforts. Finally, we qualitatively evaluated barriers to and facilitators of portal use experienced by families and primary care practices.

Methods

Setting

Twenty primary care practices were enrolled from 2 practice-based research networks: Pediatric Research in Office Settings (PROS) of the American Academy of Pediatrics and the Pediatric Research Consortium (PeRC) of the Children’s Hospital of Philadelphia (CHOP). PeRC is a hospital-owned primary care practice-based research network with 31 primary care practices and 231 clinicians in Pennsylvania and New Jersey [18]; PROS includes 728 practices and 1831 clinicians across the United States and Canada. A convenience sample of 9 PROS and 11 PeRC practices was enrolled.

Study Population

Eligible participants included English-speaking parents or guardians (subsequently “parents”) of children aged 6-12 years, who received treatment at a participating practice, had an asthma diagnosis at the time of recruitment, and had an office visit during the past 12 months.

Recruitment

To ensure that low-income children were represented, study practices were required to have ≥20% of children insured by Medicaid or the Children’s Health Insurance Program. Each practice was contacted by the investigators (AF, SF), invited to participate, and received an in-person or remote presentation of study procedures. After enrollment, rosters of all eligible children were generated from the electronic health record (EHR) to identify families for recruitment. Because of technical differences in the portals between PeRC and PROS, we tailored recruitment by setting. In PeRC, the study team mailed up to 2 letters to all eligible families, inviting them to call the study team to enroll. Parents provided verbal consent over the phone and enrolled in the MyAsthma portal. In PROS, families were mailed letters with a link to the portal website where families could enroll and consent. Telephone recruitment was used for a random sample of 50 families at each practice who did not respond to the letters. These phone calls were completed by the study team in PeRC and by the primary care practice clinicians/staff in PROS. Informational cards were available and posters were on display in participating offices. Enrolled parents received a $10 incentive for using the portal. PROS practices received $1000 for participating in the study, recognizing the additional work required for data extraction from independent practices.

The MyAsthma Portal

The MyAsthma portal was developed and tested at CHOP to facilitate shared decision making and improve asthma outcomes [19,20]. The portal was designed through a user-centered process including interviews and focus groups with 7 parents of children with asthma and 51 clinical team members, including doctors, nurse practitioners, and nurses. Functions of the portal were designed to reflect features families and clinicians prioritized, and iterative usability testing with parents and clinicians refined the portal system [19]. MyAsthma provides educational material; enables sharing of families’ treatment concerns, goals, asthma symptoms, medication adherence, and side effects with the primary care clinical team; tracks asthma control over time for families through the portal and clinicians through the EHR; and...
provides decision support to both families and clinicians regarding asthma control and side effects. On enrollment, families entered information about their treatment concerns and goals and completed an asthma control survey that assessed symptoms, medication adherence, and side effects. We used a version of the Asthma Control Test [21] that had been modified slightly to allow for parent proxy report of child symptoms. Subsequently, families were prompted by email each month to complete the asthma control survey. At CHOP, MyAsthma is embedded within an existing patient portal (MyChart, Epic, Verona, WI, USA; Figure 1). In PROS, families interacted with the portal through a Web interface (Figure 2), and decision support was provided on screen to families and via fax to practices based on asthma control survey results.

**Figure 1.** The MyAsthma Portal-PeRC Practices. In PeRC, MyAsthma was embedded in an existing patient portal (MyChart, Epic, Verona, WI, USA) already implemented by The Children’s Hospital of Philadelphia. ©2014 The Children’s Hospital of Philadelphia. All Rights Reserved.
Outcomes
The primary outcomes included adoption (completion of at least one portal survey during the study period) and sustained use (completion of at least two surveys) of MyAsthma; outcomes were informed by an evidence-based conceptual model of factors influencing implementation success (Figure 3) [22]. We assessed additional outcomes (asthma office visit or asthma medication refill/change within 30 days of survey completion) in a subgroup of children who had uncontrolled asthma according to the results of their first asthma control survey. We focused on these actions because they are appropriate measures to take in response to poor asthma control. These data were extracted from each child’s EHR. In addition, parents and guardians reported whether they were more or less likely to (1) speak to their child’s doctor, (2) make a change to their child’s medication dosage, or (3) make a change to their home environment after using the portal using a 5-point Likert scale.
Covariates
We extracted the following covariates from the EHR: patient age, sex, race and ethnicity, asthma severity (mild intermittent, mild persistent, moderate or severe persistent), insurance status (public vs private), and asthma controller medication use at study start (including inhaled steroids, montelukast, combination of inhaled steroid or long-acting β-agonists, and oral steroids). Parent-level covariates were collected via survey from enrolled participants and included age, race and ethnicity, educational attainment, employment status, and relationship to the child. Practice-level covariates included urbanicity (rural, suburban, or urban) and US census region (Northeast, South, Midwest, West).

Statistical Analysis
The study population was described using proportions, means, and standard deviations. Characteristics of children whose parents/guardians completed the portal survey were compared with those of children whose parents and/or guardians did not, using chi-square and $t$ tests. Fisher exact tests were used for categorical data with sparse cell counts, and Mann–Whitney $U$ tests were used for skewed continuous variables. Characteristics of children with sustained use were compared with those of children whose parents or guardians only completed the portal survey once. Multivariable logistic regression was used to model the association of patient characteristics and practice site with portal adoption to identify factors associated with adoption. The proportion of families who enrolled in the portal in response to a mailed letter versus a telephone call was also compared descriptively.

In the subgroup of patients with uncontrolled asthma, we described the proportion of children with an asthma office visit or medication refill or change within 30 days of survey completion. In a sensitivity analysis, we repeated these analyses with a period of 14 days. Furthermore, for each child, we compared these results to the same 1-month period a year earlier to assess whether rates of office visits and medication adjustments changed. We calculated 95% CIs around the change in proportions between years using logistic regression with the margins command in Stata (StataCorp, College Station, TX, USA). We also described parent responses to survey questions regarding the impact of portal use.

All analyses were completed using Stata, version 13.1. The Institutional Review Boards at the American Academy of Pediatrics (reference number: 13 FI 01) and CHOP (reference number: 13-010285) approved this study. All parents provided informed consent and child assent was waived as all information was collected from parents only and because children would not necessarily be readily available when parents were consented by telephone.

Qualitative Study
To evaluate implementation success and identify barriers to and facilitators of portal adoption (Figure 3) [22], trained research assistants on the study team used an interview guide based on our conceptual model to conduct 22 semistructured interviews by phone with parents, purposively sampled to include enrolled (14) and unenrolled (8) from both PROS (7) and PeRC (15), and 10 focus groups (PeRC in-person, PROS by phone, purposively sampled to include diverse representation from both networks) with 46 clinicians. All interviews were recorded then transcribed and coded using NVivo10 (QSR, Cambridge, MA, USA) and interpreted in the context of the conceptual model. Differences in coding were resolved by team consensus.

Results
Adoption and Sustained Use
Few invited families adopted the portal. Out of 9133 eligible patients, 237 (2.59%) completed the portal asthma control survey at least once (adoption). A total of 156 (65.8 % of portal adopters, 1.71% of eligible parents) completed the portal survey...
more than once (sustained use). Adoption varied widely across practices (0.6%-13.6%; Figure 4). Similarly, sustained use ranged from 0.0% to 13.6%. Reflecting a high level of quality of care, 93.42% of children at PeRC practices with persistent asthma were on a controller medication at baseline. Data on asthma severity were not available in PROS.

Portal users were more likely to have children aged 6-9 years ($P=.009$), to be white ($P<.001$), to be privately insured ($P<.001$), to have mild persistent or moderate or severe persistent asthma ($P=.002$), to be on an asthma controller medication ($P<.001$), and to be receiving a greater number of asthma medications at baseline on average than those who did not use the portal ($P<.001$; Table 1). In addition, those with persistent asthma were twice as likely to use the portal versus those with intermittent asthma (2.37% vs 1.25% at CHOP practices where these data were available, $P<.001$). Sustained portal users were more likely than one-time users to have children who were Hispanic ($P=.02$), have private insurance ($P=.02$), and be from the Northeast (Table 2, $P=.001$). Parents who had sustained use of the portal also had higher educational levels ($P=.002$).

In multivariable logistic regression, the following characteristics were positively associated with portal adoption: receipt of a controller medication at baseline (odds ratio, OR, 2.0, [95% CI 1.5, 2.7]), private insurance (2.0 [1.3, 3.1]), lower child age (1.4 [1.1, 1.9]), and greater asthma severity (1.9 [1.2, 3.0] mild and 1.9 [1.0, 3.5] for moderate or severe persistent versus intermittent; Table 3).
Table 1. Characteristics of families of children with asthma who used the MyAsthma portal compared with families who did not—portal adoption (used portal at least once).

<table>
<thead>
<tr>
<th>Characteristic at study start</th>
<th>Used portal ≥ once, N (%)</th>
<th>Did not use portal, N (%)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N Children</td>
<td>237</td>
<td>8896</td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-9</td>
<td>175 (73.8)</td>
<td>5844 (65.7)</td>
<td>.009</td>
</tr>
<tr>
<td>10-12</td>
<td>62 (26.2)</td>
<td>3052 (34.3)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>136 (57.4)</td>
<td>5168 (58.1)</td>
<td>.8</td>
</tr>
<tr>
<td>Raceb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>144 (61.5)</td>
<td>3110 (35.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black/African American</td>
<td>75 (32.1)</td>
<td>4789 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>4 (1.7)</td>
<td>194 (2.2)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>11 (4.7)</td>
<td>753 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>10 (4.3)</td>
<td>534 (6.1)</td>
<td>.3</td>
</tr>
<tr>
<td>Public insurancec</td>
<td>41 (34)</td>
<td>4025 (58.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asthma severityc</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermittent</td>
<td>49 (41.2)</td>
<td>3857 (57.2)</td>
<td>.002</td>
</tr>
<tr>
<td>Mild persistent</td>
<td>51 (42.8)</td>
<td>2007 (29.8)</td>
<td></td>
</tr>
<tr>
<td>Moderate/severe persistent</td>
<td>19 (16.0)</td>
<td>873 (13.0)</td>
<td></td>
</tr>
<tr>
<td>On asthma controller medication</td>
<td>162 (68.4)</td>
<td>4890 (55.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean number of asthma medications (SD)</td>
<td>1.6 (1.4)</td>
<td>1.1 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Practice characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice Setting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>64 (27.0)</td>
<td>4592 (51.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rural</td>
<td>52 (21.9)</td>
<td>1309 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Suburban</td>
<td>121 (51.1)</td>
<td>2995 (33.7)</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>120 (50.6)</td>
<td>7000 (78.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>South</td>
<td>22 (9.3)</td>
<td>373 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>67 (28.5)</td>
<td>960 (10.8)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>28 (11.8)</td>
<td>563 (6.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Parent characteristics</strong>d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N parents completing survey</td>
<td>237</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean parent age (SD)</td>
<td>37.7 (5.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relation to child: mother</td>
<td>228 (96.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>148 (62.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>68 (28.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>4 (1.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>17 (7.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>17 (7.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic at study start</td>
<td>Used portal ≥ once, N (%)</td>
<td>Did not use portal, N (%)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>---------------------------</td>
<td>---------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td><strong>Parent education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>34 (14.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college/associates</td>
<td>81 (34.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s or higher</td>
<td>122 (51.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Parent employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working outside the home</td>
<td>157 (66.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>13 (5.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working without pay</td>
<td>43 (18.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>24 (10.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values calculated using the chi-square test, Fisher exact test, t test, and Mann–Whitney U test.

<sup>b</sup>Race was missing for 53 children (0.6%), ethnicity was missing for 154 (1.7%).

<sup>c</sup>Data on insurance type and asthma severity were only available for PeRC patients (7120 or 78.0% of the total).

<sup>d</sup>Parent characteristics were only collected from families who enrolled in the study (N=237 that completed at least one survey). As such, we are unable to compare these parents with the overall population.
Table 2. Characteristics of families of children with asthma who used the MyAsthma portal compared with families who did not—sustained portal use (used portal more than once).

<table>
<thead>
<tr>
<th>Characteristic at study start</th>
<th>Used portal one time only, N (%)</th>
<th>Used portal more than once, N (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N Children</td>
<td>156</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-9</td>
<td>115 (73.7)</td>
<td>60 (74.1)</td>
<td>.9</td>
</tr>
<tr>
<td>10-12</td>
<td>41 (26.3)</td>
<td>21 (25.9)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>85 (54.5)</td>
<td>51 (63.0)</td>
<td>.2</td>
</tr>
<tr>
<td>Race&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>89 (57.8)</td>
<td>55 (68.8)</td>
<td>.2</td>
</tr>
<tr>
<td>Black/African American</td>
<td>54 (35.1)</td>
<td>21 (26.3)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>4 (2.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>7 (4.5)</td>
<td>4 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>10 (6.5)</td>
<td>0 (0.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Public insurance&lt;sup&gt;c&lt;/sup&gt;</td>
<td>27 (28.7)</td>
<td>14 (53.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Asthma severity&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermittent</td>
<td>37 (39.8)</td>
<td>12 (46.2)</td>
<td>.5</td>
</tr>
<tr>
<td>Mild persistent</td>
<td>39 (41.9)</td>
<td>12 (46.2)</td>
<td></td>
</tr>
<tr>
<td>Moderate/severe persistent</td>
<td>17 (18.3)</td>
<td>2 (7.7)</td>
<td></td>
</tr>
<tr>
<td>On asthma controller medication</td>
<td>110 (70.5)</td>
<td>52 (64.2)</td>
<td>.3</td>
</tr>
<tr>
<td>Mean number of asthma medications (SD)</td>
<td>1.5 (1.4)</td>
<td>1.8 (1.5)</td>
<td>.4</td>
</tr>
<tr>
<td><strong>Practice characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practice Setting</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>44 (28.2)</td>
<td>20 (24.7)</td>
<td>.2</td>
</tr>
<tr>
<td>Rural</td>
<td>29 (18.6)</td>
<td>23 (28.4)</td>
<td></td>
</tr>
<tr>
<td>Suburban</td>
<td>83 (53.2)</td>
<td>38 (46.9)</td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>94 (60.3)</td>
<td>26 (32.1)</td>
<td>.001</td>
</tr>
<tr>
<td>South</td>
<td>11 (7.1)</td>
<td>11 (13.6)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>35 (22.4)</td>
<td>32 (39.5)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>16 (10.3)</td>
<td>12 (14.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Parent characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N Parents completing survey</td>
<td>156</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>Mean parent age (SD)</td>
<td>38.1 (5.5)</td>
<td>37.1 (6.5)</td>
<td>.2</td>
</tr>
<tr>
<td>Relation to child: Mother</td>
<td>149 (95.5)</td>
<td>79 (97.5)</td>
<td>.8</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>93 (59.6)</td>
<td>55 (67.9)</td>
<td>.4</td>
</tr>
<tr>
<td>Black/African American</td>
<td>48 (30.8)</td>
<td>20 (29.4)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>4 (2.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>11 (7.1)</td>
<td>6 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>13 (8.3)</td>
<td>4 (4.9)</td>
<td>.4</td>
</tr>
</tbody>
</table>
### Table 3. Child characteristics associated with portal adoption in multivariable logistic regression.

<table>
<thead>
<tr>
<th>Characteristic at study start</th>
<th>Adoption versus no adoption, odds ratio (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parent education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>17 (10.9)</td>
<td>.002</td>
</tr>
<tr>
<td>Some college/associates</td>
<td>46 (29.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s or higher</td>
<td>93 (59.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Parent employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working outside the home</td>
<td>111 (71.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Self-employed</td>
<td>5 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Working without pay</td>
<td>25 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>15 (9.6)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P values calculated using the chi-square test, Fisher exact test, t test, and Mann–Whitney U test.

<sup>b</sup>Race was missing for 3 children (1.3%), ethnicity was missing for 5 (2.1%).

<sup>c</sup>Data on insurance type and asthma severity were only available for PeRC patients (119 or 50.2% of the total).
**Effect of Phone Versus Letter Recruitment**

Portal adopters reported how they learned about the portal. Letters to families resulted in the greatest number of enrolled families. Overall, 208 of 237 enrolled received a letter, 17 received a phone call, 35 heard about it from their child’s doctor, nurse practitioner, or nurse, and 3 from an informational card at the practice (25 reported multiple methods). Overall, 2.6% of children contacted by mail only enrolled, whereas 2.7% of those randomized to receive phone calls (they previously received letters) enrolled.

**Effect of Portal Use on Asthma Management**

Those with uncontrolled asthma commonly planned changes in management after portal use. After completing the first survey, 16% reported an intention to change their child’s asthma medication, 27% to contact their child’s doctor, and 20% to make a change to their child’s environment, with more than one-third (27 parents, 36%) reporting an intention to take at least one action. On follow-up surveys, 22% reported a medication change, 41% reported contacting their child’s doctor, and 16% reported making a change to their child’s environment (Table 4).

Health records confirmed that portal completion was associated with changes in asthma care. Of the 76 children with uncontrolled asthma after the first survey, 20 (26%) had a medication change or refill within 30 days of survey completion, and 21 (28%) had an asthma-related primary care visit within 30 days (Table 5). These numbers represent a significant increase in medication changes or refills and asthma-related visits when compared with the same period the year prior for each child (14% increase in medication changes [95% CI, 2%, 27%] and 16% increase in visits [95% CI, 3%, 28%]). Results were similar in a sensitivity analysis that examined the 14-day period after portal use.
Table 4. Changes to asthma management planned and taken by families in response to receiving an uncontrolled result on the MyAsthma survey: based on parent survey.

<table>
<thead>
<tr>
<th>N children with uncontrolled asthma</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions planned as of first survey (parent-reported)</td>
<td></td>
</tr>
<tr>
<td>Contact doctor</td>
<td>20 (27)</td>
</tr>
<tr>
<td>Change medications</td>
<td>12 (16)</td>
</tr>
<tr>
<td>Change environment</td>
<td>15 (20)</td>
</tr>
<tr>
<td>Actions taken as of second survey (parent reported)</td>
<td></td>
</tr>
<tr>
<td>N uncontrolled with a follow-up survey completed</td>
<td>49</td>
</tr>
<tr>
<td>Contacted doctor</td>
<td>20 (41)</td>
</tr>
<tr>
<td>Changed medications</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Changed environment</td>
<td>8 (16)</td>
</tr>
</tbody>
</table>

*Parent/guardian reported being more likely or much more likely to take these actions after completing the MyAsthma survey*

Table 5. Changes to asthma management planned and taken by families in response to receiving an uncontrolled result on the MyAsthma survey: based on electronic health record data

<table>
<thead>
<tr>
<th>Actions taken, based on electronic health record data</th>
<th>Within 30 days of survey completion, N (%) of children</th>
<th>In comparison period (the same 30-day period 1 year prior), N (%) of children</th>
<th>Difference between study year and previous year, N (%) of children (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication change</td>
<td>20 (26)</td>
<td>9 (12)</td>
<td>+11 (+14% (2, 27))</td>
</tr>
<tr>
<td>Primary care asthma visit</td>
<td>21 (28)</td>
<td>9 (12)</td>
<td>+12 (+16% (3, 28))</td>
</tr>
<tr>
<td>Either action</td>
<td>30 (39)</td>
<td>14 (18)</td>
<td>+16 (+21% (7, 35))</td>
</tr>
</tbody>
</table>

*The denominator for all percentages from the electronic health record-based data is 76 (all children with an uncontrolled result on the first survey)*

Qualitative Results

Qualitative results revealed the importance of practice organization, family, and innovation characteristics to portal adoption (Table 6). Few health system factors were discussed and, when mentioned, clinicians disagreed about the value of incentives to promote portal adoption. Only 1 parent interviewed mentioned that an incentive (in this case from the research team) encouraged her to try the portal. For practices or clinicians, 3 primary themes emerged: the need for well-defined and coordinated workflows, the importance of practice responsiveness to portal surveys, and challenges related to identifying children with asthma through the EHR, which resulted in the recruitment of children without recent symptoms. In terms of workflow, clinicians and parents described that portal implementation was facilitated at practices that designated a specific person to coordinate the portal surveys and hampered when workflows were not well defined. Specifically, clinicians in 2 large urban practices reported being short staffed, lacking infrastructure in terms of care coordinators, and uncertainty about the ideal workflow for managing portal surveys. In addition, a perceived need among clinicians for more training diminished enthusiasm at some sites. Among those interviewed, parents of children with well-controlled asthma found MyAsthma less useful if they did enroll. Clinicians, especially in less affluent settings, perceived a lack of computer access as a barrier for parents. At the innovation level, features of MyAsthma that families and clinicians valued included facilitation of communication, increasing family awareness of and responsiveness to uncontrolled asthma, and ease of portal use.
### Table 6. Qualitative results of interviews with 22 families and 10 focus groups with primary care clinicians.

<table>
<thead>
<tr>
<th>Level</th>
<th>Theme</th>
<th>Specific barriers and facilitators and representative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural/health system</td>
<td>Financial incentives</td>
<td>Incentives paid to families may encourage use (facilitator, 6 practices and 1 enrolled parent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Incentive would grab [parent’s] attention. It sounds like [using the portal] doesn’t take a lot of time or require a lot of work.”—Clinician focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Incentives to families or providers would not encourage adoption (barrier, 3 practices)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I don't really know that more money would incentivize…compliance.”—Clinician focus group</td>
</tr>
<tr>
<td>Practice/clinician</td>
<td>Workflow and coordination</td>
<td>Coordination of portal surveys by a particular staff member facilitated implementation (facilitator, 4 practices)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“… we had a particular person who was spearheading it, so it wasn’t like 5 different people were picking up the faxes, they went to a central person and that person distributed it from there, and that I think was helpful. It would've been more confusing would we have had everybody in that.”—Clinician focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of an established workflow (barrier, 3 practices)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I also did not actively push [portal use] at all. I have fear of MyChart. That I’ll have not a good ability to manage the in-basket, and that our support team, while excellent, is already stretched, and not…we haven’t built a great infrastructure in terms of care coordinators being able to handle first line, so until we feel secure that’s in place and really well running, it feels like we are putting the cart before the horse.”—Clinician focus group</td>
</tr>
<tr>
<td>Practice responsiveness</td>
<td>Practice responsiveness to</td>
<td>Responsiveness by practices encourages use (facilitator, 4 practices and 3 enrolled parents)</td>
</tr>
<tr>
<td></td>
<td>surveys</td>
<td>“I had a mom that was really happy I called; that the office followed through, she was like I'm really glad you guys called me…it just felt good to type something in and get a response”—Clinician focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“We always received a follow-up phone call from our pediatrician just making sure that we didn’t have any questions, so I thought it was a great, you know, communication tactic”—Enrolled parent</td>
</tr>
<tr>
<td>Identification of children</td>
<td>Identification of children</td>
<td>Challenges selecting eligible patients using the EHR (barrier, 2 practices)</td>
</tr>
<tr>
<td></td>
<td>with asthma from the EHR</td>
<td>“…the selection process by which the patients were identified, needed, um, tweaking… It was too broad. It identified patients with a diagnosis of asthma in some cases quite a bit distant past. Or they might have had a diagnosis of wheezing per se, not, not asthma. …The family’s orientation was ‘my child doesn’t have asthma.’”</td>
</tr>
<tr>
<td>Parent/child</td>
<td>Asthma severity</td>
<td>Parents of children with well-controlled asthma found less utility in the portal and were less likely to use it (barrier, 3 practices, 3 enrolled parents, 3 unenrolled parents)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I noticed a lot of that was geared towards kids that are pretty severe, having multiple visits, stuff like that. We actually had a pretty mild winter here, so we really didn’t have a ton of asthma. We live in a pretty small rural area with pretty clean air so we just don’t see the severity that we used to see in [other areas].”—Clinician focus group</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I guess for someone whose asthma is very well controlled like my son's, it is not really useful. If we were having difficulty then I guess it could have been better but we didn't really need it.”—Enrolled parent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“My son's asthma is not very severe, so I think that if it was a significant daily type of problem for our family then I probably would have been interested in something like that, but we really don't have any trouble at all controlling his asthma. For us, at this point, it is really very simple for us to control. He every once in a while needs his inhaler, and that's about it”—Unenrolled parent</td>
</tr>
<tr>
<td>Computer/Internet access</td>
<td>Lack of computer/Internet access (barrier, 5 practices)</td>
<td>“…There might have been some access issues, we have, definitely a poorer population up here so not everybody has a computer, they might not want to access it on their phone.” —Clinician focus group</td>
</tr>
</tbody>
</table>
Parents, especially those with children with uncontrolled asthma, were motivated to continue using the portal because it facilitated a better understanding and tracking of asthma control. Researchers and health systems in other settings have described low rates of portal adoption. For example, a study of the adoption of a portal for parents of children with cystic fibrosis, juvenile idiopathic arthritis, or diabetes reported that only 28% of invited families obtained a portal account, and only 48% of those (13% total) actually used the portal [23]. Even lower activation rates were observed in a study of a non–disease-specific portal in pediatric primary care, where rates of adoption have been lower than in adult health care settings [24]. Although prior studies found that patients with chronic diseases were more likely than others to register for or use a portal than others [25,26], the adoption rate in our population of children with asthma was quite low. Our qualitative results revealed that, at least in part, the low participation rate resulted from the inclusion of children that parents perceived had well-controlled asthma. These results are consistent with studies in diabetes that found that patients who...
believed their disease was well controlled felt that entering information over time was unnecessary [27] and were less likely to enroll [28].

Adoption may also have been limited by practices’ infrastructure and workflow for managing electronic receipt of patient-reported information. In our qualitative study, both clinicians and families highlighted the importance of coordinated and responsive workflows to implementation success. Workflow issues have been described previously as a challenge to portal implementation [5,27,29] and a reason for variability in adoption between practices [5,24]. In a case report of the portal adoption experience at 4 different adult primary care practices, practices with strong leadership and high staff engagement had higher rates of enrollment [5]. Learning collaboratives focused on workflow redesign in family medicine practices resulted in rates of portal use exceeding 25% of patients [26]. Especially relevant to the 32 billion dollar Federal Meaningful Use Program in the United States [30], these findings underscore the importance of integrating the portal into office systems and focusing provider and staff attention on their use.

The value to parents, practices, and the health system of implementing portals depends on their ability to improve communication and, ultimately, outcomes. Although adoption of the portal was low, portal use was associated with increased family and practice engagement in asthma management. These results are consistent with our prior pilot trial of MyAsthma, in which clinical outcomes including frequency of asthma flares and days of work missed by parents improved significantly among enrolled families [20]. Our finding that prescriptions and asthma visits increased among uncontrolled patients after using the portal is also consistent with studies among both children with autism and adults with diabetes that showed more active management after enrollment [31,32]. Mechanistically and as supported by our qualitative interviews, portal use may support disease management by improving patient–provider communication [33-36]. These findings support continuing effort to spur portal adoption and sustained use.

Collectively, the results of this study suggest multiple persistent barriers for the use of portals to support chronic disease management in pediatrics and that achieving high rates of adoption likely depends on the extent of existing practice infrastructure focused on disease management. We found that some families invited to participate did not consider their children to have active (or any) asthma. These results highlight the need to cautiously define the population to establish any metric for implementation success. In the case of asthma, researchers have developed definitions of an “asthma computable phenotype,” an algorithm based on data such as diagnosis, visits, medication, and laboratories, that accurately identifies patients with asthma [37,38]. Tailoring such definitions will be important for directing portals toward those most likely to benefit.

Limitations

This study had several limitations. First, although we enrolled practices from 11 states and practices varied greatly in adoption, slightly more than half of practices were from a single health system, potentially limiting the generalizability of results. In addition, although the asthma portal was implemented within primary care practices, it was implemented within the context of a research study. Findings may not reflect the results that would be observed if practices implemented a portal themselves. Third, this study had a relatively short follow-up period, limiting our ability to assess sustained use over a longer timeframe. Fourth, in our analysis of changes to medication and visits among children with uncontrolled asthma, we were unable to adjust for asthma severity due to limited sample size. Finally, we focused on a single chronic condition; however, asthma is a common chronic condition for which clinical trial evidence supports improved outcomes with portal use [20].

Conclusion

Despite the potential for real benefits to communication and child health outcomes, results of this multisite implementation study suggest that achieving high levels of portal adoption is unlikely in the short term. Many practices will require redesigned and coordinated workflows and will need to develop targeted outreach to families of children with poor asthma control to ultimately support the use of this technology.
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Abstract

Background: Major depression is a prevalent mental disorder and imposes considerable burden on health and productivity. Men are not immune to major depression, yet they often delay seeking help because of perceived stigma and gender norms. E-mental health programs hold potential for early prevention of major depression. However, we have little knowledge about men’s preferences for design features of e-mental health programs.

Objectives: The objective of this study was to (1) estimate and compare the proportions of Internet use for medical information, preferred design features, and likely use of e-mental health programs; (2) examine factors associated with the likely use of e-mental health programs; and (3) understand potential barriers to the use of e-mental health programs among Canadian working men, who were at high risk of a major depressive episode (MDE).

Methods: A cross-sectional survey in 10 Canadian provinces was conducted between March and December 2015. Random digit dialing method was used through household landlines and cell phones to collect data from 511 working men who were at high risk of having an MDE and 330 working men who were at low risk of having an MDE.
Results: High-risk men were more likely to endorse the importance of accessing health resources on the Internet than low-risk men (83.4% vs 75.0%, respectively; P=0.01). Of the 17 different features assessed, the top three features most likely to be used by high-risk men were: “information about improving sleep hygiene” (61.3%), “practice and exercise to help reduce symptoms of stress and depression” (59.5%), and “having access to quality information and resources about work stress issues” (57.8%). Compared with men at low risk for MDE, men at high risk for MDE were much more likely to consider using almost every one of the different design features. Differences in preferences for the design features by age among men at high risk of MDE were found only for 3 of 17 features. Differences in preferences for design features between English- and French-speaking participants were found only for 4 out of the 17 features. Analysis of qualitative data revealed that privacy issues, perceived stigma, ease of navigation, personal relevance, and lack of personal interaction, time, and knowledge were identified as barriers to the use of e-mental health programs in working men who were at high risk of MDE.

Conclusion: E-mental health programs may be a promising strategy for prevention of depression in working men. Development of e-mental health programs should consider men’s preferences and perceived barriers to enhance the acceptability of this approach.


KEYWORDS
depression; Internet; prevention; e-mental health programs; design features; men

Introduction

Major depression is a prevalent mental disorder. In Canada, the annual prevalence of major depressive disorder was 3.9% based on the DSM-IV criteria [1]; in the United States, the 12-month prevalence was 6.6% [2]. Major depression is disabling and significantly affects workers’ health and productivity. Depression alone accounts for 2.5% of the global burden of disease and is among the largest single causes of disability worldwide (8.2% of all years lived with disability globally) [3]. US workers with depression cost an estimated US $44.01 billion per year in lost productivity [4]. Epidemiological studies have consistently found that women are more likely to have major depression than men. However, men are not immune to depression. Canadian national data showed that annually, 2.8% of adult men have a major depressive disorder [1]. One of the severe consequences of having an MDE is suicide. Canadian and US national data showed that 75%-80% of all suicides were male [5,6].

Given its considerable effect on health, productivity, and lives, there is a pressing need for innovation in prevention of major depression in male workers. However, this is a challenging endeavor. In the workplace, risk factors for having an MDE differ for men and women [7-9]. For instance, job strain, family-to-work conflict, and job insecurity appear to be more prominent risk factors for MDE among men than among women [7,8]. Men are less likely than women to seek help and to disclose depressive symptoms and often delay seeking help until symptoms become severe, which compounds these risks. Men tend to socialize, to be emotionally stoic, and exemplify traditional masculine characteristics such as independence, self-reliance, and dominance [10]. Men are concerned about the perceived negative judgments from family, friends, and coworkers if they access treatment for depression. These gender-specific experiences, together with the limited knowledge of effective interventions, call for innovative solutions tailored for men. One of the burgeoning solutions that has attracted considerable interest is e-mental health.

E-mental health is “the use of information and communication technologies to support and improve mental health, including the use of online resources, social media, and mobile phone apps” [11]. E-mental health self-help services enable users to learn more about their mental health conditions and empower them to strengthen their self-management and improve their health. Most e-mental health treatment programs were developed based on the models of cognitive behavioral therapy (CBT) or interpersonal therapy (IPT) that have been proven to be effective in depression and anxiety [12]. A review by Christensen and Petrie showed that by 2013, 62 Web-based mental health interventions and 11 mobile apps had been developed [13]. Lal and Adair found 91 peer-reviewed publications on the application of e-mental health interventions between 2000 and 2010 [14]. Thus far, randomized controlled trials of e-mental health interventions on depression have included individuals with clinical depression or those above a threshold of a depression rating scale [14]. Consistent with public health mandates to reduce the burden of depression, it is important that e-mental health not only addresses needs of those with depression or those who are above a threshold depression rating, but also advances capacity for secondary prevention [15], by identifying high-risk individuals and intervening to prevent early symptoms from progressing into an MDE. Additionally, existing e-mental health programs have not been designed and evaluated using a gender lens. Given the gender norms, the extent to which men accept e-mental health programs is unknown. Effectiveness of the program and its acceptability to users constitute the foundation for scalable and sustainable program implementation. Therefore, as part of our BroMatters study (www.bromatters.ca), we conducted a cross-sectional survey among working men, some of whom were at high risk of MDE, to understand their preference for design features of e-mental health programs.

The objectives of this analysis were to (1) estimate and compare the proportions of Internet use for medical information, preferred design features, and likely use of e-mental health programs, (2) examine factors associated with the likely use of e-mental health programs, and (3) understand potential barriers to the use of e-mental health programs among working men who were at variable risk levels of MDE.
Methods

Study Design and Recruitment

A cross-sectional survey was conducted between March and December 2015. The target population of the survey included Canadian working men who: (1) were aged 18 years or older, (2) did not have an MDE in the past 12 months, (3) were at high risk of an MDE at the time of interview (a low-risk sample was also obtained for comparison), (4) were working at the time of the survey, and (5) have no language barriers to either English or French. Because of the vast geographic area of Canada, participants were recruited using the random digit dialing method by the Bureau of Professional Interviewers (BIP), located in Montreal, Canada. The BIP has access to household telephone numbers across the country and to a validated mobile phone number database, and its interviewers can conduct interviews in both English and French. The Conjoint Health Research Ethics Review Board of University of Calgary approved the study.

Once a household was reached, the household contact was asked to retrieve or provide contact information (eg, a first name) of the household residents who are men and are currently working. If there was more than one potentially eligible individual in the same household, one of them was randomly selected. Once the prospective participant was fully informed about the objectives and procedures of the study, oral consent was obtained to proceed with the interview. Participants were first administered a risk calculator for MDE to estimate their probability of having an MDE in the future. The definition of high risk is described below. The number of high-risk participants in each age group was proportional to the age distribution of Canadian male working population in 2014, provided by Statistics Canada.

From March to December 2015, 49,500 calls were made. A majority of the calls (47,648, 96.2%) were not valid (not in service, fax or modem, answering machine, language barriers, ineligibility, duplications, refusal before eligibility was assessed). Among 1852 eligible participants, 596 (32.1%) refused to participate after eligibility verification; 842 provided complete data (45.4%). The remaining included incomplete interviews or scheduled call-backs not in study period (22.5%). After removing 1 duplication, 841 participants were included in the analysis, including 511 men who were at high risk of having major depression and 330 who were at low risk of having major depression.

Measurements

A multivariable risk prediction algorithm for major depression in men was administered to estimate the risk (probability) of having an MDE in the next 4 years for each participant [16]. This risk prediction model was designed to be used in individuals who did not have an MDE. Based on the participant’s exposure to a set of key risk factors (predictors) in the model, the algorithm can generate the absolute risk or probability of having an MDE in the next 4 years, analogous to the Framingham risk prediction algorithm for coronary heart disease [17,18]. The risk-prediction algorithm for MDE in men was developed and validated using data of 4737 Canadian men who were aged 18 years or older and did not have an MDE in the past 12 months [16]. The risk-prediction algorithm contains 15 predictors including age, personal and family history of MDE, childhood trauma, ongoing stress and life events, and antidepressant or sleeping pill use in the past month. The predictive power of the risk-prediction algorithm was measured using C statistics (C=0.793) [16], which is equivalent to the area under the curve when the outcome is binary. The model had excellent calibration with data as indicated by the Hosmer–Lemeshow test and a visual comparison between the predicted and observed risks by decile risk groups [16]. In our study, >6.51% were identified as high risk, which represents the top two decile risk groups in the Canadian male population. Predicted risk lower than 6.51% was defined as low risk. Internet use was assessed using questions from the 2012 Canadian Internet Use Survey conducted by Statistics Canada [19].

Preferred design features of e-mental health program questions were developed by BroMatters team members. Participants were asked questions such as, “We want to hear your opinion about e-mental health programs for dealing with work stress and issues. E-health is defined as …, For the following features, please indicate how likely it is that you would use them. ” In all, 17 questions about design features were asked. For each question, participants answered on a 5-point Likert scale ranging from very likely to very unlikely. Open-ended questions were asked about any other features they may want in an e-mental health program, whether the participant and his male coworkers may use an e-mental health program to deal with work stress and what makes it difficult to use an e-mental health program. Administering the questions and instruments to eligible participants took an average of 22 min. Participants who completed the survey received a CAN $20 gift card as a token of appreciation.

Statistical Analysis

The background characteristics and proportions of likely use of design features were estimated and compared between men who were at high or low risk of having an MDE using the chi-square test. Among men who were at high risk of having an MDE, the percentages were also estimated and compared by age groups and by language used in the interview (English vs French) using a chi-square test. All analyses were conducted using the statistical program STATA 14.0 (StataCorp, College Station, TX, USA). Tests were considered statistically significant when \( p \) was less than .05. With this level of probability and a sample size of 841, the study had a statistical power of 0.89 to detect a small effect size (Cohen d) of 0.20.

Results

Participants’ Characteristics

The demographic and socioeconomic characteristics of the participants are summarized in Table 1. Men who were at high risk of having an MDE had characteristics similar to those at low risk, except that high-risk men were younger and were more likely to have reported work function impairment (\( P<.001 \)).
Table 1. Demographic and socioeconomic characteristics of the participants overall and by risk levels of having major depression.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=841), n (%)</th>
<th>High risk (n= 511), n (%)</th>
<th>Low risk (n=330), n (%)</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age categories (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>102 (12.1)</td>
<td>73 (14.3)</td>
<td>29 (8.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-49</td>
<td>444 (52.8)</td>
<td>284 (55.6)</td>
<td>160 (48.5)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>254 (30.2)</td>
<td>140 (27.4)</td>
<td>114 (34.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>41 (4.9)</td>
<td>14 (2.7)</td>
<td>27 (8.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Mean age (SD)</strong></td>
<td>44.3 (13.7)</td>
<td>42.0 (12.2)</td>
<td>47.8 (15.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Married or Common-law</td>
<td>647 (77.0)</td>
<td>389 (76.1)</td>
<td>258 (78.4)</td>
<td></td>
</tr>
<tr>
<td>Divorced or separated/widowed</td>
<td>43 (5.1)</td>
<td>22 (4.3)</td>
<td>21 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>150 (17.9)</td>
<td>100 (19.6)</td>
<td>50 (15.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Personal income ($)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>99 (12.2)</td>
<td>60 (12.1)</td>
<td>39 (12.4)</td>
<td></td>
</tr>
<tr>
<td>30,000 to &lt;60,000</td>
<td>238 (29.4)</td>
<td>152 (30.6)</td>
<td>86 (27.4)</td>
<td></td>
</tr>
<tr>
<td>60,000 to 80,000</td>
<td>171 (21.1)</td>
<td>98 (19.7)</td>
<td>73 (23.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;80,000</td>
<td>303 (37.4)</td>
<td>187 (37.6)</td>
<td>116 (36.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational levels</strong></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Above high school</td>
<td>65 (7.7)</td>
<td>43 (8.4)</td>
<td>22 (6.7)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>166 (19.7)</td>
<td>107 (20.9)</td>
<td>59 (17.9)</td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>265 (31.5)</td>
<td>167 (32.7)</td>
<td>98 (29.7)</td>
<td></td>
</tr>
<tr>
<td>University or higher</td>
<td>345 (41.0)</td>
<td>194 (38.0)</td>
<td>151 (45.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Employee</td>
<td>673 (80.6)</td>
<td>413 (81.5)</td>
<td>260 (79.3)</td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>159 (19.0)</td>
<td>92 (18.2)</td>
<td>67 (20.4)</td>
<td></td>
</tr>
<tr>
<td>Family business no pay</td>
<td>3 (0.4)</td>
<td>2 (0.4)</td>
<td>1 (0.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Job type</strong></td>
<td></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Full time</td>
<td>692 (82.3)</td>
<td>434 (84.9)</td>
<td>258 (78.2)</td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>71 (8.4)</td>
<td>37 (7.2)</td>
<td>34 (10.3)</td>
<td></td>
</tr>
<tr>
<td>Seasonal</td>
<td>37 (4.4)</td>
<td>18 (3.5)</td>
<td>19 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Contract</td>
<td>36 (4.3)</td>
<td>19 (3.7)</td>
<td>17 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (0.6)</td>
<td>3 (0.6)</td>
<td>2 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Size of company or work site</strong></td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>&lt;50</td>
<td>445 (53.6)</td>
<td>276 (54.2)</td>
<td>169 (52.5)</td>
<td></td>
</tr>
<tr>
<td>50-499</td>
<td>243 (29.2)</td>
<td>149 (29.3)</td>
<td>94 (29.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;500</td>
<td>143 (17.2)</td>
<td>84 (16.5)</td>
<td>59 (18.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Provinces</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>British Columbia</td>
<td>47 (6.3)</td>
<td>33 (7.1)</td>
<td>14 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Alberta</td>
<td>70 (9.4)</td>
<td>52 (11.2)</td>
<td>18 (6.4)</td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>30 (4.0)</td>
<td>18 (3.9)</td>
<td>12 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Manitoba</td>
<td>31 (4.2)</td>
<td>20 (4.3)</td>
<td>11 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Ontario</td>
<td>293 (39.3)</td>
<td>170 (36.6)</td>
<td>123 (43.4)</td>
<td></td>
</tr>
<tr>
<td>Quebec</td>
<td>227 (30.5)</td>
<td>141 (30.4)</td>
<td>86 (30.6)</td>
<td></td>
</tr>
</tbody>
</table>
### Internet Usage

A majority of the participants reported use of Internet for personal reasons in the past 12 months, with the proportion (95.7%) among high-risk men being slightly higher than that among low-risk men (92.4%) (Table 2). The two groups did not differ in Internet use for searching medical information and in perceived usefulness of the Internet information in making decisions about health. However, high-risk men (83.4%) were more likely to report that it was important to access health resources on the Internet than low-risk men (75.0%).

#### Table 2. General and health-related Internet usage among men who were at different risk levels of major depression.

<table>
<thead>
<tr>
<th>Internet use during the past 12 months</th>
<th>High risk, n (%)</th>
<th>Low risk, n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used Internet for personal use</td>
<td>489 (95.7)</td>
<td>305 (92.4)</td>
<td>.04</td>
</tr>
<tr>
<td>Hours of Internet each week (h)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>175 (35.8)</td>
<td>110 (36.1)</td>
<td>.81</td>
</tr>
<tr>
<td>5-9</td>
<td>137 (28.0)</td>
<td>93 (30.5)</td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>113 (23.1)</td>
<td>66 (21.6)</td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>39 (8.0)</td>
<td>23 (7.5)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>11 (2.3)</td>
<td>8 (2.6)</td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td>14 (2.9)</td>
<td>5 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Used Internet on a mobile phone, tablet, or other mobile devices</td>
<td>408 (83.4)</td>
<td>235 (77.1)</td>
<td>.03</td>
</tr>
<tr>
<td>Used Internet for medical or health-related information</td>
<td>307 (62.7)</td>
<td>168 (55.1)</td>
<td>.08</td>
</tr>
<tr>
<td>How useful Internet helps you in making decisions about your health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not useful</td>
<td>32 (10.7)</td>
<td>14 (8.5)</td>
<td>.90</td>
</tr>
<tr>
<td>Unsure</td>
<td>41 (13.4)</td>
<td>28 (16.7)</td>
<td></td>
</tr>
<tr>
<td>Useful</td>
<td>231 (75.9)</td>
<td>125 (74.8)</td>
<td></td>
</tr>
<tr>
<td>How important is it for you to be able to access health resources on the Internet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not important</td>
<td>31 (10.1)</td>
<td>15 (8.9)</td>
<td>.01</td>
</tr>
<tr>
<td>Unsure</td>
<td>20 (6.5)</td>
<td>27 (16.1)</td>
<td></td>
</tr>
<tr>
<td>Important</td>
<td>256 (83.4)</td>
<td>126 (75.0)</td>
<td></td>
</tr>
</tbody>
</table>
**Preferred Design Features**

Participants rated their level of interest in possible use of 17 different features that can be incorporated into the design of e-mental health programs. We ranked the preferred design features of e-mental health program in descending order (see Table 3). The top three features that were identified by high-risk men as things they would likely to use were: “information about improving sleep hygiene,” “practice and exercise to help reduce symptoms of stress and depression,” and “having access to quality information and resources about work stress issues.” The proportions of individuals endorsing the selected design features were significantly higher in the high-risk group than those in the low-risk group, except for “information about improving sleep hygiene” (Table 3).

**Table 3.** Proportions of preferred design features of e-mental health program in men who were at different risk levels of major depression.

<table>
<thead>
<tr>
<th>Features</th>
<th>High risk, n (%)</th>
<th>Low risk, n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information about improving sleep hygiene</td>
<td>313 (61.3)</td>
<td>181 (54.9)</td>
<td>.07</td>
</tr>
<tr>
<td>Practice and exercise to reduce stress</td>
<td>303 (59.5)</td>
<td>127 (38.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quality information about work stress</td>
<td>295 (57.8)</td>
<td>146 (44.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Setting personal goals and track them</td>
<td>277 (54.6)</td>
<td>128 (38.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Watching videos online on how to deal with work and stress issues</td>
<td>272 (53.3)</td>
<td>125 (37.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Being able to access a program via mobile phone or as an app.</td>
<td>264 (52.0)</td>
<td>127 (38.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Direct referral to health professional to deal with work and stress issues in person</td>
<td>263 (51.7)</td>
<td>109 (33.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Being able to ask questions and receive answers from mental health professional</td>
<td>253 (49.7)</td>
<td>120 (36.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-help interactive program that provides info about work problems</td>
<td>244 (47.8)</td>
<td>96 (29.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Being able to chart and track your mood</td>
<td>217 (42.6)</td>
<td>93 (28.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A risk calculator predicting future risk of having major depression</td>
<td>215 (42.6)</td>
<td>94 (28.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Access by phone to a trained coach to help with work stress</td>
<td>211 (41.3)</td>
<td>97 (29.6)</td>
<td>.001</td>
</tr>
<tr>
<td>Information about anger management</td>
<td>211 (41.5)</td>
<td>88 (26.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Receiving printed materials</td>
<td>167 (32.7)</td>
<td>78 (23.7)</td>
<td>.005</td>
</tr>
<tr>
<td>Information delivered in game format</td>
<td>156 (30.7)</td>
<td>62 (18.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Online peer connection</td>
<td>140 (27.5)</td>
<td>61 (18.5)</td>
<td>.003</td>
</tr>
<tr>
<td>Online chat room</td>
<td>129 (25.3)</td>
<td>58 (17.6)</td>
<td>.009</td>
</tr>
</tbody>
</table>

**Preferred Design Features by Age and Language Among High-Risk Men**

We estimated and compared the proportions of preferred design features by age groups and languages used in the interviews in men who were at high risk of MDE. The data showed that, compared to older participants, younger participants preferred access to a program through a smartphone or mobile app and that the information be delivered in game format (Table 4).

**Table 4.** Proportions of preferred design features of e-mental health program in men who were at high-risk levels of major depression by age groups.

<table>
<thead>
<tr>
<th>Features</th>
<th>18-29 y, n (%)</th>
<th>30-49 y, n (%)</th>
<th>50-64 y, n (%)</th>
<th>65+ y, n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Being able to access a program</td>
<td>46 (63.0)</td>
<td>156 (55.3)</td>
<td>58 (41.7)</td>
<td>4 (28.6)</td>
<td>.003</td>
</tr>
<tr>
<td>via smartphone or as an app.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving printed materials through mail</td>
<td>15 (20.6)</td>
<td>89 (31.3)</td>
<td>61 (43.6)</td>
<td>2 (14.3)</td>
<td>.002</td>
</tr>
<tr>
<td>Information to be delivered in game format</td>
<td>36 (49.3)</td>
<td>84 (29.7)</td>
<td>33 (23.74)</td>
<td>3 (21.4)</td>
<td>.001</td>
</tr>
</tbody>
</table>
A majority of participants considered our survey questions, about preferred design features, to be comprehensive and did not have other features to add. For the open-ended questions, some participants suggested that, in addition to the design features encompassed in the survey, other valuable features may be: easy to use (eg, “online information in a format that is simple to use.”), confidentiality (eg, “Privacy, somehow to ensure privacy”), credibility (eg, “having access to reliable information that’s important to me”), and direct link to a professional (eg, “like some kind of call in line. Like a hotline … where you could access a live expert…. something personal”).

### Likely Use of E-Mental Health Programs

Among the participants, 69.0% reported “yes” or “maybe” to potentially using an e-mental health program to deal with work stress. The percentage was higher in the high-risk group (72.6%), those in the levels of higher education and personal income, younger age groups, and those working in mid and large companies, compared with their counterparts. No differences were found by language, marital status, and employment status (employee vs self-employed). High-MDE-risk participants who reported that they would not use an e-mental health program for dealing with stress were asked “what would make it difficult to use an e-health program?” The reported barriers included perceived stigma associated with accessing e-mental health support (eg, “…social stigma, comfort of access,” “…workplace ignorance and what do they call that where you stereotype …”), lack of personal interaction inherent to e-mental health (eg, “lack of personal face to face,” “… don’t see the value of it if you could talk to your family doctor….”), lack of time (eg, “…if it was time consuming…”), and lack of knowledge (eg, “Well the fact that I don’t know what an e health program is makes it difficult. I’m not sure that (laughs)”).

### Discussion

#### Principal Results

One key finding of this study was that 62.7% participants who were at high risk of having MDE had used the Internet for health information in the 12 months prior to the survey. This percent is slightly higher than a similar estimate from the 2012 Canadian Internet Use survey in which 60.8% men reported use of Internet for medical or health-related information [19]. Furthermore, more than 75% of high-MDE-risk men in our sample considered health information on the Internet to be useful in helping them make health decisions and more than 72% would use an e-mental health program to deal with work related stress. Given that men often delay help-seeking for mental health problems because of perceived stigma and gender norms, our results suggest that the privacy inherent to e-mental health programs makes e-mental health programs a promising tool for improving men’s mental health.

Acceptability of a tool is vital to evaluation of its effectiveness and implementation. Therefore, to develop e-mental health programs for men, it is critical to understand their preferred design features. It is enlightening to observe, from our survey, that “information about improving sleep hygiene” was the top design feature preferred by men, irrespective of their risk status. Individuals who are at high risk of MDE may be occupied by unhelpful thinking and look for strategies to solve the issues they encounter. Thus, it is not surprising that the second top feature they endorsed was “practice and exercise to help reduce symptoms of stress and depression” which is consistent with the principles of CBT, for example, changing unhelpful thinking and behaviors and problem-solving focus. We anticipated that CBT practices and educational information (“having access to quality information and resources about work stress issues”) would be needed by the participants, and this was demonstrated in this study. This also is consistent with the fact that most of the existing e-mental health programs, such as MoodGYM [20], were developed based on the CBT approach [21]. We found that men who were at high risk of having an MDE were more likely to have endorsed the design features than men who were at low risk. No age differences were found in preferred design features. English-speaking participants were more likely to use CBT techniques and an app and French-speaking participants were more likely to use mood-monitoring tools. These results indicate that e-mental health programs incorporating these preferred features are likely to be used by men who are at high risk of an MDE across age and English- or French-speaking categories.

#### Comparison With Prior Work

Understanding the barriers to the use of e-mental health programs is also important for the development, evaluation, and implementation of the programs. Some features preferred by the participants reflect the concerns they have about e-mental health programs and potential barriers to the use. Based on our quantitative and qualitative data, confidentiality and privacy are the prominent concerns for high-risk participants. They were concerned about the consequences if others know that they use the program to deal with stress related issues (eg, perceived
stigma). Other barriers include extent to which the program is easy to use and navigate, credible (eg, information is provided by health professionals), relevant to one’s personal situation, and interactive (eg, being able to communicate with a professional). Additionally, lack of time and knowledge about e-health are potential barriers reported by the participants. Schneider et al [23] investigated users’ views of an online CBT program (MoodGYM) in a randomized controlled trial. Wetterlin et al’s [23] cross-sectional study examined youth expectations for mental health websites. Both studies reported preferences and perceived barriers that are consistent with the results of our survey.

Limitations

Our study has several limitations. First, the survey data relied on self-report. Therefore, reporting and recall biases are possible. Second, our target population is Canadian working men who were aged 18 and older. As compared to men in the Canadian workforce in 2014, our sample was slightly older. The proportion of participants aged 18 to 29 in this study was 12.1%, whereas it was 20.2% in the Canadian workforce. Therefore, the proportions of some design features by age groups could have been overestimated or underestimated because of potential selection bias. Given the increasing use of mobile phones in young adults, future studies may investigate strategies for recruiting young adults through mobile phones. Finally, our survey collected self-reported qualitative information about barriers to the use of e-mental health programs. The qualitative information should be considered preliminary. More studies are needed to provide definitive answers.

Conclusions

There is a pressing need for developing innovative strategies for prevention of depression in men. This is a challenging endeavor, given the gender norms and social stigma against depression and help seeking among men. E-mental health holds potential as it can be confidential, easily accessible, and economic if designed appropriately. More studies are needed to examine preferred design features and the barriers to use in different populations so that e-mental health strategies that meet the needs of different age groups and personal backgrounds can be developed.
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Abstract

Background: Mental disorders (MDs) affect almost 1 in 4 adults at some point during their lifetime, and coupled with substance use disorders are the fifth leading cause of disability adjusted life years worldwide. People with these disorders often use the Web as an informational resource, platform for convenient self-directed treatment, and a means for many other kinds of support. However, some features of the Web can potentially erect barriers for this group that limit their access to these benefits, and there is a lack of research looking into this eventuality. Therefore, it is important to identify gaps in knowledge about “what” barriers exist and “how” they could be addressed so that this knowledge can inform Web professionals who aim to ensure the Web is inclusive to this population.

Objective: The objective of this study was to provide an overview of existing evidence regarding the barriers people with mental disorders experience when using the Web and the facilitation measures used to address such barriers.

Methods: This study involved a systematic review of studies that have considered the difficulties people with mental disorders experience when using digital technologies. Digital technologies were included because knowledge about any barriers here would likely be also applicable to the Web. A synthesis was performed by categorizing data according to the 4 foundational principles of Web accessibility as proposed by the World Wide Web Consortium, which forms the necessary basis for anyone to gain adequate access to the Web. Facilitation measures recommended by studies were later summarized into a set of minimal recommendations.

Results: A total of 16 publications were included in this review, comprising 13 studies and 3 international guidelines. Findings suggest that people with mental disorders experience barriers that limit how they perceive, understand, and operate websites. Identified facilitation measures target these barriers in addition to ensuring that Web content can be reliably interpreted by a wide range of user applications.

Conclusions: People with mental disorders encounter barriers on the Web, and attempts have been made to remove or reduce these barriers. As forewarned by experts in the area, only a few studies investigating this issue were found. More rigorous research is needed to be exhaustive and to have a larger impact on improving the Web for people with mental disorders.
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Introduction

Mental disorders (MDs) are a significant public health issue owing to their high impact on people with these disorders, in terms of restrictions placed on their participation in all areas of life, family life and the wider society. Mental disorders affect almost 1 in 4 adults at some point during their lifetime [1] and coupled with substance use disorders are the fifth leading cause of disability adjusted life years worldwide [2]. People with mental disorders (PwMD) often experience similar impairments, activity limitations, and restricted participation in life events, even with the diversity in symptoms and etiology associated with these conditions [3]. Family members often provide care, which sometimes puts a strain on familial relationships, reduces opportunities for leisure, and negatively impacts finances due to time spent providing care instead of working [4]. The associated reduction in productivity from both affected persons and their family can translate to a decrease in contributions to the local economy [5]. In addition, having a large segment of the population subscribing to treatment and support services incurs considerable costs [5].

The Web is often used as a source of support for PwMD and shows great promise for the reduction of the burden of mental disorders. Mental health–related Web browsing, primarily for information seeking, is common among PwMD [6,7]. Web-based mental health communities are known to supplement traditional mental health services [8] and act as an important factor in encouraging PwMD to seek professional help [9]. A recent meta-analysis has indicated that guided Web-based cognitive behavioral therapy may be as effective as the face-to-face equivalent for social anxiety disorder, panic disorder, spider phobia, and depressive symptoms [10]. Many other Web-based treatment and intervention options are increasingly being explored for other mental disorders (eg, posttraumatic stress disorder, eating disorders) [11] and populations including children (eg, Project CATCH-IT, MoodGYM) [12,13] with positive results.

There are also features of the Web environment that could potentially limit how much PwMD who experience cognitive deficits can benefit from the Web. Using the Web is considered a very cognitively demanding activity requiring not only good knowledge and understanding of Web features (eg, search engines) but also the ability to quickly analyze, synthesize, evaluate, and apply presented information while avoiding inconsequential details (eg, adverts and untrustworthy information) that are abundant on the Web [14]. Several cognitive domains, including executive functioning, attention, and memory, are commonly impaired in PwMD [15]. These impairments may be linked to difficulties using the Web such as when performing Web searches, task switching, retaining and recalling information, and ignoring distractions (eg, adverts) to focus attention. Moreover, the Web has also been found to be relatively absent of nonverbal and social context cues (eg, gestures, facial expression) compared with off-line [16,17]. These cues are important for guiding behavior when interacting with others, and their absence could make social interaction difficult. Although Web users are normally able to skillfully compensate and overcome these “deficiencies” [18], sometimes even by capitalizing on them [19], it could be challenging for PwMD who experience cognitive deficits to do the same.

People with mental disorders have received little attention from Web accessibility research despite increased inquiries into the difficulty others with cognitive impairment face on the Web. This research gap was highlighted over a decade ago [20,21], and more recently, there has been some indication that the gap still exists [22]. Current recommendations also prescribe the same treatment to address accessibility for PwMD and a myriad of other diverse conditions that fall under the broad heading of conditions associated with cognitive limitations (eg, intellectual disabilities, multiple sclerosis) [23].

A comprehensive review of literature concerned with the barriers PwMD encounter when using the Web and/or the facilitation measures developed to address these barriers is needed to ensure that the Web is inclusive to this population. Available knowledge will support Web professionals in making well-informed choices about the removal of barriers affecting PwMD. If this is not possible, it may instead provide facilitation measures to accommodate this group. As a result, Web-based resources could be systematically evaluated for compliance with measures that are known to remove barriers or provide facilitation for PwMD. Identified gaps in knowledge about “what” barriers exist and “how” they could be addressed—based on a comparison and integration of what is known on the topic—is likely to encourage further research into these highlighted areas as well.

The objective of this systematic review was to provide an overview of the existing evidence regarding the barriers PwMD experience when using the Web and facilitation measures used to address such barriers. Specific aims are to detail barriers and facilitation measures, how they were identified or developed, and related trends (ie, the extent of coverage for specific mental disorders or digital technologies, study designs used, publication recency, and research region).

Methods

A systematic review was carried out to identify barriers PwMD encounter when using the Web and the recommended facilitation measures to remove or reduce these barriers.

Search Strategy

Search terms were broadly based on concepts relating to Web accessibility, mental disorders, and also digital technologies (see Multimedia Appendix 1). Digital technologies were included because knowledge about any barriers here would likely be also applicable to the Web. This was also a proactive measure to avoid having the review suffer from the paucity of research in the area as revealed by preliminary searches. Databases searched include MEDLINE, PsycARTICLES, CINAHL, Library, Information Science &Technology Abstracts, Computers & Applied Sciences Complete, Inspec, Web of Science Core Collection. Reference lists of included publications were also searched to avoid missing relevant publications not identified during the search of databases. There were no publication date restrictions to ensure that the review included as many studies as possible. There was also no restriction to
empirical studies. Other types of publications such as international standards and guidelines are usually widely adopted and highly regarded and can be especially helpful when there is insufficient empirical evidence on a particular issue.

**Eligibility Criteria**

Included publications describe the difficulties PwMD encounter when using any digital technology or provide guidance on how to improve the accessibility of any digital technology for this group. All mental disorders were considered regardless of a formal diagnosis or not. All digital technologies such as computers, video games, mobile devices, and websites were also considered. Journal articles, gray literature, international and national standards and guidelines, reports, and conference proceedings written in the English language were considered for inclusion. Publications in the form of commentaries, letters to the editors, and editorials were excluded.

**Eligibility Assessment**

One reviewer (RB) screened all abstracts, and another (DH) screened 84% (1692/2013) selected at random. Both screenings were conducted independently to reduce the chance of reviewer bias and increase reliability [24]. Inconsistencies in ratings—eligible, ambiguous, or excluded—were later discussed and resolved by consensus. One reviewer (RB) then appraised the full texts of abstracts rated as eligible.

**Data Extraction and Synthesis of Results**

Information extracted from studies was study characteristics—publication year, country, study design, methods and participants or target population (eg, mental disorders, age, gender, and education); barriers and facilitation measures—process used for the development of the facilitation measure and related mental disorders; and definitions of accessibility and disability. Data extracted from other documents—international standards and guidelines—did not include information about study designs and participants (eg, age and gender).

The International Classification of Functioning, Disability and Health was used to define barriers and facilitation measures [25]. Factors (eg, small font, complicated language) that through their absence or presence limit functioning were identified as barriers. Conversely, factors (eg, legible font, simple language) that instead improve functioning through their absence or presence were identified as facilitation measures.

Synthesis was performed by categorizing all findings and later summarizing facilitation measures recommended by studies. Data were first categorized according to the 4 foundational principles of Web accessibility: operable—user interface components and navigation must be easy and safe to use; understandable—information and the operation of a user interface must be easily interpreted accurately; perceivable—information and user interface components must be presentable to users in ways they can be sufficiently aware on these components; robust—content must be flexible enough that a wide range of user agents, including technologies that enable persons with disabilities to perform tasks that would be otherwise challenging (ie, assistive technologies), can interpret it reliably [26]. These 4 foundational principles were proposed by the World Wide Web Consortium (W3C) and form the necessary basis for anyone to gain adequate access to the Web. Results from studies came from 2 sources—expert opinion or empirical research—and they are labeled to denote these different sources. Facilitation measures from guidelines are also labeled for easy identification. Facilitation measures recommended by studies were later summarized into a set of minimal recommendations after the categorization of findings. Those from guidelines have already been aptly summarized elsewhere [27-29].

**Results**

A total of 16 publications were included in this review, comprising 13 studies reporting on the usability of various technologies [30-40] and Internet or computer use among PwMD [41,42] and 3 international guidelines [23,43,44], which were all developed by the W3C. These guidelines have been adopted by many governments and are also widely considered as the international standard for Web accessibility. A flow chart of the review process is presented in Figure 1.
Study and Guideline Characteristics

Nine of the included studies [30-33,35,37-39,42] originated in the United States, 2 studies [34,40] in the United Kingdom, one [41] in Austria, and another [36] in Sweden as summarized in Table 1. Over 62% (10/16) of the included publications [32-34,37,38,42] were published within the last 5 years, and the earliest [35] was published in 1998.

All 3 included guidelines were published by the W3C based in the United States. However, the guidelines are the result of collaboration among international experts. Two of the three included guidelines (User Agent Accessibility Guidelines 1.0 and Authoring Tool Accessibility Guidelines 1.0) were published over 12 years ago, and the third (Web Content Accessibility Guidelines 2.0) was published in 2008.
### Table 1. Characteristics of included publications.

<table>
<thead>
<tr>
<th>Citation, sample size (n), and year</th>
<th>Origin country</th>
<th>Digital technology</th>
<th>Study design</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35], 52, 1998</td>
<td>United States</td>
<td>Qualitative, focus groups and interviews, clustering and summation</td>
<td>Multimedia application</td>
<td>Depression</td>
</tr>
<tr>
<td>[43], 2000</td>
<td>United States</td>
<td>Guideline</td>
<td>Web</td>
<td>Mental disorders</td>
</tr>
<tr>
<td>[31], 5, 2002</td>
<td>United States</td>
<td>Qualitative, focus group and usability testing, content analysis</td>
<td>Website</td>
<td>Anxiety disorder and depression</td>
</tr>
<tr>
<td>[44], 2002</td>
<td>United States</td>
<td>Guideline</td>
<td>Web</td>
<td>Mental disorders</td>
</tr>
<tr>
<td>[38], 98, 2007</td>
<td>United States</td>
<td>Quantitative, usability testing</td>
<td>Website</td>
<td>Bipolar disorder, schizophrenia, schizoaffective disorder, depression</td>
</tr>
<tr>
<td>[23], 2008</td>
<td>United States</td>
<td>Guideline</td>
<td>Web</td>
<td>Mental disorders</td>
</tr>
<tr>
<td>[41], 26, 2010</td>
<td>Austria</td>
<td>Qualitative, interviews, content analysis</td>
<td>Internet and website</td>
<td>Schizophrenia, schizoaffective disorder</td>
</tr>
<tr>
<td>[32] (n=16), 2011</td>
<td>United States</td>
<td>Mixed, interviews, usability testing and expert review, thematic analysis, and descriptive statistics</td>
<td>Website</td>
<td>Schizophrenia, bipolar disorder, depression</td>
</tr>
<tr>
<td>[33], 71, 2011</td>
<td>United States</td>
<td>Qualitative, interviews and usability testing, descriptive statistics, and tests</td>
<td>Website</td>
<td>Severe mental illness</td>
</tr>
<tr>
<td>[39], 149, 2012</td>
<td>United States</td>
<td>Quantitative (fractional factorial experimental design), usability testing, polychotomous logistic regression, and mixed-effect regression</td>
<td>Website</td>
<td>Substance use disorder, schizophrenia, depression, bipolar disorder, other psychotic disorder, schizoaffective disorder, anxiety disorder</td>
</tr>
<tr>
<td>[42], 28, 2013</td>
<td>United States</td>
<td>Qualitative, interviews and observations, thematic and task analysis</td>
<td>Computer and website</td>
<td>Schizophrenia, bipolar disorder, depression, anxiety disorder, schizoaffective disorder</td>
</tr>
<tr>
<td>[37], 38, 2013</td>
<td>United States</td>
<td>Quantitative, usability testing, linear mixed-effect regression</td>
<td>Website</td>
<td>Schizophrenia, schizoaffective disorder</td>
</tr>
<tr>
<td>[40], 12, 2013</td>
<td>United Kingdom</td>
<td>Qualitative, focus group, thematic analysis</td>
<td>Website</td>
<td>Bipolar disorder</td>
</tr>
<tr>
<td>[30], 924, 2013</td>
<td>United States</td>
<td>Mixed, usability testing and survey, thematic analysis, descriptive statistics</td>
<td>Mobile phone and website</td>
<td>Schizophrenia, schizoaffective disorder</td>
</tr>
<tr>
<td>[34], 20, 2014</td>
<td>United Kingdom</td>
<td>Qualitative, focus group, thematic analysis</td>
<td>Website</td>
<td>Depression, anxiety disorder</td>
</tr>
<tr>
<td>[36], ≥100, 2015</td>
<td>Sweden</td>
<td>Qualitative, focus group, thematic analysis</td>
<td>Website</td>
<td>Bipolar disorder, depression, schizophrenia, anxiety disorder, mental disorders</td>
</tr>
</tbody>
</table>

a Diagnosis was established using the International Classification of Diseases, 10th revision.

b Diagnosis was established using the Diagnostic and Statistical Manual of Mental Disorders, 4th edition.

### Design and Methods

Nine of the included studies investigated the usability of Web-based resources [30-34,37-40] and multimedia tools [35]. One study focused on Internet use [41], one on the use of digital technologies [36], one on the development of a mobile phone system [30], and another on computer use [42] among PwMD. Eight of the included studies used qualitative methods [31,33-36,40-42], 3 [37-39] adopted a quantitative approach, and 2 [30,32] used mixed methods. Seven studies used usability testing [30-33,37-39], 5 used interviews [32,33,35,41,42], 5 used focus groups [32,33,35,41,42], and single studies used observations [42], survey [30], and user testing.

The 3 included guidelines [23,43,44] were primarily developed based on contributions over several years from experts involved in international working groups on varying aspects of Web accessibility [45].
**Sample Characteristics**

Sample sizes for included studies ranged from 5 to >100 (mean 48). Overall, 11 studies [30-33,36-42] reported the age of participants, which ranged from 18 to at least 75 years. Three studies [37,39,40] used the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (DSM IV), 1 [41] used the International Classification of Diseases, 10th revision (ICD-10), and the remaining studies did not mention the use of a classification of mental disorders. Samples including people with schizophrenia (69%) [30,32,35-39,41,42] were most common among the 13 included studies, followed by samples where participants were affected by depression (62%) [31,32,34-36,38,39,42], anxiety disorders (38%) [31,34,36,39,42], and bipolar disorder (38%) [32,36,38,40,42]. Single studies reported that participants had severe mental illness (SMI) (eg, schizophrenia, schizoaffective disorder, bipolar disorder, and major depression) [33], mental disorders [36], psychotic disorders [39], and substance use disorder [39] but did not state any particular mental disorder. Most studies considered more than 1 mental disorder except [33], which focused on schizophrenia and [40] on bipolar disorder.

All 3 included guidelines were developed to give guidance on how to remove and reduce barriers experienced by people with a range of disabilities including auditory, cognitive, and neurological, physical, speech, and visual disabilities. Extracted guidelines were identified by the authors of the guidelines as being relevant to cognitive and neurological disorders [46]. These disorders include attention-deficit hyperactivity disorder, autism spectrum disorder, intellectual disabilities, learning disabilities, memory impairments, multiple sclerosis, perceptual disabilities, seizure disorders, and mental disorders. No particular mental disorder was specified.

**Digital Technology**

As summarized in Table 1, websites were the most studied digital technology, followed by single studies each investigating either computers [42] or multimedia applications [35]. Only three studies [42,30,36] investigated more than 1 technology, viz. computers and websites, mobile phone and websites, and several digital technologies, respectively. The 3 included guidelines target websites (ie, Web Content Accessibility Guidelines 2.0), user agents (ie, any software that retrieves, renders, and facilitates end user interaction with Web content; User Agent Accessibility Guidelines 1.0) and Web authoring tools (Authoring Tool Accessibility Guidelines 1.0).

**Scope of Barriers and Facilitation Measures Related to Digital Technology Usage by PwMD**

Included studies revealed 42 barriers and 59 facilitation measures. These are summarized in Tables 2 and 5. Four studies [31,32,35,37] did not mention any barriers and 2 [36,41] no facilitation measures. Four studies [30,33,34,38] recommended facilitation measures to address barriers, and only 25 of these pairings were identified.

The 3 included guidelines recommended 30 facilitation measures and did not explicitly report any barriers. However, the W3C has published several barriers on its website that people with cognitive and neurological disabilities including mental health disabilities face when using the Web. Examples of these barriers include complex navigation mechanisms, page layouts that are difficult to understand and use, and moving, blinking, or flickering content, and background audio that cannot be turned off [46].

Of the 131 identified barriers and facilitation measures, 63 were relevant to depression (48%), 54 to schizophrenia (41%), 48 to anxiety disorders (37%), 39 to bipolar disorder (30%), 37 to mental disorders (28%), 35 to schizoaffective disorder (27%), 11 to SMI (8%), and 3 to substance abuse and psychotic disorders equally (2%). Most of the 42 identified barriers were relevant to people with depression (64%), followed by those with an anxiety disorder (62%), schizophrenia (50%), bipolar disorder (40%), schizoaffective disorder (31%), mental disorders (17%), SMI (12%), and substance use disorder and other psychotic disorders equally (2%). Identified facilitation measures (n=89) mostly targeted people with depression (40%), schizophrenia (37%), mental disorders (34%), and anxiety, bipolar disorder and schizoaffective disorder equally (25%). SMI (7%) and substance use disorder and other psychotic disorders equally (2%) accounted for a small portion of the identified facilitation measures.

All barriers identified were revealed by research findings. Identified facilitation measures were proposed directly from research findings (n=31) [30,33,37-40], by international working groups of experts in the area of accessibility (n=30) [23,43,44] and expert opinion of researchers conducting studies (n=28) [31,32,34,35,42].
<table>
<thead>
<tr>
<th>Barrier</th>
<th>Facilitation measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unable to locate information [34]</td>
<td>Provide intuitive navigation and ensure information filters and search functions work properly.</td>
</tr>
<tr>
<td>Nonperceivable icons [34]</td>
<td>Avoid complicated language and ensure menu options and links are easy to understand.</td>
</tr>
<tr>
<td>Too small font [30]</td>
<td>Increase font size.</td>
</tr>
</tbody>
</table>
| Difficulty reading small font and with eye strain [42] | Use small but legible font and refrain from using graphics in websites with shallow information hierarchies that do not feature navigational lists [39]. Use large navigation buttons [32]. Use a minimal number of colors that differentiates information and contrasts well [31]. Use a simple design with pages that are pleasing to the eye and easy to read [31]. Use graphics that are purposeful to the website [31]. Prominently present hyperlinks: ensure clear labeling and highly visible positioning [37]. Make hyperlinks' text as explicit as possible [37]. List hyperlinks for a given topic together in a single column [37]. Font size, buttons, and links should be sufficiently large to ensure usability [42]. Use attention grabbing and not boring design [40]. Guideline 1.1: Provide text alternatives for any nontext content so that it can be changed into other forms people need, such as large print, braille, speech, symbols, or simpler language [23]. Guideline 1.2: Provide alternatives for time-based media [23]. Guideline 1.3: Create content that can be presented in different ways (eg, simpler layout) without losing information or structure [23]. Guideline 1.4: Make it easier for users to see and hear content including separating foreground from background [23]. Guideline 5: Ensure that the user can control the behavior of viewports (ie, screen) and user interface controls, including those that may be manipulated by the author (eg, through scripts—list of computer commands) [44]. Guideline 3: Support the creation of accessible content [43]. Guideline 2: Generate standard markup (ie, document annotations) [43]. Guideline 1: Support accessible authoring practices [43]. Guideline 7: Ensure that the authoring tool is accessible to authors with disabilities [43]. Guideline 2: Ensure that users have access to all content, notably conditional content that may have been provided to meet the requirements of the Web Content Accessibility Guidelines 1.0 [44]. Guideline 3: Ensure that the user may turn off rendering of content (eg, audio, video, scripts) that may reduce accessibility by obscuring other content or disorienting the user [44]. Guideline 4: Ensure that the user can select preferred styles (eg, colors, size of rendered text, and synthesized speech characteristics) from choices offered by the user agent. Allow the user to override author-specified and user agent default styles [44]. Guideline 11: Allow users to configure the user agent so that frequently performed tasks are made convenient and allow users to save their preferences [44].

Facilitation measure derived from expert opinion of researcher(s) conducting a study.

Facilitation measure derived from empirical evidence.

Facilitation measure derived from working group of experts.
Table 3. Barriers and facilitation measures categorized by the ‘understandable’ foundational principle of Web accessibility.

<table>
<thead>
<tr>
<th>Barrier</th>
<th>Facilitation measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information overload [34]</td>
<td>Ensure information is organized well and avoids distracting design&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Poor organization and presentation [34]</td>
<td>Ensure information is organized well and avoids distracting design&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Excessive advertisements [34]</td>
<td>Ensure information is organized well and avoids distracting design&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Confusing menu options [34]</td>
<td>Avoid complicated language and ensure menu options and links are easy to understand&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Complicated language [34]</td>
<td>Avoid complicated language and ensure menu options and links are easy to understand&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Complex purchasing process [34]</td>
<td>Avoid complicated language and ensure menu options and links are easy to understand&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Distracting design [34]</td>
<td>Ensure information is organized well and avoids distracting design&lt;sup&gt;a&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Use of abstract reasoning [38]</td>
<td>Present text at a low reading level&lt;sup&gt;b&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Difficulty comprehending text [33]</td>
<td>Present text in large font and language below a fifth-grade reading level&lt;sup&gt;b&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Difficulty understanding abbreviations [30]</td>
<td>Remove abbreviations&lt;sup&gt;b&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Difficulty understanding long words [30]</td>
<td>Reduce text&lt;sup&gt;b&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Too lengthy text [30]</td>
<td>Simplify wording to fourth-grade level&lt;sup&gt;b&lt;/sup&gt;.</td>
</tr>
<tr>
<td>Overabundance of information [41]</td>
<td>Provide resources in video and audio format&lt;sup&gt;a&lt;/sup&gt; [35].</td>
</tr>
<tr>
<td>Unwanted movements or flickering [36]</td>
<td>Use a modular and hierarchical approach when presenting information&lt;sup&gt;a&lt;/sup&gt; [35].</td>
</tr>
<tr>
<td>Cluttered design</td>
<td>Present important information first&lt;sup&gt;a&lt;/sup&gt; [35].</td>
</tr>
<tr>
<td></td>
<td>Use large navigation buttons&lt;sup&gt;a&lt;/sup&gt; [32].</td>
</tr>
<tr>
<td></td>
<td>Provide explicit labels that use longer concrete phrases to describe content&lt;sup&gt;a&lt;/sup&gt; [32].</td>
</tr>
<tr>
<td></td>
<td>Explicit instructions on how to use the website&lt;sup&gt;a&lt;/sup&gt; [32].</td>
</tr>
<tr>
<td></td>
<td>Provide text at fifth-grade reading level&lt;sup&gt;a&lt;/sup&gt; [32].</td>
</tr>
<tr>
<td></td>
<td>Provide instructions on how to navigate programs and websites&lt;sup&gt;a&lt;/sup&gt; [42].</td>
</tr>
<tr>
<td></td>
<td>Use a simple design with pages that are pleasing to the eye and easy to read&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Provide category headings that clearly identify what information is underneath&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Use menus with options that are ordered in a meaningful way and/or have an evident hierarchy&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Give a clear identity to the homepage&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Provide a homepage with just the right amount of information (graphics, text, links) to make the page understandable without overwhelming the user&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Use language that the user can identify with&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Meaningfully group of information&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Use graphics that are purposeful to the website&lt;sup&gt;a&lt;/sup&gt; [31].</td>
</tr>
<tr>
<td></td>
<td>Comprehensively list hyperlinks surrounding a given topic&lt;sup&gt;b&lt;/sup&gt; [37].</td>
</tr>
<tr>
<td></td>
<td>Include minimal amount of content on pages&lt;sup&gt;b&lt;/sup&gt; [37].</td>
</tr>
<tr>
<td></td>
<td>Single topic of interest: group hyperlinks and topics in one area of the screen&lt;sup&gt;b&lt;/sup&gt; [37].</td>
</tr>
<tr>
<td></td>
<td>List hyperlinks for a given topic together in a single column&lt;sup&gt;b&lt;/sup&gt; [37].</td>
</tr>
<tr>
<td></td>
<td>Use an ample number of images and visual aids&lt;sup&gt;b&lt;/sup&gt; [30].</td>
</tr>
<tr>
<td></td>
<td>Provide content users can identify with (eg, case stories, worked examples, and success stories)&lt;sup&gt;b&lt;/sup&gt; [40].</td>
</tr>
</tbody>
</table>
Facilitation measure

Use a flat hierarchy\textsuperscript{b} \cite{38}.
Provide explicit labeling\textsuperscript{b} \cite{38}.
Use lower-level modules (eg, code and data to implement a specific functionality)\textsuperscript{b} \cite{38}.
Use familiar phrasing\textsuperscript{b} \cite{38}.

Guideline 3.1: Make text content readable and understandable\textsuperscript{c} \cite{23}.
Guideline 3.2: Make Web pages appear and operate in predictable ways\textsuperscript{c} \cite{23}.
Guideline 3.3: Help users avoid and correct mistakes\textsuperscript{c} \cite{23}.
Guideline 7: Observe operating environment conventions for the user agent user interface, documentation, input configurations, and installation\textsuperscript{c} \cite{44}.
Guideline 12: Ensure that the user can learn about software features that benefit accessibility from the documentation. Ensure that the documentation is accessible\textsuperscript{c} \cite{44}.
Guideline 2: Ensure that users have access to all content, notably conditional content that may have been provided to meet the requirements of the Web Content Accessibility Guidelines 1.0\textsuperscript{f} \cite{44}.
Guideline 3: Ensure that the user may turn off rendering of content (eg, audio, video, scripts) that may reduce accessibility by obscuring other content or disorienting the user\textsuperscript{c} \cite{44}.
Guideline 4: Ensure that the user can select preferred styles (eg, colors, the size of rendered text, and synthesized speech characteristics) from choices offered by the user agent. Allow the user to override author-specified and user agent default styles\textsuperscript{c} \cite{44}.
Guideline 5: Integrate accessibility solutions into the overall “look and feel”\textsuperscript{c} \cite{43}.
Guideline 6: Promote accessibility in help and documentation\textsuperscript{c} \cite{43}.
Guideline 4: Provide ways of checking and correcting inaccessible content\textsuperscript{c} \cite{43}.
Guideline 1: Support accessible authoring practices\textsuperscript{c} \cite{43}.
Guideline 7: Ensure that the authoring tool is accessible to authors with disabilities\textsuperscript{c} \cite{43}.
Guideline 3: Support the creation of accessible content\textsuperscript{c} \cite{43}.
Guideline 2: Generate standard markup\textsuperscript{c} \cite{43}.

\textsuperscript{a}Facilitation measure derived from expert opinion of researcher(s) conducting a study.

\textsuperscript{b}Facilitation measure derived from empirical evidence.
Table 4. Barriers and facilitation measures categorized by the ‘operable’ foundational principle of Web accessibility.

<table>
<thead>
<tr>
<th>Facilitation measure</th>
<th>Barrier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide intuitive navigation</td>
<td>Poor navigation [34]</td>
</tr>
<tr>
<td>Ensure filters and search functions work properly</td>
<td>Poor information filters [34]</td>
</tr>
<tr>
<td>Ensure information is organized well and avoid distracting design</td>
<td>Information overload [34]</td>
</tr>
<tr>
<td>Change double clicking to single clicking</td>
<td>Difficulty with fine motor coordination [33]</td>
</tr>
<tr>
<td>Change small buttons to large buttons</td>
<td>Difficulty clicking small radio buttons [33]</td>
</tr>
<tr>
<td>Create video mouse tutorial</td>
<td>Difficulty using a mouse [33]</td>
</tr>
<tr>
<td>Create basic instructions on how to change screens</td>
<td>Lack of knowledge on how to navigate a website [33]</td>
</tr>
<tr>
<td>Create a flat website (without multiple layers)</td>
<td>Lack of knowledge on how to navigate a website [33]</td>
</tr>
<tr>
<td>Enlarge buttons and space between them and require long enough touch-and-release functionality</td>
<td>Too close and sensitive touchscreen buttons [30]</td>
</tr>
<tr>
<td>Use 99 words or less, 2 navigational areas or less, 7 hyperlinks or less, and few topic areas covered per page and no graphics and toolbars</td>
<td>Navigating a website with more than 5 hierarchical levels [39]</td>
</tr>
<tr>
<td>Time-limited response forms</td>
<td>Time-limited response forms [34]</td>
</tr>
<tr>
<td>Slow response in websites loading information</td>
<td>Slow response in websites loading information [34]</td>
</tr>
<tr>
<td>Necessity to distance oneself from illness-related topics as part of the recovery process</td>
<td>Necessity to distance oneself from illness-related topics as part of the recovery process [41]</td>
</tr>
<tr>
<td>Difficulty operating a computer mouse</td>
<td>Difficulty operating a computer mouse [42]</td>
</tr>
<tr>
<td>Difficulty typing words in designated areas</td>
<td>Difficulty typing words in designated areas [42]</td>
</tr>
<tr>
<td>Difficulty scrolling or using menu options to access information</td>
<td>Difficulty scrolling or using menu options to access information [42]</td>
</tr>
<tr>
<td>Difficulty navigating</td>
<td>Difficulty navigating [42]</td>
</tr>
<tr>
<td>Processing delays</td>
<td>Processing delays [40]</td>
</tr>
<tr>
<td>Broken links</td>
<td>Broken links [40]</td>
</tr>
<tr>
<td>Additional software requirements</td>
<td>Additional software requirements [40]</td>
</tr>
<tr>
<td>Unwanted movements or flickering</td>
<td>Unwanted movements or flickering [36]</td>
</tr>
<tr>
<td>Cluttered design</td>
<td>Cluttered design [36]</td>
</tr>
<tr>
<td>Evil design (when design is used to persuade or trick you to do something)</td>
<td>Evil design (when design is used to persuade or trick you to do something) [36]</td>
</tr>
<tr>
<td>Functions and services with login</td>
<td>Functions and services with login [36]</td>
</tr>
<tr>
<td>Lack of logic and consequence in concept and design</td>
<td>Lack of logic and consequence in concept and design [36]</td>
</tr>
<tr>
<td>Lack of trustworthiness</td>
<td>Lack of trustworthiness [36]</td>
</tr>
<tr>
<td>Use a website with no more than 3 hierarchal levels and words per hyperlink and that has navigational lists</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Use small but legible font and refrain from using graphics in websites with shallow hierarchies that do not feature navigational lists</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Use of different media and technological additions (eg, reward logo or bookmark functionality)</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Ensure resource can be easily used by people with low computer literacy</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Allow users to progress through the system at their own pace</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Pop-up menus that appear with hovering to reduce need for clicking</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Use a shallow hierarchy (reach the destination within 2 clicks)</td>
<td>Managing passwords and other codes (eg, Completely Automated Public Turing test to tell Computers and Humans Apart—CAPTCHA) [36]</td>
</tr>
<tr>
<td>Barrier</td>
<td>Facilitation measure</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------</td>
</tr>
<tr>
<td></td>
<td>Use large navigation buttons(^a) [32].</td>
</tr>
<tr>
<td></td>
<td>Provide several options (eg, mouse, keyboard arrows, touch screen) to assist users when navigating programs and websites(^a) [42].</td>
</tr>
<tr>
<td></td>
<td>Provide instructions on how to navigate programs and websites(^a) [42].</td>
</tr>
<tr>
<td></td>
<td>Use shorter pages that do not require a lot of scrolling, especially for the home page(^a) [31].</td>
</tr>
<tr>
<td></td>
<td>Allow for personalization or getting the best fit(^b) [40].</td>
</tr>
<tr>
<td>Guideline 2.2</td>
<td>Provide users enough time to read and use the content(^c) [23].</td>
</tr>
<tr>
<td>Guideline 2.3</td>
<td>Do not design content in a way that is known to cause seizures(^c) [23].</td>
</tr>
<tr>
<td>Guideline 2.4</td>
<td>Provide ways to help users navigate, find content, and determine where they are(^c) [23].</td>
</tr>
<tr>
<td>Guideline 9</td>
<td>Provide access to content through a variety of navigation mechanisms, including sequential navigation, direct navigation, searches, and structured navigation(^c) [44].</td>
</tr>
<tr>
<td>Guideline 10</td>
<td>Provide information that will help the user understand browsing context(^c) [44].</td>
</tr>
<tr>
<td>Guideline 1</td>
<td>Ensure that the user can interact with the user agent (and the content it renders) through different input and output devices(^c) [44].</td>
</tr>
<tr>
<td>Guideline 5</td>
<td>Ensure that the user can control the behavior of viewports and user interface controls, including those that may be manipulated by the author (eg, through scripts)(^b) [44].</td>
</tr>
<tr>
<td>Guideline 2</td>
<td>Ensure that users have access to all content, notably conditional content that may have been provided to meet the requirements of the Web Content Accessibility Guidelines 1.0(^b) [44].</td>
</tr>
<tr>
<td>Guideline 3</td>
<td>Ensure that the user may turn off rendering of content (eg, audio, video, scripts) that may reduce accessibility by obscuring other content or disorienting the user(^c) [44].</td>
</tr>
<tr>
<td>Guideline 4</td>
<td>Ensure that the user can select preferred styles (eg, colors, the size of rendered text, and synthesized speech characteristics) from choices offered by the user agent. Allow the user to override author-specified and user agent default styles(^c) [44].</td>
</tr>
<tr>
<td>Guideline 7</td>
<td>Ensure that the authoring tool is accessible to authors with disabilities(^c) [45].</td>
</tr>
<tr>
<td>Guideline 1</td>
<td>Support accessible authoring practices(^c) [43].</td>
</tr>
<tr>
<td>Guideline 3</td>
<td>Support the creation of accessible content(^c) [43].</td>
</tr>
</tbody>
</table>

\(^a\)Facilitation measure derived from expert opinion of researcher(s) conducting a study.

\(^b\)Facilitation measure derived from empirical evidence.

\(^c\)Facilitation measure derived from working group of experts.
Synthesis of Results

Categorization of Results by Foundational Principles of Web Accessibility

The identified barriers and facilitation measures were categorized according to the foundational principles of Web accessibility that was proposed by the W3C and are summarized in Tables 2 and 5—additional tables organized by categories can be requested. Each identified barrier and facilitation measure was sorted into multiple categories if applicable. The barriers resulted in 3 categories as none were assigned to the robust category: operable (n=26); understandable (n=16); perceivable (n=4). The facilitation measures resulted into 4 categories: operable (n=35); understandable (n=49); perceivable (n=26); and robust (n=8).

Some studies paired a barrier with a corresponding facilitation measure, and other studies did not. The former was categorized based on the barrier, and the latter was categorized based on the specific barrier or facilitation measure that was not paired. Linking barriers that were not paired with a corresponding facilitation measure was beyond the scope of this review. A synthesis of Tables 2 and 5 is presented in the following section.

Operable

Identified barriers and facilitation measures (n=61) in this category gave most coverage to depression (61%), followed by bipolar disorder (43%), anxiety (41%), schizophrenia (39%), mental disorders (34%), schizoaffective disorder (34%), SMI (16%), and substance use disorder and other psychotic disorders equally (7%).

Barriers reported by included studies are primarily related to poorly designed navigational elements (eg, content filters), difficulties with fine motor coordination (eg, clicking small radio buttons, operating computer mouse, scrolling), poorly designed pages with time-limited response forms, too much information, and unoptimized components that contribute to slow webpage loading times.

Facilitation measures derived from empirical evidence gave guidance on design involving a reduction in the number of clicks needed to select options, an increase in buttons sizes, and websites that feature a shallow hierarchical structure and allows for personalization. Facilitation measures based on the expert opinion of researchers conducting studies suggest that websites should incorporate efficient content filters with intuitive navigation and permit users to browse at their pace.

Most facilitation measures recommended by the 3 included guidelines were focused on increasing users’ control. This involved providing users with enough time, alternative methods and information presentation styles, and instruction to interact with content. Other measures recommended that authoring tools must be accessible, promote accessible practices, and support the creation of accessible content.

Understandable

Most of the 64 identified barriers and facilitation measures in this category addressed depression (61%), schizophrenia (45%), anxiety (41%), mental disorders (34%), schizoaffective disorder (31%), and bipolar disorder (27%). However, SMI (3%) received considerably less coverage, and no barriers and facilitation measures were recorded for substance use disorder and other psychotic disorders in this category.

Included studies revealed barriers that included the use of complicated and excessive content, distracting and confusing design, and complex and overindulgent website functions (eg, excessive advertising and complicated purchasing processes). Facilitation measures derived from empirical evidence heavily focus on increasing the clarity of website content by ensuring only necessary information is shared and provided at a low reading level with no abbreviations and unfamiliar phrasing. Facilitation measures based on expert opinion focus more on increasing the clarity of website content by ensuring only necessary information is shared and provided at a low reading level with no abbreviations and unfamiliar phrasing.
Facilitation measures from the 3 included guidelines recommend ways to help make content readable and understandable by ensuring abbreviations are expanded, reading level is appropriate, and providing explanations for any jargon used among other things. It was also recommended that several features should be incorporated into Web authoring tools: accessibility solutions in the design, mechanisms to correct inaccessible content and those that support accessible authoring practices.

**Perceivable**

Most of the 30 identified barriers and facilitation measures in this category targeted people with mental disorders (40%), depression (33%), anxiety and schizophrenia equally (30%), schizoaffective disorder (27%), bipolar disorder (17%) substance use disorder, and other psychotic disorders (3%). No barriers and facilitation measures were recorded for SMI in this category.

Identified barriers point to difficulties with reading small font, recognizing icons, and locating information. Facilitation measures derived both from empirical evidence and the expert opinion of researchers conducting studies recommend that links and other navigational elements should be easily recognizable, and use of images must be purposeful.

Facilitation measures recommended by the 3 included guidelines were predominantly focused on providing alternative content options and personal configurations for content. Other measures, all originating from the Authoring Tool Accessibility Guidelines1.0, generally recommend that authoring tools and practices must be accessible and support the creation of accessible content.

**Robust**

This category only contains facilitation measures from 1 of the 3 included guidelines, and no barriers were identified. All identified facilitation measures target PwMD. Recommended facilitation measures largely promote compatibility between user agents, authoring tools and Web content, and assistive technologies. The suggested methods to do this involve providing ways of checking and correcting inaccessible content within authoring tools and mainly adhering to standard markup, relevant W3C recommendations, and operating environment conventions.

**Summary of Facilitation Measures Recommended by Studies**

Facilitation measures recommended by studies were summarized into a group of 20 from 59 recommendations and are summarized in Table 6. Table 6 does not list or arrange summarized facilitation measures in any particular order. Nine of the summarized facilitation measures were the result of empirical work and 11 from the expert opinion of researchers.

### Table 6. Summary of facilitation measures recommended by studies.

<table>
<thead>
<tr>
<th>Derived from empirical evidence</th>
<th>Derived from expert opinion of researcher(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide instructions on how to change between different page views.</td>
<td>Provide intuitive navigation and ensure information filters and search functions work.</td>
</tr>
<tr>
<td>Build websites with a minimal number of layers.</td>
<td>Provide explicit instructions on how to use the website.</td>
</tr>
<tr>
<td>Provide legible font and perceivable buttons and links.</td>
<td>Use simple and familiar language with no abbreviations.</td>
</tr>
<tr>
<td>Comprehensively list hyperlinks surrounding a given topic.</td>
<td>Allow users to progress through the system at their own pace.</td>
</tr>
<tr>
<td>Allow for personalization or getting the best fit for the user.</td>
<td>Use graphics and colors sparingly and meaningfully.</td>
</tr>
<tr>
<td>Use of different media and technological additions (eg, reward logo or bookmark functionality).</td>
<td>Provide several options (eg, mouse, keyboard arrows, touch screen) to assist users with navigation.</td>
</tr>
<tr>
<td>Use attention-grabbing and not boring design.</td>
<td>Provide resources in video and audio format.</td>
</tr>
<tr>
<td>Use simple and familiar language.</td>
<td>Use legible font and sufficiently large buttons</td>
</tr>
<tr>
<td>Use an ample number of images and visual aids.</td>
<td>Use a simple design with webpages that are pleasing to the eye and easy to read.</td>
</tr>
<tr>
<td>Meanfully group information.</td>
<td>Meaningfully group information.</td>
</tr>
<tr>
<td>Use a minimal amount of content.</td>
<td>Use a minimal amount of content.</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings and Comparison With Prior Work**

The 13 studies that could be included in this review support preexisting views [20,21] that there is little research on the barriers PwMD experience when using digital technology and facilitation measures used to address such barriers. Despite being few, included studies and guidelines give valuable insight into what is known and where knowledge gaps lie.

**Barriers People With Mental Disorders Encounter When Using Digital Technologies**

People with mental disorders encounter a wide range of barriers when using the Web that makes it difficult for them to perceive, understand, and operate this tool along with content contained therein. Most barriers result from distracting and confusing design, complicated content and website functions, an overabundance of information, and a high-demand for good fine-motor skills and rapid information processing. Persons affected by other conditions associated with cognitive
Coverage of Mental Disorders

As schizophrenia is associated with more severe cognitive deficits than other conditions [48,49] and many participants were also recruited from institutional settings, it was foreseeable that most studies in the area would involve people affected by these 2 conditions. Good cognitive ability is very important when using the Web [38], and the deficits associated with these conditions can put this population at high risk of encountering barriers when using digital technologies such as the Web. Although people affected by depression, anxiety, and bipolar disorder are believed to experience less severe cognitive deficits than those affected by schizophrenia [15], these conditions received similar coverage by included studies. This is possibly due to these conditions being common and the debilitating impact they could still have on the lives of people affected.

Coverage of Digital Technologies

The overwhelming focus on websites out of many digital technologies demonstrates the heavy importance placed on the Web for its usefulness for PwMD. It also acknowledges that there is a need to further optimize Web-based resources. A single 1998 study [35] did not focus on websites but on a multimedia application. This is not surprising as the Web was not widely adopted during that time, but such applications were common.

Types and Suitability of Study Designs

Qualitative methods were suitably adopted for most included studies because they sought to describe and explore technology usage and design for PwMD. The 3 other studies [37-39] investigated the effectiveness of design elements for PwMD and appropriately used quantitative usability testing methods.

It is acknowledged that more granular analysis and reporting of results by mental disorders in studies that involved people with more than 1 MD could potentially reveal a slightly different result. All studies except 3 [37,39-41] noted the classification of MD used when recruiting participants, and this makes it challenging to perform comparisons between results of similar studies and mental disorders and to confidently link results to classifications.

Included studies raise concerns about a bias toward Western culture owing to an absence of research conducted with participants from other cultures. Multicountry studies (eg, [50,51]) have established that culture helps shape technology usage to a great extent.

Participants in included studies ranged widely in age from 18 to over 75 years, and the experiences between younger and older participants were rarely compared or separated. It is important to account for age because it plays a significant role in determining the types of barriers individuals experience when using technology [52,53].

Reency of Research

Findings show that more accessibility and usability research involving PwMD have been done in the last 5 years (10) compared with previous times (3). Considerably more research was done during the same period as revealed by a keyword search of several databases (ie, MEDLINE, PsyARTICLES,
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Limitations

Although the literature search was conducted in many databases, results were limited to publications in English. However, no publications were later excluded based on this restriction. Included publications were not limited to those involving empirical work because preliminary searches indicated a paucity of research focusing on the area. As a result, international guidelines were included in the review. However, these guidelines are based on consensus among many experts and not empirical work, which allows for more valid conclusions. Moreover, although identified barriers found in studies were the result of empirical work, not all facilitation measures identified by studies were empirically validated. Nonetheless, as mentioned in Discussion section, empirically derived facilitation measures were similar to those based on the expert opinion of researchers conducting studies and were not in conflict with facilitation measures recommended by international guidelines.

Most of the included studies did not use a structured diagnostic classification (eg, ICD or DSM), and this has repercussions for our conclusions being tied to a diagnosis. For instance, it cannot be said unequivocally that persons with a particular diagnosis (eg, depression) experience a certain barrier as reported by those studies that did not use a structured diagnostic classification. Care was also taken to avoid making strong conclusions based on the small number of included studies (13), and it is advised that findings should be interpreted with this in mind.

Implications and Recommendations for Practice and Future Research

Web professionals can now consult a full compilation of research and guidelines–based barriers and facilitation measures relevant to PwMD when developing and optimizing Web-based resources. This will raise awareness of PwMD’s needs when using the Web among Web professionals and potentially stimulate further discussion and action within the profession.

The body of research is in need of significant development, and it is too early to make meaningful conclusions on any particular MD, especially based on high-risk symptomatology. For future research, priority should be given to investigating all mental disorders initially. More research in the area is therefore required especially for mood, anxiety, dissociative, somatic, eating, sleep, impulse control, and personality disorders as these have attracted little or no attention.

In agreement with [56-58], an increased effort is needed to investigate the accessibility of technological innovations and health systems. This should be done in a more systematic way with clinically diagnosed samples to obtain conclusive evidence about what barriers exist and how they can be removed. This would involve ensuring each barrier is well stated along with an indication of the level of restriction it causes and frequency of occurrence among the particular user group. Validating strategies targeting the removal of barriers before recommending them as facilitation measures would also be helpful.

Additional actions could be taken by researchers to further develop this area of work. Incorporating valid measures for sociocognitive impairment allows for a more comprehensive evaluation of accessibility for PwMD. It would be important to know if there are cultural differences in the barriers encountered, the level of restriction a particular barrier causes, and/or the frequency of its occurrence. Accessibility studies could also consider a wider range of websites—social networking, e-commerce, education, health—and not just websites targeting PwMD to ensure all aspects of Web usage are investigated.

Conclusions

Indeed, PwMD encounter barriers on the Web, and attempts have been made to remove or reduce these barriers. To the best of our knowledge, these results represent the first attempt to consolidate information on all barriers and facilitation measures investigated for PwMD when using digital technologies in a systematic way. However, it must be taken into consideration that only 13 studies and 3 guidelines meeting the inclusion criteria were identified. These findings also highlight the dire need for more rigorous research to be exhaustive and to have a larger impact on improving the Web for PwMD.
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Abstract

Background: Low levels of mental health literacy (MHL) have been identified as an important contributor to the mental health treatment gap. Interventions to improve MHL have used traditional media (eg, community talks, print media) and new platforms (eg, the Internet). Evaluations of interventions using conventional media show improvements in MHL improve community recognition of mental illness as well as knowledge, attitude, and intended behaviors toward people having mental illness. However, the potential of new media, such as the Internet, to enhance MHL has yet to be systematically evaluated.

Objective: Study aims were twofold: (1) To systematically appraise the efficacy of Web-based interventions in improving MHL. (2) To establish if increases in MHL translated into improvement in individual health seeking and health outcomes as well as reductions in stigma toward people with mental illness.

Methods: We conducted a systematic search and appraisal of all original research published between 2000 and 2015 that evaluated Web-based interventions to improve MHL. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were used to report findings.

Results: Fourteen studies were included: 10 randomized controlled trials and 4 quasi-experimental studies. Seven studies were conducted in Australia. A variety of Web-based interventions were identified ranging from linear, static websites to highly interactive interventions such as social media games. Some Web-based interventions were specifically designed for people living with mental illness whereas others were applicable to the general population. Interventions were more likely to be successful if they included “active ingredients” such as a structured program, were tailored to specific populations, delivered evidenced-based content, and promoted interactivity and experiential learning.

Conclusions: Web-based interventions targeting MHL are more likely to be successful if they include active ingredients. Improvements in MHL see concomitant improvements in health outcomes, especially for individuals with mild to moderate depression. The most promising interventions suited to this cohort appear to be MoodGYM and BluePages, 2 interventions from Australia. However, the relationship between MHL and formal and informal help seeking is less clear; self-stigma appears to be an important mediator with results showing that despite improvements in MHL and community attitudes to mental illness, individuals with mental illness still seek help at relatively low rates. Overall, the Internet is a viable method to improve MHL.
Introduction

Despite the high global prevalence of mental illness [1], a significant treatment gap remains between those requiring care and those receiving care. In high-income English-speaking countries, such as the United States, the United Kingdom, and Australia, the prevalence of mental illness ranges from 14.9% to 24.6%, yet the treatment gap is 40%-65% [2-4]. One of the main reasons for this gap is low levels of mental health literacy (MHL) [5,6]. Defined as “the knowledge and beliefs about mental disorders, which aids their recognition, management or prevention” [7], MHL consists of 6 components: (1) the ability to recognize mental illnesses; (2) knowledge and beliefs about risk factors and causes; (3) knowledge about self-help interventions; (4) knowledge and beliefs about professional help available; (5) attitudes that facilitate recognition and appropriate help seeking; and (6) knowledge about how to seek appropriate mental health information [8].

Several studies have now conclusively shown that improvements in MHL improve community recognition of mental illness as well as knowledge, attitude, and intended behaviors toward people having mental illness [6,9-13]. The relationship between MHL and reduction in stigma toward people living with mental illness is still unclear [13]. However, these results have mainly been derived from evaluations of large-scale community mental health awareness campaigns delivered through traditional media such as television, radio, and print media; interpersonal contact with a person with a mental illness; and public seminars and community talks [6,9-13]. The potential of new media, such as the Internet, to enhance MHL has also been explored, but the actual effect on increasing MHL has yet to be systematically evaluated. Given the high rate of Internet penetration in the general population—more than 80% in the developed world—the Internet is an ideal medium through which to reach significant numbers of people at relatively low cost [14].

Currently, many MHL interventions are embedded within other interventions and it is difficult to disentangle the efficacy of each component of the intervention from the others (for review of interventions see [6,15]). However, identifying the efficacy of Web-based MHL interventions is important to enable a more strategic scale-up of what actually works and to increase the cost-effectiveness of any future intervention by discarding unsuccessful elements. A rigorous evidence-based cost-effective MHL intervention if successfully delivered via the web can harness the potential of the Internet, thereby increasing MHL at the population level and potentially delivering significant improvements in mental health outcomes among those living with mental illness.

To facilitate the development of such an intervention, the aims of this systematic review were twofold: (1) to collate the existing evidence to establish the efficacy of Web-based interventions that seek to improve MHL and (2) to establish, where possible, whether improvements in MHL translate into improvements in individual health seeking, reductions in stigmatizing attitudes toward people living with mental illness, and better health outcomes for individuals living with mental illness.

Methods

Search Strategy

This review was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [16]. To identify eligible studies 6 databases were searched: PsycINFO, EMBASE, PubMed, CINAHL, and Web of Science. The search was conducted from April to August 2015 and search results were limited to English language, peer-reviewed articles published between 2000 and 2015. We did not search for articles published before 2000 because the global Internet penetration was only 6.5% at that time and we did not envisage any Web-based interventions targeting MHL before 2000. Key terms to identify studies included the following: Mental health literacy (Mental health, mental illness*, mental disorder*, mental disease*, depression AND literacy*/health literacy) and Internet (internet* or online* or web or World Wide Web or social media or website or surfing). Articles identified by the database search were screened to assess relevance to the aims. In addition, Google Scholar and selected reference lists were also searched to identify additional studies of interest. This review is a registered PROSPERO review: CRD42015025572.

Study Inclusion and Exclusion Criteria

To be included, studies were required to meet the following criteria: (1) published in English in a peer-reviewed journal, (2) described a Web-based intervention with either the primary or secondary aim to improve MHL and included a measure of MHL or a component thereof such as mental health knowledge, (3) reported original research of a quantitative, qualitative, or mixed methods design, (4) included participants who were 17 years or older, and (5) included community members, family members and carers, and/or patients. Publications were excluded if participants in the study were health care professionals, the publications comprised commentaries or editorials rather than empirical research, or were published before 2000.

Selection of Studies

Two authors (BB and JA) independently assessed relevant titles and abstracts. Selected studies were obtained in full text and reviewed in detail by 3 authors (BB, JA, and JP). Where any
discrepancies arose, a consensus was reached through discussion or, if necessary, referral to another author (KM). After full-text review a number of studies were excluded as being irrelevant and the final number of included studies was obtained.

**Data Extraction**

Data extraction was carried out independently by 3 authors (BB, JA, and JP). Where any discrepancies arose they were referred to a fourth author (KM). Data were extracted onto a predesigned worksheet relevant to our outcomes of interest.

**Quality Assessment**

To ensure methodological rigor in the review process, all included studies were appraised by a minimum of 2 authors (JA, BB, or JP) for quality in accordance with the United Kingdom’s National Institute for Health and Care Excellence (NICE) guidelines and methodology [17]. As it is difficult to blind participants for behavioral treatment, we redefined the criterion regarding the blinding of participants. If blinding was not feasible, item 4 of the quality assessment was scored positive (+) if the credibility of the treatments was evaluated and treatments were equally credible and acceptable to participants; that is, control as well as intervention could be perceived to be an intervention in its own right [18].

**Results**

Through the literature search, 571 potential records were identified (Figure 1); however, after the removal of duplicates, 448 studies were included for review based on title and abstract alone. Of the 448 studies, 26 were retained for full-text review. Full-text articles were reviewed by a minimum of 2 reviewers (BB, JA, JP) and were assessed for suitability for inclusion in accordance with the inclusion and exclusion criteria. During this process a further 12 papers were excluded as they did not meet the inclusion criteria of this review [19-30] (see Figure 1 – PRISMA flowchart for reasons). Therefore 14 articles were retained for inclusion [31-44]. Of these 14 papers, 2 papers reported on the same large randomized controlled trial (RCT) [31,36] but reported on different outcomes and were included as separate papers. However, this has been taken into consideration in the analysis for this review. The interrater agreement of the quality assessment was 84% and any disagreement between assessments after full-text review was resolved through consensus.

Figure 1. PRISMA flowchart.
Types of Studies

Of the 14 included studies, 10 were RCTs [31-34,36-38,40,41,44] and 4 were repeated-measures studies [35,39,42,43]. Two articles reported on the same trial [31,36], 7 studies were conducted in Australia [31,32,34,36-38,43,44], 4 studies were from the United States [33,35,41,42], 1 study was conducted in Hong Kong [39], and finally 1 study was Norwegian [40] but was reporting a trial of Australian self-help interventions, MoodGYM and BluePages translated into Norwegian. None of the reviewed studies included a qualitative exploration of the effect of the intervention on MHL, health seeking, stigma, or health outcomes. Five of the studies were complex interventions comprising 2 or more components [31,34,36,37,40].

Participant Characteristics

Across the 14 studies the total pool of participants was 2605 individuals. Most studies included adult participants with clinical indication of a mental illness [32,33,35,37-39,42-44], and only 4 studies (5 papers) specifically recruited participants with mental health problems [31,34,36,40,41]. Two studies [33,42] specifically focused on family members and carers, 7 on the general community [32,35,37-39,43,44], and 1 study had a combined focus on patients and carers [41] (Multimedia Appendix 1). Despite the heterogeneity of target populations, comparability within and across groups was possible because most used the same constructs and measures; 7 studies used the Depression Literacy Questionnaire (D-Lit) alone or in combination with others to measure MHL [31,34,38,44]; 4 of the 6 studies reporting on stigma used the Depression Stigma Scale (DSS) [34,37,38,44] alone or in combination with other scales; 3 of the 5 studies reporting on help seeking used the General Help-Seeking Questionnaire (GHSQ) [32,37,44]; and 10 studies that included a measure of mental illness symptomatology used the Center for Epidemiologic Studies-Depression (CES-D) [31,32,34,36,38,40,41,43,44]. Further information is detailed in Multimedia Appendix 1: Study overview and characteristics. Eleven studies reported unequal gender representation with an average of 67.9% females [31,32,35-37,39,44].

Study Quality Indicators

A summary of risk of bias and quality indicators for RCTs can be found in Figure 2 and Table 1, respectively, and Table 2 for quality indicators and risk of bias in non-RCTs. Using the NICE guidelines to assess study quality, we found that a substantial number of studies reported high attrition rates (>20%) [31,33,34,37,39,40,43]; however, most studies included robust means of handling missing data such as intention-to-treat (ITT) analysis, which renders a conservative estimate of intervention effects [45]. Furthermore, although often practically unavoidable, some studies had small sample sizes, frequently related to recruitment and/or retention difficulties, and others recruited from limited pools of participants such as social clubs, student populations, or organizations, which may limit the generalizability of the findings (Tables 1 and 2). While blinding of participants is problematic for this type of intervention, which we have taken into consideration, most studies did not blind investigators who were involved with assessing the data, which could introduce detection bias. Moreover, in included RCTs randomization procedures were not consistently reported (Figure 2) and although the results of many of the included studies were encouraging, in some cases data were only collected immediately before and after the intervention with no subsequent follow-up, hence the sustainability of the interventions remains unclear (Table 1).
<table>
<thead>
<tr>
<th>Authors</th>
<th>Recruitment</th>
<th>Data collection</th>
<th>Attrition</th>
<th>Adherence</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christensen et al [31]</td>
<td>Election roll</td>
<td>Pre/post</td>
<td>Lost to follow-up: 18% for BluePages, 33% for MoodGYM, and 12% for control</td>
<td>Yes</td>
<td>Attrition rate&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Griffiths et al [36]</td>
<td>Election roll</td>
<td>Pre/post</td>
<td>Lost to follow-up: 18% for BluePages, 33% for MoodGYM, and 12% for control</td>
<td>Not reported, but reported in Christiansen et al [31]</td>
<td>Small effect sizes&lt;br&gt;Attrition rates&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Costin et al [32]</td>
<td>Election roll</td>
<td>Pre/post (3 weeks after intervention)</td>
<td>Control (high/low distress): 14.5%&lt;br&gt;Intervention (basic): 15.3%&lt;br&gt;Intervention (enhanced): 17%</td>
<td>Yes</td>
<td>Power calculations suggest larger sample required&lt;br&gt;No follow-up</td>
</tr>
<tr>
<td>Kiropoulos et al [38]</td>
<td>Welfare and social groups</td>
<td>Pre/post/1 week</td>
<td>0% (one-off access to website)</td>
<td>Not applicable</td>
<td>Sample may not be representative&lt;br&gt;Researcher present during intervention&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Rotondi et al [41]</td>
<td>Community mental health centers inpatient units</td>
<td>Pre/post/3, 6, 12 months</td>
<td>Patients: 3%&lt;br&gt;Carers: 17%</td>
<td>Yes, high adherence</td>
<td>Small sample size&lt;br&gt;Face-to-face workshop before intervention</td>
</tr>
<tr>
<td>Taylor-Rodgers and Batterham [44]</td>
<td>University</td>
<td>Pre/post</td>
<td>Control: 18%&lt;br&gt;Intervention: 15%</td>
<td>Yes, 65.4% of intervention and 70.4% of control viewed all 3 Web pages</td>
<td>Small sample size&lt;br&gt;University-based sample&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Lintvedt et al [40]</td>
<td>University</td>
<td>Pre/post/2 months</td>
<td>Control: 28%&lt;br&gt;Intervention: 46.9%</td>
<td>Not reported</td>
<td>Attription rate&lt;br&gt;University sample&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Deitz et al [33]</td>
<td>Employees in 1 work-site</td>
<td>Pre/post</td>
<td>Not adequately reported: given response rate for intervention: 96%, control: 98%, but 22% of total sample did not view Web-based material</td>
<td>Not reported</td>
<td>Could not monitor &quot;dosage&quot; of intervention&lt;br&gt;Limited sample&lt;br&gt;Longer follow-up desirable</td>
</tr>
<tr>
<td>Farrer et al [34]</td>
<td>Mental health support hotline (Lifeline)</td>
<td>Pre/post/6-12 months</td>
<td>31% at postintervention&lt;br&gt;41% at 6-month follow-up</td>
<td>Not reported</td>
<td>Small sample size&lt;br&gt;Attrition&lt;br&gt;Adherence not reported</td>
</tr>
<tr>
<td>Gulliver et al [37]</td>
<td>Sports organizations</td>
<td>Pre/intervention week 1-2/post/3-6 months</td>
<td>49.2% at follow-up</td>
<td>Not reported</td>
<td>Small sample&lt;br&gt;Study underpowered&lt;br&gt;Attrition</td>
</tr>
</tbody>
</table>
### Table 2. Quality indicators for nonrandomized controlled trials.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Recruitment</th>
<th>Randomization</th>
<th>Blinding&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Data collection</th>
<th>Attrition</th>
<th>Missing data handling</th>
<th>Adherence</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shandley et al [43]</td>
<td>Not reported</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>Pre/post/2 months</td>
<td>Post: 42.1%</td>
<td>ITT</td>
<td>Yes</td>
<td>Attrition; Limited adherence</td>
</tr>
<tr>
<td>Finkelstein and Lapshin [35]</td>
<td>University medical school</td>
<td>N/A</td>
<td>N/A</td>
<td>Pre-post (immediate)</td>
<td>Not applicable/data collected immediate pre/post</td>
<td>N/A</td>
<td>N/A</td>
<td>Follow-up; University sample</td>
</tr>
<tr>
<td>Li et al [39]</td>
<td>University</td>
<td>N/A</td>
<td>N/A</td>
<td>Pre/post</td>
<td>Post: 42.1%</td>
<td>ITT</td>
<td>Not reported in detail</td>
<td>Attrition; Small, university sample</td>
</tr>
<tr>
<td>Roy et al [42]</td>
<td>Military services</td>
<td>N/A</td>
<td>N/A</td>
<td>Pre/post/optional at 10 days</td>
<td>Post: 0% (only 1 event of using website) Optional follow-up: (74.4%)</td>
<td>N/A</td>
<td>Not reported</td>
<td>Lack of reporting on methods; Short, optional follow-up</td>
</tr>
</tbody>
</table>

<sup>a</sup> Blinding of participants and/or personnel.

<sup>b</sup> N/A: not applicable.

<sup>c</sup> ITT: intention-to-treat.
Figure 2. Risk of bias for randomized controlled trials.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Christensen et al [31]</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Griffiths et al [36]</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Costin et al [32]</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Kiropoulos et al [38]</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>NA</td>
<td>NA</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Rotondi et al [41]</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>NA</td>
<td>++</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Taylor-Rodgers et al [44]</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Lintvedt et al [40]</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td></td>
</tr>
<tr>
<td>Deitz et al [33]</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Farrer et al [34]</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Gulliver et al [37]</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>

Impact on Mental Health Literacy

Across the reviewed studies there were an assortment of Web-based interventions (Multimedia Appendix 1) that targeted MHL as a primary outcome. Five of these studies employed samples with no prerequisite of symptomatology of mental illness [33,38,39,42,44].

In an innovative study, Li et al [39] tested a social network game, “Ching Ching Story,” specifically designed to improve knowledge about mental health problems and the results were encouraging with significant improvements in MHL (Multimedia Appendix 2). Also targeting young adults, Taylor-Rodgers and Batterham [44] assessed the efficacy of a 3-week psychoeducational intervention based on vignettes about mental health problems on MHL as well as stigma, and help-seeking attitudes and intentions (Multimedia Appendix 1). Results suggested that the intervention was moderately effective \((d=0.65)\) in improving anxiety literacy but not depression or suicide literacy and that there was a moderate change \((d=0.58)\) in help-seeking attitudes, in particular toward seeking help from primary care providers \((d=0.53\); Multimedia Appendix 2). Targeting carers of children between the ages of 5 and 21 years, Deitz et al [33] reported significant increases in overall knowledge of mental health problems using a 32-item questionnaire on the knowledge of childhood depression and anxiety \((P=.008)\) and improved self-efficacy using a 9-item questionnaire on treatment seeking self-efficacy in handling mental health problems in children \((P=.001\); Multimedia Appendix 2). These changes resulted from a narrated and interactive Web-based mental health program. However, the program created no change in attitudes to help seeking or toward mental health problems (Multimedia Appendix 2). Roy et al [42] reported improved posttraumatic stress disorder (PTSD) knowledge, as measured using a 25-item PTSD knowledge questionnaire, at postintervention assessment after the use of an educational website for PTSD for the families of military service members specifically designed to increase PTSD knowledge and thereby support for returned military personnel. However, the duration of the intervention was unclear and significant attrition at follow-up was reported (74.4%; Multimedia Appendix 1 and Table 2, respectively). Similarly, the results of an RCT of 3 Web-based interventions (Multimedia Appendix 1) aimed at improving help seeking in young athletes.
indicated significant improvements in depression and anxiety literacy levels ($\eta^2=0.90$ and 0.90, respectively) compared with all other conditions [37] (Multimedia Appendix 2).

Addressing an extensive gap in the literature, Kiropoulos et al [38] evaluated an Internet-based, multilingual depression information resource targeted at Greek and Italian migrants. The results were encouraging with significant improvements in depression literacy and personal stigma (Multimedia Appendix 2); however, as in other studies, the sustainability of the intervention needs further exploration because participants were only followed up 1 week after the intervention (Table 1).

Although MHL was not the primary aim of the intervention, Shandley et al [43] evaluated a Web-based, CBT-based gaming intervention “Reach Out Central” aimed at supporting mental health in young adults, in particular targeting males (Multimedia Appendix 1). Outcomes suggested significant increases in help-seeking willingness ($\eta^2=.06$), particularly for women, and slight improvements in MHL, but only for female participants (Multimedia Appendix 2).

In an RCT testing personalized eHealth cards (Multimedia Appendix 1) to improve help seeking and MHL, no significant results were reported on help seeking or MHL measures. A higher, but nonsignificant, number of positive beliefs about formal help sources and therapy for depression were recorded in the intervention arm (Multimedia Appendix 2). On the other hand, Finkelstein and Lapshin [35] found that their interactive, Web-based educational intervention for depression stigma was not only effective in improving depression stigma, but also significantly increased depression literacy (through the assessment of knowledge and resistance to treatment; Multimedia Appendices 1 and 2).

Three studies investigated the effect of Web-based depression interventions on MHL in populations with elevated depressive symptoms [31,34,40] (Multimedia Appendix 1). Christensen et al [31] conducted a large-scale RCT investigating the effect of BluePages, a depression literacy website, and MoodGYM, a Web-based CBT intervention. Participants in both interventions were followed up on a weekly basis by the research team, providing measurements on depression symptomology, dysfunctional thoughts, and CBT literacy. As hypothesized, both interventions were effective in improving depression literacy relative to the control group. The depression literacy intervention was most effective compared with the CBT intervention and control arm in improving depression literacy; similarly, the CBT intervention was most efficacious in improving CBT literacy (Multimedia Appendix 2).

Lintvedt et al [40] also assessed the effectiveness of BluePages and MoodGYM in Norwegian in improving MHL around depression and CBT in a sample of Norwegian university students. However, in this instance there was no follow-up of participants. Participants were assigned to either the intervention condition, which included access to both self-help websites, or a control condition (waitlist). Results further support the efficacy of MoodGYM and BluePages; the intervention significantly improved depression and CBT literacy and decreased depressive symptoms across all outcome measures, even without the weekly tracking previously reported by Christensen et al [31] (Multimedia Appendix 2). In an Australian study of individuals with psychological distress a comparable paradigm was employed [34]: participants were allocated to a combination of MoodGYM (6 weeks) and BluePages (1 week) without tracking (weekly 10-minute counselor phone call), tracking only, or control condition (Multimedia Appendix 1). Although CBT literacy significantly improved in Web-intervention conditions ($d=0.71$ and 0.80 without and with tracking, respectively), overall the intervention did not render a significant improvement in depression literacy and stigma. There did appear to be a short-term improvement in depression literacy and stigma in Web-based conditions, but this improvement was not sustained at 12-month follow-up (Multimedia Appendix 2). As suggested by the authors, these results suggest a dose-dependent effect of the psychoeducational intervention (BluePages) given the success in other trials in which the exposure to intervention content was of a more substantial duration [31,40].

Impact on Seeking Help for Mental Illness

One study reported positive outcomes for help-seeking behaviors [42] after Web-based interventions [42]. While not reporting details relating to the method of data collection, 57% of carers who returned to a PTSD psychoeducational website 10 days after intervention reported having taken action in facilitating help for family member with suspected PTSD, including discussing symptoms and encouraging family member to seek help [42] (Multimedia Appendix 2).

Conversely, 2 studies found no improvement in formal or informal help seeking: Costin et al [32] found no indication that eHealth cards improved help-seeking intentions or actual help seeking among young people; neither did a Web-based mental health program for parents improve attitudes toward help seeking [33] (Multimedia Appendix 2). Similarly, although significant improvements in anxiety and depression literacy were reported, Gulliver et al [37] found no significant effect of their Web-based interventions on help-seeking attitudes, intentions, or behaviors relative to controls (Multimedia Appendix 2).

Impact on Stigma

A multilingual Internet-based psychoeducational intervention was found to be effective in reducing personal but not perceived depression stigma [38] (Multimedia Appendix 2). Furthermore, reduction in depression stigma at postintervention and anxiety stigma at the 3-month follow-up was observed in the MHL and destigmatization condition of a brief, fully automated Internet-based help-seeking intervention [37] (Multimedia Appendix 2). Conversely, Taylor-Rodgers and Batterham [44] did not report significant changes in depression or suicide stigma, but a significant decrease in anxiety stigma (effect size $=0.65$) relative to the control group after a Web-based psychoeducational intervention (Multimedia Appendix 2). Likewise, Farrer et al [34] reported no overall significant improvement in depression stigma in response to MoodGYM/BluePages with or without participant follow-up; however, stigma appeared to be reduced after the intervention in both intervention conditions but only sustained in intervention without follow-up at 6 months. By the 12-month follow-up the effect was not sustained in either intervention (Multimedia Appendix 2).
we observed that interventions that do not fully utilize the interactive potential of the Internet, and deliver generalist information to consumers using an unstructured, didactic approach, and/or where participants can navigate and access the website in any way they chose, are less successful in improving rates of MHL [32,43,44].

Several studies found positive associations between increased MHL and reduced symptomatology, especially for mild to moderate depression [31,36,40,41]. This suggests that Web-based interventions may be best suited to target people with less severe mental illness (eg, depression and anxiety) and that are of a mild to moderate nature (eg, mild to moderate depression rather than clinical depression). However, this finding should be cautiously interpreted as the studies making these findings included therapeutic components (such as CBT) alongside psychoeducational ones, and separating the effects of each is not possible.

Nevertheless, to date the most extensively tested interventions suited to people with mild to moderate depressive symptoms appear to be MoodGYM and BluePages. Initially developed and tested in Australia, the intervention has also been translated into Norwegian and tested in Norway [40]. These interventions have been rigorously evaluated using the “gold standard” RCT designs and generally reported improvements across a variety of measures of MHL [31,34,36,40] and symptomatology [31,36,40]. However, these interventions also have a high attrition rate on account of the time commitment required from participants (up to 6 hours), and researchers must carefully consider the merits of this approach in relation to their target population and particular mental illness. Interventions seeking to increase MHL in community members are unlikely to be successful using this intensive approach; likewise for patients whose mental illness precludes them from concentrating for long periods of time. As shown by Rotondi et al [41], there are other Internet-based interventions that may also hold promise for mental illnesses such as schizophrenia, yet this line of research requires further substantiation.

The relationship between increased MHL and reductions in stigmatizing attitudes is more complex. On the one hand, the evidence demonstrates a positive association between the two—as MHL increases, stigma decreases. On the other hand, this evidence is based on participants’ self-report measures and it is difficult to establish how such attitudinal shifts inform everyday practices around inclusion and discrimination toward people with mental illness. Moreover, this review found no relationship between improvements in MHL and increased help seeking, suggesting that better knowledge about mental illness does not necessarily translate into people seeking the therapeutic care they might need. Avoiding the stigma of mental illness is one of the main reasons for not seeking appropriate and timely help [46,47]. Further research is needed to exemplify the potentially paradoxical relationship between MHL and help seeking.

**Limitations of the Included Studies**

Our findings are tempered by 4 limitations in the current evidence base. First, there was high variability between the studies on the duration of the exposure-response relationship. Some studies incorporated a sustained engagement between the
participants and the intervention into their design, and followed up over a prolonged period of time (eg, 12 months) to test the durability of the intervention (Tables 1 and 2). Other studies only had a one-off interaction between participants and the intervention and followed up participants for a very limited period (eg, 1 week; Tables 1 and 2). Second, monitoring participant adherence for complex interventions of this nature is challenging. Whether delivered via the web or through traditional platforms, there are many confounding factors—for example, social, cognitive, and structural—that could compromise the study results. Third, as several of the studies were complex interventions comprising multiple components it was unclear which components created the effects and whether these effects were intended or not. Finally, as acknowledged by many of the studies’ authors, certain standard measures and techniques, such as ITT analysis, were not applied to the studies because of their small sample size. Thus the extent of the generalizability of many of the studies is not entirely clear.

Limitations of This Review

This review is also not without limitations. Only articles in English were included, thereby excluding research published in other languages. In addition, while the utmost care was taken to perform a thorough search, failure to include searches on specific mental illnesses (eg, schizophrenia) and literacy meant that we might have missed some studies, including evidence from the gray literature. Furthermore, because of the heterogeneity of the measures and outcomes of the included studies a meta-analysis could not be performed, limiting the overall rigor of the review. Lastly, as several of the studies were complex interventions comprising several components it proved difficult to disentangle which components influenced our target outcomes specifically.

Conclusions

To the best of our knowledge this is the first review to examine the efficacy of Web-based MHL interventions and to establish the relationship between these interventions and their effect on help seeking, stigma, and health outcomes. As our review demonstrates, there are several “active” ingredients to a successful Web-based intervention and, if properly implemented, these interventions can improve MHL and symptomatology among those with mild to moderate mental illness. Of greatest promise are the MoodGYM and BluePages interventions [31,34,36,40,41] that have proven to be not only efficacious but also cost-effective and culturally portable from Australia to Norway [40]. Future research could extend the utility of these interventions by testing their applicability in other country settings different from Australia.

Interestingly, much of the intervention research on MHL comes from Australia. For more than a decade now there have been several Australian public health campaigns addressing mental illness, nearly all of which have integrated components of MHL [10,48-52]. Australia is often cited as an exemplar in this field [13]. Much could also be learned from applying the lessons from Australian interventions in low- and middle-income countries, where Internet penetration is rapidly increasing [14]. Documenting how interventions are adopted and adapted to culturally diverse settings could open new horizons for scholarship vis-à-vis the relationship between MHL, help seeking, stigma, and health outcomes in culturally diverse settings. Finally, future studies could also explore how these relationships are influenced by the technology interface being used (eg, mobile phones vs computers). By realizing these future avenues for research, we can better harness the full potential of the Internet and new technologies in delivering new innovations to help improve the lives of people with mental illness.
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Abstract

Background: Suicidal ideation (SI) is a common mental health problem. Variability in intensity of SI over time has been linked to suicidal behavior, yet little is known about the temporal course of SI.

Objective: The primary aim was to identify prototypical trajectories of SI in the general population and, secondarily, to examine whether receiving Web-based self-help for SI, psychiatric symptoms, or sociodemographics predicted membership in the identified SI trajectories.

Methods: We enrolled 236 people, from the general Dutch population seeking Web-based help for SI, in a randomized controlled trial comparing a Web-based self-help for SI group with a control group. We assessed participants at inclusion and at 2, 4, and 6 weeks. The Beck Scale for Suicide Ideation was applied at all assessments and was included in latent growth mixture modeling analysis to empirically identify trajectories.

Results: We identified 4 SI trajectories. The high stable trajectory represented 51.7% (122/236) of participants and was characterized by constant high level of SI. The high decreasing trajectory (50/236, 21.2%) consisted of people with a high baseline SI score followed by a gradual decrease to a very low score. The third trajectory, high increasing (12/236, 5.1%), also had high initial SI score, followed by an increase to the highest level of SI at 6 weeks. The fourth trajectory, low stable (52/236, 22.0%) had a constant low level of SI. Previous attempted suicide and having received Web-based self-help for SI predicted membership in the high decreasing trajectory.

Conclusions: Many adults experience high persisting levels of SI, though results encouragingly indicate that receiving Web-based self-help for SI increased membership in a decreasing trajectory of SI.
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Introduction

Suicidal ideation (SI) is a common mental health problem. The lifetime prevalence of SI in Western countries has been reported to be around 10% [1,2]. For a person with SI, the prevalence of having attempted suicide is as high as 29% [1]. Variability in intensity of SI over time has previously been linked to suicidal behavior [3,4], yet remarkably little is known about the temporal course in adults with SI.

Traditionally, longitudinal studies have reported the prevalence of self-reported SI at several time points or provided the mean change in SI over time for a whole study cohort or in predefined categories based on, for instance, diagnosis [5-8]. While this has provided valuable knowledge, these studies have not examined trends in individual variability of SI. To our knowledge, only a few studies have examined prototypical trajectories of SI based on individual variation in frequency and course of SI over time. These studies have been carried out in certain predefined subsamples, such as psychiatric patient samples [4,9-12] or in teenage samples [13-16]. Hence, little is known about the individual variation of SI in the adult general population over time.

Figure 1. Mean change in suicidal ideation as assessed by the Beck Scale for Suicide Ideation (BSS), overall and by randomization group.

Methods

Full details of the methods of the randomized controlled trial have previously been described [7,17]. Here, we present details of relevance to this study.

Procedure

We recruited participants from the general population through newspaper advertisements and banners on the Internet that directed interested people to a website where they obtained information about the study and were able to register. Inclusion in the study required a minimum age of 18 years, access to the Internet and an email address, being fluent in Dutch, having mild to moderate SI (defined as a score between 1 and 26 on the Beck Scale for Suicide Ideation, BSS) [18], and not being severely depressed (defined as a score >39 on the Beck Depression Inventory, BDI) [19]. We determined these cutoff scores in consultation with clinical experts. An independent researcher using a block design randomly allocated participants to either the intervention or the control condition.

Because this study was conducted in a vulnerable population, we used safety procedures [7,17]. Each time a participant exceeded a cutoff score on SI (BSS >26) or depressive symptoms (BDI >39), we carried out a risk assessment over the phone. If deemed necessary, or if a participant could not be reached, we contacted their general practitioner. The study was
approved by the Medical Ethics Committee of the VU University Medical Centre (registration number 2008/204).

Intervention

The Web-based self-help program was based on elements from cognitive behavioral therapy, dialectical behavioral therapy, problem-solving therapy, and mindfulness-based cognitive therapy, which have all been shown to reduce suicidality [20-23]. The program consisted of 6 modules for participants to work through independently, ideally doing 1 module per week and spending approximately 30 minutes daily on the module.

Each module contained theory and core exercises. Module 1 aimed at helping participants recognize how often they repeat suicidal thoughts and learning to manage this worrying or ruminating repetition better. Module 2 focused on learning to tolerate and regulate intense emotions. The theory section explained how to recognize an upcoming crisis and tapped into dealing with the urge to self-harm. Core exercises introduced different ways of coping with intense emotions, such as behavioral activation (eg, seeking distraction) and acceptance (waiting until the feelings subside). Participants were also encouraged to make a crisis plan. Modules 3 to 5 dealt with identifying automatic thoughts, recognizing common thinking patterns (all-or-nothing thinking, overgeneralization, or mind reading), and cognitively restructuring the three most important identified negative automatic thoughts. Module 6 was dedicated to preventing relapse and discussed the possibility of future setbacks and disappointments.

The control group received access to a website with information on suicidality, that is, how common it is and its risk factors, and provided a list of common places to seek treatment for suicidality. The control group was provided with access to the self-help program at the 6-week follow-up.

Measures

Our primary measure, which we used to identify latent trajectories of SI, was the BSS questionnaire, which we distributed to participants at baseline, at weeks 2 and 4 of the intervention, and finally at the sixth and last week of the intervention. Furthermore, we administered questions on the following at baseline, and subsequently applied and examined them as possible predictors of trajectory membership: sex, age, living with partner (yes/no), paid employment (yes/no), having children (yes/no), random allocation group (control/Web-based self-help intervention), and currently receiving other help such as psychiatric or psychological therapy (yes/no). We also examined clinical factors such as having attempted suicide before baseline (item from the BSS), depression symptoms measured by the BDI, and levels of hopelessness as measured by the Beck Hopelessness Scale [24].

Statistical Methods

We applied latent growth mixture modelling (LGMM) to estimate trajectories of SI. This data-driven statistical method identifies subgroups in a sample based on shared growth parameters (ie, intercept and slope). As such, in LGMM it is assumed that multiple subpopulations exist in a sample; however, no assumptions are made about the number of subpopulations or their specific growth parameters. Hence, individuals are classified into possible unobserved subgroups based on common profile patterns and, subsequently, between-group differences can be examined [25,26]. We included the level of self-reported SI collected at all 4 assessments (baseline, and 2, 4, and 6 weeks) and we used this information to model unique latent trajectories of SI. In general, attrition at follow-up was low: 6.8% (220/236, 2-week assessment), 10.6% (211/236, 4-week assessment), and 8.9% (215/236, 6-week assessment). We included all patients (N=236) who answered questions on SI at baseline in the LGMM and handled missing data by applying the full information maximum likelihood method [27]. We estimated a series of LGMM models with the number of classes ranging from 1 to 6. We used the fit estimates of Bayesian information criteria (BIC), Akaike information criteria (AIC), and sample size-adjusted BIC (adj.BIC) to evaluate the models. Specifically, lower values of these indexes imply a better model fit. Furthermore, we tested improvement of model fit by adding an extra class by estimating the Lo-Mendell-Rubin adjusted likelihood ratio test, the Vuong-Lo-Mendell-Rubin likelihood ratio test, and the bootstrap likelihood ratio test. We also estimated entropy, which is an estimate of classification accuracy and describes the probability of the model assigning individuals correctly in trajectories. According to the traditional approach, however, model selection is based on a combination of factors in addition to fit indices, namely parsimony of the model, theoretical justification, and interpretability [25]. In the first step, we estimated trajectories without including covariates. Second, we tested all covariates univariately for association with the most likely class membership using Pearson chi-square test (categorical variable) or analysis of variance F test (continuous variables). Third, we included all covariates with a univariate $P<.2$ in the 3-step approach suggested by Asparouhov and Muthén [28] to conduct multivariable testing of predictors of trajectory membership. When using this approach, covariates are not initially included in the LGMM but treated as auxiliary variables, that is, covariates do not influence the formation of classes. However, the probabilistic nature of class membership assignment is still accounted for. Thus, we first established latent classes, and then examined covariates as possible predictors of membership in identified latent classes in multivariable-adjusted analyses [28]. The analyses were carried out in Mplus version 7 (Muthén & Muthén) and in IBM SPSS version 22 (IBM Analytics).

Results

Table 1 presents goodness of fit statistics for the LGMM analyses. We estimated models from 1 to 6 classes with fixed variance around the quadratic term and the slope, but with a freely varying intercept.
Table 1. Goodness of fit statistics for 1- to 6-class solutions and P values for test of class models.

<table>
<thead>
<tr>
<th>No. of classes</th>
<th>Fit estimates&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P values&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Bootstrap likelihood ratio test</th>
<th>Entropy&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIC&lt;sup&gt;d&lt;/sup&gt;</td>
<td>BIC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>adj.BIC&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Vuong-Lo-Mendell-Rubin likelihood ratio test</td>
</tr>
<tr>
<td>1</td>
<td>5798</td>
<td>5825</td>
<td>5800</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>2</td>
<td>5742</td>
<td>5783</td>
<td>5745</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>3</td>
<td>5709</td>
<td>5764</td>
<td>5714</td>
<td>.23</td>
</tr>
<tr>
<td>4</td>
<td>5673</td>
<td>5742</td>
<td>5679</td>
<td>.06</td>
</tr>
<tr>
<td>5</td>
<td>5647</td>
<td>5730</td>
<td>5654</td>
<td>.24</td>
</tr>
<tr>
<td>6</td>
<td>5630</td>
<td>5727</td>
<td>5638</td>
<td>.08</td>
</tr>
</tbody>
</table>

<sup>a</sup>Lower values of AIC, BIC, and adj.BIC indicate better model fit.

<sup>b</sup>P values for test against model minus 1 class.

<sup>c</sup>Entropy estimates ranges from 0 to 1 and assess the accuracy with which models classify individuals into their most likely class; higher scores represent greater classification accuracy.

<sup>d</sup>Akaike information criteria.

<sup>e</sup>Bayesian information criteria.

<sup>f</sup>Sample size-adjusted BIC.

We obtained the most parsimonious model with the 4-class solution, where fit estimates (AIC, BIC, and adj.BIC) were low, the bootstrap likelihood ratio test performed with a significant P<0.0000, and both the Vuong-Lo-Mendell-Rubin likelihood ratio test and the Lo-Mendell-Rubin adjusted likelihood ratio test indicated borderline P=0.06. Fit estimates did not decrease substantially with the addition of extra classes after the 4-class solution and, in addition, the sample size in one of the classes in the 5-class solution was very low (n=4). Further, the 5-class model performed with an insignificant Vuong-Lo-Mendell-Rubin likelihood ratio test, and the Lo-Mendell-Rubin likelihood ratio tests had P>0.2. Based on these results, we chose the 4-class over the 5-class model. In addition, the 4-class solution had high entropy (.85) and was clinically plausible, so we settled on this model as the optimal representation of SI in our data.

Of the 4 identified trajectories, 3 had high intercepts (BSS>14), indicating that individuals in these latent classes had high intensity or frequency of SI at baseline (see Figure 2). These 3 classes then developed into different patterns. The largest class, named high stable, represented 51.7% (122/236) of the participants and was characterized by a constant high score on the BSS throughout the 6-week study period. The second class, high decreasing, included 21.2% (50/236) of the sample and consisted of people with a high baseline SI score (BSS=16), which gradually decreased to an average BSS score of 2.1 at the final follow-up at week 6. Participants in the third class, high increasing, also had a high BSS score of 14 at baseline, followed by an increase throughout the study period to the highest level of SI at 6 weeks. This class consisted of 5.1% (12/236) of the participants. The fourth, low stable, consisted of 22.0% (52/236) of the participants and differed from the other 3 classes by having a considerably lower average level of SI at baseline (BSS=4.7). This level of SI was constantly low through the final assessment.

Table 2 presents characteristics by trajectory membership and univariate P tests of differences between them. Random allocation group, partner status, a history of attempted suicide, and higher hopelessness and depression scores indicated significant between-trajectory differences. Along with status of employment, which was nearly significant, we introduced all these variables into the multivariate predictor analyses of trajectory membership presented in Table 3 and Table 4. Participants who had received the intervention (odds ratio, OR 3.15, 95% CI 1.19–7.67) or lived with a partner (OR 3.12, 95% CI 1.27–7.67) had a 3-fold higher likelihood of membership in the high decreasing class than of membership in the high stable trajectory (see Table 3). Furthermore, relative to the high stable class, a history of attempted suicide predicted membership in the high decreasing class (OR 2.72, 95% CI 1.10–6.70). Similarly, members of the high stable class differed from members of the low stable class, who had a significantly lower level of hopelessness (OR 0.78, 95% CI 0.67–0.91). When we used the low stable class as the reference group (see Table 4), we found that participants receiving Web-based self-help (OR 3.84, 95% CI 1.22–12.12), those with a history of attempted suicide (OR 3.68, 95% CI 1.05–13.0), and those with higher levels of hopelessness (OR 1.24, 95% CI 1.01–1.52) were significantly more likely to be members of the high decreasing class. We found no significant differences in characteristics between members of the high increasing class and the high decreasing class, and therefore Table 3 or Table 4 do not display predictors between those 2 classes.
Table 2. Baseline characteristics of members in each suicidal ideation trajectory.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Latent trajectorya</th>
<th></th>
<th></th>
<th></th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High decreasing</td>
<td>High increasing</td>
<td>High stable</td>
<td>Low stable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n=46)</td>
<td>(n=11)</td>
<td>(n=128)</td>
<td>(n=51)</td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>41 (12.3)</td>
<td>36 (12.0)</td>
<td>41 (14.3)</td>
<td>41 (13.8)</td>
<td>.66b</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.96c</td>
</tr>
<tr>
<td>Women</td>
<td>30 (65)</td>
<td>8 (73)</td>
<td>85 (66)</td>
<td>33 (65)</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>16 (35)</td>
<td>3 (27)</td>
<td>43 (34)</td>
<td>18 (35)</td>
<td></td>
</tr>
<tr>
<td>Having children, n (%)</td>
<td>27 (60)</td>
<td>9 (82)</td>
<td>78 (61)</td>
<td>31 (63)</td>
<td>.58c</td>
</tr>
<tr>
<td>No</td>
<td>18 (35)</td>
<td>43 (34)</td>
<td>49 (39)</td>
<td>18 (37)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random allocation, n (%)</td>
<td>15 (33)</td>
<td>6 (55)</td>
<td>68 (53)</td>
<td>31 (61)</td>
<td>.04c</td>
</tr>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>31 (67)</td>
<td>5 (45)</td>
<td>60 (47)</td>
<td>20 (39)</td>
<td></td>
</tr>
<tr>
<td>Receiving other help, n (%)</td>
<td>21 (47)</td>
<td>2 (18)</td>
<td>52 (42)</td>
<td>25 (50)</td>
<td>.25c</td>
</tr>
<tr>
<td>No</td>
<td>24 (47)</td>
<td>9 (82)</td>
<td>73 (58)</td>
<td>25 (50)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid employment, n (%)</td>
<td>19 (42)</td>
<td>9 (82)</td>
<td>67 (53)</td>
<td>21 (43)</td>
<td>.07c</td>
</tr>
<tr>
<td>No</td>
<td>26 (58)</td>
<td>2 (18)</td>
<td>60 (47)</td>
<td>28 (57)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with partner, n (%)</td>
<td>20 (44)</td>
<td>9 (82)</td>
<td>88 (65)</td>
<td>29 (57)</td>
<td>.03c</td>
</tr>
<tr>
<td>No</td>
<td>26 (57)</td>
<td>2 (18)</td>
<td>45 (35)</td>
<td>22 (43)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of attempted suicide, n (%)</td>
<td>21 (47)</td>
<td>2 (18)</td>
<td>78 (61)</td>
<td>36 (74)</td>
<td>&lt;.01c</td>
</tr>
<tr>
<td>No</td>
<td>24 (53)</td>
<td>9 (82)</td>
<td>49 (39)</td>
<td>13 (27)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical scale, mean score (SD)</td>
<td>26 (9.9)</td>
<td>34 (12.0)</td>
<td>29 (8.3)</td>
<td>22 (8.6)</td>
<td>&lt;.01b</td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beck Hopelessness Scale</td>
<td>15 (3.4)</td>
<td>15 (3.4)</td>
<td>15 (3.5)</td>
<td>12 (3.6)</td>
<td>&lt;.01b</td>
</tr>
</tbody>
</table>

aNumbers of members in each class diverge slightly from those in Figure 2 because, while the figure is based on posterior probabilities, classes used for post hoc analyses are based on most likely class membership.

bAnalysis of variance $F$ test.

cPearson chi-square test.
Table 3. Odds ratios (95% CI) from multivariable logistic regression analyses describing the association between baseline characteristics and membership in suicidal ideation trajectories using the high stable trajectory as the reference.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Low stable</th>
<th>High increasing</th>
<th>High decreasing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random allocation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.82 (0.31–2.13)</td>
<td>0.66 (0.11–3.78)</td>
<td>3.15 (1.19–7.67)*</td>
</tr>
<tr>
<td><strong>Paid employment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>1.19 (0.48–2.97)</td>
<td>0.18 (0.01–4.25)</td>
<td>1.30 (0.52–3.24)</td>
</tr>
<tr>
<td><strong>Living with partner</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>1.79 (0.68–4.70)</td>
<td>0.57 (0.08–4.08)</td>
<td>3.12 (1.27–7.67)*</td>
</tr>
<tr>
<td><strong>History of attempted suicide</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>0.74 (0.24–2.26)</td>
<td>8.64 (0.16–452.7)</td>
<td>2.72 (1.10–6.70)*</td>
</tr>
<tr>
<td><strong>Clinical scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td>0.95 (0.89–1.01)</td>
<td>1.06 (0.95–1.19)</td>
<td>0.95 (0.90–1.01)</td>
</tr>
<tr>
<td>Beck Hopelessness Scale</td>
<td>0.78 (0.67–0.91)**</td>
<td>0.87 (0.68–1.11)</td>
<td>0.96 (0.81–1.15)</td>
</tr>
</tbody>
</table>

* P<.05.  
** P<.01.

Table 4. Odds ratios (95% CI) from multivariable logistic regression analyses describing the association between baseline characteristics and membership in suicidal ideation trajectories using the low stable trajectory as the reference.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>High increasing</th>
<th>High decreasing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random allocation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Intervention group</td>
<td>0.8 (0.12–5.25)</td>
<td>3.84 (1.22–12.12)*</td>
</tr>
<tr>
<td><strong>Paid employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>0.15 (0.01–3.48)</td>
<td>1.09 (0.36–3.31)</td>
</tr>
<tr>
<td><strong>Living with partner</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>0.32 (0.04–2.36)</td>
<td>1.74 (0.58–5.21)</td>
</tr>
<tr>
<td><strong>History of attempted suicide</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>11.7 (0.26–516.8)</td>
<td>3.68 (1.05–13.0)*</td>
</tr>
<tr>
<td><strong>Clinical scale</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td>1.12 (0.99–1.26)</td>
<td>1.0 (0.93–1.08)</td>
</tr>
<tr>
<td>Beck Hopelessness Scale</td>
<td>1.11 (0.86–1.45)</td>
<td>1.24 (1.01–1.52)*</td>
</tr>
</tbody>
</table>

* P<.05.
Figure 2. Trajectories of suicidal ideation as assessed by Beck Scale for Suicide Ideation (BSS) scores.

Discussion

This study aimed to examine prototypical trajectories of SI in an adult population seeking Web-based treatment for suicidal thoughts. The results of the LGMM confirmed heterogeneity by identifying 4 distinct trajectories of SI in this population. A notable finding was that those experiencing a decrease in SI (members of the high decreasing class) differed in characteristics from those with a more stable level of SI (both high stable and low stable) during the study period. Those receiving the Web-based intervention (vs the control group) and having a history of attempted suicide were more than 3 times as likely to be members of the high decreasing class as to be members of both stable classes. Members of the high decreasing class were also more likely than members of the high stable class to be living with a partner, and they had a higher level of hopelessness at baseline than did members of the low stable class. Overall, the findings of this study yield important and new information about developmental patterns of SI and especially how these patterns associate with the Web-based self-help intervention.

Trajectories of SI

This study has demonstrated that patterns of SI vary greatly, which is not detected using traditional analyses. While traditional analyses showed an overall small significant mean effect size in SI (Figure 1), the LGMM revealed that this effect was minimal for 74% of participants (low stable plus high stable classes), large for 21% of participants (high decreasing) who experienced a great decrease in SI, and reversed for 5% of participants who developed higher levels of SI. Because SI is an important risk factor for suicidal behaviour, it is encouraging to find that SI decreased from a worrisomely high, from a clinician’s standpoint, baseline level (BSS=16) to a considerably lower level (BSS=2) in one-fifth of participants, and that being in the intervention group was a significant predictor for membership in this class. Less reassuring is that 74% (high stable plus low stable classes) kept a stable level of SI, though it can be argued that the 22% in the low stable class had only limited potential to decrease their levels of SI. Still, the high stable class represents the majority of participants, indicating that SI persists in many despite over half in this class reporting receiving care from a professional at baseline. This indicates that SI persists (at least over a 6-week period) in many in spite of getting professional help. Although studies examining heterogeneity generally identify at least one trajectory of stable high SI, this class usually includes between 6% and 20% of participants, with one study reporting as many as 40% of participants falling into that class [9-16]. Our uncommonly large percentage of the sample with high ongoing SI may be explained by the short 6-week period compared with periods of a year or more in most other studies [10,11,13-16]. Another reason for this could be that our sample consisted of people who were required to have some level of SI at baseline, whereas the other studies examined heterogeneity in SI in samples of teenagers or psychiatric patients whether or not they reported SI [11-16]. Furthermore, a variety of instruments to measure SI was used across studies examining trajectories in SI, making comparison more challenging. Finally, the high percentage of participants in our high stable class may be illustrative of a group of chronically suicidal people who are desperate for help but are not getting what they need in the current health care system (nor in the current self-help intervention). More research will be needed to study this group and their needs.
Characteristics of SI Trajectory Class Members
We also identified predictors of membership in trajectories. Most important, membership in the high decreasing trajectory, compared with the 2 stable trajectories, was significantly associated with having received the Web-based intervention program, indicating that the program had a reducing effect on SI. This is consistent with earlier publications on this sample, which showed a small but significant overall mean effect size (a reduction of 4.6 points on the BSS) [7,29], but adds to this knowledge by showing that the Web-based program seems to have a larger effect (a reduction of 14 points on the BSS), but in a smaller subsample. Other factors that predicted membership in this class included previous suicidal behavior, living with a partner, and hopelessness. While this is speculative, people with a history of suicidal behavior may be more motivated to change their life situation and consequently would benefit more from a Web-based self-help program aimed at reducing SI. Furthermore, regarding motivation, living with a partner was also significantly more likely in the high decreasing class than in the high stable class, and having a partner may provide emotional support and help motivate their partner with SI to improve in mental well-being and health. Finally, having feelings of hopelessness is a well-known risk factor for suicidality, and the fact that members of the high decreasing class scored significantly lower on baseline hopelessness than those in the high stable trajectory is consistent with the existing literature on this [30].

Strength and Weaknesses
The high follow-up response rate strengthens this study, as this makes the estimation of SI trajectories more precise. Furthermore, we measured SI with a validated scale (BSS), as opposed to a single-item question on SI, which was applied in some of the other studies of heterogeneity in SI [9,11,15]. An obvious methodological concern is the low power of this study, with only 236 participants. This is especially a problematic issue when 1 trajectory (the high increasing) had very few members, as the power to predict membership in that class is low. Had the sample been larger, we would have had the power to detect predictors of membership in the high increasing class, which obviously is an important group of people to characterize and monitor, as their level of SI increased during the study period. Table 2 shows that most participants in the high increasing trajectory were already receiving other help, had attempted suicide before, had higher BDI scores, and were single or unemployed. Hence, this group of participants was characterized by known risk factors of suicidality. Based on this and because less than half of the members of this trajectory had received the intervention, we have reasons to believe that the worsening course of SI in this group probably does not reflect an iatrogenic effect of the Web-based self-help.

Conclusion
The analyses of trajectories of SI have provided clinically interesting information. In particular, it was notable that being assigned to the Web-based self-help program, having a history of suicidal behavior, having a partner, and having lower baseline levels of hopelessness were associated with experiencing a large decrease in SI during the 6-week study period, even though this applied to a small proportion of the sample. A discouraging finding was that a large proportion of the Web-based help seekers experienced persistently high levels of SI, and future research should address whether this group might benefit more from tailored Web-based programs or from face-to-face help. Recently, this Web-based self-help program to reduce SI was found to be cost effective too [29], so it is a promising bid for an intervention that can be offered to many via Web-based technology, although future studies are still needed to confirm a long-term effect of the program on SI.
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Abstract

Background: Evidence of benefit for telehealth for chronic conditions is mixed. Two linked randomized controlled trials tested the Healthlines Service for 2 chronic conditions: depression and high risk of cardiovascular disease (CVD). This new telehealth service consisted of regular telephone calls from nonclinical, trained health advisers who followed standardized scripts generated by interactive software. Advisors facilitated self-management by supporting participants to use Web-based resources and helped to optimize medication, improve treatment adherence, and encourage healthier lifestyles. Participants were recruited from primary care. The trials identified moderate (for depression) or partial (for CVD risk) effectiveness of the Healthlines Service.

Objective: An embedded qualitative study was undertaken to help explain the results of the 2 trials by exploring mechanisms of action, context, and implementation of the intervention.

Methods: Qualitative interview study of 21 staff providing usual health care or involved in the intervention and 24 patients receiving the intervention.

Results: Interviewees described improved outcomes in some patients, which they attributed to the intervention, describing how components of the model on which the intervention was based helped to achieve benefits. Implementation of the intervention occurred largely as planned. However, contextual issues in patients’ lives and some problems with implementation may have reduced the size of effect of the intervention. For depression, patients’ lives and preferences affected engagement with the intervention: these largely working-age patients had busy and complex lives, which affected their ability to engage, and some patients preferred a therapist-based approach to the cognitive behavioral therapy on offer. For CVD risk, patients’ motivations adversely affected the intervention whereby some patients joined the trial for general health improvement or from altruism, rather than motivation to make lifestyle changes to address their specific risk factors. Implementation was not optimal in the early part of the CVD risk trial owing to technical difficulties and the need to adapt the intervention for use in practice. For both conditions, enthusiastic and motivated staff offering continuity of intervention delivery tailored to individual patients’ needs were identified as important for patient engagement with telehealth; this was not delivered consistently, particularly in the early stages of the trials. Finally, there was a lack of active engagement from primary care.

Conclusions: The conceptual model was supported and could be used to develop further telehealth interventions for chronic conditions. It may be possible to increase the effectiveness of this, and similar interventions, by attending to the human as well as the technical aspects of telehealth: offering it to patients actively wanting the intervention, ensuring continuity of delivery by enthusiastic and motivated staff, and encouraging active engagement from primary care staff.
KEYWORDS
telehealth; depression; cardiovascular diseases; qualitative research; chronic disease; randomized controlled trials; primary health care

Introduction
The increasing prevalence of chronic conditions presents a challenge to health systems internationally in terms of the ability to meet patients’ health care needs. There is interest in the potential of technology to address this challenge by offering an alternative to face-to-face care between health care professionals and patients [1]. Telemedicine or telehealth delivers health care at a distance using information and communication technologies for diagnosis, treatment, and prevention of health problems [1]. These technologies can be supported by different types of clinical and nonclinical staff and thus expand health care provision and increase access to care. Policy makers worldwide have enrolled large numbers of patients in telehealth schemes [1-3] and are evaluating telehealth programs [1,4].

Despite the promotion of telehealth internationally, evidence of benefit is mixed [5-7]. A large review of the effectiveness of telehealth for chronic conditions concluded that the evidence base is weak and inconclusive due to publication bias, short-term outcome measurement, and a lack of focus on cost-effectiveness [5]. A review of reviews of telehealth concluded that telehealth could be effective for the management of some chronic conditions, but that evidence is mixed with a need for larger studies [6]. A more recent review of interactive telehealth concluded that telehealth was effective for some chronic conditions, specifically heart failure and diabetes, but that evidence was inconsistent for other conditions [7].

The lack of consistency of the evidence base on telehealth could reflect a lack of theoretical underpinning for many interventions or problems with the quality of their evaluation. It has been recommended that large, rigorous evaluations of any new interventions are undertaken [8]. Furthermore, process evaluations undertaken alongside trials of complex interventions such as telehealth may enable researchers to understand why interventions succeed or fail by exploring context, mechanisms of action, and implementation of the intervention [9]. Qualitative research can contribute to this [10].

Researchers have started to address the need for large, pragmatic trials of theory-based telehealth for chronic conditions. Two large, linked, randomized controlled trials (RCTs) of a telehealth intervention, known as the Healthlines Service, which followed up patients for a year, focused on depression and on risk factors for cardiovascular disease (CVD) [11]. The trial targeting depression identified a moderate clinical benefit [12], whereas the trial focusing on reducing risk factors for CVD identified a partial effect; that is, improvement in some individual risk factors but not overall CVD risk score [13]. An embedded qualitative study was undertaken with both these trials with the aim of explaining the results of the trials [11]. In this paper, we report this embedded qualitative study to explore why the trials showed modest effects only and then discuss the implications of this for future use and evaluation of this type of telehealth intervention.

Methods
The telehealth intervention is described in Textbox 1. The 2 RCTs are described in Textbox 2.
We undertook a qualitative interview study alongside the 2 trials to explain the results of the trials. We planned to interview 3 groups who could reflect on the intervention: primary care staff working in collaboration with the intervention who could offer perspectives on its feasibility and acceptability to primary care; staff from the organization delivering the intervention (NHS Direct) who could offer perspectives on feasibility; and patients who had experienced the intervention who could reflect on its acceptability. We chose to use the data collection method of interviews because they allow in-depth exploration of individuals’ perceptions.

**Sampling**

For the first group (primary care staff), we planned to sample 6 general practices, selected to include practices with populations from varying levels of deprivation. We had to widen our original sample from 6 to 13 general practices because it proved difficult to recruit sufficient numbers of primary care staff from the original set of practices. Within the 13 practices, we sampled purposively to reflect the range of relevant professionals offering primary health care to participants within the intervention arm of the trial: general practitioners (GPs) and practice nurses or health care assistants.

For the second group (NHS Direct staff), we sampled staff purposively to include those delivering the intervention to participants (Health Information Advisors—HIAs), those offering technical expertise for the intervention, and those involved in team and strategic management.

For the third group (patients), we first sampled patients purposively from the intervention arm of the trials to ensure half of interviewees were in the depression trial and half in the CVD risk trial. Next, we used maximum variation sampling so that patients were interviewed who differed in terms of gender, age, and levels of depression or types of CVD risk factors. As a large proportion of patients using the intervention for depression used little or none of the intervention (25% in depression trial vs 8% in CVD risk trial), we also interviewed some patients who had withdrawn from the depression intervention.

**Data Collection**

For primary care staff, we wrote to GPs and practice nurses in participating practices asking for consent for an interview. We interviewed primary care staff at different stages of the trial period to obtain a mix of views at an early and later stage of the intervention delivery. Interviews took place face to face at their workplace or by telephone if this was more convenient.

For NHS Direct staff, we approached senior managers to identify relevant staff. We interviewed staff in July 2013, around 12 months after the first depression participant was randomized and 8 months after the first CVD risk participant was randomized. This allowed staff to reflect on both the early and later stages of intervention delivery.

For patients, we contacted those recruited to the intervention arm of the trials who had consented to participate in the interview study during the trial recruitment process. We interviewed these patients at least 4 months (depression) or 6 months (CVD risk) of experiencing the intervention to allow us to obtain reflections on different stages of their care. This was after the primary outcome measure had been collected in the depression trial (4 months) and after the first collection of follow-up outcome data (at 6 months) in the CVD risk trial. Patients who had withdrawn from the intervention were interviewed within 5 months of recruitment. Face-to-face interviews with patients took place at their home or an alternative venue, depending on their preference.

SJD undertook most of the interviews, with support from AF and KH. We obtained written informed consent from all interviewees. Regardless of interviewee type, the focus of the interviews was on the intervention. We asked about its perceived utility, problems arising, and issues that enhanced or hindered its operation in practice. In addition, we asked about the components of the conceptual model underlying the intervention: engagement, promoting self-management, treatment optimization, care coordination, partnership, and context. Interviews lasted on average 45 minutes for staff, ranging from 16 to 88 minutes, and 58 minutes for patients, ranging from 21 to 124 minutes.

---

**Textbox 2. The trials**

The Healthlines Service was tested in 2 linked, pragmatic randomized controlled trials comparing the intervention plus usual care versus usual care alone. Usual care for depression was attendance at general practice, including use of medication and possible referral to psychological services. Usual care for raised CVD risk was attendance at general practice where patients might receive blood pressure monitoring, medication, and lifestyle advice. The trials were undertaken with adults with depression or raised CVD risk recruited from 43 general practices in 3 areas of England. Both trials were powered to detect odds ratios of 1.7 with 80% power [11]. In total, 609 patients were recruited to the depression trial. The primary outcome was response to treatment measured using the Patient Health Questionnaire (PHQ-9) [18] and defined as a reduction ≥5 points and score <10 after 4 months. The treatment response was higher in the intervention group than in the control group (27% (68/255) vs 19% (50/270), odds ratio=1.7 (95% CI 1.1-2.5; P=.02). Twenty-five percent (78/307) of patients received little or none of the intervention [12], which is a similar rate to other pragmatic trials of telehealth for depression.

Overall, 641 people were recruited to the CVD risk trial. The primary outcome was response to treatment defined as maintenance or reduction in 10-year risk of CVD (measured by QRISK2 score [19]) after 12 months. Participants receiving the intervention had a modest response to treatment compared with those receiving usual care (50% (148/295) vs 43% (124/291), respectively; adjusted odds ratio 1.3; 95% CI 1.0-1.9). The intervention was associated with reductions in blood pressure (difference in mean systolic -2.7 mm Hg (95% CI -4.7 to -0.6)) and weight (-1.0 kg (95% CI -1.8 to -0.3)) but not in cholesterol or smoking status. Eight percent (26/325) of intervention participants received little or none of the intervention, and a third (103/325) received the full course of intended telephone encounters over the course of a year [13].
Analysis

Interviews were digitally recorded and transcribed verbatim. The framework approach was used to analyze the data [20]. We read some transcripts from each type of interviewee for familiarization (stage 1 of framework analysis). We constructed a thematic framework based on reading these transcripts and the functions of context, mechanisms of action, and implementation important to process evaluations [9] (stage 2 of framework analysis). As this qualitative study was embedded within RCTs, we supplemented this approach with a framework of the use of qualitative research with trials [10]. This permitted further exploration of themes concerning the trial, outcomes, and the health conditions under study. Subthemes of the theme “mechanisms of action” were informed by the components of the TElehealth in CHronic disease (TECH) model: engagement, promoting self-management, treatment optimization, care coordination, partnership, and context [14].

SJD coded all transcripts to the thematic framework, adding emerging subthemes throughout this process (stage 3 of framework analysis). SJD, AOC, AF, and KH then read the text within each subtheme, paying attention to which interviewees contributed to each subtheme. The final stage of the framework approach—“mapping and interpretation”—involved consideration of relationships between themes and subthemes. As recommended, the analysis was undertaken before any team member knowing the outcomes of the trials [21]. Findings of the qualitative study were discussed among the research team in September 2014 before the trial results were known. We suggested in our conclusions from this analysis that the intervention would be effective because there was evidence within our data that components of the conceptual model helped some patients in both trials, and the intervention was implemented largely as planned. We also suggested that the complexity of patients’ lives and how the intervention was implemented appeared to diminish its impact. Paying attention to the balance of issues, we predicted a small-to-moderate benefit for each trial. In a second stage of analysis, after the trial outcomes were known in December 2014, we used the findings of this qualitative work to help explain the results of the trials. This involved focusing on the themes we considered to be most relevant to the research question of why this intervention had produced a modest effect, while taking care to acknowledge the uncertainties around our explanation.

The trials and qualitative study were approved by the National Research Ethics Service Committee South West—Frenchay (reference 12/SW/0009) and had the following trial registrations: ISRCTN14172341 (depression) and ISRCTN27508731 (CVD risk).

Results

Description of Participants

We undertook 45 interviews in total, with 21 staff and 24 patients.

Staff

We interviewed 6 GPs, 5 practice nurses, 1 health care assistant, and 1 practice-based research nurse (13 in total) from 13 of the general practices that had participated in the trials. We approached practice staff who had been involved to some extent in the trials, for example, GPs who had screened lists of potential trial participants before recruitment. From a total of 24 primary care staff approached for interview, 7 GPs and 4 practice nurses declined primarily because they did not feel they had anything to say about the intervention.

We interviewed 8 staff from NHS Direct. This included 4 HIs who had delivered the intervention for varying lengths of time. Two had worked in the Healthlines Service from the beginning, 1 for a few months, and 1 had been in post for a month at the time of the interview. We also interviewed a strategic manager who had been involved in leading the intervention development, a technical manager who had helped to develop the intervention, a supervisor of the HIs and a team manager from the wider organization who was not directly involved with the intervention but who managed the HIs as part of larger team. This latter interview was undertaken to explore the wider organizational context in which the intervention was delivered.

Patients

We approached 16 depression and 20 CVD risk trial participants to obtain 12 interviews with each group. Patients declined to participate because they said they were not interested (n=6), were too busy (n=3), could not be contacted (n=1), or did not attend the arranged interview (n=2).

Interviewees participating in the depression trial were interviewed a median of 8 months after randomization, varying between 5 and 10 months. There were 7 women, they were all white, and mainly middle-aged (age range 30-66 years). This generally reflected the demographics of participants in the depression trial. According to the baseline PHQ-9 classifications, 1 interviewee had severe depression, 4 interviewees had moderately severe depression, and the remainder had moderate depression. Four interviewees had formally withdrawn from using the intervention at the time of the interview.

CVD risk interviewees were interviewed a median of 8 months after randomization, varying between 3 and 11 months. They were mainly men (n=9), all white, and all older (age range 60-75 years). This demographic mix was largely in line with the participants in the CVD risk trial. They had a mix of CVD risk factors at baseline: 2 smoked, 9 had a body mass index (BMI) ≥ 30, and 8 had systolic blood pressure ≥ 140. Eight were on blood pressure-lowering medication. The CVD risk score (QRISK2) was high for all interviewees (as that was an inclusion criterion for the trial), ranging between 21% and 58%; 3 had a score higher than 45%. None of the interviewees had formally withdrawn from using the intervention at the time of the interview.

Overview of Findings

The findings are presented using the framework of mechanisms of action, context, and implementation. We show that interviewees perceived that the intervention was useful for some patients and described aspects of the intervention that they valued. However, contextual issues and problems with implementation negatively affected the impact of the
intervention. Quotes are accompanied by labels showing the type of staff or characteristics of patients.

Mechanisms of Action

Perceptions That the Intervention Was Useful for Some Patients

Interviewees perceived that the intervention had improved the health of some patients. First, staff delivering the intervention described individual patients reporting improved mood and weight loss. They did not describe the characteristics of these patients, but, instead, described the characteristics of patients who they perceived were not being helped by the intervention (see the following section). Second, some of the patients interviewed reported improvements in health, which they associated with the intervention. Among the patients in the depression trial, 6 described benefits such as feeling more positive because they had been shown ways to cope, had learned to share problems with their family, felt listened to, or felt that someone cared about them:

"what I needed was a way of dealing with the great sadness and a way of coming to terms with it, and I think I have got that from [pause], from The Healthlines Study.” [Dep 8, female, aged 66, with moderate depression at baseline]

Nine of the twelve CVD risk interviewees had a BMI of 30 or over at baseline. Three of these reported weight loss, which they attributed to the intervention. They were delighted with the amount of weight they had lost since joining the study and described other positive consequences, including reduced blood pressure, ability to walk more easily, and having more energy. Some CVD risk interviewees reported making lifestyle changes that could affect CVD risk factors, such as exercising more, eating more healthily, and reducing alcohol intake. Four of the eight interviewees with high blood pressure at baseline (systolic above 140 mm Hg) reported lowered blood pressure, and another reported reduced use of blood pressure medication related to the intervention. Improvements in blood pressure were attributed to weight loss or introduction of blood pressure medication:

Interviewer: You have got high blood pressure I am presuming?

CVD participant: Not anymore.

Interviewer: Not anymore, good (laugh)

CVD participant: Mainly thanks to this system [CVD risk 8, male, aged 70, with high blood pressure at baseline]

Aspects of the Intervention Valued by Staff and Patients

When asked about the different components of the intervention, interviewees tended to describe their value and how they helped to improve health. That is, there was support for the conceptual model on which the intervention was based. For example, both the HIAs delivering the intervention and patients receiving it described the necessity and value of different aspects of the intervention aimed at encouraging patient engagement. This included the technical support for patients, which helped them to use computer-based aspects of the intervention, the continuity of contact with the same HIA, which helped to build rapport with patients, and enthusiastic and motivated HIAs who made the effort to tailor the intervention to patients’ needs:

"it has been good to build up some kind of relationship [CVD risk 11, female, aged 49 years, overweight at baseline]

There was also support for the value of the self-management aspect of the intervention. Most of the patients we interviewed described how the intervention helped them to develop self-management skills through raising awareness of their health problems and educating them about ways of dealing with those problems. As 1 patient put it, the intervention was about

helping myself to help myself [Dep 2, male, aged 60 years, with moderately severe depression at baseline.]

"I think it makes people realize that there are things that you can do on a day to day basis […] to bring [their blood pressure] down, if they are checking it that regularly for a purpose. You know, I went out for a walk this morning and my blood pressure was really good today, and things like that. It makes it very obvious in black and white right in front of them that the days when they are doing things, and being a bit more well-behaved if you like, that it does make a difference. [Practice Nurse 113]

and then it just gives them something to work on and I make it clear to them all that they have to do the hard work themselves if they want to reach their target. And 8 times out of 10 next time I speak to them they have done it or the first thing they say to me is “well I have been eating off a smaller plate” and it is really nice to hear that. [Health Information Advisor 2]

Finally, there was some evidence of medication optimization occurring. Some patients receiving the depression intervention were on antidepressants, and some CVD risk participants were on blood pressure medication and statins. Interviewees reported that the intervention impacted medication taking through HIAs prompting patients to discuss medication with their GP or through letters directly from HIA s to GPs.

Context

Individual Context: Lack of Fit With Perceived Need

A key contextual issue, which may have impacted the effectiveness of the intervention, was patients’ desire to improve their health. Patients with depression and primary care staff reported long waits for access to usual care services such as counseling and cognitive behavioral therapy. Patients with CVD risk factors wanted to improve their health, and some of those who wanted to improve their lifestyle perceived a lack of advice about how to do this, although the practice nurses we interviewed said they offered this service.

However, there were indications that some patients did not understand what the intervention entailed when they signed up to join the trial and, in fact, had no interest in what was on offer once they had started the intervention. Some patients in the depression trial described the intervention as too superficial, not giving access to a therapist, or the same as previous
Some patients in the CVD risk trial reported low motivation to change their lifestyle; they had been interested generally in improving their health without necessarily understanding that this would entail them making lifestyle changes or had joined the study for altruistic reasons in terms of helping others through participating in research:

and, I thought, well it will help me, but it might help somebody else, that is the reason I had a go [CVD risk 7, male, aged 74 years, with high blood pressure at baseline]

Other patients in the CVD risk trial had no intention of addressing a key CVD risk factor that led to their eligibility for the trial. In particular, 2 of our CVD risk interviewees were smokers at baseline. Both these reported no success with smoking cessation because they did not want to stop smoking:

do not bother; I smoke [CVD risk 1, male, aged 62 years, smoker with high blood pressure at baseline.]

Health Information Advisors noted that few patients had reported giving up or cutting down smoking and that this was a difficult lifestyle issue to have an impact on. The staff we interviewed believed that if intrinsic motivation to change was absent, then patients, particularly those in the CVD risk trial, would find it difficult to make the necessary lifestyle changes in the timeframe in which the intervention was offered.

Individual Context: Lack of Fit With Patients’ Lives

Patients in the depression trial tended to be of working age, whereas those in the CVD risk trial tended to be retired. These younger patients with depression were described by HIAs as too busy due to childcare and employment to engage with key aspects of the intervention such as the telephone calls and homework for the cognitive behavioral therapy. The HIAs wondered whether lack of engagement was due to their depression and their busy lives. They felt that those who did complete the cognitive behavioral therapy course obtained benefit from it, and so they wanted the inclusion criteria for the trial to focus on those who were really committed to making changes and engaging with the intervention:

The depression ones, a large, it seems to be a lot, to me, younger people, a lot more women, not all but they are rushing around, they do not have time, they forget they have got appointments, and whether it is part of depression or not I do not know, but they do not often, they do not answer the phone [Health Information Advisor 1]

Some interviewees from the depression trial described serious ongoing life events such as the threat of losing disability and unemployment benefits, physical illnesses, or coping with family members and friends who were very ill or depressed. These issues caused stress on top of the depression, making engagement with the intervention difficult. According to the HIAs in our study, life events preventing engagement with the intervention appeared to be less of an issue for CVD risk patients. Our interviewees with CVD risk factors did not offer the same description of complex lives as our interviewees with depression. The level of complexity of patients’ lives may have been related to age because the patients in the CVD risk trial were older and many were retired. Only 1 of the CVD risk interviewees was still in full-time paid employment, and this interviewee did report finding it difficult to fit the intervention into their life.

Research Context: A Randomized Controlled Trial

The intervention was offered in the context of an RCT. The intervention for depression was ready for use at the beginning of the trial and needed little or no adaptation during the trial. However, interviewees from NHS Direct discussed delays in starting the CVD risk intervention at the beginning of the trial due to a number of technical problems with the intervention. This resulted in some patients waiting for several months between randomization and receiving the intervention. As specified in the trial protocol, the primary outcome of the CVD risk trial was measured 12 months after randomization. This resulted in measurement of 12-month outcomes before some patients had completed the intervention, which may have reduced the measured effect of the intervention for CVD risk.

Implementation of the Intervention

When we asked the 3 groups of interviewees about different components of the intervention, they not only described the value of these components (see previous sections) but also described how they occurred in practice. With the exception of 3 issues (described in the following sections), their descriptions aligned with the planned implementation of the Healthlines Service.

Continuity of Enthusiastic and Motivated Health Information Advisors

Continuity of care—ensuring the same HIAs talked to the same patient throughout their care—was one of the ways in which the intervention delivered the patient engagement component of the TECH conceptual model. This appeared to be very important to some patients we interviewed and was compromised in the early months of implementation. Interviewees from NHS Direct described how, during the earlier months of the intervention, they tested out a model of using staff part-time in the Healthlines Service and part-time in the wider organization. This made it difficult for the same HIA to contact the same patients and also caused challenges for HIAs trying to learn to use a technically complex intervention. It was also compounded by large numbers of patients entering the CVD risk at the same time. This lack of continuity compromised the ability of HIAs to actively tailor the intervention to different patients. As the intervention progressed, NHS Direct changed the model of provision to a small dedicated team of staff who were enthusiastic about the intervention and felt motivated to help patients to improve their health. The HIAs we interviewed were part of this dedicated team and described how they placed emphasis on providing continuity of care and tailoring the intervention to the needs of individual patients. However, they also described how continuity of care could not be fully delivered even in the later stages because the small team sometimes struggled to cover sickness absence and holidays while still providing appointments that suited patients.
The variation in implementation was evident in patients’ descriptions of their experiences. Some of the patients we interviewed appreciated the relationship they had built up with an HIA, feeling listened to and cared for. Others described HIAs as “going through the motions,” rather than attempting to tailor the intervention:

because the spiel was exactly the same [CVD risk 10, male, aged 71 years, with high blood pressure at baseline.]

This latter group struggled to engage with the intervention. Indeed, 3 of the interviewees in the depression trial who expressed concern about a protocoded approach had withdrawn from the intervention.

Modification of Intervention Delivery During the Trial

NHS Direct staff described how continuing technical difficulties had to be sorted out during the early weeks of using the intervention for CVD risk. Health Information Advisors explained how they had to learn to make the software work in the context of an ongoing conversation with a patient, modifying the flow of the scripts that were built into the intervention to reduce repetition for patients. They also described how they made notes about patients outside the computerized system to help them set and monitor plans for patients.

Collaboration With Primary Care

The primary care staff we interviewed had little to say about specific aspects of the intervention. Health Information Advisors and patients described how GPs responded to prompts to consult with patients or change medication but also described how they did not take an interest in patients’ experiences of the intervention or proactively contact the Healthlines Service about individual patients. There was also some evidence that communication between primary care and HIAs did not always reach the level of partnership intended by the conceptual model, which could cause confusion for some patients. For example, GPs did not necessarily agree with advice from the intervention, which was based on national guidelines:

there was this one particular patient who was constantly being, it was being suggested that he be reviewed by the GP. And the GP was reviewing him, but it was still the same, you know, it was a bit, you know, flogging a bit of a dead horse really, because she was, the GP was very happy with the blood pressure. Healthlines Study staff were saying, oh, no, no, no you need to go and see the GP [...] and of course the patient is the one caught in the middle [Practice Nurse 111]

Discussion

Principal Findings

The interviewees described improved outcomes in some patients receiving the intervention. They attributed these improvements to the intervention, describing how components of the conceptual model on which the intervention was based helped to achieve benefit. Aspects of the intervention addressing patient engagement, self-management, and medication optimization were valued. Implementation of the intervention occurred largely as planned. However, problems related to context and implementation may have reduced the size of effect. For depression, the context of patients’ lives was often complex, resulting in these working-age patients sometimes being unable to engage with the intervention. Some patients also wanted a more therapist-based approach rather than the cognitive behavioral therapy on offer. For CVD risk, contextual issues included some patients joining the trial in the hope of improving their health generally, or altruistically helping with research, rather than being motivated to make lifestyle changes to address their specific risk factors. In addition, implementation was not optimal in the early part of the CVD risk trial as technical difficulties with the intervention were addressed and staff delivering the intervention adapted it for use in practice. For both conditions, enthusiastic and motivated staff members offering continuity of intervention delivery tailored to individual patients’ needs were identified as important for patient engagement with telehealth, but this was not delivered consistently, particularly in the early stages of the trials. Finally, there was a lack of active engagement with the intervention from GPs in primary care. Although some of these issues related to the technological aspects of the intervention, most of them are related to human issues—the complexity of patients’ lives and the need for skillful human support to complement the technology.

Strengths and Limitations

One key strength of this qualitative study was the inclusion of interviews with a wide range of stakeholders: staff offering primary care to patients, managers, and frontline staff delivering the intervention and patients who had used the intervention and those who had withdrawn from it. This greatly improved our understanding of the trial results and provided support for the use of the TECH conceptual model to underpin these kinds of interventions. There were 4 limitations. First, we could have used nonparticipant observation in combination with the interviews, such as listening to telephone calls and observing HIAs in their daily work, which may have helped to further understand implementation of the intervention. Second, although we felt that we achieved data saturation at the data collection stage for most of the groups we targeted, this was not the case for participants in the CVD risk trial because of the range of risk factors they had. Third, inclusion of other groups may have helped to further understand implementation of the intervention; in particular, HIAs who had left the service and patients in the control arm of the trials. Finally, we completed our data collection before the end of the intervention. The organizational context in which the intervention was delivered changed toward the end of intervention delivery. NHS Direct ceased to operate toward the end of the trials, although the intervention continued to be offered by the same HIAs working for a different organization. During the change in the organization hosting the service, there was a pause in service delivery for some patients, and this might have affected their engagement with the intervention. However, we did not have data from those delivering or receiving the intervention during or after this change.
Comparison With Prior Work

Some patients in the trials did not engage with the intervention: 25% of patients in the depression trial and 8% of patients in the CVD risk trial used little or none of the intervention [12,13]. These rates were smaller than a trial of a Web-based program for reducing CVD risk where almost half of the intervention users had dropped out at 12 months [22]. Interestingly, the qualitative research undertaken alongside that trial recommended the addition of human interaction to motivate and engage patients. Our qualitative study identified that motivated staff could enhance patient engagement, and that engagement was also dependent on human factors related to the patients. It identified that patients wanted help with their health, but not necessarily the intervention on offer, or did not see the intervention as a priority in their complex or busy lives. This finding is similar to a systematic review of computerized cognitive behavioral therapy—a core component of our intervention for depression—which identified that a median of 56% participants completed a full course and that personal circumstance was more commonly cited as the cause for noncompletion than difficulties with the technology or social background [23]. We know that a large proportion (82%) of invited patients chose not to participate in our trials in the first place [24]. Among those actively declining participation (rather than not replying to the trial invite), common reasons given were that they were too busy or they were not interested in the research. It was also the case that some patients agreed to participate who did not want the intervention on offer or whose lives were too complex to make use of it. Although efforts were made to communicate to potential participants in advance about what the intervention entailed, it is possible that the nature of the intervention was not described clearly enough and was misunderstood, or that participants held expectations of the intervention that differed from their experience. These patients might have declined to take part in the trial if they had known more about the content of the intervention and the efforts required of them.

Researchers are beginning to test ways of increasing the acceptance of Internet-based mental health interventions using an informational video [25]. This type of video may also be useful when recruiting patients for trials of telehealth interventions to help them make informed choices about participation. For example, people who smoke and do not want to stop might decline to participate if they understand that a key focus on the intervention is to help them reduce this risk factor. This may reflect the real world more because, in practice, patients tend to access smoking cessation services if motivated to stop smoking. It is possible that a future trial with more emphasis on communicating the content of the intervention, and the efforts required by patients to obtain benefit, might result in larger effect sizes than seen here.

The importance of the human aspect of telehealth, in terms of who delivers the intervention and how, was evident from these interviews. This “personal context” of factors, related to the practitioners involved, in terms of their perceptions of the relevance of and interest in the intervention, their skills, and their motivation has been identified as a type of context affecting how interventions work [26]. In our study, this personal context of motivated HIAs appeared to facilitate patient engagement with the intervention through both developing rapport and tailoring the intervention. These 2 issues have been identified as mechanisms of action of telehealth for chronic conditions [27]. Other researchers have also identified the importance of continuity of the person delivering telehealth and their level of motivation during delivery [23,28-30]. This has also been identified as important for the self-management of chronic conditions more generally. For example, a recent systematic review of interventions for the self-management of asthma identified the importance of actively engaging patients and having motivated professionals delivering interventions [31]. This focus on the importance of motivated humans delivering telehealth has not been identified consistently. For example, qualitative research alongside an RCT of an educational Web-based tool to prevent problems in young people whose parents had mental health problems identified technical problems as the key barrier [32].

The lack of proactive engagement with the intervention from primary care was perhaps not too surprising given earlier interviews with practice nurses and GPs before developing the intervention [15]. These health professionals were ambivalent and often skeptical about the contribution of telehealth to the care of chronic conditions. The conclusion of this earlier research was that there was work to be done in terms of helping primary care health professionals to understand the changes in roles and new ways of working necessary to facilitate the introduction and integration of telehealth innovations into their services. Our conclusions after delivery of the intervention were similar, in that there is a need to develop better strategies for primary care engagement with telehealth. This lack of primary care engagement with interventions aimed at chronic conditions is not specific to telehealth interventions [33].

Implications

When delivering this or similar interventions in the real world, service providers may wish to consider communicating the content of the intervention clearly to prospective users and the amount of time and effort required by them to obtain benefit. They may also wish to ensure the service is provided by motivated staff who can offer continuity of care and tailor the intervention to patients’ needs. Given the lack of engagement from primary care, it may also be helpful for future interventions to try to develop better strategies for primary care engagement that also take into consideration the heavy workload in general practice in the United Kingdom currently. These actions may increase the effect of this or similar interventions in the future. There are also implications for the treatment of other chronic conditions. The conceptual model for the intervention was supported by this qualitative research, and so could be used to develop further interventions tailored for different conditions. These interventions would have to undergo rigorous evaluation in RCTs. Finally, there is a methodological implication for trialists. Due to technical problems and delays, some aspects of the intervention were not fully functional during the early months of the trials, particularly for CVD risk. The possible implications of this are that participants in the early stage of the trials may have received an underdeveloped intervention. Feasibility testing before a full evaluation is an important aspect.
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Abstract

Background: The use of complementary and alternative medicine (CAM) among cancer patients is widespread and mostly self-administered. Today, one of the most relevant topics is the nondisclosure of CAM use to doctors. This general lack of communication exposes patients to dangerous behaviors and to less reliable information channels, such as the Web. The Italian context scarcely differs from this trend. Today, we are able to mine and analyze systematically the unstructured information available in the Web, to get an insight of people’s opinions, beliefs, and rumors concerning health topics.

Objective: Our aim was to analyze Italian Web conversations about CAM, identifying the most relevant Web sources, therapies, and diseases and measure the related sentiment.

Methods: Data have been collected using the Web Intelligence tool ifMONITOR. The workflow consisted of 6 phases: (1) eligibility criteria definition for the ifMONITOR search profile; (2) creation of a CAM terminology database; (3) generic Web search and automatic filtering, the results have been manually revised to refine the search profile, and stored in the ifMONITOR database; (4) automatic classification using the CAM database terms; (5) selection of the final sample and manual sentiment analysis using a 1-5 score range; (6) manual indexing of the Web sources and CAM therapies type retrieved. Descriptive univariate statistics were computed for each item: absolute frequency, percentage, central tendency (mean sentiment score [MSS]), and variability (standard variation σ).

Results: Overall, 212 Web sources, 423 Web documents, and 868 opinions have been retrieved. The overall sentiment measured tends to a good score (3.6 of 5). Quite a high polarization in the opinions of the conversation partaking emerged from standard variation analysis (σ≥1). In total, 126 of 212 (59.4%) Web sources retrieved were nonhealth-related. Facebook (89; 21%) and Yahoo Answers (41; 9.7%) were the most relevant. In total, 94 CAM therapies have been retrieved. Most belong to the “biologically based therapies or nutrition” category: 339 of 868 opinions (39.1%), showing an MSS of 3.9 (σ=0.83). Within nutrition, “diets” collected 154 opinions (18.4%) with an MSS of 3.8 (σ=0.87); “food as CAM” overall collected 112 opinions (12.8%) with a MSS of 4 (σ=0.68). Excluding diets and food, the most discussed CAM therapy is the controversial Italian “Di Bella multitherapy” with 102 opinions (11.8%) with an MSS of 3.4 (σ=1.21). Breast cancer was the most mentioned disease: 81 opinions of 868.

Conclusions: Conversations about CAM and cancer are ubiquitous. There is a great concern about the biologically based therapies, perceived as harmless and useful, under-rating all risks related to dangerous interactions or malnutrition. Our results can be useful to doctors to be aware of the implications of these beliefs for the clinical practice. Web conversation exploitation could be a strategy to gain insights of people’s perspective for other controversial topics.
Introduction

Background

Complementary and alternative medicine (CAM) is an umbrella definition for a wide range of medical practices that are not part of the standard medical care [1,2]. These therapies are considered “complementary” if used in addition to a conventional treatment and “alternative” when used instead of it [3].

A survey of the National Institutes of Health reports an increasing trend in CAM usage among American people from 1999-2012 [4]. This trend can be easily compared with similar data that emerged in Europe [5], Asia [6,7], and Africa [8]. The scientific literature about CAM is also growing constantly [5,9-11]. Apart from the research on clinical effectiveness of CAM, many studies on patients’ behaviors and choices are available [11-16]. Today, one of the most relevant topics in literature is the nondisclosure of CAM use among cancer patients [9,13,17].

The Italian context scarcely differs from these trends. A national survey performed by Italian Center for Social Studies and Investments (CENSIS) reports that 23.4% of Italian people resorted to unconventional medicine such as homeopathy and herbal remedies at least once in 2008 [18]. D’Arena [14] reported that CAM use among Italian cancer patients is expanding and mostly self-administered.

Current literature reports that patients would like to talk with their doctors about CAM, but they do not [5,6,9,16]. In particular, they would like to ask for information about safe use of CAM, rather than scientific evidence [16,19]. Today, many studies report that this information need is often unmet [16,17,20,21].

On one hand, usually doctors do not ask patients about their CAM consumption habits [9]. Maybe this is because of doctor’s lack of knowledge of CAM issues [9,15,19,22]. On the other hand, patients anticipate doctors’ disapproval or consider the disclosure irrelevant to their conventional care [9,23]. Consequently, patients autonomously search for information about CAM.

This general lack of communication between doctors and patients about CAM has relevant consequences.

First, it exposes patients to potentially dangerous behaviors [9,14,15,23,24]. Second, health professionals miss relevant information about patients’ needs, beliefs, behaviors, and experiences about CAM therapies [6,13,25-27]. Third, lack of communication eases the spread of misinformation [21,28]. False information has relevant effects not only on patients’ health outcomes [29,30] but also on the decision makers’ policy as well, through collective debates [28,31,32]. Fourth, the lack of communication forces people to use alternative and less-reliable information channels [20,33-36]. Several studies reported that social communities are the main alternative information source about CAM for patients [5,37,38]. Within them, health information flows as a word of mouth mainly driven by narration of people’s experiences, emotions, and opinions [5,28,37,39], in an intense interaction with mainstream media [31,32].

This trend is amplified through the virtual communities that crowd the Web [39,40]. Today, we are able to mine and analyze systematically the amount of unstructured textual information available in websites, forum, social networks, and other digital communities [41]. Some studies extracted relevant information about patients’ point of view about different health topics exploiting social network analysis, natural language processing, content, and opinion mining software [42-44]. This knowledge is implicit in the Web conversations, in the semantic relationships among users, and in their opinions expressed by tags and comments. We hypothesize that the Web is rich of information concerning people’s perspective about CAM topics. Even if expressed in an informal context, Web conversation can give an insight about the untold Italian people opinions, beliefs, and rumors about CAM. This is an implicit knowledge otherwise achievable through the Scientific and Patients Library (SPL) interviews or formal questionnaires.

Preliminary Data

We collected data about CAM information requests to the SPL of the Centro di Riferimento Oncologico (CRO) Aviano, National Cancer Institute. From 2008 to 2013, 218 of 2313 overall questions requested to SPL (9.4%) were CAM-related. But the trend is constantly increasing. In 2008, we recorded 24 CAM-related questions of 387 (6.2%). In 2012, the CAM-related questions were 38 of 198 (19.2%), and in 2013, 46 of 282 (16.3%). Overall, 183 requests of 218 (84%) regarded biologically based therapies such as diet, food, or natural remedies effectiveness; interactions among remedies and drugs; and remedies availability. We have to point out that these numbers reflect only the questions recorded through the SPL access form. Due to our policy [45], this form is filled by patients to respect their privacy. Consequently, they are not forced to give any information about their requests.

Aims

Based on the literature and the preliminary data, we aim to analyze Italian Web conversation about CAM. In particular, we aim to identify the most relevant Italian Web conversation sources; the cancer CAM therapies most discussed by Italian Web users and the corresponding sentiment; and what is the most discussed disease.
Methods

Our data collection methodology could be assimilated to the theoretical sampling [46] because it involved simultaneously collecting, coding, and analyzing textual data from the Web conversations. The textual data analyzed in this work have been collected by means of ifMONITOR [47], an automatic web intelligence tool developed by the Artificial Intelligence Laboratory of the University of Udine. ifMONITOR provided the following services: (1) Web filtering, (2) Web monitoring and thematic database construction, and (3) automatic classification.

Within our search, we followed a systematic approach, which was organized into 6 phases, with a strictly functional approach. We have used ifMONITOR for services “a” and “b” in phase 3 and for service “c” in phase 4. Figure 1 shows the data collection and analysis flowchart. Further details and a flowchart about the complete workflow are available in the Multimedia Appendix 1.

Figure 1. Web conversation analysis flowchart.
Phase 1: Eligibility Criteria Definition

Websites, forums, blogs, communities, and social networks of any kind and topic addressed to the general public and containing conversations about CAM topics have been included. In particular, Facebook profiles, pages, and groups of users and YouTube channels were also included (depending on the privacy settings). Otherwise, we decided to leave out Twitter because the length of the messages is too short to express a complex opinion about the topic taken into account. The Web search was also limited to Web documents published between January 1, 2013, and May 31, 2014. We also limited the Web search only to Italian language Web documents, to meet the perspective of Italian people with low literacy skills.

Phase 2: Identification and Specification of CAM Terminology

This phase is manual and has been executed by CRO librarians. They built up a CAM database containing relevant terms to be used as a reference in subsequent phases. For each CAM therapy identified, a structured template was filled up with related synonymies and references to specific philosophy or religion; names of people, organizations, and places; book titles; anatomy and physiology terms; substances or drugs; principles or processes; methods; instruments or tools; effects or side effects; diseases. Because the final goal was to analyze Web-based people conversations, it was important to capture the terminology that is actually known by the people themselves. For these reasons, 3 main kinds of sources of information have been considered: (1) scientific and medical resources [1,48,49], (2) specific educational booklets for patients published by cancer volunteer associations [50,51], and (3) public Web-based sources concerning CAM in Italian language easily accessible on the Web [52,53]. Figure 2 shows a sample of our CAM database referring to the “Gerson Therapy”.

Phase 3: Automatic Filtering of the Web

This phase is aimed at collecting all the materials to be analyzed later exploiting ifMONITOR services “a” and “b.”

The final result of phase 3 has been a set of 3708 documents, largely referring to people’s conversations, which were processed in phase 4.

Phase 4: Automatic Classification

This fully automated phase is aimed at classifying the 3708 documents retrieved in which CAM therapy is mentioned in the document. The starting point has been the terms included in the CAM therapies database.

Phase 5: Selection of the Final Sample and Sentiment Analysis

This phase was mainly manual, and it was aimed at identifying a sample of documents to be analyzed in detail. The result constituted 838 Web documents.

The manual analysis of the documents, starting from the documents of the most successful Web-based sources (websites, blog, and forums that published a high number of pages concerning CAM therapies). These criteria enabled us to consider the most popular sources and Web conversations first. This process continued up to the accumulation of 423 Web documents, when we reached the saturation of the sample [46]. We considered this a significant and feasible size for the sample of documents to be manually analyzed in detail because the rest of the Web documents retrieved did not shed any further light to the evaluation on the most relevant Web conversation sources or the most mentioned CAM therapies.

For each of the 423 documents, manual tagging was added, concerning the sentiment about the perceived effectiveness or ineffectiveness of the CAM therapy mentioned through a numerical score ranging from 1 to 5 (1 very bad; 2 bad; 3 neutral; 4 good; and 5 very good). The score assignment was performed by a team of 4 trained Web intelligence analysts. They performed individually the sentiment analysis on different sets of documents, later they compared together the score assignment, thus limiting information bias due to interoperator discretionary.

We did not perform any assessment of the medical and scientific reliability of these statements. Figure 3 shows a screenshot of ifMONITOR thematic database.
Phase 6: Final Sample Classification

According to the literature [1, 5, 24, 49], the librarians tagged the documents included in the final sample using five CAM therapies classes. Within each class, they grouped CAM therapies into 14 categories as shown in Table 1.

Furthermore, librarians indexed the Web sources according to the criteria of health and nonhealth thematic areas. Web sources are websites, blogs, forums, and social networks (personal profiles, groups of users, or public pages). Then they gathered Web sources according to their specific subject matters, as shown in Table 2.

The content classification allowed us to identify the most discussed CAM therapies; the most relevant Web sources; and the most discussed cancer type. Furthermore, the semantic analysis allowed us to measure the popularity and sentiment about the identified CAM and identify the pros and cons issues in the discussions about the most discussed CAM therapies.

Statistical Analysis

Descriptive statistical analysis was performed using Microsoft Excel. Absolute (n) and relative frequencies (%) with reference to total Web sources, total Web documents, and/or total opinions included in the final sample were computed. For each item expressed using a numerical score (Likert-type scale ranging from 1=very bad to 5=very good) mean scores (mean sentiment score [MSS]) as a central tendency index and standard deviations from the mean (σ) as an indicator of variability were also calculated.
Table 1. CAM therapies.

<table>
<thead>
<tr>
<th>CAM category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biologically-based</td>
<td></td>
</tr>
<tr>
<td>Food or diets (ie, veganism, Gerson diet, garlic, green tea)</td>
<td>Nutrition</td>
</tr>
<tr>
<td>Drugs or remedies based on chemical substances (ie, UK101, baking soda)</td>
<td>Chemical-based medicines</td>
</tr>
<tr>
<td>Drugs or remedies derived from plants (ie, Aloe, Essiac, Laetrile)</td>
<td>Plant-based medicines</td>
</tr>
<tr>
<td>Drugs or treatments derived from animals (ie, Escozul, Shark fin)</td>
<td>Animal-based medicines</td>
</tr>
<tr>
<td>Drugs or treatments derived from minerals (ie, Alcaline water)</td>
<td>Mineral-based medicines</td>
</tr>
<tr>
<td>Whole medical systems</td>
<td></td>
</tr>
<tr>
<td>Medical systems apart from standard medicines (ie, Olist, New German Medicine, Omeopathy)</td>
<td>Alternative medical systems</td>
</tr>
<tr>
<td>Remedies and treatments based on folk traditions (ie, traditional Chinese medicine, Ayurvedic medicine)</td>
<td>Traditional medical systems</td>
</tr>
<tr>
<td>Mind body interventions</td>
<td></td>
</tr>
<tr>
<td>Techniques exploiting the mind's ability to affect biological functions (ie, mindfulness, yoga, hypnosis)</td>
<td>Meditation and relaxation</td>
</tr>
<tr>
<td>Psychological approaches stimulation to release the stress (ie, Si- monton method, music therapy, color therapy)</td>
<td>Psychological approaches</td>
</tr>
<tr>
<td>Techniques based on supernatural or divine intervention (ie, pray, self-healing, faith)</td>
<td>Spirituality</td>
</tr>
<tr>
<td>Energy therapies</td>
<td></td>
</tr>
<tr>
<td>Techniques based on natural energies such as heat (ie, hyperthermia, bioenergy, hydrotherapy)</td>
<td>Natural energies</td>
</tr>
<tr>
<td>Techniques based on supernatural energies (ie, pranotherapy, Reiki)</td>
<td>Spiritual energies</td>
</tr>
<tr>
<td>Manipulative and body-based</td>
<td></td>
</tr>
<tr>
<td>Techniques based on physical exercises (ie, dance therapy, Tai Chi, silverytherapy)</td>
<td>Exercises</td>
</tr>
<tr>
<td>Techniques based on body manipulations (ie, reflexology, osteopathy, chiropractic)</td>
<td>Massages</td>
</tr>
<tr>
<td>Table 2. Web sources classification</td>
<td></td>
</tr>
<tr>
<td>Web sources category</td>
<td>Description</td>
</tr>
<tr>
<td>Health-related</td>
<td></td>
</tr>
<tr>
<td>CAM</td>
<td>Fostering of CAM therapies, including cancer CAM therapies</td>
</tr>
<tr>
<td>Health and wellness</td>
<td>Health communication and healthy lifestyles promotion</td>
</tr>
<tr>
<td>Oncology</td>
<td>Cancer patients communities</td>
</tr>
<tr>
<td>Nonhealth-related</td>
<td></td>
</tr>
<tr>
<td>Mainstream newspaper on the Web</td>
<td>Newspaper, both national or local, print or Web-based</td>
</tr>
<tr>
<td>Pseudoscience</td>
<td>Fostering of pseudoscientific or plot theories</td>
</tr>
<tr>
<td>Debunking</td>
<td>Exposition of Web-based pseudoscientific theories</td>
</tr>
<tr>
<td>Other</td>
<td>Any other issues retrieved</td>
</tr>
</tbody>
</table>

Results

Phase 2: Identification of CAM Terminology

The CAM Therapy Database included a set of 224 CAM therapies: 19 cancer treatments (ie, Essiac, Gerson Therapy, Escozul); 205 general remedies used to manage diseases symptoms, treatments side effects, or to cope with the stress (ie, meditation). The number of terms collected referring to the 224 CAM therapies is 3405.

Phase 3 to 6: From Classification to Sentiment Analysis
Web Documents Overall
The final sample included 423 Web documents extracted from 212 Web sources, showing 868 opinions.

Ten Web sources including 39 Web documents tagged automatically by iMONITOR have become inaccessible before Phase 6. Nevertheless, all of them were automatically indexed by URL, title, author, date, CAM therapy mentioned, and opinion. But they lack information about Web sources or Web documents subjects (for instance topic of the single Web document). The 868 opinions retrieved stated an overall MSS of 3.6 (σ=1.0).

We found 244 of 868 (28.1%) opinions related to a specific disease: 81 of 244 (33.2%) were breast cancer related; 64 (26.2%) were pancreatic cancer related; 29 (11.9%) were melanoma related; 27 (11.1%) were lung cancer related; 21 (8.6%) were bone marrow cancer related; 14 (5.7%) were ovarian cancer related; 6 (2.5%) were peritoneum cancer related; 1 (0.4%) were neck cancer; and 1 (0.4%) were mandible cancer related.

Web Sources
We found 95 of 212 websites (44.8%), 45 social networks (21.3%), 41 blog (19.3%), and 28 forums (13.2%).

Table 3. Results per Web source.

<table>
<thead>
<tr>
<th>Web Sources category</th>
<th>WS, n (%)</th>
<th>WD, n (%)</th>
<th>OP, n (%)</th>
<th>MSS (±σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health-related</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAM</td>
<td>83 (39.2)</td>
<td>176 (41.6)</td>
<td>377 (43.4)</td>
<td>3.7 (±0.8)</td>
</tr>
<tr>
<td>Health and wellness</td>
<td>46 (21.7)</td>
<td>103 (24.3)</td>
<td>198 (22.8)</td>
<td>3.7 (±0.8)</td>
</tr>
<tr>
<td>Oncology</td>
<td>29 (13.7)</td>
<td>36 (8.5)</td>
<td>79 (9.1)</td>
<td>3.7 (±0.1)</td>
</tr>
<tr>
<td>Nonhealth-related</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainstream newspaper on the</td>
<td>126 (59.4)</td>
<td>237 (56)</td>
<td>476 (54.8)</td>
<td>3.6 (±1.1)</td>
</tr>
<tr>
<td>Web</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudoscience</td>
<td>26 (12.3)</td>
<td>35 (8.3)</td>
<td>93 (10.7)</td>
<td>3.4 (±1.1)</td>
</tr>
<tr>
<td>Debunking</td>
<td>30 (14.2)</td>
<td>52 (12.3)</td>
<td>124 (14.3)</td>
<td>3.6 (±1.1)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1.9)</td>
<td>8 (1.9)</td>
<td>13 (1.5)</td>
<td>2.7 (±1.2)</td>
</tr>
<tr>
<td>Unknown</td>
<td>66 (31.1)</td>
<td>142 (33.6)</td>
<td>246 (28.3)</td>
<td>3.7 (±1.1)</td>
</tr>
<tr>
<td>Total</td>
<td>212 (100)</td>
<td>423 (100)</td>
<td>868 (100)</td>
<td>3.6 (±1.0)</td>
</tr>
</tbody>
</table>

aWS: Web sources.  
bWD: Web documents.  
cOP: opinions.  
dMSS: mean sentiment score.  
eσ: standard deviation.

Yahoo Answers is the most retrieved Web source: 41 of 423 (9.7%). The Facebook group “Quelli che il cancro (e non solo) lo curo a modo mio” (those who cure cancer, and not only, in their own way), counted 30 Web documents of 423 (7.1%). This group changed its privacy settings: today the access is limited to the registered members only. But if we sum all Facebook profiles, groups, and pages together, we count 89 of 423 (21%) Web documents, nearly double that of Yahoo Answers. The third Web source per number, 14 of 423 (3.3%), was Greenstyle.it, a Web magazine fostering ecologic lifestyles owned by HTML.it, an Italian network of publishing and advertising companies.

CAM Therapies
We found 94 therapies or remedies mentioned in the conversations retrieved. Among these, 68 (72%) were included...
in the CAM keyword set. Twenty-six (28%) are therapies that emerged during the manual reviews of iMONITOR’s search output in phase 3. Some of these are typical Italian alternative cancer remedies, such as “Giuseppe Nacci’s” diet, an Italian variation of “Gerson Therapy,” “Gianfranco Pantellini’s” therapy, based on potassium ascorbate consumption, “Alessiani’s Water,” enriched with minerals extracted from Romans catacombs.

The most discussed CAM therapies belong to the “biologically based therapies” group, with 702 of 868 (80.9%) opinions retrieved. The MSS observed was 3.6 (σ=1.0). Among “biologically based therapies” the “nutrition” category had the higher rate of opinions, 339 of 868 (39.1%), expressing an MSS of 3.9 (σ=0.8). “Chemical-based medicines,” counted 186 opinions of 868 (21.4%) showing an MSS of 3.3 (σ=1.3). “Plant-based medicines” counted 144 opinions of 868 (16.6%), and an MSS of 3.6 (σ=1.0). The complete results are displayed in Table 4.

We identified different approaches concerning the “nutrition” issues. On one hand, most of the time, Web users talked about the effectiveness of a certain diet or alimentary regimen in cancer treatment or prevention. For instance, “vegetarianism” or “veganism,” “raw foodism,” “alkaline diet,” “Gerson therapy.” On the other hand, they often discussed about the healing properties of a specific food or spice. For instance, grapefruit, garlic, turmeric, mushrooms, lemon, or green tea.

Finally, the discussions on dietary regimen included also the use of supplements, for instance, vitamins. “Diets” overall collected 154 opinions of 868 (18.4%) with an MSS of 3.8 (σ=0.9). “Food as CAM” overall collected 112 opinions of 868 (12.8%) with a MSS of 4 (σ=0.7). “Supplements” collected 73 opinions of 868 (7.8%) with an MSS of 3.8 (σ=0.9). The main results are summarized in Table 5.

### Table 4. CAM therapies per category.

<table>
<thead>
<tr>
<th>CAM category</th>
<th>OP(^a), n (%)</th>
<th>MSS(^b), (±σ(^c))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biologically-based therapies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nutrition</td>
<td>702 (80.9)</td>
<td>3.6 (±1.0)</td>
</tr>
<tr>
<td>Chemical-based medicines</td>
<td>339 (39.1)</td>
<td>3.9 (±0.8)</td>
</tr>
<tr>
<td>Plant-based medicines</td>
<td>186 (21.4)</td>
<td>3.3 (±1.3)</td>
</tr>
<tr>
<td>Animal-based medicines</td>
<td>144 (16.6)</td>
<td></td>
</tr>
<tr>
<td>Mineral-based medicines</td>
<td>26 (3.0)</td>
<td>3.5 (±0.6)</td>
</tr>
<tr>
<td>Whole medical systems</td>
<td>103 (11.9)</td>
<td>3.5 (±1.0)</td>
</tr>
<tr>
<td>Alternative medical systems</td>
<td>81 (9.3)</td>
<td>3.4 (±1.1)</td>
</tr>
<tr>
<td>Traditional medical systems</td>
<td>22 (2.5)</td>
<td>4.0 (±0.8)</td>
</tr>
<tr>
<td>Mind–body interventions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meditation and relax</td>
<td>32 (3.7)</td>
<td>4.0 (±0.6)</td>
</tr>
<tr>
<td>Psychological approaches</td>
<td>20 (2.3)</td>
<td>4.1 (±0.7)</td>
</tr>
<tr>
<td>Spirituality</td>
<td>6 (0.7)</td>
<td>4.2 (±0.4)</td>
</tr>
<tr>
<td>Energy therapies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural energies</td>
<td>20 (2.3)</td>
<td>3.9 (±0.7)</td>
</tr>
<tr>
<td>Spiritual energies</td>
<td>15 (1.7)</td>
<td>4.0 (±0.6)</td>
</tr>
<tr>
<td>Manipulative and body-based</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural energies</td>
<td>5 (0.6)</td>
<td>3.4 (±0.9)</td>
</tr>
<tr>
<td>Exercises</td>
<td>11 (1.3)</td>
<td>3.8 (±0.4)</td>
</tr>
<tr>
<td>Massage techniques</td>
<td>8 (0.9)</td>
<td>3.9 (±0.3)</td>
</tr>
<tr>
<td>Total</td>
<td>868 (100)</td>
<td>3.6 (±1.0)</td>
</tr>
</tbody>
</table>

\(^a\)OP: opinions.
\(^b\)MSS: mean sentiment score.
\(^c\)σ: standard deviation.

http://www.jmir.org/2016/6/e120/
Excluding diets and food, the most discussed CAM therapy is the “Di Bella multitherapy.” We retrieved 102 opinions of 868 (11.8%) with an MSS of 3.4 (σ=1.2). “Di Bella multitherapy” and a reportage of “Le Iene,” (the Hyenas) Italian comedy and satirical TV show with reports on politics and consumers issues, on “alkaline diet” and “veganism” were also the most recurring topic: 16 of 423 (3.8%) Web documents retrieved.

**Table 5.** Most discussed CAM therapies.

<table>
<thead>
<tr>
<th>CAM classification</th>
<th>CAM category</th>
<th>OP a, n (%)</th>
<th>MSS b, (±σ c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diets</strong></td>
<td>Biologically-based therapies</td>
<td>154 (18.4)</td>
<td>3.8 (±0.9)</td>
</tr>
<tr>
<td>Food as CAM</td>
<td>Nutrition</td>
<td>112 (12.8)</td>
<td>4.0 (±0.7)</td>
</tr>
<tr>
<td>Di Bella multitherapy</td>
<td>Biologically-based therapies</td>
<td>102 (11.8)</td>
<td>3.4 (±1.2)</td>
</tr>
<tr>
<td>Phytotherapy</td>
<td>Biologically-based therapies</td>
<td>96 (11.1)</td>
<td>3.6 (±1.0)</td>
</tr>
<tr>
<td>Supplements</td>
<td>Biologically-based therapies</td>
<td>73 (7.8)</td>
<td>3.8 (±0.9)</td>
</tr>
<tr>
<td>Simoncini therapy</td>
<td>Biologically-based therapies</td>
<td>45 (5.2)</td>
<td>2.6 (±1.4)</td>
</tr>
<tr>
<td>Naturopathy</td>
<td>Alternative medical systems</td>
<td>38 (3.7)</td>
<td>3.5 (±1.0)</td>
</tr>
<tr>
<td>Whole medical systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Father Zago’s aloe remedy</td>
<td>Biologically-based therapies</td>
<td>22 (2.5)</td>
<td>3.6 (±0.9)</td>
</tr>
<tr>
<td>Others</td>
<td>-</td>
<td>226 (26)</td>
<td>-</td>
</tr>
</tbody>
</table>

aOP: opinions.
bMSS: mean sentiment score.
cσ: standard deviation.

The Case of Di Bella Multitherapy

We found 29 of 212 (13.7%) Web sources containing 58 of 423 (13.7%) Web documents and 102 of 868 (11.7%) opinions about “Di Bella multitherapy.” This is a controversial cancer treatment invented by the Italian physician Luigi Di Bella, based on a mix of somatostatin, melatonin, hormones, and vitamins. In the early 1990s, this treatment had a wide appeal among Italian cancer patients [54]. The trial performed in 1998 by the Italian Ministry of Health proved that this therapy is ineffective [54-58]; nevertheless, it has been followed by an intense emotional campaign in favor of the therapy [54]. For these reasons, patients rarely ask for information or disclose the use of Di Bella multitherapy to their doctors. Three Web sources containing 8 Web documents were not accessible in phase 6. The complete results are displayed in Table 6.
This therapy was mostly discussed among “Nonhealth-related” web sources, with 65 out of 102 (63.7%) opinions retrieved showing an MSS of 3.4 (σ=1.1). Most of the conversation were retrieved among the “other issues” category, with 35 of 102 (34.4%) opinions showing an MSS of 3.1 (σ=1.1). No opinions were retrieved into the “debunking” and “health and wellness” category.

Conversely, we counted 37 of 102 (36.3%) opinions into “health-related” Web sources showing an overall MSS of 3.3 (σ=0.8). We observed that it was discussed almost only in the “oncology” category, with 29 of 102 (28.4%) opinions retrieved showing an MSS of 3.6 (σ=1.1).

We also found that 23 of 423 (5.4%) Web documents have the “Di Bella multitherapy” as main topic of the conversation, distributed among: 6 in “oncology,” 1 in “CAM,” 2 in “mainstream newspaper on the Web,” 2 in “pseudoscience and conspiracy theories,” and 12 in “other issues” categories.

The conversations retrieved were mainly focused on the discussion about effectiveness or ineffectiveness of “Di Bella therapy,” with 60 of 102 (58.8%) opinions showing an MSS of 3.8 (σ=1.3). The lowest MSS observed is 2.5 (σ=1.1) achieved by the topic “plot against therapy’s trial” means that the 5 users believe to the plot theory against the “Di Bella multitherapy.”

The arguments in support of the Di Bella multitherapy expressed by users in the Web conversations were the absence of side effects, the effectiveness in treating neoplasm otherwise terminal, and its effectiveness while conventional therapies are suspended. There is a widespread belief that its real effectiveness cannot be proven because the trial was intentionally compromised. To prove this last statement, users often report that the well-known oncologist Umberto Veronesi during an interview confirmed the effectiveness of the somatostatin in breast cancer treatment. The points against the Di Bella multitherapy were mainly two: the therapy has not been recognized as a standard therapy by the Italian National Health Service because of the lack of scientific evidence and the therapy has high initial costs.

### Discussion

#### Principal Findings

Our survey confirms the existence of Web-based conversations about cancer CAM therapies among Italian Web users. The overall sentiment on CAM effectiveness tends to range from neutral to good, with a certain degree of variability in opinions (MSS±: 3.6±1.0). The conversations about CAM were retrieved mostly from “nonhealth-related” rather than “health-related” web sources. Facebook and Yahoo Answers together covered almost one third of the conversation retrieved. Beyond them, most of the CAM conversations are widespread within Web sources that deal with very different topics. For instance, political activism, economy, marketing, video games, sport, gastronomy, leisure, and weather forecasts. The overall sentiment observed in the “nonhealth-related” category is quite neutral with high level of polarization (MSS±: 3.3±1.3).

A similar overall sentiment emerges in the “health-related” category, although with less variability (MSS±: 3.4±1.1). Despite the low number of Web sources retrieved, we found a high rate of opinions in the “oncology” category. This is because they are mostly conversations among patient-dedicated forums users. The sentiment observed in this category is quite good (MSS=3.8), with some variability among the conversations partaking (σ=1.1).

The most discussed CAM therapies belong largely to the “biologically-based” category. In particular, the “nutrition” has a good score with low polarization (MSS±: 3.9±0.8). “Nutritional” CAMs are also considered very effective for cancer prevention, side-effects management, and as cancer cure also. Nutritional conversations concern the effectiveness of diets,
such as “veganism.” But they also concern the healing properties of a single food. In this case, the consensus is high and with quite low variation (MSS±: 44±0.9). “Plant-based” medicines are also perceived as quite effective (MSS±: 3.6±1.0). Against the number of opinion retrieved, we observed an almost neutral sentiment score with a quite high polarization of opinions (MSS±: 3.3±1.3) among “chemical-based” medicines.

Only a third (28.1%) of the opinions retrieved mentioned a specific neoplasm: mostly breast or ovarian cancer. In the other case, people referred only to cancer in general.

Contrary to what we expected, we collected a low number of very popular CAM, such as homeopathy, Chinese traditional medicine, acupuncture, yoga, and reflexology. At the same time, almost a third (28%) of the CAMs that emerged during the manual reviews in phase 3 were unexpected or uncommon. They are all “biologically based.”

Finally, particularly significant is the finding of a considerable amount of opinions about the “Di Bella multitherapy.” We observed that Di Bella multitherapy is mentioned mostly within the “nonhealth-related” Web sources. The corresponding MSS tends to a neutral value, with a very high rate of polarization, especially among the “nonhealth-related” Web sources (σ 1.3). It is interesting to observe that the higher MSS is recorded among the “oncology” and “pseudoscience and conspiracy theories” categories together.

These findings on Di Bella Multitherapy are particularly relevant if we compare its popularity with other similar pseudoscientific cancer treatments, such as the “Simionolini Baking Soda” therapy. This latter is notably less discussed, with a very low MSS and a very high level of polarization (σ 1.4). This proves that Di Bella multitherapy is considered more than a pseudocure by those partaking in the Web conversations that were considered.

**Comparison With Prior Works**

Our findings in number and distributions of conversations confirm those reported in the Social Oncology Project for the United States [39]: cancer conversations are ubiquitous. The sentiment expressed in the considered Italian Web conversations are comparable with those observed in Israel [6] about the perception of effectiveness and safety of CAM (mean scores were equal to 3.4619 and 3.6589, respectively, using a similar 1-5 score range).

The distribution of the conversations complies with the results of the CENSIS national report [38]: only 13.9% of the Italian people that are used to share advices and experiences in forum or specific Web-based communities. Conversely, almost 90% of Italian people exploit search engines to find the health information they need. Very generic Web sources such as Facebook and Yahoo Answers are the main conversation triggers. Facebook users seem to be more active in promoting diets and healthy lifestyles (ie, naturopathy and ecology). But we also found several pages that promoted pseudomedicine practitioners or products (ie, Escozul). Yahoo Answers users behavior differ if they are “askers” or “answerers.” The askers show a rather low knowledge about cancer topics and about the differences among its typologies. They ask very generic questions such as: “What is the name of the disease that make you go bald?” or “What is the cancer cure?” or “Is there a cure for cancer alternative to chemotherapy?” The answerers are also very generic in their replies. But we found that the most active answerers are strong promoters of alternative remedies rather than proper informers (ie, the motto “Di Bella multitherapy” used as profile’s avatar).

This complies with Quattrociocchi [32] and Bessi [28], who observed that in science/pseudoscience Facebook conversations consumers of alternative news are more focused on their contents, whereas scientific news consumers are more prone to comment on alternative news. Moreover, Mocanu [31] observes that those with strong preferences for alternative information sources, perhaps motivated by the will to avoid the manipulation employed by mainstream media controlled by the government are more susceptible to false information. According to Del Vicario [59], Facebook users tend to select and share content related to specific narratives and ignore the rest. This way, conversations often occur in “echo chambers” which cause reinforcement of confirmation bias, shaping users’ commitment to a specific system of beliefs and fostering the spread of misinformation. Particularly, Bessi [28] observed also that unsubstantiated scientific claims and rumors reverberate over a period of time comparable with that of more verified information among the Italian Facebook community. This increases the polarization of those for and against conventional medicine. On the other hand, Glaeser [60] demonstrates that if people have strong previous convictions, then the corrections of false information can backfire by increasing polarization among those participating in discussion. Above all, this is seen to be true in the persistence of the same issues about Di Bella multitherapy, over a period of 20 years, as reported by Passalacqua [54].

The amount of conversations retrieved about nutritional and herbal remedies together comply with the trends in CAM consumption reported by current literature [5,6,15,35,61]. In particular, D’Arena [14] reported that Italian cancer patients resort mostly to aloe formulations, green tea, and supplements. But in our findings, a clear distinction between nutrition and supplements and plant-based medicines emerges. We observed a wide consensus on food and diets effectiveness to face cancer. Conversely, plant-based medicines and supplements benefits are more argued. Moreover, “chemical-based” medicines are more controversial. This complies with CENSIS report [18]: remedies that claim a “natural” background are perceived as more effective and safe than the “chemical-based” ones. Web users tend to consider “nutritional” and “natural” remedies harmless. Conversely, food chemically or industrially processed such as meat, fish, carbohydrates, complex sugars, and milk products are considered too adulterated and harmful.

Despite the wide consumption of some popular CAM therapies reported by the literature among the Italian cancer patients [5,18,62], we collected a very small number of conversations about these topics. Probably, this is due to the fact that acupuncture, phytotherapy, homeopathy, homotoxicology, anthroposophic medicine, ayurvedic medicine, and Chinese traditional medicine are accepted as medical acts by professional bodies of Italian physicians [63], but also to the fact that the
“nutritional” issues are currently mostly discussed in other Italian media, such as television (ie, “Le Iene” TV show).

Contrary to the trends observed by the Social Oncology Project [39], the volume of Italian Web conversation is matched with the impact of the disease. In fact, the Italian Association of Cancer Registries [64] reports that breast cancer was the most common incident cancer among women in 2011 (13%) and also the most prevalent neoplasm from 1992 to 2006 (522,235 cases). But the prevalence of gynecological cancer conversation could be related also to some predictors of CAM use and the Internet health information consumption. Molassiotis [5], Jong [16], Yun [59], and Hubner [15] agree that women with chronic disease, high education, and good socioeconomic status are more inclined to use CAM. At the same time, Kelly [65] reported that active health information seeking using a wide range of sources was predicted by female gender, aged 40-64 years, higher education. The trend among Italian people is the same [14,18,66]. Siliquini [66] reported also that women with chronic disease, aged 42-53 years, are more susceptible to negative modification in health behaviors induced by Web information.

Limitations

Our study has some limitations. The sample is limited in number, and it is not representative of all the Italian Web conversations in the period taken into account. Furthermore, it was not possible to acquire demographic information about Web users. Although we have included a consistent number of Web users, this may not be representative of the entire Italian population. The use of mean and standard deviation for summarizing the opinions collected using a Likert-type ordinal scale is controversial; however, given the adequate sample size of each group and the nearly normal distribution of our data, the parametric approach is considered acceptable [66].

Conclusions

Conversations on CAM and cancer are ubiquitous. Most of them flow through nonhealth-related Web sources. We need to know people’s information background to better understand their “implicit” knowledge about CAM issues and cancer. We found that unsubstantiated beliefs such as Di Bella multitherapy last for many years, despite scientific evidence. This particularly happens with the cancer patients’ Web-based communities that were retrieved. Understanding the reasons for this persistency against scientific evidence needs further research. There is a big concern about the biologically based therapies and remedies, in particular diet and nutrition and naturopathy issues. These are perceived as harmless and useful, under-rating all risks related to dangerous interactions or malnutrition.

Based on our data, we suggest that doctors should be aware of the implications of these beliefs for the clinical practice. At the same time, it is necessary to keep themselves up to date about the ever-changing CAM issues, to foster patients’ information requests and avoid decisions based only on autonomous Web searches.

We can exploit Web conversation analysis as a strategy to get insights of people perspective and improve new information strategies and resources even for other controversial topics such as clinical trials, sexuality and fertility, and HPV vaccination.
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Abstract

Background: Influenza is a deadly and costly public health problem. Variations in its seasonal patterns cause dangerous surges in emergency department (ED) patient volume. Google Flu Trends (GFT) can provide faster influenza surveillance information than traditional CDC methods, potentially leading to improved public health preparedness. GFT has been found to correlate well with reported influenza and to improve influenza prediction models. However, previous validation studies have focused on isolated clinical locations.

Objective: The purpose of the study was to measure GFT surveillance effectiveness by correlating GFT with influenza-related ED visits in 19 US cities across seven influenza seasons, and to explore which city characteristics lead to better or worse GFT effectiveness.

Methods: Using Healthcare Cost and Utilization Project data, we collected weekly counts of ED visits for all patients with diagnosis (International Statistical Classification of Diseases 9) codes for influenza-related visits from 2005-2011 in 19 different US cities. We measured the correlation between weekly volume of GFT searches and influenza-related ED visits (ie, GFT ED surveillance effectiveness) per city. We evaluated the relationship between 15 publically available city indicators (11 sociodemographic, two health care utilization, and two climate) and GFT surveillance effectiveness using univariate linear regression.

Results: Correlation between city-level GFT and influenza-related ED visits had a median of .84, ranging from .67 to .93 across 19 cities. Temporal variability was observed, with median correlation ranging from .78 in 2009 to .94 in 2005. City indicators significantly associated (P<.10) with improved GFT surveillance include higher proportion of female population, higher proportion with Medicare coverage, higher ED visits per capita, and lower socioeconomic status.

Conclusions: GFT is strongly correlated with ED influenza-related visits at the city level, but unexplained variation over geographic location and time limits its utility as standalone surveillance. GFT is likely most useful as an early signal used in conjunction with other more comprehensive surveillance techniques. City indicators associated with improved GFT surveillance provide some insight into the variability of GFT effectiveness. For example, populations with lower socioeconomic status may have a greater tendency to initially turn to the Internet for health questions, thus leading to increased GFT effectiveness. GFT has the potential to provide valuable information to ED providers for patient care and to administrators for ED surge preparedness.

(J Med Internet Res 2016;18(6):e175) doi:10.2196/jmir.5585
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Introduction

Background
Influenza accounts for up to 294,000 hospitalizations and 30,000 deaths per year in the United States and costs an estimated US $12 billion annually[1-3]. Seasonal influenza patterns result in sudden increases in emergency department (ED) volume, further straining an already stressed health care safety net [4-8]. Increased influenza patient volume exacerbates ED crowding, which is linked to delays in critical treatments and increased morbidity and mortality [9-12]. Beyond seasonal influenza, the potential for a pandemic influenza outbreak is a well-recognized and serious threat to the US health care infrastructure [5,8]. Therefore, accurate and timely influenza surveillance is critical for diagnosis and treatment, as well as public health and hospital preparedness.

The Centers for Disease Control and Prevention (CDC) publicly releases weekly influenza surveillance information aggregated from diagnostic laboratories, reports from outpatient providers, and mortality and hospitalization data [4]. Although widely relied upon, the CDC surveillance information is released with a 1-2 week delay [9]. In order to provide a more timely estimate of influenza activity, Google developed Google Flu Trends (GFT), an algorithm assessing billions of Internet search queries from Google users at various geographic levels. GFT was trained with CDC regional data to estimate the proportion of outpatient visits that were related to influenza-like illness (ILI) [13]. GFT time series data can be obtained down to the city level for 122 large metropolitan areas in the United States. Although the exact algorithm calculating these estimates is proprietary, this geographically focused, publicly available data is a potential source for timely surveillance information [13].

Prior Work
Since the original validation of GFT in 2008, numerous independent evaluations have shown variable results [13]. Many studies of GFT have shown close correlation between GFT and either ILI or confirmed influenza cases in broad geographic areas and individual cities [14-16]. GFT has also been successfully included in numerous influenza forecasting models, at both the local and the national level [17-20]. Others have identified challenges for GFT estimates. Specifically, the H1N1 pandemic in 2009 was predicted late and underestimated by GFT. This was attributed to its unusual timing and altered Internet search habits following increased media coverage of the pandemic [21,22]. Consequently, GFT’s algorithm was updated to include more direct influenza-related terms rather than complications of the disease [21,22]. Even with the updated algorithm, GFT underestimated the moderately severe 2012-2013 influenza season [21]. The GFT algorithm was subsequently updated twice more in 2013 and 2014. The value of GFT and the settings in which it is most effective are not well understood.

Objective
Although there have been promising single center validations, expansion to broader geographic locations is required to fully evaluate the potential role for this alternate or complementary source of influenza surveillance. This study is the first to examine the effectiveness of GFT simultaneously in several geographically distinct regions throughout the United States. Additionally, we explored the correlation of several sociodemographic factors with GFT effectiveness. This was completed to determine the factors associated with GFT effectiveness and increase our understanding of the tool. We hypothesize that GFT will be validated as a geographically robust early predictive signal for ED influenza.

Methods

Study Population and Setting
This study, in collaboration with the Agency for Healthcare Research and Quality (AHRQ), used data from the (HCUP) State Emergency Department Databases (SEDD) to estimate influenza-related ED visits in 19 US cities from 2005-2011. The SEDD are a set of databases that include nearly all ED visits from non-rehabilitation community hospitals in participating states [23]. The 19 cities were selected based on availability of both HCUP and GFT city-level data. The cities evaluated are listed in Figure 1.
Data Collection

We obtained the weekly number of ED visits for influenza-related illnesses among selected cities from the HCUP databases for January 1, 2005, through December 31, 2011 [23]. This contained all ED visits to community hospitals located within the designated city area: both visits that resulted in a treatment and discharge, as well as visits that resulted in hospital admission. We defined influenza-related illness using International Statistical Classification of Diseases and Related Health Problems (ICD-9-M) codes representing diagnoses related to pneumonia or influenza (480-487, 488.1), as described by Rubison et al [24]. The addition of select pneumonia diagnoses has been validated for accurately characterizing influenza [24]. The date of the ED visit was used to create weekly totals of ED encounters for influenza-related visits for each city. Because this de-identified data was collected for another purpose, this research was exempt from the Institutional Review Board.

City-level GFT data were downloaded from the Google Flu Trends website in June 2014 for each of the 19 cities and corresponded to the 2009 update of GFT. Output consists of a local weekly parameter estimating the proportion of outpatient visits for ILI [25].

A total of 15 city indicators hypothesized to explain GFT efficacy was collected. They comprised 11 sociodemographic, two health care utilization, and two climate city-based characteristics. These measurements were most often available annually or occasionally through less-frequent surveys. The most appropriate available discrete measurement or average over our study period of the indicator was used for analysis.

The 15 sociodemographic characteristics collected for each city from the US Census Bureau (2010) included the following:

1. Population density.
2. Proportion of the population female.
3. Proportion of the population <18 years of age.
4. Proportion of the population ≥65 years of age.
5. Proportion of the population Caucasian.
6. Proportion of the population African/American.
7. Proportion of the population Hispanic/Latino [26].
8. Proportion of the population uninsured, which was collected from the 2008 Small Area Health Insurance Estimates project [27].
9. Proportion of the population with Medicare in 2008, which was collected from the Centers for Medicare and Medicaid [28].
10. Availability of Internet services (relevant to Google searches) for each city, measured by the number of Internet connections per household, was collected from the Federal Communications Commission (FCC). However, the data were binned into groups of 200 such that only categories of 0-200, 200-400, etc, per 1000 households in a given county were available [29]. Thus, we used the midpoint of each bin to provide a household-weighted average among counties for each city.
11. A collective measure of socioeconomic status (SES) was created by combining four separate indicators: household median income (US Census Bureau 2010), proportion with high school degree (American Community Survey 2007-2009), proportion...
with college degree (American Community Survey 2007-2009), and proportion employed (Bureau of Labor Statistics 2008, collected by county and population-weighted) [26,30,31]. These individual indicators were highly correlated and thus considered proxies for socioeconomic status. The four indicators were normalized along the 19 observations to produce the SES variable with a mean of zero (SD 3.15).

12. Medicaid-reimbursed hospital inpatient days per 1000 person-years, collected from the American Hospital Association [32].

13. Total ED visits per person-year, retrieved for 2011 from HCUP [23]. Because no significant time variation in total ED visits was observed, the temporal average was used for each city. These two health care utilization measures were available only by county, so population-weighted averages of the counties composing each city were calculated.

14. City climate conditions were included. Air pollution (particulate matter 2.5) was collected from the CDC for 2008 at the county level and was also population-weighted [33].

15. Seasonality of climate was estimated using daily historical temperature readings for each city collected from Weather Underground [34]. Average monthly temperatures along the entire time series were calculated, and the standard deviation of these averages was taken as a measure of seasonality of temperature as described by Legates and Willmott [35].

**Google Flu Trends Effectiveness**

Pearson correlation coefficients between GFT and ED visits for pneumonia and influenza for each city were calculated both for individual seasons and the entire time series. Each season included data from August 1 of the prior year to July 31 of the stated year with the exception of 2005, which began at January 1 and ended July 31 due to data availability. For example, the 2006 season includes data from August 1, 2005, to July 31, 2006.

We used two separate methods to identify potential outliers with respect to GFT effectiveness. First, we used the traditional box and whisker method in which cities with a correlation coefficient the distance of 1.5 times the interquartile range (IQR) outside of the IQR were considered outliers. We also applied the median absolute deviation method of outlier identification [36,37].

**City Indicators**

Univariate linear regression was performed along the 19 cities using each of the 15 sociodemographic variables as independent variables and the correlations between GFT and ED visits for pneumonia and influenza as the dependent variable. Trend lines were displayed only for those sociodemographic factors for which regression yielded $P < .10$.

**Results**

**Google Flu Trends Effectiveness**

Overall, GFT is highly correlated with ED visits for pneumonia and influenza, with a median correlation of .844 (range .672-.925) across the 19 cities included in this analysis (Figure 1). However, there is temporal variability (Figure 2), with yearly median correlations ranging from .781 during the 2009 H1N1 pandemic to .937 in 2005. There is additional geographic variability, as shown in Figure 3, with a trend of higher correlations between GFT and ED visits for influenza-related visits in the midwest and southeast regions including Des Moines, IA; St. Louis, MO; Indianapolis, IN; Nashville, TN; Knoxville, TN; and Greenville, SC. Figure 4 displays a time series comparison of GFT and weekly influenza-related visits for the three cities with the lowest, median, and highest correlation.

Figure 2. Correlation between Google Flu Trends and influenza-related emergency department visits for individual cities, by year (outliers are marked by red +, including Honolulu, HI [Hnl] and Newark, NJ [Nrk]).

http://www.jmir.org/2016/6/e175/
Correlation coefficients between Google Flu Trends and influenza-related emergency department visits for individual cities over the total time series (2005-2011). Correlations range from .672 (yellow) to .925 (red).

Time series comparing Google Flu Trends and influenza-related emergency department visits for individual cities over the total time series (2005-2011) demonstrating the lowest (Newark, NJ $P=.672$), median (Kansas City, MO $P=.844$), and highest (Knoxville, TN $P=.925$) correlation coefficients.

City Indicators

Newark, NJ, was found to be an outlier with respect to GFT effectiveness. This was based on consensus of the two independent outlier-identification techniques as well as expert opinion. We believe it carried undue influence in our analysis of city-based indicators and therefore removed Newark from these calculations. Honolulu appears outside the IQR for the distribution of cities in Figure 2 in three different years, but it was not quantitatively identified as an outlier over the whole time series and thus was included in the analysis.

Fifteen sociodemographic indicators, collected for each of the 19 cities, were evaluated for their potential association with the correlation between GFT and ED visits for pneumonia and influenza (Figure 5). Of the indicators evaluated, Internet availability and socioeconomic status were negatively correlated with GFT effectiveness (decrease in these variables was associated with an increase in GFT effectiveness). Proportion of the population that is female, proportion with Medicare insurance, and number of ED visits per person were positively correlated with GFT effectiveness.
Discussion

Principal Results and Prior Work

Although GFT is a promising new source of real-time influenza surveillance, there is conflicting evidence regarding its accuracy. Previous studies have validated GFT at the national level or in a specific local setting, but this is the first to evaluate GFT across multiple cities simultaneously with local clinical outcomes [13-16,21-22]. We sought to more fully understand the geographical and temporal correlations between GFT and influenza-related ED visits by evaluating 19 different US cities over 7 influenza seasons.

Overall, we found GFT to be a valuable tool that provides useful surveillance in a variety of settings. However, there remains some geographic and temporal variability. Cities in the Southeast and Midwest appeared to have stronger correlations between GFT and influenza-related ED visits compared to cities in other regions. Similar to our results, temporal variability in GFT effectiveness has been observed in past studies [15-20,22]. This may be due to a combination of outbreak timing, outbreak severity, media coverage, public health awareness, and other unpredictable sources of variability. GFT has been updated in the past in an attempt to reduce some of these problems [21]. Characterization and minimization of this temporal variability is critical when incorporating GFT into influenza surveillance systems.

We further explored the geographic findings by evaluating characteristics of individual cities that may impact the relationship between GFT and influenza-related ED visits. The only basic city demographic variable that correlated with effective GFT was proportion of the population that is female. Per-capita health care use tends to be higher among females, which may explain this trend [38,39]. More notable was that several factors including age and ethnicity did not correlate with GFT. We hypothesized that proportionally older populations...
(age >65 years) may be less likely to access health information on the Internet; however, the proportion of those populations in a city did not impact GFT effectiveness. Additionally, there was no change in GFT surveillance effectiveness in cities with a large Hispanic or Latino population despite the hypothesis that primary language differences may limit search queries counted by the GFT algorithm, which uses English search terms only.

Other indicators are more difficult to interpret. Internet connections per household was associated with decreased GFT effectiveness, while we hypothesized that greater connectivity would lead to more predictive GFT. Internet availability was only available as data binned into 5 levels from the FCC. The granularity in measurement of this variable may have limited its utility in accurately distinguishing differences between the cities. Furthermore, our hypothesis would be best tested by a measure of Internet use, rather than availability, but a consistent indicator of use was not readily available.

Lower SES was associated with more effective GFT. This may be because lower SES populations may disproportionately use the ED for non-urgent conditions (eg, ILI) due to limited access to other community health services such as primary care [40-44]. This SES effect is likely more than a reflection of the health insurance status of the populations, as the correlation with proportion uninsured was insignificant. Further, lower SES populations may be more likely to consult the Internet for health care questions, resulting in more accurate GFT predictions.

In evaluating the correlation between health utilization with GFT effectiveness, both the proportion of the population insured by Medicare and the per capita number of ED visits had a positive correlation with GFT effectiveness. Given that we are evaluating GFT effectiveness through correlation with ED visits, it is expected that cities more dependent upon ED care would have stronger correlation between a marker of influenza and ED visits for potential influenza. Therefore, we would expect GFT to be most useful as an ED and hospital surveillance tool in populations with lower SES and higher ED utilization.

Markers of local climate, such as air pollution or seasonality of climate, did not correlate with the effectiveness of GFT. Several influenza forecast models have included temperature to predict severity of influenza [45,46]. Cities with increased variation in temperature by season may have more severe and predictable influenza. However, the insignificance of the climate variable, and the determination that warmer cities in the southeast United States had increased GFT effectiveness, fail to support this hypothesis.

Similarly, we hypothesized that cities with increased air pollution might have poorer baseline lung function and thus more severe influenza pathology. This would cause heightened influenza awareness and diagnostic rates, leading to improved GFT effectiveness. However, this effect was also not supported by our data. Our analysis suggests that GFT effectiveness may not be driven by severity of disease.

Our results support the conclusion that traditional surveillance models can benefit from the addition of Internet search query data. However, temporal and geographic variability exists, which should be considered when generalizing results from a single influenza season or single hospital or region. This study specifically demonstrates the magnitude of variability that may be expected across different cities in the United States. Further, our results suggest that a population-based measure of SES may be useful to understand and modulate confidence in GFT effectiveness. Regardless, before incorporating GFT or other Internet query-based data into local public health surveillance systems, it is important to account for GFT performance in that specific location.

Limitations

Limitations of our study include a small sample size of 19 cities, which may have hindered our ability to detect trends in city characteristics. The sample size also constrained us from carrying out multivariate regression analyses. Additionally, historical GFT data were available only in weekly intervals, limiting the temporal resolution of our analyses. As previously mentioned, Internet access and usage was difficult to quantify. Health care access and utilization was also difficult to capture at the local level, and more available variables in this category may have yielded further insight. Additionally, Newark was excluded as an outlier from the sociodemographic factors analysis. While we justified the decision to remove Newark, it did affect the significance of some trends: proportion Hispanic/Latino became insignificant, while SES became significant. The sensitivity of our results is a function of both the small sample size as well as the extreme values for Newark in GFT effectiveness and some of the city-level indicators. Next, while we validated GFT’s correlation with influenza-related ED visits, GFT is more broadly designed to correlate with outpatient ILI visits. Therefore, our inferences of the factors driving GFT effectiveness may not be generalizable to GFT as used in settings outside of the emergency department. Moreover, the study used ED visits data up to 2011 and the corresponding 2009 GFT model of the era, which limits generalizing the conclusions about GFT to recent trends. Finally, while GFT access is currently limited by Google to only research institutions, our results are still relevant to future iterations of GFT and other Internet search query-based surveillance tools.

Conclusions

As a whole, our results indicate that GFT is a sensitive surveillance tool that can add value to our current surveillance systems. Because of its spatio-temporal variability in effectiveness, GFT is likely most useful as an additional, early signal to influenza prediction models, rather than as a stand-alone approach. Furthermore, our results help explain where GFT may be most effective, specifically in higher percent female populations with lower socioeconomic status and high ED use. This can help inform the most useful settings for further GFT study and implementation. Effective, real-time influenza surveillance is useful both for emergency medicine providers on a patient-to-patient basis and for ED crowding preparedness. Characterizing geographic effectiveness and variability of GFT and Internet search query data is crucial for the continued progress of influenza surveillance.
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Abstract

Background: Chlamydia, caused by *Chlamydia trachomatis*, is the most common reportable infection in many developed countries. Testing, treatment, and partner notification (PN) are key strategies for chlamydia control. In 2008 the Let Them Know (LTK) PN website was established, which provided means for people to send anonymous PN messages by text messaging (short message service, SMS), email, or letter.

Objective: We evaluated PN practices among Australian family planning clinicians following chlamydia diagnosis and assessed how often clinicians refer their patients to the LTK website.

Methods: A mixed methods approach included a Web-based cross-sectional survey of Australian family planning clinicians to examine PN attitudes and practices and focus groups to explore the context of LTK website use.

Results: Between May 2012 and June 2012, all clinicians from 29 different family planning services (n=212) were invited to complete the survey, and 164 participated (response rate=77.4%); of the clinicians, 96.3% (158/164) were females, 56.1% (92/164) nurses, and 43.9% (72/164) doctors. More than half (62.2%, 92/148) agreed that PN was primarily the client's responsibility; however, 93.2% (138/148) agreed it was the clinician's responsibility to support the client in informing their partners by providing information or access to resources. Almost half (49.4%, 76/154) of the clinicians said that they always or usually referred clients to the LTK website, with variation across clinics in Australian states and territories (0%-77%). Eleven focus groups among 70 clinicians at 11 family planning services found that the LTK website had been integrated into routine practice; that it was particularly useful for clients who found it difficult to contact partners; and that the LTK letters and fact sheets were useful. However, many clinicians were not aware of the website and noted a lack of internal clinic training about LTK.

Conclusions: The LTK website has become an important PN tool for family planning clinicians. The variation in referral of patients to the LTK website and lack of awareness among some clinicians suggest further promotion of the website, PN training, and clinic protocols are warranted.

KEYWORDS

Chlamydia trachomatis; partner notification; Internet

Introduction

Chlamydia, caused by *Chlamydia trachomatis*, is the most common reportable infection in the United States, Australia, and European countries [1-3]. In 2014 more than 1.4 million new diagnoses were reported in the United States [1], and 86,000 chlamydia cases were notified in Australia [3]. However, more than three-quarters (76%) of infections remain undiagnosed at any point in time [4]. Testing, treatment, and partner notification (PN) are key strategies for chlamydia control. Partner notification and testing has been shown to reduce reinfection rates in index cases [5]. Mathematical modeling suggests that, in a population-wide screening program, the treatment of current partner is the most effective strategy for preventing reinfection of index cases and reducing further chlamydia transmission at the population level [6].

Clinical guidelines in the United Kingdom and Australia recommend testing and treating all sexual partners in the last 6 months [7,8], whereas US guidelines recommend to treat all partners in the last 2 months or the most recent partner if the last sexual contact was more than 2 months ago [9]. Despite clinicians recognizing its importance, PN has long been recognized as a challenge for clinicians and patients alike, because of the sensitivities involved in disclosing and informing [10]. Most clinicians report they would like additional supportive resources, including websites [10]. New, accessible, and convenient approaches are needed to inform partners of their potential disease exposure.

In December 2008 the Let Them Know (LTK) website was launched in Australia and provided means for people to send anonymous PN messages by short message service (SMS) text messaging, email, or letter (Figure 1) [11]. The LTK website was the first in the world to enable young people to notify their partners anonymously using SMS text messaging, whereas other systems only offered electronic postcards or email. The LTK website also includes fact sheets for sexually transmitted infections (STIs) and letter templates with testing and treatment recommendations for the partners to pass on to their doctors. The website was developed by the Melbourne Sexual Health Centre in Victoria with some information on the website (contact details and letters) specific to this clinic; it was later adapted for use in New South Wales and then Australia-wide by customization to local resources [11]. The website was developed originally for chlamydia and later adapted for other STIs [12]. No specific promotion of the website occurred across Australia.

In the past few years, other Internet-based PN services have been developed [13-18], and websites have also been used to promote chlamydia screening in young people and providers [19,20]. The “WhyTest” service for gay men in Australia included SMS text messaging and email notification [13]; the “inSPOT” service in the United States enabled notification by postcards and emails [16] and has since been replicated elsewhere [17,18]; and in the Netherlands, the “suggest a test” service offered SMS text messaging, email, postal letter, or a personal message to notify sexual contacts [14]. Evaluation of these PN websites has mainly focused on website usage and showed the SMS text messaging function is far more popular than email [13,14].

Because of the inherent nature of these services, demonstration of effectiveness is very challenging. To our knowledge only one randomized controlled trial has evaluated the impact of PN websites (inSPOT) on partner treatment among men who have sex with men [15]; however, the website only provided email and postcard services, which have been shown to be less popular than SMS text messaging. A previous evaluation of the LTK website has shown that people who used the service reported they were more likely to contact a partner because of the website [12], which should ultimately lead to a greater uptake of PN overall. However, studies in the United States show that awareness and uptake among the target group is low [17,18]. It is possible that the low uptake is due to clinicians not promoting the services actively to their clients.

We evaluated PN practices among family planning clinicians following chlamydia diagnosis and assessed how often clinicians refer patients to the LTK website to notify their partners. Although the LTK website offered PN for other STIs, we focused on chlamydia as the prevalence in young people in Australia is higher compared with other STIs including gonorrhea [3]. The study was conducted in the context of a broader study assessing chlamydia testing and management practices at Australian family planning clinics.
Methods

Setting

The study was undertaken among clinicians, both doctors and nurses, working in Australian family planning clinics, which provide sexual and reproductive health (SRH) services and are located in all Australian states and territories. These clinics have a high caseload of young people aged 16-29 years who are sexually active and at risk of chlamydia infection, with more than 90% females [21]. The clinics are run by independent, nongovernment, not-for-profit organizations responsible to a voluntary board of directors.

Nurses in family planning clinics work in various roles within and between states. Most nurses have SRH qualifications but the scope of practice includes specialized SRH advanced practice nurses, which may include limited medication supply, various autonomous clinical consulting roles, and phone advice or clinical practice support. State or territory legislation governs nurse medication supply, which affects the degree of autonomy in treating chlamydia. For example, in some states most family planning nurses are authorized under legislated drug therapy protocols to autonomously supply treatment for people diagnosed with chlamydia and their contacts and would, as part of their duty of care, provide information on and support for PN. Whereas nurses in other jurisdictions may need to refer all chlamydia cases to family planning doctors for management and would generally not be involved in PN or support of clients.

Study Design

We used a mixed methods design involving a cross-sectional survey to examine chlamydia testing and management, and PN attitudes and practices among clinicians, and focus groups to explore the context of chlamydia management and PN.

Cross-Sectional Survey

All doctors and nurses recorded as being employed clinically at all 29 Australian family planning clinics (as of April 2012) were invited to complete a survey by email. Researchers sent an introductory email to the clinic manager or administrative officer, who circulated it among clinic staff members. The email contained the link to the Web-based survey. The clinic manager also provided the number of individual staff working at each clinic to calculate the response rate. Posters were also displayed in staff areas to raise awareness of the survey. After 4 weeks a reminder was sent to the clinic representative to encourage nonresponders to complete the survey.

The Web-based survey captured clinician demographics, experience, attitudes, and practices related to chlamydia testing and management (retesting and PN). Most questions sought responses on a 5-point Likert scale from strongly agree to strongly disagree or a 4-point scale of always, usually, sometimes, or never. The questionnaire was tested with clinicians for its content, language, and feasibility of questionnaire length.

Descriptive statistics were used to examine the responses to survey questions about chlamydia PN attitudes and practices.

Focus Groups

The cross-sectional survey and focus groups were conducted sequentially, not in parallel. We conducted surveys before the focus groups to allow us to use survey findings to purposively sample clinics [22]. To ensure a diverse sample of clinics we selected across a range of urban and regional clinics across Australia, client demographics (eg, youth focused), reported PN strategies, reported retesting strategies, and, finally, reported responses to screening in an asymptomatic client scenario. In selected clinics, the clinic representative invited all doctors and nurses to attend. Some clinics also invited health promotion
officers. Focus groups were conducted over lunchtime or directly after clinic hours. Each group was facilitated by 2 researchers and audio recorded.

Focus groups began with a general discussion about the clinical setting, client population, and the local ethos around chlamydia prevention. Then in relation to (1) chlamydia testing, (2) PN and treatment (including the use of technology such as LTK), (3) retesting, they were asked to discuss an example of practice where things went well, how they know when things are working well, and how they think things could work well more often. Focus groups were transcribed and data analyzed using thematic analysis [23]. NVivo 10.0 was used to support analysis.

Ethical Approval

Ethical approval was obtained from Family Planning NSW Ethics Committee and Family Planning Victoria Human Research Ethics Committee.

Results

Participants

Between May 2012 and June 2012, all clinicians employed by Australian family planning clinics (n=212) were invited to complete the Web-based survey and 164 participated, giving a response rate of 77.4%; of the clinicians, 96.3% (158/164) were females, 56.1% (92/164) were nurses, and 43.9% (72/164) were doctors. All 29 Australian family planning clinics were represented in the survey. More than half (56.1%, 92/164) of the participants were aged 45 years or older, 47.0% (77/164) had worked at the current organization for 6 years or more, 69.5% (114/164) as a clinician with a special interest in reproductive and sexual health, and 42.7% (70/164) worked at a family planning clinic less than 10 hours per week. About a third of the clinicians (31.7%, 52/164) managed more than 3 female clients with a positive chlamydia test result per month, 45.7% (75/164) saw 1-3 per month, and 20.1% (33/164) less than 1 per month (Table 1). Focus groups were held in 11 metropolitan and regional clinics across Australia and involved a total of 70 nurses, doctors, or health promotion officers (range 4-11 participants per clinic).

Partner Notification Attitudes

Almost all clinicians (99.3%, 147/148) strongly agreed or agreed that PN is an important strategy for preventing reinfection, and 97.3% (144/148) strongly agreed or agreed it is an important public health strategy to reduce the community prevalence of chlamydia. More than half (66.2%, 98/148) of the clinicians strongly agreed or agreed that PN is difficult as clients do not always feel comfortable talking to partners about chlamydia, and 47.3% (70/148) found it difficult because clients do not like to name their partners or are unable to name them (eg, they did not know the partner’s name or contact details). On the other hand, relatively few (12.2%, 18/148) strongly agreed or agreed that PN is too difficult to implement (Figure 2).

More than half (62.2%, 92/148) of the participants strongly agreed or agreed that PN was primarily the client’s responsibility, whereas 10.1% (15/148) strongly agreed or agreed it was primarily the clinician’s responsibility to notify the partner. Nevertheless, the vast majority (93.2%, 138/148) strongly agreed or agreed it was the clinician's responsibility to support the client in informing their partners by providing information or access to resources. Focus group strongly reflected these findings; for example:

*We teach that you’re responsible for making sure they’re aware that their partners should be contacted and treated, and that the clinician is happy to help that process. Whether that's through the Let Them Know website, or whether they actually want the clinician to do it themselves, which would be pretty unusual, I think. But the responsibility is to make sure the patient's aware that the partner should be notified and treated, and tested. So there’s no - I don’t think any of the clinicians probably feel that it’s their responsibility to contact the partners.*
Table 1. Description of Australian family planning clinician survey participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sub-category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider type</td>
<td>Nurse</td>
<td>92 (56.1)</td>
</tr>
<tr>
<td></td>
<td>Doctor</td>
<td>72 (43.9)</td>
</tr>
<tr>
<td>Sex</td>
<td>Female</td>
<td>158 (96.3)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Age, years</td>
<td>&lt;35</td>
<td>26 (15.9)</td>
</tr>
<tr>
<td></td>
<td>35-44</td>
<td>45 (27.4)</td>
</tr>
<tr>
<td></td>
<td>45-54</td>
<td>58 (35.4)</td>
</tr>
<tr>
<td></td>
<td>55+</td>
<td>34 (20.7)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Clinic location</td>
<td>Urban</td>
<td>103 (62.8)</td>
</tr>
<tr>
<td></td>
<td>Regional/remote</td>
<td>61 (37.2)</td>
</tr>
<tr>
<td>Years worked at current organization</td>
<td>&lt;1</td>
<td>22 (13.4)</td>
</tr>
<tr>
<td></td>
<td>1-3</td>
<td>32 (19.5)</td>
</tr>
<tr>
<td></td>
<td>&gt;3-5</td>
<td>31 (18.9)</td>
</tr>
<tr>
<td></td>
<td>&gt;5</td>
<td>77 (47.0)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Years worked as a clinician with a special interest in sexual/reproductive health</td>
<td>&lt;3</td>
<td>25 (15.2)</td>
</tr>
<tr>
<td></td>
<td>3-5</td>
<td>24 (14.6)</td>
</tr>
<tr>
<td></td>
<td>&gt;5</td>
<td>114 (69.5)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Hours per week providing clinical services in a general family planning service</td>
<td>&lt;10</td>
<td>70 (42.7)</td>
</tr>
<tr>
<td></td>
<td>10-20</td>
<td>61 (37.2)</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>29 (17.7)</td>
</tr>
<tr>
<td></td>
<td>≥31</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Approximate chlamydia test requested per week</td>
<td>None</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td></td>
<td>1-5</td>
<td>80 (48.8)</td>
</tr>
<tr>
<td></td>
<td>6-10</td>
<td>50 (30.5)</td>
</tr>
<tr>
<td></td>
<td>11-20</td>
<td>25 (15.2)</td>
</tr>
<tr>
<td></td>
<td>&gt;20</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Female clients with a positive chlamydia test managed</td>
<td>None</td>
<td>11 (6.7)</td>
</tr>
<tr>
<td></td>
<td>&lt;1 per month</td>
<td>22 (13.4)</td>
</tr>
<tr>
<td></td>
<td>1-3 per month</td>
<td>75 (45.7)</td>
</tr>
<tr>
<td></td>
<td>1-2 per week</td>
<td>36 (22.0)</td>
</tr>
<tr>
<td></td>
<td>3-5 per week</td>
<td>14 (8.5)</td>
</tr>
<tr>
<td></td>
<td>≥6 per week</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td></td>
<td>Missing</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Male clients with a positive chlamydia test managed</td>
<td>None</td>
<td>34 (20.7)</td>
</tr>
<tr>
<td></td>
<td>&lt;1 per month</td>
<td>70 (42.7)</td>
</tr>
</tbody>
</table>
### Partner Notification Practices

The most frequently reported strategy for PN was always or usually encouraging clients to undertake responsibility for communicating with sexual partners (96.8%, 150/155), followed by providing the clients with a brochure about chlamydia (72.7%, 112/154), directing the clients to the LTK website (49.4%, 76/154), monitoring the clients to confirm they had notified their partner (41.6%, 64/154), and offering to contact the client’s partners (38.3%, 59/154; Figure 3). The majority of clinicians stated, consistent with Australian clinical guidelines [7,24], that they encouraged contacting all sexual partners in the past 6 months before the diagnosis (77.1%, 118/153), with 11.1% (14/153) stating 3 months or less, and 11.8% (18/153) stating 1 year or more. Focus groups revealed family planning clinics did not have specific protocols around the practice of PN; instead, individual clinicians tailored their approach to client need:

*We have a policy around contact tracing, that we do it, but how it’s done depends on that individual client, really. It’s basically based on whether they can notify their partners. And if they can’t or they don’t want to, then we will do that but we don’t actually have a whole protocol for notifying patients and partners and stuff, do we?*
Partner Notification Barriers

Three key challenges to PN emerged in the focus groups. First, across focus groups there was uncertainty about what was expected of clinicians in relation to PN. As indicated in the survey findings, there was consensus on the importance of telling clients they should inform their contacts. However, clinicians were unsure how much effort they were expected to make:

Clinician: However, I do find it quite difficult when you have this list of phone numbers and you don’t get a hold of someone, you know? And, like, how long do you keep on trying?

Clinician: You don’t even know if the number’s still current.

Clinician: Yes.

Clinician: That’s right.

Clinician: Yes. That’s where we need a policy.

Second, some clinicians suggested it was hard to be enthusiastic about PN for gonorrhea, syphilis, or human immunodeficiency virus infection—“they’re kind of high-end STIs.” With these diseases clinicians described extensive PN:

If you had something, you know, that was more serious, for want of a better word ... we would then go all out to really make sure that person contacted their contacts ... but I think with chlamydia, because it’s a bit familiar and common ... if the young person says yeah, she’ll contact so-and-so, we just leave it at that a lot of the time.

Finally, clinicians in focus groups expressed a low level of confidence in their ability to tell if their PN efforts were successful. They rarely knew if clients had notified partners, and if they had, if those partners had sought treatment:

Yes, because we don’t know whether those contacts are going to their GP and getting tested or treated and unless we – unless everyone brings that contact in to us, we don’t really know the outcome.

Although some clinicians described formally following up with returning clients, most had to rely on trusting that clients were disclosing contacts to the clinician and that they would inform their contacts. Some did not feel confident that this trust was well placed:

Although sometimes I, kind of; get a sense that, “Oh, yes, you know, I’ll tell everybody,” and you just think, I don’t really know if you are going to do that.

Partner Notification Facilitators

In focus groups, clinicians identified two key PN facilitators. First, many clinicians said that when they first discuss screening, they also prepare clients for the possibility of having to inform a contact of a positive result:

And making sure they’re aware of that, that we have to contact trace, before they have the test. That can be useful if they’re already prepared for that, if they get a positive test.

Clinicians described various strategies for explaining the importance of PN, including telling clients it was their legal or moral responsibility. Explaining the logic of PN was especially important where a client’s relationship with the sexual contact may be acrimonious:

And if you do not treat him, then he might give to other women, other women may give to other men and other men may end up give you - give back to you in the end.

The second facilitator was the low level of stigma associated with chlamydia among younger clients. This meant they were less embarrassed about having to inform a sexual contact and contacts were likely receptive to the information:

This reflects on the education that’s out there for young people. When I did talk about contact tracing to one girl, she just gave me the mobile numbers of all the men she’d had sex with in the last six months ... when I did phone each of these people, none of them were surprised or shocked or disbelieving about it. They said, “Yes, okay. Well, I’ll go to my doctor.” I was very surprised at how accepting the contacts were about this communication from me.

Providing easy access to screening for partners, clinics also let clients and partners know how easy and noninvasive specimen collection was:

Rather than thinking they’re going to have something stuck in their urethra or - I say to them, even the GP might not even need to actually even examine your partner if he doesn’t have symptoms. He might just have to really just wee in the jar and send it off for a test. It’s that easy.”

Directing the Client to the Let Them Know Website

Of the participating clinicians, 23.4% (36/154) reported they always direct their clients to the LTK website, 26.0% (40/154) usually, 37.7% (58/154) sometimes, and 13.0% (20/154) never. According to profession, 49% of both doctors and nurses reported they always or usually directed their clients to LTK website. Always or usually directing the client to the LTK website varied by state or territory: 77.5% (31/40), 66.7% (2/3), 57.1% (8/14), 53.9% (7/13), 47.6% (10/21), 35.0% (7/20), 32.4% (11/34), and 0% (0/9). Also within states, where there were a number of family planning clinics, there was variation. In the state or territory where 0% always or usually directed clients to the website, two thirds of clinicians (66.7%) reported never directing clients to the website and others reported sometimes.

It was clear that while some clinicians promoted the use of the LTK website when they delivered training, awareness among family planning clinicians was not consistent. Some had never heard of it, others were unsure how it worked:

I need to go and look up, Let Them Know ... ‘Cause I haven’t seen or heard of those before. So I should go and do that ... Leave that with us and we’ll have a look.”
Integration of the Let Them Know Website Into Routine Practice

The focus groups revealed the ways in which the LTK website was integrated into routine practice. For example, it could be raised during the phone call when a patient was being informed by the clinician of their positive chlamydia result:

> I mean I usually tell them about that they need to notify their partners, and just check if they're happy to do it or not...but they're usually like, “Who knows where they are?” So I usually say there is a website, “Do you want it now or do you want to talk when you come in for your treatment?”

Clinicians also described introducing the LTK website during a face-to-face consultation, when it could be demonstrated to the client or used on the spot:

Clinician: I often get them to do the Let Them Know site right there at the time because it’s easy to just pull it up while they’re screened.

Clinician: Yeah. While they’re there. Yeah.

Clinician: By the time you’ve pulled it up and said, “Well, this is how you do it and there it is.” It’s like, “come on, give me the number.”

Clinician: I say, “Have you got his number?” And they’ve got their phone there always.

Clinician: Let’s do it.

Clinician: They’ve got the number in their phone. You just do it.

In focus groups, clinicians who did use the LTK website reported it was especially useful for patients who found it difficult to contact partners (these patients may previously have asked clinicians to make direct contact on their behalf):

> I think that service [LTK] was good because I remember a couple of years back I think on two or three occasions I phoned a partner at the client’s request because they had a name and a phone number but didn’t want to do it themselves. And in those cases, now, they’ll use the Let Them Know website. But I agree, the majority of people say, “No, I’m going to tell them. I want to talk to them,” you know?

Among survey respondents who never directed their client to the LTK website, 90% said they would like access to this resource.

Let Them Know Letters and Fact Sheets

Clinicians liked LTK for the letters and fact sheets;

> I think that strategy of the letters that are accessible on the web are very useful for GPs to know about, to give the positive patient to give to their partner. And I think those. You know the letters that say - that they give to their boyfriend, then the boyfriend can take it to the GP. He doesn’t even have to say anything. And the letter says, “This patient’s partner has been diagnosed with chlamydia.” And it actually tells the GP what to treat with them as well. It says, “We suggest that you treat with, and test, and then based on the results, do further contact tracing.” And there’s an information sheet for the patients as well about what chlamydia is. But I like that actual letter for the GP.

Discussion

To our knowledge this is the first study to evaluate PN practices and the use of the LTK website by family planning clinicians in Australia. We demonstrated that most clinicians take responsibility for supporting their clients to inform their sexual partners and the LTK website was widely used to achieve this goal. Almost half of the clinicians always or usually referred clients to the website, but with considerable variation across clinics in Australian states and territories. The LTK website was considered a useful tool, particularly when clients do not feel comfortable talking to partners about chlamydia.

We found that although family planning clinicians believed PN was primarily the client’s responsibility, nearly all supported clients to inform their partners, thus understanding barriers to PN is important. Our survey showed that more than half of the family planning clinicians reported they found PN generally difficult as clients do not always feel comfortable talking to partners about chlamydia and often do not like to name their partners. Other barriers included uncertainty about what was expected of clinicians in relation to PN and doubt about the importance of PN for chlamydia. Facilitators of PN included preparing the client for a positive result when tested, letting clients and partners know how easy specimen collection was, and low levels of stigma about chlamydia in the community. The finding that clinicians were uncertain about what was expected is consistent with surveys of general practitioners in Australia where 45% (105/232) of clinicians were unsure how best to assist their patients with PN with considerable variation in the way PN was undertaken [10].

Despite these barriers, the LTK website was widely used for PN among family planning clinicians, and focus groups revealed that the LTK website was especially useful for patients who found it difficult to contact partners, patients who may previously have relied on clinicians making contact on their behalf. However, there was variation in LTK website use across different states and territories, which may reflect in part the place where it was developed and its subsequent adaption. The website was adapted first in Victoria and New South Wales, with clinics in both states having high proportions of clinicians who reported using LTK always or usually. However, there were clinics in other states where the website was adapted for use in later years, which also had higher proportion of clinicians using LTK, suggesting that the place of development may have played a role in greater use among clinicians, but that other factors also contributed. The LTK website was not formally promoted across Australia; rather, clinics that were aware of it integrated it into clinical practice. Also, the focus groups suggested variation in the formality of PN guidelines and PN training updates.
Despite clinicians recommending clients to use the LTK website, it may not necessarily translate to clients using the website or their partners seeking assessment and treatment. It was raised as a key barrier to PN generally, in that clinicians were unable to judge how successful the activity was. For example, evaluation of the “suggest a test” website in 2 cities in the Netherlands demonstrated that, of those intending to use the website, 23% notified partners using suggest a test and 20% of partners notified by suggest a test subsequently consulted a sexual health clinic [14]. To overcome this, some clinicians mentioned they often asked the client to use the LTK website during the follow-up treatment consultation, providing reassurance to the clinicians that PN had occurred. These findings have implications for general practice, where clinicians have reported not knowing how best to support patients with PN and time would generally be more limited than family planning clinics [10].

The uptake of the PN website among family planning clinicians is far greater than in Australian general practice. A recent study showed only 26% of Australian general practitioners always or usually directed clients diagnosed with chlamydia to the LTK website, compared with 49% in this study [25]. This discrepancy may reflect family planning clinicians’ greater expertise in sexual health and participation in meetings and conferences where evaluations of the LTK website and other similar resources were presented. Considering most chlamydia diagnoses occur in general practice [26,27], more proactive approaches may be needed to raise awareness about the LTK website among general practitioners. Sexual health clinics are also a setting where many STI diagnoses occur, but to our knowledge there is no published information on LTK website use among clinicians in this setting. Recently an Internet-based resource and PN service for STIs called “Better to know” was also developed specifically for Aboriginal people including gender-specific information, with the option to anonymously notify partners by SMS text messaging or email [28]. Thus any promotion of such Internet-based services among clinicians should consider the options (LTK, WhyTest, Better to know) available for different target groups.

**Strengths and Limitations**

The survey had a number of strengths. First, because of questionnaire administration via the clinic representative and reminder, the response rate was much higher than other postal chlamydia knowledge and practice surveys in Australian general practice settings [29-31]. Second, focus groups provided a deeper understanding of how the LTK website was integrated into routine practice and why it wasn’t. A number of limitations should also be noted. First, family planning clinicians are only a subset of Australian sexual health providers, and results may not be generalizable to other clinical settings. Second, the clinicians who did not respond to surveys or participate in focus groups may have included more part-time clinicians who had different knowledge, attitudes, and practices than those who did participate. Also, as we did not explore quantitatively whether clinicians knew about the LTK website in the survey (only if they used it), we could not formally assess if there was an association between awareness of the website and referring to it. Third, we did not collect information about state- or territory-based legislation on ability of nurses to supply treatment for people diagnosed with chlamydia. Although this could be a reason for some difference in the use of LTK between states, we do not think it would be a major one. Finally, as the study was conducted in the context of a broader study of chlamydia testing and management practices at Australian family planning clinics, only a subset of questions and a fraction of focus group interview time were dedicated to PN and the LTK website.

**Conclusions**

In conclusion, the study has demonstrated that the LTK website has become an important PN tool for family planning clinicians, that it has the potential to become part of routine practice. To raise awareness of the LTK website among clinicians, the tool should be specifically mentioned in all clinic protocols and other clinical resources [29,30] and regular organizational newsletters. Also, at the bottom of the pathology reports with positive chlamydia test result, there could be a link added to the Australian STI guidelines that include information about the LTK website. The study also highlights the need for further training and education about PN generally to highlight the importance of PN for chlamydia and information (or a brief algorithm) on how best clinicians could assist their clients with PN. Further research is needed to determine the efficacy of the tool in regard to treatment of the partner and reinfection of the index case.
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Abstract

Background: Since legislation prohibiting tobacco advertising in traditional media, online communication platforms and social media have become one of the few avenues for the tobacco industry to promote its products to Australians. Little is currently known about the exposure of young people to these new media promotions.

Objective: To measure exposure to Internet-based tobacco advertising and branding among Australian youth, identify common formats of branding encountered, and examine the association between exposure and smoking susceptibility.

Methods: The Tobacco Promotion Impact Study is a repeat cross-sectional telephone survey of young people (12-24 years) in 2 Australian states, conducted yearly from 2010 to 2013 (total n=8820). The survey included questions about past-month exposure to Internet-based tobacco advertising and tobacco company branding. Changes in levels of exposure, characteristics of exposed youth, and the association between exposure and smoking susceptibility were explored.

Results: Past-month exposure to Internet-based tobacco advertising and branding among young people increased over the years of the survey (advertising: 21% in 2010 to 29% in 2013; branding: 20% in 2010 to 26% in 2013). The participants who were younger, female, from lower socioeconomic status, and never-smokers were more likely to report exposure. Facebook was the most commonly cited platform for encountering tobacco branding in 2013 (22% of all branding). Compared with young people interviewed in 2013, participants in 2010 were significantly less likely to report exposure to tobacco branding on social media (odds ratio [OR] 0.26, 95% CI 0.20-0.33, P<.001) or 2011 (OR 0.46, 95% CI 0.37-0.57, P<.001). Among never-smokers aged 12-17 years, exposure to online advertising and branding (OR 1.32, 95% CI 1.11-1.57, P=.002) or branding alone (OR 1.39, 95% CI 1.10-1.77, P=.007) were significant predictors of smoking susceptibility.

Conclusions: Ensuring tobacco advertising bans are inclusive of Internet-based media is essential. Given the global nature of Internet-based content, cooperation among signatory nations to the World Health Organization Framework Convention Alliance on Tobacco Control will be necessary.
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Introduction

It is well established that the implementation of a comprehensive tobacco advertising ban is a crucial element of effective tobacco control [1]. Legislation that only limits certain types of tobacco advertising, promotion, and sponsorship enables the tobacco industry to shift resources to unregulated forms of marketing [2]. Equally, the growth in the number and accessibility of new media channels creates opportunities for the tobacco industry to promote its branding and products. The accelerated uptake of communications technology, particularly the use of online social media platforms such as Facebook, has fueled calls for increased surveillance of online tobacco advertising and improved knowledge of the impact it may be having on consumers [3].

The emerging body of research examining prosmoking imagery and advertising online is primarily descriptive in nature [4]. Case study [5,6] and content analysis research [7-9] of new media have shown a proliferation of prosmoking messages, imagery, and tobacco brand promotion. Although direct promotion of tobacco via advertisements is not permitted by the owners of many social media sites (eg, Facebook [10]), the potential for tobacco companies to use these sites to raise the visibility of their products and promote tobacco use remains [11-13]. Tobacco companies can still operate branded pages and channels on social media portals, either directly or through advertising firms that can include product updates, images, videos, and links to real-life events. A recent analysis of 70 cigarette brands on social media revealed more than 120,000 video clips on YouTube and 238 Facebook fan pages with more than 1 million “likes,” indicating high user interaction [14].

Given the explosive growth in social media use coupled with the ubiquitous uptake of Internet-enabled mobile phones [15,16], determining levels of exposure to this type of tobacco promotion is essential if tobacco advertising bans are to keep pace with modern marketing methods. Although previous research has revealed that both young people [17] and adults [18] are regularly exposed to Internet-based tobacco advertising, very little published research has determined the level of exposure occurring on popular social media websites. Data collected from US school students in 2011 showed that 11% of youth had received advertisements or promotions from tobacco companies via Facebook or Myspace [19]; however, this does not capture the more indirect forms of promotion that are common on social media.

The potential impact of exposure to online tobacco advertising and promotion on youth is of particular concern. US data show that 92% of teenagers aged 13-17 years are online daily, with 24% reporting they are online almost “constantly.” Survey data from 2015 showed that Facebook is the most used social media site among American teenagers, ages 13 to 17 years, with 71% using the site [20]. Globally, Facebook is the world’s most popular social media site, with 1.55 billion monthly active users as of September 2015 [21]. Although a large body of evidence has demonstrated the link between exposure to traditional tobacco branding and smoking susceptibility [22], much remains to be learned about the effects of exposure to tobacco branding in the digital space. One study has shown that exposure to tobacco advertising via Facebook or Myspace was associated with protobacco beliefs and willingness to try smoking among young never-smokers [19], but no study to date has examined the effect of exposure to online tobacco company branding in general, which is the more common form of tobacco promotion on social media.

Australia is known as a “dark market” for tobacco products, with increasingly prohibitive advertising restrictions since the 1970s. Bans on television and radio advertisements were followed by bans on outdoor advertising and sponsorship of sporting events in the 1980s, advertising in the print media and retail point-of-sale in the 1990s, and point-of-sale tobacco displays from 2010. In 2013, Australia introduced the world-first plain packaging legislation in which all forms of branding were removed from tobacco packs in an effort to reduce one of the last forms of tobacco promotion in Australia. Although the global nature of the Internet makes regulating online advertising challenging, amendments to the Tobacco Advertising Prohibition Act made it an offense for any person to publish tobacco advertising on the Internet or other electronic media from Australia, from September 2012 [23]. These regulations also set out requirements for Internet point-of-sale advertisements: they must be in a plain, text-only format with no product images, inclusive of graphic health warnings and accompanied by warnings about age restrictions on sales. No research to date has investigated Australians’ exposure to online tobacco advertising and branding in the context of these evolving restrictions.

The primary objective of this study was to assess the exposure of Australian youth to online tobacco advertising and promotion and determine whether exposure has changed in recent years in relation to changes in opportunities for tobacco promotion (outlined in Table 1). We sought to measure exposure to online tobacco advertisements, as well as to more general tobacco company branding, and we profiled youth most likely to be exposed. Additionally, we tracked any changes in the locations where branding was encountered, including social media sites. Finally, we aimed to determine if the established association between exposure to tobacco marketing and smoking susceptibility among youth [24] was also evident with exposure to online tobacco advertising and tobacco branding.
Table 1. Timing of restrictions on tobacco advertising and promotions in relation to Tobacco Promotion Impact Study.

<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>TPIS waves</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>January</td>
<td></td>
<td>Point-of-sale display ban – NSWb large retailers</td>
</tr>
<tr>
<td></td>
<td>June</td>
<td>Wave 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>July</td>
<td></td>
<td>Point-of-sale display ban – NSW small retailers</td>
</tr>
<tr>
<td>2011</td>
<td>June</td>
<td>Wave 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>November</td>
<td></td>
<td>Point-of-sale display ban – QLDc all retailers</td>
</tr>
<tr>
<td>2012</td>
<td>June</td>
<td>Wave 3</td>
<td>Internet advertising ban</td>
</tr>
<tr>
<td></td>
<td>September</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>October</td>
<td></td>
<td>Plain packaging introduced</td>
</tr>
<tr>
<td>2013</td>
<td>June</td>
<td>Wave 4</td>
<td></td>
</tr>
</tbody>
</table>

aTPIS: Tobacco Promotion Impact Study.
bNSW: New South Wales.
cQLD: Queensland.

Methods

Data for this study come from the Tobacco Promotion Impact Study (TPIS), conducted in the Australian states of New South Wales (NSW) and Queensland (QLD). The study has a repeat cross-sectional design with yearly telephone surveys conducted in June of each year from 2010 to 2013 (total n=8820). The TPIS monitors adolescents’ and young adults’ (12-24 years) exposure to tobacco promotions in a range of places, as well as smoking-related cognitions and behaviors. Households were recruited using random digit dialing and participants within households were recruited using random selection (selecting the nth oldest eligible person aged 12 to 24 years). From 2010 to 2012, recruitment was conducted using landline phone numbers only. In 2013, because of concerns about the increasing proportion of Australian homes without a landline phone number (from 17% in 2010 to 22% in 2012) [25], a supplemental sample of participants was also recruited through random-digit dialing to mobile phone numbers. Use of this supplemental sample is described below. Permission was obtained from parents of 12- to 15-year-olds before conducting each interview. Cooperation rates averaged 70% among eligible respondents. When taking into account households of unknown eligibility, response rates averaged 42% (American Association for Public Opinion Research Response Rate #3) [26]. The study was approved by the NSW Population and Health Services Research Ethics Committee.

Measures

Exposure to Internet-Based Tobacco Promotion

To take into account direct advertising as well as the forms of more indirect promotion encountered on social media sites, exposure to both online tobacco advertising and online tobacco branding was assessed. All respondents were asked, “In the past month, how often have you seen any promotions or advertising for cigarettes or other tobacco products in the following places?”. The list of possible places included “the Internet” (online advertising). They were also asked, “In the past month, how often have you seen cigarette brands, tobacco company names, or logos on the internet?” (online branding). Responses to both questions were “never,” “rarely,” “sometimes,” and “often.” Responses to both questions were dichotomized because of negative skew (0=never or rarely vs 1=sometimes or often). Responses were also combined to indicate whether an individual was (1) never/rarely exposed to advertising or branding, (2) sometimes/often exposed to both advertising and branding, (3) sometimes/often exposed to advertising only, or (4) sometimes/often exposed to branding only.

In order to explore types of branding encountered, young people exposed to branding were asked in what formats the cigarette brands, tobacco company names, or logos were encountered on the Internet. Responses were recorded verbatim and matched to a list of possible websites or types of online advertising. We also combined responses in order to report on the proportion of respondents seeing (1) branding in advertisements (pop-up advertisements, banner advertisements, Google advertisements, website advertisements); (2) branding on social media (Twitter, Facebook, YouTube, Myspace); (3) branding in personal communications (email, instant messenger, forums); and (4) branding on content-controlled websites (news sites, sports sites, blogs, gaming sites, Yahoo, Ninemsn; see Figure 1).
Figure 1. Summary of questions and derived variables relating to online tobacco promotion exposure. Survey questions are denoted by “Q”; derived variables are numbered.

**Current Smoking**
Respondents were asked if they had ever had a puff of a cigarette, how many cigarettes they had smoked in their lifetime, and if they had smoked in the past month. Based on stage models of smoking uptake [27], they were classified as follows: (1) never-smokers (never taken a puff); (2) experimenters (smoked less than 5 cigarettes ever, or smoked 5-100 cigarettes in their lifetime but not in the past month); (3) current smokers (smoked more than 5 cigarettes in their lifetime, and smoked in the past month); or (4) ex-smokers (smoked more than 100 cigarettes in their lifetime but not in the past month).

**Smoking Susceptibility**
Never-smokers were asked a series of validated questions to determine their susceptibility to smoking in the future [28,29]. Participants were classified as nonsusceptible if they answered “definitely no” to each of the following questions: “Do you think that you will try cigarettes sometime soon?”; “Do you think you will smoke a cigarette sometime in the next year?”; and “If a friend offered you a cigarette, would you try it?” (response options: 1=definitely no, 2=probably no, 3=probably yes, 4=definitely yes). Participants who did not answer each of those questions with “definitely no” were classified as susceptible.

**Smoking Exposure**
Respondents reported on the number of current smokers in their household and how many of their five closest friends smoked.

**Average Daily Internet Use**
Respondents were asked, “How much time do you spend on average per day on the Internet, if at all?” Responses were recorded in minutes and divided by 60 to represent hours per day.

**Demographics**
Age, sex, state of residence, and year of interview were included. Postcodes were used with the Socio-Economic Indexes for Areas (SEIFA) [30] to indicate low (quintiles 4-5) or moderate-high (quintiles 1-3) socioeconomic status (SES).

**Statistical Analysis**
We first conducted logistic regression analyses to explore changes over time in exposure to (1) online tobacco advertising and (2) online tobacco branding. Each logistic regression model included year of interview, demographics (age, sex, SES, state), Internet use, smoking exposures (friends, household), and smoking status as predictors. Because of the low number of ex-smokers in the sample, and the similar demographic profile of ex-smokers and current smokers, these groups were combined for these analyses. These models also identified individual characteristics of exposed youth.

Next, we examined changes over time in the format that tobacco branding was encountered online. The overall number of young people who reported seeing each of the branding formats was relatively small (ranging from 1 to 829), so we report only on those mentioned by at least 5% of the sample who recalled seeing them.
seeing branding. We used Pearson chi-square tests to detect significant differences in exposure to specific branding formats, as well as the types of branding, over survey years. The overall numbers of young people who reported seeing branding in personal communications (n=90) or on content-controlled websites (n=226) were small, therefore they were not investigated further. Logistic regression analyses were conducted to predict encountering branding through (1) advertisements and (2) social media. Year of interview, demographics, smoking status, smoking exposures, and Internet use were entered as predictors.

Finally, we explored whether smoking susceptibility was associated with exposure to online advertising and tobacco branding. As well as testing whether smoking susceptibility was associated with exposure to online advertising, we were also interested in whether exposure to tobacco company branding in the absence of advertising would be associated with susceptibility. Therefore, we created a 3-level variable classifying participants as having been exposed in the past month (1) never/rarely to online tobacco advertising or branding, (2) sometimes/often to tobacco advertising (with or without branding), or (3) sometimes/often exposed to tobacco company branding but not advertising. This variable was entered as a predictor in a logistic regression model predicting smoking susceptibility, with demographic characteristics, year of interview, smoking exposures, and Internet use as covariates.

The supplemental mobile phone sample was added in 2013 to assess whether any changes in outcomes between years of the survey were due to changes in the characteristics of the population covered by landlines. Previous studies have found that adding a mobile component to a landline population survey gives a more representative sample [31], but it also has the potential to result in changes to population estimates that are a consequence of the design change, rather than a real change [32]. Comparing both the landline-only and the dual-frame (landline and mobile) samples with previous years’ samples allows this issue to be explored. Therefore, all analyses in this study were conducted twice. The first set of analyses used the landline sample only, comparing differences between years while minimizing bias due to changes in sampling. The second set of analyses used the dual-frame sample for 2013, comparing differences between years while minimizing the influence of the changing composition of a sample recruited via landline only. The results from the second set of analyses are only reported when the pattern of results differ from the first.

The gender distribution of this sample was relatively consistent with population parameters as defined by Australian Bureau of Statistics data [30]. There were, however, some discrepancies in the age distribution, particularly a slight overrepresentation of 16- to 19-year-olds but underrepresentation of 20- to 24-year-olds. Given these discrepancies, data were weighted to the NSW and QLD populations of 12- to 24-year-olds for age, sex, and region distributions from Census data [30] using poststratification weights. In the set of analyses including the 2013 mobile phone supplement, additional weighting was used to account for telephone status (landline only, mobile phone only, or dual user). All analyses were conducted using Stata v11.1 [33].

Results

Sample characteristics and exposure to online tobacco promotion for each survey wave are listed in Table 2 (with landline and dual-frame samples for 2013 shown separately). The samples in each year of the survey were similar in terms of age and sex. There was a significant difference in SES, with the highest proportion of respondents from a moderate-high SES area in 2011. There was a significant difference in smoking status in the landline sample: current smoking decreased from 16% to 12% over the years of the survey. In the dual-frame sample, there was an increase from 12% in 2012 to 16% in 2013. Similarly, the number of smoking friends and household members also decreased significantly in the landline sample but increased in the dual-frame sample in 2013. Average daily Internet use increased significantly, from 2.43 hours in 2010 to 3.28 hours in 2013 (3.33 in the dual-frame sample).
Table 2. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>2010 (n=2000)</th>
<th>2011 (n=2010)</th>
<th>2012 (n=2003)</th>
<th>2013 landline (n=2001)</th>
<th>( P^a )</th>
<th>2013 dual-frame (n=2807)</th>
<th>( P^a )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-15</td>
<td>669 (32)</td>
<td>649 (32)</td>
<td>619 (32)</td>
<td>684 (31)</td>
<td></td>
<td>833 (31)</td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>826 (31)</td>
<td>833 (30)</td>
<td>855 (30)</td>
<td>799 (31)</td>
<td></td>
<td>1046 (31)</td>
<td></td>
</tr>
<tr>
<td>20+</td>
<td>505 (37)</td>
<td>528 (38)</td>
<td>529 (38)</td>
<td>518 (39)</td>
<td>.974</td>
<td>928 (39)</td>
<td>.950</td>
</tr>
<tr>
<td><strong>Sex, N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>975 (49)</td>
<td>990 (49)</td>
<td>992 (49)</td>
<td>980 (49)</td>
<td></td>
<td>1325 (49)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1025 (51)</td>
<td>1021 (51)</td>
<td>1011 (51)</td>
<td>1021 (51)</td>
<td>&gt;.99</td>
<td>1482 (51)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>State, N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSW(^c)</td>
<td>1000 (50)</td>
<td>1004 (50)</td>
<td>1000 (50)</td>
<td>1000 (50)</td>
<td>&gt;.99</td>
<td>1407 (50)</td>
<td></td>
</tr>
<tr>
<td>QLD(^h)</td>
<td>1000 (50)</td>
<td>1000 (50)</td>
<td>1000 (50)</td>
<td>1000 (50)</td>
<td>&gt;.99</td>
<td>1400 (50)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>SES (^d,f), N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>557 (28)</td>
<td>497 (25)</td>
<td>578 (29)</td>
<td>536 (26)</td>
<td>.011</td>
<td>2056 (72)</td>
<td>.015</td>
</tr>
<tr>
<td>Moderate-high</td>
<td>1443 (72)</td>
<td>1514 (75)</td>
<td>1425 (71)</td>
<td>1465 (74)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoker, N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current</td>
<td>293 (16)</td>
<td>243 (13)</td>
<td>220 (12)</td>
<td>207 (12)</td>
<td></td>
<td>369 (16)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1178 (56)</td>
<td>1278 (61)</td>
<td>1276 (61)</td>
<td>1376 (64)</td>
<td></td>
<td>1769 (60)</td>
<td></td>
</tr>
<tr>
<td>Former</td>
<td>53 (4)</td>
<td>42 (3)</td>
<td>36 (2)</td>
<td>36 (3)</td>
<td></td>
<td>70 (3)</td>
<td></td>
</tr>
<tr>
<td>Experimenter</td>
<td>476 (25)</td>
<td>448 (24)</td>
<td>471 (25)</td>
<td>382 (21)</td>
<td>&lt;.001</td>
<td>599 (22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Internet-based tobacco promotion exposure, N(%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/rarely</td>
<td>1330 (70)</td>
<td>1273 (66)</td>
<td>1200 (62)</td>
<td>1158 (61)</td>
<td></td>
<td>1651 (59)</td>
<td></td>
</tr>
<tr>
<td>Ads(^e) and branding(^e)</td>
<td>218 (11)</td>
<td>266 (13)</td>
<td>313 (15)</td>
<td>335 (16)</td>
<td></td>
<td>442 (16)</td>
<td></td>
</tr>
<tr>
<td>Ads only(^e)</td>
<td>208 (10)</td>
<td>240 (12)</td>
<td>245 (12)</td>
<td>272 (13)</td>
<td></td>
<td>395 (15)</td>
<td></td>
</tr>
<tr>
<td>Branding only(^e)</td>
<td>200 (10)</td>
<td>205 (10)</td>
<td>223 (11)</td>
<td>215 (10)</td>
<td>&lt;.001</td>
<td>293 (11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Friends who smoke, mean (SD)</td>
<td>1.27 (1.60)</td>
<td>1.10 (1.51)</td>
<td>1.05 (1.47)</td>
<td>0.93 (1.41)</td>
<td>&lt;.001</td>
<td>1.11 (1.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Household members who smoke, mean (SD)</td>
<td>0.52 (0.86)</td>
<td>0.47 (0.86)</td>
<td>0.49 (1.01)</td>
<td>0.42 (0.82)</td>
<td>.048</td>
<td>0.51 (0.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet use in hours, mean (SD)</td>
<td>2.43 (2.36)</td>
<td>2.63 (2.49)</td>
<td>2.90 (2.59)</td>
<td>3.28 (2.96)</td>
<td>&lt;.001</td>
<td>3.33 (3.00)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)P values from chi-square tests for differences between proportions or analysis of variance tests for differences between means.

\(^b\)Numbers are unweighted, percentages are weighted.

\(^c\)NSW: New South Wales;

\(^d\)Based on postal code.

\(^e\)Sometimes/rarely exposed.

\(^f\)SES: socioeconomic status

\(^g\)Ads: advertisements.

\(^h\)QLD: Queensland.
Exposure to Internet-Based Tobacco Advertising and Branding

There were significant differences in recent exposure to Internet-based tobacco promotion across the years of the survey, with the proportion of the sample never or rarely exposed decreasing from 70% in 2010 to 61% in 2013; 59% in dual-frame sample. In 2013, 16% of participants were recently exposed to both advertising and branding, 13% exposed to advertising only; 15% in dual-frame sample, and 10% to branding only; 11% in dual-frame sample.

Table 3 shows the proportions of youth exposed to Internet-based tobacco advertising and branding, along with the results from the logistic regression analyses predicting exposure in the landline samples. Controlling for demographic and smoking characteristics, youth interviewed in 2010 or 2011 were significantly less likely to have recently been exposed to Internet-based tobacco advertising than those interviewed in 2013. In the landline sample, there was no significant difference in the likelihood of being exposed to advertising or branding between 2012 and 2013. However, in the dual-frame sample, youth interviewed in 2012 were significantly less likely than those interviewed in 2013 to report exposure (odds ratio [OR] 0.85, 95% CI 0.73-0.98, \( P=.024 \)). In the model predicting exposure to tobacco company branding, youth interviewed in 2010 and 2011 were significantly less likely to report recent exposure than those interviewed in 2013. There was no change in the proportion exposed to branding between 2013 and 2012 in either the landline or dual-frame samples.
Table 3. Proportions of youth (unadjusted) with exposure to Internet-based tobacco advertising and branding, and results from logistic regression analyses predicting exposure (results from landline sample).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Exposed&lt;sup&gt;a&lt;/sup&gt; to tobacco advertising/promotion (n=7856)</th>
<th>Exposed&lt;sup&gt;b&lt;/sup&gt; to tobacco company branding (n=7858)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%&lt;sup&gt;b&lt;/sup&gt;</td>
<td>OR&lt;sup&gt;c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>21</td>
<td>0.66</td>
</tr>
<tr>
<td>2011</td>
<td>24</td>
<td>0.81</td>
</tr>
<tr>
<td>2012</td>
<td>27</td>
<td>0.92</td>
</tr>
<tr>
<td>2013</td>
<td>29 (ref)&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-15</td>
<td>33</td>
<td>2.12</td>
</tr>
<tr>
<td>16-19</td>
<td>27</td>
<td>1.61</td>
</tr>
<tr>
<td>20+</td>
<td>17 (ref)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>29 (ref)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22</td>
<td>0.71</td>
</tr>
<tr>
<td>State</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSW&lt;sup&gt;f&lt;/sup&gt;</td>
<td>26 (ref)</td>
<td></td>
</tr>
<tr>
<td>QLD&lt;sup&gt;g&lt;/sup&gt;</td>
<td>25</td>
<td>0.96</td>
</tr>
<tr>
<td>SES&lt;sup&gt;h,j&lt;/sup&gt;</td>
<td>28 (ref)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24</td>
<td>0.83</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never-smoker</td>
<td>30 (ref)</td>
<td></td>
</tr>
<tr>
<td>Experimenter</td>
<td>22</td>
<td>0.81</td>
</tr>
<tr>
<td>Current or ex-smoker</td>
<td>12</td>
<td>0.37</td>
</tr>
<tr>
<td>Friends who smoke</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.08</td>
</tr>
<tr>
<td>Household members who smoke</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.08</td>
</tr>
<tr>
<td>Internet, hours</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>Exposure=sometimes or often exposed versus never or rarely.
<sup>b</sup>Percentages are weighted.
<sup>c</sup>Odd ratios are from multivariable analyses.
<sup>d</sup>OR: odds ratio.
<sup>e</sup>ref: reference category.
<sup>f</sup>NSW: New South Wales.
<sup>g</sup>QLD: Queensland.
<sup>h</sup>SES: socioeconomic status.
<sup>i</sup>N/A: not applicable.
<sup>j</sup>Based on postal code.

There were many similarities in the characteristics of youth most likely to be exposed to Internet-based advertising and branding: participants who were younger, female, and from lower SES areas were more likely to report exposure. Current smokers were less likely to be exposed than never-smokers. There were positive associations between friends’ smoking, household members’ smoking, average daily Internet use, and both types of exposure.

**Format of Tobacco Branding**
Across all years of the survey, when asked where they had seen tobacco company branding on the Internet, the most common answer among youth was that they did not know (Table 4). However, this proportion decreased significantly from 40% in
2010 to 28% in 2013 (29% dual-frame). In 2013, the most common place to report seeing tobacco branding was on Facebook, followed by pop-up messages, banner advertisements, YouTube, and Google advertisements. Chi-square analyses showed that exposure to branding on Facebook and YouTube increased significantly over the years of the study, while exposure to branding on Google advertisements decreased.

Table 4. Format of branding encountered among youth who reported seeing Internet-based tobacco branding.

<table>
<thead>
<tr>
<th>Format</th>
<th>2010 (n=850)</th>
<th>2011 (n=967)</th>
<th>2012 (n=999)</th>
<th>2013 landline (n=1033)</th>
<th>P^b</th>
<th>2013 dual-frame (n=1384)</th>
<th>P^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pop-up messages</td>
<td>19%</td>
<td>21%</td>
<td>20%</td>
<td>19%</td>
<td>.632</td>
<td>20%</td>
<td>.643</td>
</tr>
<tr>
<td>Banner ads^c</td>
<td>16%</td>
<td>17%</td>
<td>19%</td>
<td>17%</td>
<td>.314</td>
<td>16%</td>
<td>.203</td>
</tr>
<tr>
<td>Google ads</td>
<td>4%</td>
<td>4%</td>
<td>7%</td>
<td>3%</td>
<td>.004</td>
<td>3%</td>
<td>.002</td>
</tr>
<tr>
<td>Facebook</td>
<td>9%</td>
<td>15%</td>
<td>21%</td>
<td>22%</td>
<td>&lt;.001</td>
<td>22%</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YouTube</td>
<td>2%</td>
<td>3%</td>
<td>9%</td>
<td>12%</td>
<td>&lt;.001</td>
<td>11%</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Don’t know</td>
<td>40%</td>
<td>32%</td>
<td>27%</td>
<td>28%</td>
<td>&lt;.001</td>
<td>29%</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a Only formats with at least 5% of sample naming them are included.

^b P value from Pearson chi-square tests for proportions.

^c Ads: advertisements.

The proportions of youth who saw Internet-based branding and reported that they saw it in advertising or in social media, along with the results from the logistic regression analyses predicting these exposures, are listed in Table 5 (landline sample). Controlling for differences in demographic and smoking characteristics, youth interviewed in 2012 were significantly more likely than youth interviewed in 2013 to report encountering branding in advertising. When the model was run with the dual-frame sample, youth interviewed in 2011 (OR 1.21, 95% CI 1.01-1.46, P=.043) and 2012 (OR 1.26, 95% CI 1.05-1.51, P=.014) were significantly more likely than those interviewed in 2013 to report encountering branding in advertising. Conversely, youth interviewed in 2010 or 2011 were significantly less likely to have encountered branding on social media than those interviewed in 2013 (same pattern of results obtained in the landline and dual-frame samples). Males were less likely than females to have encountered branding in advertising or social media. Current and ex-smokers were less likely than never-smokers to have encountered branding in advertising. Participants with more friends who smoke, and those with higher Internet use, were more likely to have encountered tobacco company branding on social media.
Table 5. Proportions of youth (unadjusted) exposed to different formats of Internet-based tobacco branding, and results from logistic regression analyses predicting exposure (results from landline sample).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Exposed to branding in advertising versus exposed elsewhere (n=3849)</th>
<th>Exposed to branding on social media versus exposed elsewhere (n=3849)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%a</td>
<td>ORb,c</td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>37</td>
<td>0.99</td>
</tr>
<tr>
<td>2011</td>
<td>40</td>
<td>1.16</td>
</tr>
<tr>
<td>2012</td>
<td>42</td>
<td>1.21</td>
</tr>
<tr>
<td>2013</td>
<td>37</td>
<td>(ref)</td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12-15</td>
<td>43</td>
<td>1.18</td>
</tr>
<tr>
<td>16-19</td>
<td>38</td>
<td>1.03</td>
</tr>
<tr>
<td>20+</td>
<td>36</td>
<td>(ref)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>41</td>
<td>(ref)</td>
</tr>
<tr>
<td>Male</td>
<td>37</td>
<td>0.84</td>
</tr>
<tr>
<td>State</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSWf</td>
<td>39</td>
<td>(ref)</td>
</tr>
<tr>
<td>QLDg</td>
<td>39</td>
<td>0.99</td>
</tr>
<tr>
<td>SESd,h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>39</td>
<td>(ref)</td>
</tr>
<tr>
<td>Moderate-high</td>
<td>39</td>
<td>0.99</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never-smoker</td>
<td>41</td>
<td>(ref)</td>
</tr>
<tr>
<td>Experimenter</td>
<td>38</td>
<td>0.99</td>
</tr>
<tr>
<td>Current or ex-smoker</td>
<td>28</td>
<td>0.70</td>
</tr>
<tr>
<td>Friends who smoke</td>
<td>N/Ai</td>
<td>0.96</td>
</tr>
<tr>
<td>Household members who smoke</td>
<td>N/A</td>
<td>1.02</td>
</tr>
<tr>
<td>Internet, hours</td>
<td>N/A</td>
<td>0.99</td>
</tr>
</tbody>
</table>

*a* Percentages are weighted.    
*b* Odds ratios are from multivariable analyses.    
*c* OR: odds ratio.    
*d* Based on postal code.    
*e* ref: reference category.    
*f* NSW: New South Wales.    
*g* QLD: Queensland.    
*h* SES: socioeconomic status.    
*i* N/A: not applicable.    

Association Between Exposure to Tobacco Advertising or Branding and Smoking Susceptibility

Results from the logistic regression analysis predicting smoking susceptibility among never-smokers are shown separately for adolescents and young adults in Table 6. For adolescents, compared with those never or rarely exposed to online tobacco promotion, those exposed to online tobacco advertising (with or without branding) as well as those exposed to tobacco company branding only were more likely to be susceptible to smoking. These effects were apparent when controlling for the influence of age, household members and friends smoking, year of interview, and average daily Internet use. For young adults, there were no associations between exposure to online tobacco promotions and smoking susceptibility. These results were the same in both the landline and dual-frame samples.
Table 6. Proportions of nonsmoking youth (unadjusted) susceptible to smoking, and results from logistic regression analyses predicting smoking susceptibility (results from landline sample).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>12- to 17-year-olds (n=3377)</th>
<th>18- to 24-year-olds (n=1594)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$%^a$</td>
<td>OR $^b,c$</td>
</tr>
<tr>
<td>Exposure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/rarely</td>
<td>23</td>
<td>(ref$^f$)</td>
</tr>
<tr>
<td>Exposed$^d$ to online ads$^g$ and branding</td>
<td>29</td>
<td>1.32</td>
</tr>
<tr>
<td>Exposed$^d$ to online branding only</td>
<td>30</td>
<td>1.39</td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>24</td>
<td>1.00</td>
</tr>
<tr>
<td>2011</td>
<td>25</td>
<td>1.06</td>
</tr>
<tr>
<td>2012</td>
<td>29</td>
<td>1.22</td>
</tr>
<tr>
<td>2013</td>
<td>25</td>
<td>(ref)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23</td>
<td>(ref)</td>
</tr>
<tr>
<td>Male</td>
<td>28</td>
<td>1.30</td>
</tr>
<tr>
<td>State</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSW$^c$</td>
<td>25</td>
<td>(ref)</td>
</tr>
<tr>
<td>QLD$^h$</td>
<td>26</td>
<td>0.99</td>
</tr>
<tr>
<td>SES $^e,i$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24</td>
<td>(ref)</td>
</tr>
<tr>
<td>Moderate-high</td>
<td>26</td>
<td>1.13</td>
</tr>
<tr>
<td>Friends who smoke</td>
<td>N/A$^j$</td>
<td>1.23</td>
</tr>
<tr>
<td>Household members who smoke</td>
<td>N/A$^j$</td>
<td>1.16</td>
</tr>
<tr>
<td>Internet, hours</td>
<td>N/A$^j$</td>
<td>1.05</td>
</tr>
</tbody>
</table>

$^a$Percentages are weighted.
$^b$Odds ratios are from weighted analyses.
$^c$OR: odds ratio.
$^d$Exposure=sometimes or often exposed.
$^e$Based on postal code.
$^f$ref: reference category.
$^g$ads: advertisements.
$^h$QLD: Queensland.
$^i$SES: socioeconomic status.
$^j$N/A: not applicable.

Discussion

This study is the first to assess levels of exposure to online tobacco promotion in Australia, a notoriously “dark market.” The results suggest that not only is tobacco advertising and branding commonly encountered by young Australians, with almost a third of the youth surveyed in 2013 exposed, it is also increasing on social media, specifically Facebook.

Over the years of the study, exposure to online tobacco advertising and tobacco branding increased from 2010 to 2012. Concurrent changes to Australian tobacco advertising legislation included moving to retail tobacco displays bans and plain packaging of tobacco products. It has been noted that, as opportunities for tobacco promotion in one domain are restricted, the tobacco industry’s efforts in other domains increase [2]. In our study, the observed increases in exposure to online promotion were independent of increases in Internet use, or any changes in sample composition. These results may suggest that tobacco company efforts at attracting young Australians are being directed toward Internet-based advertising in the face of increasing restrictions on other forms of promotion, although...
this should be verified with monitoring of online advertising. Exposure to online advertising and branding appeared to plateau in 2013, concurrent with the national legislation banning Internet-based tobacco advertising originating from Australia. Nevertheless, and perhaps unsurprisingly given the borderless nature of the Internet, online tobacco promotions remained readily accessible to Australian youth.

This study extended previous research [19,29] by measuring exposure not only to tobacco advertisements, but also to tobacco company branding in general. While there was a degree of overlap between exposure to online tobacco advertising and tobacco branding, around 10% of youth reported being exposed to tobacco company branding in the absence of advertising. Of the participants who reported seeing tobacco branding online in 2013, around one-third reported seeing it in “traditional” Internet advertising formats such as pop-up advertisements, banner advertisements, sponsored search engine results, and website advertisements. This was a significant decrease from 2012, which might indicate a small effect of the national legislation introduced at the end of 2012.

Concurrent with the decrease in exposure to tobacco branding in traditional forms of online advertising, there were increases in exposure to branding on social media sites. Around a third of youth who saw online tobacco branding in 2013 reported seeing it on social media. Australians are prolific Facebook users, with 13.2 million users as of June 2014, making it one of the most popular websites in Australia [34]. It may be somewhat expected then that tobacco branding was most commonly reported as being seen on Facebook. Although Facebook prohibits advertisements that directly promote the sale of tobacco products, it does not prohibit advertisements that promote the use of tobacco products among like-minded individuals. Additionally, advertisements in this context are very narrowly defined, including only paid advertising that is purchased and prepared through the Facebook advertising portal. Any tobacco promotions appearing as unpaid content would be exempt from this policy. This presents a unique challenge for regulators, as unlike more traditional forms of Internet-based advertising, tobacco marketing on social media sites is less amenable to regulation and more difficult to directly attribute to tobacco companies [35]. Innovative approaches are likely to be required in order to determine the origins of this type of content, perhaps by engaging computer science and technology experts who can accurately navigate online networks.

There were also rapid increases in the proportion of youth seeing tobacco branding on YouTube. YouTube is also an exceptionally popular website, with an estimated 1 billion unique visitors from around the world every month [36]. Prosmosting imagery and tobacco promotions have been well documented on YouTube [14,37]. Again, like Facebook, YouTube does not allow tobacco products to be advertised on the site. The definition of advertising on YouTube is incredibly narrow, however, and only applies to paid forms of promotion on the site, such as advertisements embedded in popular videos or advertisements that appear for certain key words searches. British American Tobacco (BAT), for example, has its own YouTube channel, WelcomeToBAT, which includes videos outlining BAT’s public positions on harm reduction, illicit tobacco, marketing, and sustainable farming [38]. The broad definition of tobacco marketing outlined in Article 13 of the World Health Organization (WHO) Framework Convention on Tobacco Control (FCTC) could encompass this type of material because it has “the aim, effect or likely effect of promoting a tobacco product or tobacco use either directly or indirectly” [39].

In this study, participants most likely to recall seeing online tobacco advertising or branding were younger (12-15 years old) and/or female. Future research might explore potential reasons for this, including whether the tobacco industry is targeting younger people with media placement strategies, whether the advertising has been designed to appeal most to these demographics, or whether these groups are particularly sensitive to branding that speaks to evolving identities. Of note, nonsmoking youth were more likely to remember seeing tobacco advertising and branding than current smokers. Contrary to tobacco industry claims that any promotions are aimed at creating brand loyalty and switching among current smokers [40], online advertisements are reaching young people with no experience of smoking.

The fact that younger participants and nonsmokers were the most likely to report exposure to online tobacco advertising and branding is particularly concerning, as the younger never-smokers who remembered seeing tobacco advertising, promotions, or branding were more likely to be susceptible to smoking. This relationship was apparent even when controlling for smoking among family and friends. Building on the well-established link between exposure to tobacco company marketing and smoking susceptibility [2], this study is the first to establish a link between smoking susceptibility and exposure to online tobacco advertising as well as online tobacco branding of the type found on social media sites. We did not find an association between tobacco advertising or branding with smoking susceptibility for the older group of nonsmokers, indicating that other factors may be more important influencers of smoking susceptibility at that age.

**Strengths and Limitations**

The strengths of this study include the collection of data over 4 years and in 2 states, resulting in a large and relatively representative sample. A wide range of covariates was used in all analyses, limiting the likelihood that observed changes in exposure over time were due to sample variations. Additionally, the inclusion of the mobile phone supplementary sample in 2013 allowed us to verify that the patterns of results we observed in the landline sample were primarily apparent in the dual-frame sample, reducing concerns about the use of sampling bias due to landline recruiting for 2010-2012. This study extends previous research on exposure of young people to online tobacco promotion by including exposure to tobacco branding as well as advertising and by identifying specific formats of branding encountered.

Limitations of the study include relying on self-reported exposure to online material—it can be difficult to remember where precisely something was seen online, as evidenced by the high number of participants stating that they did not know where they encountered tobacco branding. Given that much of what we see online is unlikely to be recalled, we are potentially...
underestimating rates of actual exposure. The findings of this study should therefore be interpreted alongside existing investigations about the number and nature of advertisements and promotions, particularly on social media sites [14]. Additionally, young people have been known to underreport smoking-related behaviors over the phone compared with when they self-complete a survey [41]—this might have slightly diminished estimated rates of smoking and smoking susceptibility, particularly in the younger age group, but this effect would have been consistent across years. Finally, the observed association between exposure to online tobacco promotion and smoking susceptibility is cross-sectional in nature, and longitudinal data would be needed to investigate the order of effects. However, the inclusion of a large number of appropriate covariates demonstrates that this association exists independently of the influence of the exposure of young people to peer and family smoking.

Conclusions

The relatively common experience of exposure to online tobacco advertising, promotion, and branding among Australian youth reinforces the importance of comprehensive restrictions on Internet tobacco promotion, as well as strong counter-advertising initiatives. The WHO FCTC recognizes that cross-border promotions are a threat to domestic laws that ban tobacco advertising [42]. This is particularly true for online promotions where the borderless nature of the Internet will require cooperation among parties to the WHO FCTC in order for tobacco advertising bans to be effective. Establishing mechanisms where WHO FCTC parties can monitor, report, and act on promotions that leak across borders is paramount. Even in such a climate of cooperation, it is likely that the greatest challenge in monitoring and enforcing restrictions on Internet tobacco promotions will be to linking such promotions to the tobacco industry, especially on social media. Accordingly, an expert advisory group has been proposed to keep WHO FCTC parties up to date on relevant developments in technology in cross-border tobacco advertising, promotion, and sponsorship, and in best practices for responding to these forms of promotion [43]. There is also a need to continually assess the media strategies used in counter-advertising so that antitobacco messages are reaching young people in the digital spaces where they are likely to be encountering tobacco promotion.

Our results stress the need for continued research and surveillance of tobacco marketing that is penetrating new and underregulated digital media. In order to continue downward trends in smoking and the denormalization of smoking among youth, online advertising and promotions need to be subject to more comprehensive restrictions. There is a misconception that online advertising is a weaker or less penetrative form of marketing [44] and is simply used to augment more traditional offline media promotions. Evidence from the alcohol control field demonstrates that online advertising reduces the effectiveness of regulations banning offline advertising because online advertising replaces, rather than simply complements, offline advertising [45]. Given the demonstrated effect of tobacco promotion on tobacco uptake by young people [24], increased efforts to restrict youth exposure to tobacco promotion through these new media outlets are critical.
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Abstract

Background: More than 35% of American adults are obese. For African American and Hispanic adults, as well as individuals residing in poorer or more racially segregated urban neighborhoods, the likelihood of obesity is even higher. Information and communication technologies (ICTs) may substitute for or complement community-based resources for weight management. However, little is currently known about health-specific ICT use among urban-dwelling people with obesity.

Objective: We describe health-specific ICT use and its relationship to measured obesity among adults in high-poverty urban communities.

Methods: Using data collected between November 2012 and July 2013 from a population-based probability sample of urban-dwelling African American and Hispanic adults residing on the South Side of Chicago, we described patterns of ICT use in relation to measured obesity defined by a body mass index (BMI) of ≥30 kg/m². Among those with BMI≥30 kg/m², we also assessed the association between health-specific ICT use and diagnosed versus undiagnosed obesity as well as differences in health-specific ICT use by self-reported comorbidities, including diabetes and hypertension.

Results: The survey response rate was 44.6% (267 completed surveys/598.4 eligible or likely eligible individuals); 53.2% were African American and 34.6% were Hispanic. More than 35% of the population reported an annual income of less than US $25,000. The population prevalence of measured obesity was 50.2%. People with measured obesity (BMI≥30 kg/m²) were more likely to report both general (81.5% vs 67.0%, P=.04) and health-specific (61.1% vs 41.2%, P=.01) ICT use. In contrast, among those with measured obesity, being told of this diagnosis by a physician was not associated with increased health-specific ICT use.
People with measured obesity alone had higher rates of health-specific use than those with comorbid hypertension and/or diabetes diagnoses (77.1% vs 60.7% vs 47.4%, P=.04).

**Conclusions:** In conclusion, ICT-based health resources may be particularly useful for people in high-poverty urban communities with isolated measured obesity, a population that is at high risk for poor health outcomes.

**KEYWORDS**
obesity; technology; Internet; urban health

**Introduction**

Obesity and obesity-related chronic diseases are leading drivers of health care costs in the United States [1]. Over the past 35 years, the prevalence of obesity has more than doubled; currently, 35% of American adults are obese (defined as body mass index, BMI, ≥30 kg/m²) [1]. Certain populations are disproportionately affected by obesity, including African American and Hispanic adults and people living in resource-poor, high-poverty, and more racially segregated urban communities [1-5]. Many major technology corporations, payers, and health care systems are investing in information and communication technologies (ICTs), such as mobile apps and Web-based patient portals, to prevent and better manage obesity and related chronic conditions [6-10]. Growing, but limited, evidence demonstrates that ICT-based interventions can positively affect health behaviors and obesity-related outcomes [6,11,12]. Small, clinic-based trials of mobile apps and other Web-based decision support and monitoring tools have demonstrated improved outcomes for specific chronic health conditions, including short-term weight loss [6,11]. Although these findings are promising, the ability of health-specific ICT-based resources to impact health outcomes will depend not only on efficacy in clinical trials but on actual use among people with obesity, especially those residing in communities with limited health resources [13].

The 2012 Pew Internet Health Tracking Survey examined the relationship between types of ICT use, including seeking information online about conditions, medications, or the experiences of others, and self-reported chronic disease [14]. In this study, controlling for age, income, education, ethnicity, and overall health status, people who self-reported a diagnosis of chronic disease, including hypertension, diabetes, heart, and lung disease, were less likely to report any ICT use (the frequency of these activities was not described) [14]. However, among people who did report ICT use, those with one or more chronic diseases were more likely to report the use of ICT for health-specific reasons compared with those without a chronic condition [14]. Obesity, designated by the American Medical Association as a chronic condition after the study’s completion, was not included among the chronic conditions examined in the Pew survey [15]. Also missing from the Pew survey are any biometric data regarding chronic disease status, specifically BMI. A population-based survey that collected individual-level data on general and health-specific ICT use and chronic disease status, including both self-reported obesity diagnoses and objective obesity status (anthropometric measures) presented an opportunity to address these gaps in the Pew data [16].

On Chicago’s South Side, 55% of the population (approximately 528,000) lives at or below 200% federal poverty level; 77% of residents are African American, 13% are Hispanic [17]. African American and Hispanic people have disproportionately high rates of obesity [2]. Vital statistics data for the region suggest higher rates of premature and overall mortality related to obesity-related chronic diseases compared with more affluent areas of Chicago [18]. As part of a larger strategy to mitigate health inequities in the region, community leaders, residents, and university researchers with the South Side Health and Vitality Studies conducted a population health survey to establish prevalence estimates for obesity and other chronic diseases and to ascertain what kinds of community-based and ICT resources residents use to manage their health [19].

We hypothesized that residents use ICT resources to substitute for gaps in community-based resources and that ICT use varies by health condition. Understanding the feasibility of ICT-based health resources to reach people with obesity in high-poverty communities is critical to maximizing the potential of these resources to impact health.

In this study, we first describe overall patterns of current ICT use by measured obesity status. Based on the Pew findings for other chronic conditions, we hypothesized that although overall ICT use would be lower among residents with measured obesity, health-specific ICT use would be higher. Second, among people with measured obesity (BMI≥30 kg/m²), we described health-specific ICT use comparing those with and without a physician’s diagnosis of obesity and by the presence of self-reported comorbid conditions, specifically diabetes and hypertension. The Health Belief Model suggests that willingness to perform a health behavior, such as using health-specific ICT resources, depends on the perceived need for action [20]. Thus, obese people who were never told by a physician they had obesity or an obesity-related comorbid condition may be less motivated to use ICT-based health resources than people with a physician’s diagnosis of obesity or who have one or more of these comorbid diagnoses [20].

We, therefore, hypothesized that health-specific ICT use would be higher among people with BMI≥30 kg/m² who have been diagnosed as obese by a physician and those with measured obesity who also self-report a diagnosis of comorbid hypertension and/or diabetes. Lastly, based on the study findings and extant literature, we propose a conceptual framework describing the relationship between obesity and health-specific ICT use that we hope will inform the design and translation of ICT-based interventions targeting obesity management.
Methods

This analysis is based on data from the South Side Health and Vitality Studies (SSHVS) [16]. SSHVS is a family of interrelated, community-engaged research studies that aim to inform efforts to promote and maintain population health on Chicago’s South Side [21]. SSHVS aims to describe population health in the region and the ways in which residents use ICT to access health-related community resources or substitute for gaps in local resources. All participants provided written documentation of informed consent. This study was designed in partnership with volunteer community members [19] and was approved by the University of Chicago Institutional Review Board (IRB). The primary data collection for this research and the activity of the University of Chicago researchers were conducted under the approved University of Chicago IRB protocol. Secondary data analysis was conducted by AG following a human subjects research exemption granted by University of Pennsylvania IRB. Other co-authors had no access to the study subjects or individual-level data.

Study Population

Individuals eligible for this study included those 35 years of age or older, English or Spanish speaking, and residing within the target region.

Sampling

Study participants were sampled from 2 distinct regions, a total of 7 census tracts, on the South Side of Chicago. The northwest region was almost entirely African American (98%), based on 2010 US Census data [22]. The southeast region was majority Hispanic (83%). We employed a single-frame, two-stage sampling design. First, an address-based probability sample of household units was generated by randomly selecting household units from a list of all residential postal addresses in the regions purchased from Marketing Systems Group’s Genesys Division, 2012 [23]. Then, if more than one individual in a household was 35 years or older, one individual was randomly selected.

Data Collection

Eligible participants were recruited between November 2012 and July 2013 through mailed letters, telephone calls, and home visits. Once informed consent was obtained, participants took part in an in-person, interviewer-administered structured interview, lasting approximately 1 hour. Participants could choose to complete the interview in English or Spanish. The interview collected sociodemographic characteristics, details on ICT device ownership and use, and self-reported medical history. Physical measures were obtained, including height, weight, waist circumference, systolic and diastolic blood pressure, and finger-stick dried blood specimens.

Defining Information and Communication Technology Use

General ICT use was defined as any use of cell phones for texting, emailing, going online, or downloading apps, or any use of the Internet (accessed via computer or cell phone). Health-specific ICT activities included the following activities: looking up health information online, using a health-related mobile app, Web-based purchasing of medications, Web-based communication with providers, participation in online health support groups, and Web-based management of health records and/or benefits. Questions included on the survey instrument relating to health-specific ICT use were primarily based on a prior national-level survey, the Health Information National Trends Survey, which was modified by the study team to increase cultural appropriateness and aid comprehension (Textbox 1) [24]. On the basis of review of our survey instrument by community informants, an additional question was added asking those who reported looking up health information online the following question: “Do you ever use the Internet to find health information because you did not want to ask a doctor?” This question was included to explore a hypothesis that people might use the Internet for information to avoid embarrassing discussions or to compensate for limited time with health care providers. For all of these health-specific activities, use was primarily defined as any amount of engagement (ranging from daily to less than monthly) or no engagement. The distribution of activity frequency was also described. The dichotomous categorization of health-specific ICT use was done to allow examination of associations between selected activities and participant characteristics (small cell counts would prevent statistical testing) and because the “right” amount of each of the examined activities is unknown and likely varies greatly. This categorization also reflected that used in the aforementioned Pew survey that studied ICT use and self-reported chronic conditions [14].
Textbox 1. Survey instrument used to assess selected health-specific information and communication technology activities (questions 1-5 were modified from the 2003 Health Information National Trends Survey, item HC-26, and question 5a was constructed based on input from community stakeholders).

Instructions: I’m going to list some ways people use the Internet. Some people have done these things and some have not. Please use Card #X to tell me how often you did these things in the past 12 months. In the past 12 months, how often have you...

- Every day □ At least once a week □ At least once a month □ Once a month □ Never

1. Bought some kind of medicine online. This includes prescription medicines, over-the-counter medicines, or herbal supplements?

2. Taken part in an online support group for people with a health or medical issue?

3. Used e-mail or the Internet to talk with a doctor or a doctor’s office or hospital?

4. Looked for health or medical information online?

5. Looked at or managed your health records online?

5a: If yes, do you ever use the Internet to find health information because you did not want to ask a doctor?

- Yes □ No □ Don’t Know □ Refused

6. Looked at or managed your health benefits, like filing an insurance claim online

Defining Obesity and Other Chronic Disease Variables

Body mass index was calculated using measured height and weight collected during in-home interviews [25]. For the primary analysis, measured obesity was defined as a binary variable: nonobese (BMI<30 kg/m²) and obese (BMI≥30 kg/m²; Figure 1). Those with missing BMI data (n=12) were excluded. To examine the effect of being diagnosed as obese by a physician, respondents who were categorized as obese by their measured BMI were then stratified by their response to the survey question “Has a medical doctor ever told you that you have excess weight or obesity?” (Figure 1). The resultant binary variable categories were labeled “diagnosed obese” and “undiagnosed obese.” To assess differences based on a diagnosis of comorbid chronic conditions, diabetes and hypertension were defined as binary variables based on survey responses to the following two questions: (1) “Has a medical doctor ever told you that you have diabetes?” and (2) “Has a medical doctor ever told you that you have high blood pressure or hypertension?” Given the significant overlap between the 3 examined conditions, the 3 categories were defined as follows: measured obesity only, measured obesity plus self-reported hypertension or diabetes, and measured obesity, self-reported hypertension, and self-reported diabetes.

Figure 1. Population-based probability sample enrollment flowchart. BMI: body mass index.
Statistical Analysis

All analyses for this population-based probability sample were weighted to account for differential selection probabilities and differential nonresponse. The response rate and the cooperation rate were calculated using the American Association for Public Opinion Research (AAPOR) definitions for response rate (RR3) and cooperation rate (COOP3) [26]. The response rate describes the number of completed surveys in relation to the total number of eligible individuals (we assumed an eligibility rate of 63% for 261 individuals of unknown eligibility; Figure 1), whereas the cooperation rate describes the number of completed surveys in relation to the number of eligible individuals ever contacted [26]. Descriptive statistics were calculated to summarize sociodemographic characteristics by obesity status and diagnosis of obesity. Differences in general and health-specific ICT use among the people with and without measured obesity were examined. Among those with measured obesity, the associations between health-specific ICT use and diagnosis of obesity were also compared. Lastly, differences in health-specific ICT use among those with measured obesity only were compared with those reporting a diagnosis of hypertension or diabetes and those with all 3 conditions. Chi-square tests were used to test for statistical differences between or among groups. All data analyses were performed using Stata version 12.1 (2011, StataCorp, College Station, TX, USA).

Results

The response rate was 44.6% (267 completed surveys/598.4 eligible or likely eligible individuals) and the cooperation rate was 61.5% (267 completed surveys/434 eligible individuals contacted). In total, 267 individuals participated in the biosocial study.

Sociodemographic Characteristics and ICT Use by Measured Obesity Status

Associations between sociodemographic characteristics and measured obesity (BMI≥30 kg/m²) status in the population are summarized in Table 1. Measured obesity was more prevalent among women than men (63.2% vs 36.8%, P=.01). Measured obesity status did not differ by income, education, or race or ethnicity. The majority of people reported seeing a physician in the past year (79.8%) and this did not differ by measured obesity status (82.5% obese vs 78.6% nonobese, P=.55). However, individuals with measured obesity were more likely to report a source of regular care than those without obesity (96.7% obese vs 88.6% nonobese, P=.04).

The prevalence of general ICT use in the population was high (75.0%) but was more common among people with obesity when compared with people without obesity (81.5% obese vs 67% nonobese, P=.04; Table 2). Half of all respondents (51.7%) reported some type of health-specific ICT use, but it was more common among people with measured obesity (61.1% obese vs 41.2% nonobese, P=.01). The most common health-specific ICT activity in the population was looking up health-related information online (47.2%); this activity was more common among the people with obesity (54.4% obese vs 38.7% nonobese, P=.04). Other health-related activities, including Web-based medical record access (8.8%), participation in online health-related support groups (9.3%), and Web-based communication with providers (9.7%), were infrequent and did not differ by obesity status (Table 2). Health-specific mobile app use was also uncommon (7.6%) and did not differ by measured obesity status. A supplementary table describes the distribution of frequencies for the examined health-specific ICT activities (see Multimedia Appendix 1).

Sociodemographic Characteristics and ICT Use by Obesity Diagnosis

Among people with measured obesity, a physician’s diagnosis of obesity was associated with educational attainment; people with obesity who had been diagnosed by a physician were more likely to have achieved a high school diploma or have passed a general educational development (GED) test (41.2% diagnosed vs 24.6% undiagnosed, P=.01) or some college experience (41.2% diagnosed vs 26.0% undiagnosed, P=.01; Table 3). Obese individuals with an obesity diagnosis were also more likely to report a source of regular health care (100% diagnosed vs 89.1% undiagnosed, P=.01). Obesity diagnosis was similar across the other examined sociodemographic characteristics (Table 3). Rates of ICT use by obesity diagnosis were not significantly different for general (85.6% diagnosed vs 72.0% undiagnosed, P=.15) or health-specific use (65.9% diagnosed vs 49.8% undiagnosed, P=.15). Although no statistically significant differences were noted in use of Web-based resources to look up health-related information (60.7% diagnosed vs 39.6% undiagnosed, P=.06), people with diagnosed obesity were more likely to look up information online as a means to avoid asking a doctor (32.0% diagnosed vs 5.0% undiagnosed, P<.001). No other differences in rates of specific health-related ICT activities by obesity diagnosis status were noted.
### Table 1. Sociodemographic characteristics of the population and by measured obesity status (results of weighted analysis).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total population</th>
<th>Nonobese (BMI&lt;30 kg/m²)</th>
<th>Measured obese (BMI≥30 kg/m²)</th>
<th>p b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td></td>
</tr>
<tr>
<td>N=267 a</td>
<td>n=115</td>
<td>n=140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-40</td>
<td>11.8 (7.5-16.0)</td>
<td>9.5 (3.9-15.1)</td>
<td>13.9 (7.3-20.6)</td>
<td>.42</td>
</tr>
<tr>
<td>41-50</td>
<td>36.1 (28.8-43.5)</td>
<td>38.1 (26.8-49.3)</td>
<td>35.7 (25.4-45.9)</td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>22.4 (17.3-27.6)</td>
<td>20.8 (13.3-28.3)</td>
<td>23.5 (16.1-30.8)</td>
<td></td>
</tr>
<tr>
<td>61-70</td>
<td>13 (8.2-17.7)</td>
<td>17.5 (9.4-25.6)</td>
<td>9.1 (3.3-14.9)</td>
<td></td>
</tr>
<tr>
<td>71+</td>
<td>16.7 (11.1-22.4)</td>
<td>14.1 (6.4-21.8)</td>
<td>17.8 (9.4-26.2)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42.2 (34.9-49.4)</td>
<td>49.5 (38.5-60.5)</td>
<td>36.8 (26.6-47.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Female</td>
<td>57.8 (50.6-65.1)</td>
<td>50.5 (39.5-61.5)</td>
<td>63.2 (53.0-73.4)</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>53.2 (48.9-57.5)</td>
<td>51.4 (42.4-60.4)</td>
<td>55.2 (46.4-63.9)</td>
<td>.30</td>
</tr>
<tr>
<td>Hispanic</td>
<td>34.6 (28.7-40.5)</td>
<td>39.1 (29.0-49.3)</td>
<td>29.4 (19.4-39.4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>12.2 (7.8-16.6)</td>
<td>9.5 (3.6-15.3)</td>
<td>15.4 (8.4-22.4)</td>
<td></td>
</tr>
<tr>
<td>Income, US $</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$25K</td>
<td>36.2 (29.5-43.0)</td>
<td>40.7 (30.1-51.3)</td>
<td>34.2 (24.8-43.5)</td>
<td>.59</td>
</tr>
<tr>
<td>$25K-$49K</td>
<td>28.4 (22.0-34.7)</td>
<td>24.1 (15.4-32.8)</td>
<td>33.9 (24.4-43.5)</td>
<td></td>
</tr>
<tr>
<td>$50K-$99K</td>
<td>16.7 (11.2-22.2)</td>
<td>14.2 (6.7-21.8)</td>
<td>17.1 (8.9-25.3)</td>
<td></td>
</tr>
<tr>
<td>≥$100K</td>
<td>6.7 (2.8-10.7)</td>
<td>8.4 (1.3-15.6)</td>
<td>5.8 (1.2-10.4)</td>
<td></td>
</tr>
<tr>
<td>Don't know/refused</td>
<td>12.0 (6.6-17.5)</td>
<td>12.5 (3.7-21.4)</td>
<td>9.0 (2.4-15.5)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school/some high school</td>
<td>30.4 (23.5-37.4)</td>
<td>33.3 (22.6-44.0)</td>
<td>27.2 (17.8-36.6)</td>
<td>.55</td>
</tr>
<tr>
<td>High school graduate/GED d</td>
<td>34.8 (27.8-41.8)</td>
<td>37 (26.7-47.4)</td>
<td>36.2 (26.1-46.3)</td>
<td></td>
</tr>
<tr>
<td>Associates/some college</td>
<td>34.7 (28.1-41.3)</td>
<td>29.7 (19.9-39.5)</td>
<td>36.6 (27.4-45.9)</td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>14.3 (9.5-19.2)</td>
<td>15.5 (7.7-23.2)</td>
<td>14.7 (8.0-21.4)</td>
<td>.85</td>
</tr>
<tr>
<td>Employed</td>
<td>45.5 (38.2-52.7)</td>
<td>46.4 (35.5-57.3)</td>
<td>42.5 (32.3-52.6)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>18.7 (13.2-24.1)</td>
<td>18.4 (10.6-26.2)</td>
<td>18.6 (10.6-26.6)</td>
<td></td>
</tr>
<tr>
<td>Unable to work</td>
<td>10.0 (5.4-14.5)</td>
<td>7.1 (0.4-13.8)</td>
<td>12.5 (5.9-19.1)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11.6 (6.5-16.6)</td>
<td>12.6 (4.3-20.8)</td>
<td>11.8 (4.9-18.7)</td>
<td></td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>24.6 (18.1-31.0)</td>
<td>33.8 (23.0-44.5)</td>
<td>17.1 (9.7-24.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Medicaid only</td>
<td>8.9 (5.0-12.8)</td>
<td>4.5 (0.8-8.1)</td>
<td>13.7 (6.9-20.6)</td>
<td></td>
</tr>
<tr>
<td>Medicare only</td>
<td>12.4 (8.0-16.8)</td>
<td>15.4 (7.8-23.1)</td>
<td>10.8 (5.7-16.0)</td>
<td></td>
</tr>
<tr>
<td>Private/other</td>
<td>38.0 (31.0-44.9)</td>
<td>35.4 (25.0-45.7)</td>
<td>40.5 (30.5-50.5)</td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td>16.2 (10.9-21.4)</td>
<td>11.0 (4.8-17.2)</td>
<td>17.9 (9.8-25.9)</td>
<td></td>
</tr>
<tr>
<td>Physician visit in past year (% yes)</td>
<td>79.8 (73.6-86.0)</td>
<td>78.6 (69.5-87.7)</td>
<td>82.5 (73.6-91.4)</td>
<td>.55</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Total population % (95% CI)</td>
<td>Nonobese % (95% CI)</td>
<td>Measured obese % (95% CI)</td>
<td>( P )^b</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>-----------------------------</td>
<td>---------------------</td>
<td>---------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>Source of regular care (% yes)</td>
<td>91.4 (87.4-95.4)</td>
<td>88.6 (82.2-94.9)</td>
<td>96.7 (93.1-1.0)</td>
<td>.04</td>
</tr>
</tbody>
</table>

a BMI: body mass index.

b \( P \) value for comparison between nonobese and obese populations; significant at level \( P<0.05 \).

c A total of 12 people were missing a BMI value. These individuals were excluded from the chi-square analysis.

d GED: general educational development.

Table 2. Information and communication technology–based activities of the population and by measured obesity status (results of weighted analysis).

<table>
<thead>
<tr>
<th>ICTa activities (% reported yes)</th>
<th>Total population % (95% CI)</th>
<th>Measured nonobese % (95% CI)</th>
<th>Measured obese % (95% CI)</th>
<th>( P )^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=267c</td>
<td>n=115 44.9 (37.7-52.2)</td>
<td>n=140 50.2 (43.0-57.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General ICT use</td>
<td>75.0 (68.5-81.3)</td>
<td>67.0 (56.7-77.3)</td>
<td>81.5 (73.1-90.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Any health-specific use</td>
<td>51.7 (44.5-59.0)</td>
<td>41.2 (30.6-51.9)</td>
<td>61.1 (51.0-71.1)</td>
<td>.01</td>
</tr>
<tr>
<td>Seek health info online</td>
<td>47.2 (40.0-54.5)</td>
<td>38.7 (28.1-49.3)</td>
<td>54.4 (44.1-64.6)</td>
<td>.04</td>
</tr>
<tr>
<td>Use Web-based resources to avoid asking doctor</td>
<td>20.2 (14.8-25.7)</td>
<td>16.0 (8.9-23.5)</td>
<td>23.9 (15.7-32.1)</td>
<td>.17</td>
</tr>
<tr>
<td>Web-based access of health benefit info</td>
<td>12.2 (7.8-16.6)</td>
<td>5.8 (0.9-10.7)</td>
<td>18.6 (11.2-26.1)</td>
<td>.01</td>
</tr>
<tr>
<td>Participate in online health support group</td>
<td>9.3 (5.1-13.4)</td>
<td>8.4 (2.8-14.0)</td>
<td>10.5 (4.0-17.0)</td>
<td>.63</td>
</tr>
<tr>
<td>Web-based access of health records</td>
<td>8.8 (4.9-12.7)</td>
<td>4.9 (−0.1 to 9.9)</td>
<td>12.7 (6.5-18.9)</td>
<td>.08</td>
</tr>
<tr>
<td>Web-based medication purchasing</td>
<td>7.7 (4.3-11.1)</td>
<td>5.1 (0.9-9.3)</td>
<td>10.0 (4.5-15.5)</td>
<td>.17</td>
</tr>
<tr>
<td>Web-based communication with providers</td>
<td>9.7 (5.9-13.5)</td>
<td>7.3 (2.5-12.1)</td>
<td>12.4 (6.2-18.6)</td>
<td>.20</td>
</tr>
<tr>
<td>Use health-related mobile app</td>
<td>7.6 (3.8-11.4)</td>
<td>5.0 (−0.03 to 10.0)</td>
<td>9.0 (3.6-14.3)</td>
<td>.31</td>
</tr>
</tbody>
</table>

a ICT: information and communication technology.

b \( P \) value for comparison between measured nonobese and obese populations; significant at level \( P<0.05 \).

c A total of 12 people were missing a body mass index value. These individuals were excluded from the chi-square analysis.
Table 3. Sociodemographic characteristics of the measured obese population and by obesity diagnosis status (results of weighted analysis).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total measured obese &lt;sup&gt;a&lt;/sup&gt; (BMI ≥ 30 kg/m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Undiagnosed obese</th>
<th>Diagnosed obese</th>
<th>p&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td></td>
</tr>
<tr>
<td>n=140</td>
<td>50.2 (43.0-57.5)</td>
<td>30.1 (20.7-39.5)</td>
<td>69.9 (60.5-79.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-40</td>
<td>13.9 (7.3-20.6)</td>
<td>12.3 (1.4-23.3)</td>
<td>14.6 (6.3-23.0)</td>
<td>.78</td>
</tr>
<tr>
<td>41-50</td>
<td>35.7 (25.4-45.9)</td>
<td>32.2 (14.2-50.3)</td>
<td>37.2 (24.7-49.7)</td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>23.5 (16.1-30.8)</td>
<td>26.9 (12.4-41.4)</td>
<td>22.0 (13.5-30.5)</td>
<td></td>
</tr>
<tr>
<td>61-70</td>
<td>9.1 (3.3-14.9)</td>
<td>5.6 (--0.9 to 12.2)</td>
<td>10.5 (2.8-18.3)</td>
<td></td>
</tr>
<tr>
<td>71+</td>
<td>17.8 (9.4-26.2)</td>
<td>22.9 (5.1-40.7)</td>
<td>15.6 (6.6-24.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>36.8 (26.6-47.0)</td>
<td>45.5 (26.9-64.1)</td>
<td>33.0 (20.7-45.4)</td>
<td>.15</td>
</tr>
<tr>
<td>Female</td>
<td>63.2 (53.0-73.4)</td>
<td>54.5 (35.9-73.1)</td>
<td>67.0 (54.6-79.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>55.2 (46.4-63.9)</td>
<td>46.3 (30.3-62.3)</td>
<td>59.0 (49.0-69.0)</td>
<td>.32</td>
</tr>
<tr>
<td>Hispanic</td>
<td>29.4 (19.4-39.4)</td>
<td>40.5 (22.6-58.4)</td>
<td>24.6 (12.7-36.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>15.4 (8.4-22.4)</td>
<td>13.1 (1.4-24.9)</td>
<td>16.4 (7.9-25.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Income, US $</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$25K</td>
<td>34.2 (24.8-43.5)</td>
<td>32.6 (16.7-48.5)</td>
<td>34.9 (23.3-46.5)</td>
<td>.41</td>
</tr>
<tr>
<td>$25K-$49K</td>
<td>33.9 (24.4-43.5)</td>
<td>36.4 (18.0-54.7)</td>
<td>32.9 (21.7-44.0)</td>
<td></td>
</tr>
<tr>
<td>$50K-$99K</td>
<td>17.1 (8.9-25.3)</td>
<td>10.3 (--1.1 to 21.7)</td>
<td>20.1 (9.5-30.6)</td>
<td></td>
</tr>
<tr>
<td>≥$100K</td>
<td>5.8 (1.2-10.4)</td>
<td>4.3 (--1.8 to 10.3)</td>
<td>6.5 (0.4-12.5)</td>
<td></td>
</tr>
<tr>
<td>Don't know/refused</td>
<td>9.0 (2.4-15.5)</td>
<td>16.5 (0.5-32.4)</td>
<td>5.7 (--0.4 to 11.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle school/some high school</td>
<td>27.2 (17.8-36.6)</td>
<td>49.5 (30.8-68.1)</td>
<td>17.5 (8.0-27.1)</td>
<td>.01</td>
</tr>
<tr>
<td>High school graduate/GED&lt;sup&gt;d&lt;/sup&gt;</td>
<td>36.2 (26.1-46.3)</td>
<td>24.6 (9.0-40.1)</td>
<td>41.2 (28.7-53.7)</td>
<td></td>
</tr>
<tr>
<td>Associates/some college</td>
<td>36.6 (27.4-45.9)</td>
<td>26.0 (11.1-40.8)</td>
<td>41.2 (29.6-52.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>14.7 (8.0-21.4)</td>
<td>20.3 (5.3-35.3)</td>
<td>12.3 (5.3-19.2)</td>
<td>.22</td>
</tr>
<tr>
<td>Employed</td>
<td>42.5 (32.3-52.6)</td>
<td>37.5 (20.0-55.1)</td>
<td>44.6 (32.2-56.9)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>18.6 (10.6-26.6)</td>
<td>8.9 (0.5-17.4)</td>
<td>22.8 (12.1-33.5)</td>
<td></td>
</tr>
<tr>
<td>Unable to work</td>
<td>12.5 (5.9-19.1)</td>
<td>20.2 (3.2-37.2)</td>
<td>9.1 (3.8-14.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11.8 (4.9-18.7)</td>
<td>13.0 (0.7-25.3)</td>
<td>11.2 (2.8-19.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>17.1 (9.7-24.5)</td>
<td>14.0 (0.8-27.3)</td>
<td>18.4 (9.3-27.5)</td>
<td>.56</td>
</tr>
<tr>
<td>Medicaid only</td>
<td>13.7 (6.9-20.6)</td>
<td>21.5 (5.9-37.1)</td>
<td>10.4 (3.6-17.2)</td>
<td></td>
</tr>
<tr>
<td>Medicare only</td>
<td>10.8 (5.7-16.0)</td>
<td>9.9 (1.4-18.4)</td>
<td>11.2 (4.8-17.7)</td>
<td></td>
</tr>
<tr>
<td>Private/other</td>
<td>40.5 (30.5-50.5)</td>
<td>33.5 (16.9-50.0)</td>
<td>43.5 (31.6-55.4)</td>
<td></td>
</tr>
<tr>
<td>Multiple</td>
<td>17.9 (9.8-25.9)</td>
<td>21.1 (3.6-38.6)</td>
<td>16.5 (7.7-25.2)</td>
<td></td>
</tr>
<tr>
<td>Physician visit in past year (% yes)</td>
<td>82.5 (73.6-91.4)</td>
<td>79.3 (63.7-95.0)</td>
<td>83.9 (72.9-94.8)</td>
<td>.63</td>
</tr>
</tbody>
</table>
Among people with measured obesity, a self-reported diagnosis of hypertension (46.8%) or diabetes (16.8%) was prevalent. Only 36.8% of people with measured obesity had no diagnosis of diabetes or hypertension; 20.5% of the population had all 3 conditions. Isolated measured obesity was associated with higher rates of health-specific ICT use than measured obesity plus comorbid diabetes and/or hypertension diagnosis (77.1% obesity only vs 47.4% obesity and hypertension or diabetes vs 60.7% obesity, hypertension, and diabetes, \( P < 0.05 \); Table 4). Examining rates of specific health-related activities, a statistically significant difference was only noted for accessing Web-based health benefits information (27.6% obesity only vs 18.0% obesity and hypertension or diabetes vs 4.0% obesity, hypertension, and diabetes, \( P = 0.04 \)).

### Table 4. Comparing information and communication technology activities by presence of comorbid conditions (results of weighted analysis).

<table>
<thead>
<tr>
<th>ICT(^a) activities (% yes)</th>
<th>Measured obesity only(^c)</th>
<th>Measured obesity and hypertension or diabetes</th>
<th>Measured obesity, hypertension, and diabetes</th>
<th>( p^{b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td>% (95% CI)</td>
<td></td>
</tr>
<tr>
<td>General ICT use</td>
<td>n=44</td>
<td>n=68</td>
<td>n=28</td>
<td></td>
</tr>
<tr>
<td>36.8 (26.6-47.0)</td>
<td>93.7 (87.2-100)</td>
<td>75.0 (60.3-89.6)</td>
<td>73.4 (53.1-93.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Any health-specific use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seek health info online</td>
<td>77.1 (61.4-92.7)</td>
<td>47.4 (33.1-61.8)</td>
<td>60.7 (39.3-82.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Use Web-based resources to</td>
<td>67.5 (49.8-85.2)</td>
<td>45.9 (31.7-60.0)</td>
<td>48.4 (26.6-70.3)</td>
<td>.15</td>
</tr>
<tr>
<td>avoid asking doctor</td>
<td>30.8 (15.1-46.5)</td>
<td>21.9 (10.5-33.4)</td>
<td>15.6 (−1.2 to 32.4)</td>
<td>.41</td>
</tr>
<tr>
<td>Web-based access of health</td>
<td>27.6 (12.4-42.8)</td>
<td>18.0 (7.1-28.9)</td>
<td>4.0 (−1.8 to 9.8)</td>
<td>.04</td>
</tr>
<tr>
<td>benefit info</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participate in online health</td>
<td>15.3 (1.7-28.9)</td>
<td>10.5 (1.1-19.8)</td>
<td>2.0 (−2.0 to 6.0)</td>
<td>.22</td>
</tr>
<tr>
<td>support group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based access of health</td>
<td>16.4 (4.2-28.6)</td>
<td>9.1 (2.0-16.1)</td>
<td>13.7 (−1.3 to 28.7)</td>
<td>.57</td>
</tr>
<tr>
<td>records</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based medication</td>
<td>10.8 (0.78-20.7)</td>
<td>8.1 (1.4-14.7)</td>
<td>12.8 (−2.0 to 27.5)</td>
<td>.81</td>
</tr>
<tr>
<td>purchasing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based communication</td>
<td>13.1 (1.8-24.5)</td>
<td>10.2 (3.0-17.4)</td>
<td>15.7 (−1.0 to 32.4)</td>
<td>.80</td>
</tr>
<tr>
<td>with providers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use health-related mobile</td>
<td>9.7 (0.8-18.6)</td>
<td>11.7 (2.2-21.3)</td>
<td>2.0 (−2.0 to 6.0)</td>
<td>.29</td>
</tr>
<tr>
<td>app</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) ICT: information and communication technology.  
\(^b\) \( P \) value for comparison between those with “measured obesity only,” “measured obesity and hypertension or diabetes,” and “measured obesity, hypertension, and diabetes”; significant at level \( P < 0.05 \).  
\(^c\) A total of 12 people were missing a body mass index value. These individuals were excluded from the chi-square analysis.
Discussion

This study describes ICT use in high-poverty African American and Hispanic communities on Chicago’s South Side with a disproportionate burden of obesity and obesity-related diseases and examines the association between obesity and ICT use. To our knowledge, this is the only study to ascertain measured BMI, self-reported obesity diagnoses, and ICT use from the same sample. This design, albeit limited by a relatively small sample size, enabled us to generate three new findings. First, we found that ICT use patterns differed by measured obesity status; people with obesity had statistically significant higher rates of both general ICT and health-specific ICT use compared with people without obesity. Second, among people with measured obesity, a physician’s diagnosis of obesity was not associated with higher rates of health-specific ICT use or use of Web-based health-related information sources, but it was associated with a higher rate of using Web-based resources to avoid asking questions of a doctor. Finally, an unexpected association between comorbidity burden and health-specific ICT use was found. The highest rates of ICT use were among people with measured obesity only, as compared with those with measured obesity who reported one or two common comorbidities.

In contrast to the Pew study findings that showed lower ICT use among people with other common chronic conditions [14], our study found obesity to be associated with a higher likelihood of general ICT use. Obesity, for some, is associated with difficulties with mobility and other physical activities—factors both potentially related to increased rates of ICT use [27-30]. The physical limitations imposed by obesity may result in a vicious cycle of restricted mobility, greater use of ICT, increasing weight, and increasing physical limitation. These problems are likely exacerbated in high-poverty communities with limited access to health care and other health-promoting resources (eg, fresh food, safe spaces for exercise) [3]. The new finding of relatively high rates of health-specific ICT use among people with obesity in a high-poverty urban community may just reflect greater use of all types of ICT.

Unlike other chronic conditions (eg, hypertension and diabetes), obesity is an outward-facing condition. The social stigma of obesity may lead individuals to ICT-based resources rather than medical care for their health needs [31]. Our findings of higher use of Web-based information resources to avoid asking doctors, among those with diagnosed obesity, along with past work in other stigmatized health conditions, support this possibility. A national survey of adult Internet users found that users with a stigmatized condition (eg, depression, sexually transmitted diseases) were more likely than those with a less stigmatized condition (eg, diabetes, back pain) to report using the Internet as a health information source and as a tool to communicate with clinicians [32]. Obesity was not included among the stigmatized conditions in this study.

Regardless of the drivers behind increased health-specific ICT use, our study suggests that obesity may be a useful target for health-specific ICT-based interventions. The high prevalence of obesity among residents on Chicago’s South Side and in other high-poverty, minority communities, along with the high rate of health-specific use, indicates an already online population with high health needs and risks. ICT-based resources could potentially not only aid in the self-care and management of obesity but also serve as an entry point to provide information and support for routine preventive care and other important health topics in this population.

Among studies of health-related ICT use, this survey was unique in its combination of ICT use measures with anthropometric measures and assessment of self-reported chronic diseases [14,33]. This design enabled closer study of the association between physician-diagnosed obesity and health-specific ICT use. Counter to our hypothesis, obese people who reported a physician’s diagnosis of obesity were not more likely to report health-specific ICT use. This result differs from past evidence demonstrating the effect of physician input on health behaviors. In a randomized controlled trial of adults in a primary care setting, individuals randomized to receiving physicians’ advice on quitting smoking, reducing fat consumption, and increasing exercise were more likely to believe these topics were relevant to them and more likely to report attempting to quit smoking and making some dietary changes [34]. The absence of differences in health-specific ICT use by provider diagnosis may again reflect differences in obesity as a condition. Unlike diabetes, dyslipidemia, and hypertension diagnosed by blood test or expert measurement, obesity is easily self-diagnosed making the physician’s diagnosis less surprising and, potentially, less important.

Obesity status may also be more subject to individual perceptions than other chronic conditions. Past research has demonstrated that people have difficulty in assessing ideal weight [35]. Beyond that, differences in obesity perception by race and ethnicity are well documented in the literature. Using pooled cross-sectional data from National Health and Nutrition Examination Survey, Dorsey et al [36] observed differences in weight perception when comparing non-Hispanic black adults to non-Hispanic white adults; non-Hispanic black adults with obesity who did not perceive themselves as obese had lower odds of desiring weight loss. Given this, it may be that a physician’s obesity diagnosis has a different effect when it is discordant with existing cultural norms and an individual’s perception of his or her weight. If that is the case, the need to seek out health resources for obesity, including ICT-based health resources, may be less affected by a provider’s diagnosis.

Comorbid diagnoses of diabetes and/or hypertension were not found to be associated with a higher likelihood of health-specific ICT use among individuals with measured obesity. This finding contrasts with findings from a 2007 phone survey of US adults that demonstrated a positive correlation between the number of chronic conditions (did not include obesity) and engagement in selected health-specific ICT activities [37]. However, this study’s population was younger (>60% aged less than 50 years), had higher educational attainment, and a much lower prevalence of chronic conditions. Also, the racial and ethnic characteristics of the sample were not described. Individuals with obesity in addition to hypertension and/or diabetes are likely to have more frequent in-person contact with health care providers than individuals with obesity alone and may better understand obesity.
as, or relating to exacerbation of, a chronic medical condition. It is possible that among individuals with obesity and fewer comorbid conditions, less regular provider contact may result in more unanswered health questions and unmet needs, motivating more health-specific ICT use.

On the basis of the study findings, extant literature, and clinical experience, we propose a preliminary conceptual framework for the relationship between obesity and use of health-specific ICT (Figure 2) [14,20,28,29,31,36,38,39]. The proposed framework is adapted from Andersen’s Model of Health Services Utilization [40]; it incorporates obesity as a specific use case and highlights the still incompletely understood interplay between obesity and ICT use. The proposed model also demonstrates the potential for ICT-based services to act as both a complement to traditional health services by enabling access (eg, an individual uses the Internet to find a weight loss support group) and a partial or complete substitute for traditional health services (eg, individual may use the Internet to connect with a weight loss support group online).

The study has several limitations. First, the conservative AAPOR response rate calculation (44.6%) is lower than desired, but it is also consistent with or higher than that reported for other similar surveys in this and other urban populations [41-43]. Of note, Pew reports an 11.6% response rate for its widely cited 2012 phone survey (although used different sampling approach, random digit dialing) [14,44]. Second, although the use of high-quality population-based probability sampling serves to balance the relatively small sample size and allow for generalization of the findings beyond just the survey respondents, the racial and ethnic characteristics of the studied population may not generalize to other groups. Next, although we were able to report on broad categories of health-specific technology use in this population, we did not collect comprehensive information on exactly how and why people were using health-related ICT. It is also possible that we did not capture all of the current health-specific ICT activities in which people may engage. While we describe an association between measured obesity and health-specific ICT use, we cannot infer causality using cross-sectional data. As has been postulated, it is possible that higher levels of any type of ICT use (including health-specific use) cause sedentariness and increase the likelihood of obesity [29,30].

In this high-poverty urban population, the majority of people with measured obesity reported use of technology for health-specific reasons. This high-risk, already online population presents an opportunity for ICT-based health resources to impact health, especially in communities where the burden of obesity is high. However, understanding current use patterns and potential opportunities for health-specific ICT-based resources is only a first step. The critical next step is evaluating the ability of these technology-based resources to meaningfully impact health care and health outcomes in this high-need, high-risk population.

Figure 2. Proposed conceptual framework for the relationship between obesity and health-specific information and communication technology (ICT) use derived from literature, study results, and clinical experience. Adapted from Andersen’s Behavioral Model of Health Services Utilization, the proposed model incorporates obesity as a specific use case. The dashed lines highlight two incompletely understood domains: (1) the relationship between obesity and health-specific ICT use and (2) the potential dual role of health-specific ICT as both an access point to and a replacement for traditional health resources. BMI: body mass index.
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Abstract

Background: Most smokers start smoking during their early adolescence, often with the idea that smoking is glamorous. Adolescent smoking can best be prevented through health education at schools. Interventions that take advantage of the broad availability of mobile phones as well as adolescents’ interest in their appearance may be a novel way to improve prevention.

Objective: In this first pilot study, we aimed to use mobile phone technology in accordance with the theory of planned behavior to improve school-based tobacco prevention.

Methods: We used a free photoaging mobile phone app (“Smokerface”) in three German secondary schools via a novel method called mirroring. The students’ altered three-dimensional selfies on mobile phones or tablets were “mirrored” via a projector in front of their whole grade. Using an anonymous questionnaire, we then measured on a 5-point Likert scale the perceptions of the intervention among 125 students of both genders (average age 12.75 years).

Results: A majority of the students perceived the intervention as fun (77/125, 61.6%), claimed that the intervention motivated them not to smoke (79/125, 63.2%), and stated that they learned new benefits of non-smoking (81/125, 64.8%). Only a minority of students disagreed or fully disagreed that they learned new benefits of non-smoking (16/125, 12.8%) or that they were themselves motivated not to smoke (18/125, 14.4%).

Conclusions: We have presented a novel method to integrate photoaging in school-based tobacco prevention that affects student peer groups and considers the predictors of smoking in accordance with the theory of planned behavior.
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Introduction

Most smokers start smoking during their early adolescence, often with a vision in their head of the kind of smoker they want to be [1]. In a recent paper, we introduced photoaging mobile apps that alter a person’s self-portrait (ie, a selfie) to predict future appearance [2]. These are considered a novel opportunity for smoking prevention after their effectiveness was first demonstrated by Burford et al [3]. In addition to this, many dermatology publications have called for a novel public health approach in light of new findings on the photoaging effects of smoking [4-8]. A photoaging approach is relevant for teenagers as evidenced by numerous publications demonstrating the influence of attractiveness on self-confidence and quality of life of adolescents [9-11].

According to a recent Cochrane analysis, adolescent smoking can most effectively be prevented by health educators in schools,
but no data for photoaging interventions or their implementation in the school setting are available to date [4].

**Methods**

To integrate these novel interventions into the school-based setting, we developed and tested the mirroring approach in a pilot study. Mirroring means that the students’ altered three-dimensional selfies on mobile phones or tablets were “mirrored” via a projector in front of the whole grade. We included a total sample of 125 Grade 7 students in our cross-sectional pilot study with an average age of 12.75 years (49/125, 39.2% female; 76/125, 60.8% male) attending three secondary schools in Germany. The mirroring approach was implemented by medical students from the Education Against Tobacco non-profit organization [12]. To increase familiarity with the photoaging app (called “Smokerface”) and students’ participation in the mirroring intervention, students were asked to download the app before our visit, via a letter 3 days in advance. By this means, 52% (21/41) of the grammar school students and 44% (16/36) of the general school students had the photoaging app on their mobile phone when we visited the schools.

In the first 10-minute phase, the displayed face of one student volunteer was used to show the app’s altering features to the peer group, providing an incentive for the rest of the class to test the app. Students could interact with their own animated face via touch (sneezing, coughing, etc; see Multimedia Appendix 1). In front of their peers and teachers, they could display their image as a non-smoker/smoker 1, 3, 6, 9, 12, or 15 years in the future (see Figures 1-4). Multiple device displays can be projected simultaneously, which we used to consolidate the altering measures with graphics (eg, to explain wrinkle formation). We implemented mirroring with Galaxy Tab A (Samsung) via Apple’s proprietary AirPlay interface using the Android app “Mirroring360” (Splashtop Inc.).

In the second 10-minute phase, students were encouraged to try the app on their own device or one of the tablet computers provided for students who do not own a smartphone or did not download the app. The number of provided tablet computers was calculated so the phase would take up to 10 minutes at the most, factoring in a utilization time of about 2 minutes per student and a rate of 50% of students having downloaded the app. By this calculation, 20 minutes of the mirroring intervention and 10 provided tablets were sufficient to have every student within a grade of 100 pupils successfully photoaged at least once.

The perception of the intervention by the students was measured directly after the intervention via three items in an anonymous survey (see Figure 5) asking (1) “The animation of my 3D-selfie motivates me not to smoke,” (2) “I learned new benefits of non-smoking,” and (3) “The intervention was fun.”

![Figure 1](http://www.jmir.org/2016/6/e183/)
Figure 2. Screenshot from the Smokerface app illustrating the consequences of smoking a pack a day for 1 year.

Figure 3. Screenshot from the Smokerface app illustrating the effects of non-smoking for 15 years.
Results

In our sample, we measured more than 60% (Item 1: 79/125; Item 2: 81/125; Item 3: 77/125) agreement on all three items (see Figure 5). Only a small fraction disagreed or fully disagreed that they learned new benefits of non-smoking (16/125, 12.8%) or that they were themselves motivated not to smoke (18/125, 14.4%). Nearly three-quarters (90/125, 72.0%) of students had already tried the app on their own or a friend’s device before the intervention, due to our letter.

The theoretical background of the participant-centered mirroring intervention includes increasing perceived self-efficacy of using the app, which has been proven to encourage repetitive use and is associated with the effectiveness of an intervention according to the theory of planned behavior [13]. Accordingly, 36% (45/124) fully agreed or agreed directly after the intervention that they wanted to use the app again on their own despite the one-time-use nature of the app and the fact that most of them had used the app at least twice already (neutral=32/124; disagree/fully disagree=47/124; missing=1). By causing direct peer group and teacher reactions to the intervention itself, the subjective norm is affected, which also predicts adolescent smoking [13].

The strongest predictor of adolescent smoking was perceived behavioral control (eg, if students think they could refuse a cigarette successfully) [13]. To this end, an age-appropriate reason not to smoke was integrated into the students’ community by means of the app name, “Smokerface”. After the intervention, many students would refer to smokers as “smokerfaces” or, when asked why they would not smoke, they stated that they did not want to be a “smokerface.” A majority (90%) of the students also agreed that the app was an appropriate tool to convince peers not to smoke when asked after the intervention.
Smoking students motivated to quit were offered free science-based quit advice by the app.

**Discussion**

**Principal Considerations**

No evaluation of a tobacco-prevention program using photoaging is available to date despite the fact that mobile phone and tablet use among adolescents is constantly rising both in Germany and globally, providing a novel opportunity for health education [14]. Moreover, authors of dermatology papers as well as those of a recent Cochrane analysis have called for novel public health approaches concerning tobacco prevention [4,5].

The mobile phone app we investigated in this study was easy to implement and was well received. It can be added to existing school-based tobacco-prevention programs.

**Limitations**

As this study was conducted only in Germany, our results might not be generalizable to other cultural or national settings.
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Abstract

Background: Laypeople increasingly use the Internet as a source of health information, but finding and discovering the right information remains problematic. These issues are partially due to the mismatch between the design of consumer health websites and the needs of health information seekers, particularly the lack of support for “exploring” health information.

Objective: The aim of this research was to create a design for consumer health websites by supporting different health information–seeking behaviors. We created a website called Better Health Explorer with the new design. Through the evaluation of this new design, we derive design implications for future implementations.

Methods: Better Health Explorer was designed using a user-centered approach. The design was implemented and assessed through a laboratory-based observational study. Participants tried to use Better Health Explorer and another live health website. Both websites contained the same content. A mixed-method approach was adopted to analyze multiple types of data collected in the experiment, including screen recordings, activity logs, Web browsing histories, and audiotaped interviews.

Results: Overall, 31 participants took part in the observational study. Our new design showed a positive result for improving the experience of health information seeking, by providing a wide range of information and an engaging environment. The results showed better knowledge acquisition, a higher number of page reads, and more query reformulations in both focused and exploratory search tasks. In addition, participants spent more time to discover health information with our design in exploratory search tasks, indicating higher engagement with the website. Finally, we identify 4 design considerations for designing consumer health websites and health information–seeking apps: (1) providing a dynamic information scope; (2) supporting serendipity; (3) considering trust implications; and (4) enhancing interactivity.

Conclusions: Better Health Explorer provides strong support for the heterogeneous and shifting behaviors of health information seekers and eases the health information–seeking process. Our findings show the importance of understanding different health information–seeking behaviors and highlight the implications for designers of consumer health websites and health information–seeking apps.
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Introduction

The Internet has been widely used for accessing health information [1]. However, finding and discovering the right and useful information remains problematic [2-5]. Despite the efforts made to improve the provision of online health information, some complications still exist for the health information seeker, such as, inefficiently using search engines [6-9], lacking the cognitive skills and health literacy for searching [10-13], and feeling disengaged with health websites due to usability and design issues [14,15]. These problems add burdens to health information seekers and reduce the overall user experience.

As discussed in prior work, one of the reasons behind these problems is that the design of health websites does not address the needs of health information seekers [16-19]. Depending on the specific scenario, seekers may demonstrate either focused or exploratory search approach in the information seeking process [17,20,21]. With different search approaches, seekers use different strategies to find information, which need to be supported with features such as tools for exploratory search, reading-friendly user interface, and memory aids for reviewed information [19]. These features or considerations are often missing in the design of health websites and health information-seeking apps.

To understand and support health information-seeking behaviors, a website called Better Health Explorer (BHX) was designed using a user-centered design approach. The design is based on the conceptualization of search approaches and a classification of health information-seeking behaviors [19]. In this paper, we aim to investigate what improvements can be made to the current tools for health information seeking, by using BHX as the vehicle of a human-based evaluation.

This project adopted a mixed-method approach. Overall, 31 participants took part in an observational study of using BHX and an existing live health website. Overall, our proposed design shows a positive result in improving the user experience of health information seeking. The results show better knowledge acquisition, a higher number of page reads, and more query reformulations in different search tasks. Moreover, participants spend more time to discover health information in exploratory search tasks with our design. In addition, we summarize 4 design considerations for designing consumer health websites and health information-seeking apps, namely: (1) providing a dynamic information scope; (2) supporting serendipity; (3) considering trust implications; and (4) enhancing interactivity.

We demonstrate that BHX improves the support for heterogeneous and shifting behaviors of health information seekers and eases the health information-seeking process. We therefore recommend that designers, Human-computer interaction (HCI) practitioners, and researchers consider these findings in the design of consumer health websites and health information-seeking apps.

Methods

This section will discuss the different aspects of our study. First, we will introduce the rationale and the implementation of BHX, which was the website used in our study. Then, we will explain the design of our user study and finally, the methodology for data analysis.

Better Health Explorer

Better Health Explorer is not only a new user interface (UI) for health information seeking but also a vehicle for evaluating the design and highlighting the considerations for designing consumer health websites. In this subsection, we will start with a brief introduction of the theoretical framework that underpins the design, followed by a short description of UI features that reflect this framework in the implementation of BHX.

Theoretical Background

The design process of BHX follows a user-centered approach. Research has proposed to use user-centered design for eHealth technologies and informational websites [22,23]. In our prior work [17-19], we have conceptualized both the search approaches used in health information seeking and the health information-seeking behaviors demonstrated by different seekers. We have learnt that seekers adopt differing search approaches for different scenarios, and thus, the selected search approach affects the actual health information-seeking behavior. This theoretical work underpins the design of BHX. The following paragraphs will give a brief explanation about this conceptualization.

Focused and Exploratory Search

We have identified 2 search approaches in the process of health information seeking, namely focused search and exploratory search [24,25]. In the health context, we have found that people demonstrate both types of search approaches depending on a number of factors, for instance, their level of knowledge about the health problem, their levels of curiosity, the perceived situational relevance to the health problem, and so forth [17]. Figure 1 illustrates the 2 search approaches and their differences.

Searching with precise keywords and iteratively narrowing down the search scope are sample activities of focused search. As shown in Figure 1, focused seekers concentrate on a small range of information. They often have better knowledge about the health problem and a clearer idea of what they are looking for [17]. However, this approach is difficult for many seekers, as no one can clearly express the health issue through search queries or use accurate terminology [7,8].

Exploratory search is another search approach found in health information seeking. Exploratory seekers often are unfamiliar with the knowledge domain and feel unsure about the search goal [24,26]. In these cases, exploratory search often arises, along with an unclear search target, as well as a wider and sparse search scope [17,19], as illustrated in Figure 1. Exploratory search also introduces learning and investigative activities beyond simply finding particular information [25], to clarify the problem and gain an overview of the situation [17].
Health Information–Seeking Behavior
Motivated by diverse scenarios and different search approaches, health information seekers implicitly expose 4 different behaviors. As seen in Figure 2, health information–seeking behaviors can be represented with 2 dimensions: Reading Engagement and Research Tactics [19]. Reading Engagement states that a seeker prefers to commit either long or short time for reading, whereas Research Tactics captures that a seeker intends to gain a comprehensive understanding or merely seeks basic facts about the health problem.

This classification is not used for dividing individual health information seekers into different groups but for understanding their behaviors as a whole. Therefore, Figure 2 shows the range of potential behaviors users might engage in when seeking online health information. This classification can assist designers in making apps that are sensitive to the variety of user behaviors as it provides a lens for understanding all the possible behaviors that can be observed within a health website. In addition, this information is important for creating UI elements for different types of searches and providing suitable information for the diverse behaviors. Nevertheless, the motivations and the context of individual behavior are not the focus of this research.

From the design perspective, each of these behaviors leads to different requirements for user interactions with health websites. For example:

- **Quick Fact Seeking** refers to retrieving the superficial information for a specific health topic and terminating the search once it is found. For this type of behavior, websites should provide key points and a brief summary relevant to the topic.
- **All-Around Skimming** goes through a wide range of information in a fast manner. Excerpts and previews will be helpful to support this behavior, for determining what content is useful within a potentially large number of search results.
- **Focused Reading** denotes concentrated reading on a particular topic. As lengthy reading is involved in this case, reader-friendly features (e.g., larger font size, bookmarking, highlighting, and so forth.) are recommended to support this behavior.
- **Knowledge Digging** indicates the intense reading associated with the in-depth research on a number of diverse health topics. Providing a broader range of information can assist users to investigate from multiple perspectives.

With this model, UIs can be designed and built by understanding the user actions associated with these behaviors [18,27].

Changeable Search Approaches and Behaviors
Health information seekers do not adhere to a single search approach or behavior in their search processes. Instead, they choose the approach that is most appropriate to them, based on the circumstances, the context, the urgency of the health issue, the situational relevance, and personal preferences [17,19,28]. Therefore, it is not feasible to design for just a single or a limited number of seeker types, but rather, we should focus on the properties of each health information–seeking behavior, and support such properties through the design. In this way, the
design will cover most of the actions executed by each type of health information–seeking behavior.

In this subsection, we have introduced different health information–seeking behaviors and their implications for website design. The next subsection will present the actual website implementation, guided by this theoretical framework.

**Design Considerations**

Rather than replicating the work of sophisticated keyword-based search engines, the design goals of BHX are to address the needs of health information seekers and to deliver an interactive and engaging experience in the health information–seeking process. We will introduce briefly about this website in the following section. Readers can obtain the details of BHX features in another paper [18]. A video demonstration of BHX can also be found in (Multimedia Appendix 1).

Figure 3 displays a screenshot of BHX. The UI looks similar to an ordinary health website, but the exploration panel on the right gives a different experience of finding and exploring health information. Information exploration is facilitated by the list of tiles (top right of the screen) and sliders (bottom right of the screen).

Sliders are used for generating and refining queries. Health information articles that match the criteria are displayed as colored tiles at the top right of the screen. Colors denote the category that the information belongs to. Therefore, the color pattern offers an overview of the composition of the results. The keyword-less approach brought by the sliders can reduce the cognitive load of looking for health information.

In prior studies, we have learnt that health information seekers use mainly 4 different criteria to seek information [17,19]. Four sliders corresponding to these criteria are provided. In this way, the website can provide a broad range of information with hundreds of combinations of slider values based on the context currently being viewed. This satisfies the needs of different search approaches and behaviors. Meanwhile, the elimination of keyword search resolves the difficulties of generating new search queries.

Common UI elements can assist in health information seeking. The summary and the table of contents can provide an overview and structure of an article to seekers. These features are useful for behaviors of low Reading Engagement. Besides, the “breadcrumb” history bar can reflect the initial goal and the path of the search session. This allows backtracking quickly, understanding, and adjusting the goal in the progress of the information exploration [24].

An example of a concerned mother can further explain the innovative experience of seeking health information. The mother wants to find some information about a common cold for her child, and she looks for it in BHX. After some initial reading about colds, she desires to learn more around this topic and therefore adjusts the sliders. As the sliders change, the tiles start to move and jostle their positions. Her attention is grabbed by an item labeled “pneumonia”. She clicks on it, and the reading area is updated with information about pneumonia. Meanwhile, a new set of tiles pops up based on the new topic (pneumonia), so that she can explore further. The “journey” of exploration repeats again with similar steps.

**Content**

The content used in BHX is obtained from Better Health Channel (BHC) [29], which is a consumer health website established by the Victorian State Government in Australia. The dataset covers more than 250 health and medical topics for the general public. In addition to text-based materials, pictures and figures from the BHC site, as well as video clips published in their YouTube channel, are included in this study.

---
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Study Design

The study aims to understand how the design of BHX supports health information seeking and information exploration within consumer health websites and to summarize design considerations for future websites. We used a mixed method approach for this study, capturing both qualitative and quantitative data. This research was approved by the university’s human ethics committee.

Volunteers were invited to use BHX in a laboratory-based observational study from September to October 2015. For the sake of comparison, they also used BHC, which is an existing live website and also the source of health-related content in this study. Figure 4 shows the UI of BHC. Data were recorded from the participants’ use of each website, BHX and BHC, for the assigned study tasks, to assess the relative impact of the BHX design. The design of this study is similar to that of a number of other studies on health information seeking, which conducted observational studies [11,15,30-32].

Figure 4. The appearance of the baseline website used in this study.

Search Tasks

Participants were given 4 tasks consisting of 2 focused and 2 exploratory search tasks (Table 1), to observe the differences between the 2 search approaches. The tasks posed fictional health scenarios and questions about the scenarios, and we asked the participants to find answers for these questions from either website. We varied the health conditions in the task descriptions that were assigned to individual participants for their search tasks (variables underlined in Task A and B), avoiding conditions that participants may have prior knowledge of, based on their self-reported information (Multimedia Appendix 2). This particular setup was to avoid repeats when testing different websites and to minimize the potential impact of prior knowledge affecting the outcomes, for example, if the participants had suffered from that particular sickness before.
Table 1. Task descriptions used in the study.

<table>
<thead>
<tr>
<th>Task</th>
<th>Website used</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Better Health Channel</td>
<td>F</td>
<td>Imagine one of your family members has recently been diagnosed with Type 2 Diabetes/hypertension. As you’re living together, your daily life might need to be changed in different ways as well. Please identify three kinds of changes that might be needed in your everyday life.</td>
</tr>
<tr>
<td>B</td>
<td>Better Health Explorer</td>
<td>F</td>
<td>Imagine one of your close friends has recently been diagnosed osteoporosis/asthma. As you’re living together, your daily life might need to be changed in different ways as well. Please identify three kinds of changes that might be needed in your everyday life.</td>
</tr>
<tr>
<td>C</td>
<td>Better Health Channel</td>
<td>E</td>
<td>Imagine you are going to a party and will discuss health information with your friends. Use the website provided by us to identify some interesting health topics. Continue reading until you think it is enough for the discussion.</td>
</tr>
<tr>
<td>D</td>
<td>Better Health Explorer</td>
<td>E</td>
<td>Imagine you are going to a party and will discuss health information with your friends. Use the website provided by us to identify some interesting health topics. Continue reading until you think it is enough for the discussion. (Same as Task C)</td>
</tr>
</tbody>
</table>

aE: exploratory search task; F: focused search task.

The design of these tasks was purposefully considered. The health issues used in the task descriptions were sourced from the most popular searched keywords from the BHC website. This ensured that the health issues were common and realistic, and the data source contained a substantial amount of information for searching. Also, the contrastive setup with 2 search approaches could facilitate the observation of their differences [33].

The design of exploratory tasks followed the principles outlined in a study by Wildemuth and Freund [34]. The scenario involving social discussions was also found to be helpful for generating exploratory search [35]. In addition, the motivation of searching for family members (Task A) and close friends (Task B) is similar as the perceived situational relevance to the seeker is high in both the cases [17].

Procedure

Participants began with a brief introduction to the study and the 2 websites used, followed by a demographic questionnaire. Informed consent was obtained through a signed consent form. At this stage, participants had to select one of the tasks that they had no prior experience with. Search tasks were then conducted on a desktop computer.

Participants sequentially carried out the search tasks on a desktop computer in a defined order. For counterbalancing learning and ordering effects, the order of the tasks was allocated by a 4×4 Latin Square [36]. Each task started with the home page of the website (depending on the website corresponding to the task), which consists of a list of popular health topics and a search input box. Participants were allowed to search, navigate, and browse the website freely. The only restriction was that they could not open and use websites other than the testing one. Screen captures, activity logs, and Web browsing histories were recorded for analysis.

At the halfway point and at the completion of the study session, a short semistructured interview was conducted, mainly for collecting verbal feedback about the tasks. This also gave the researcher a chance to collect feedback from the users about their experiences. The interview questions can be seen in Multimedia Appendix 3. Interviews were recorded and transcribed for future analysis.

Participant Recruitment

Participants were recruited via multiple channels, such as a University of Melbourne mailing list, electronic bulletin boards, and fliers posted in student lounges. We also used social media such as Facebook and Twitter to increase the exposure. We sought participants who were over aged 18 years and possessed previous experience of searching information on the Internet for comparing the 2 websites. Participants received no incentive to take part in the research.

Data Analysis

Multiple methodologies were used to analyze the various data obtained in this study. For qualitative data, semistructured interviews were transcribed and processed with content analysis [37,38]. Themes obtained from the analysis were used to investigate the influence on the design. In addition, screen recordings were reviewed and coded by the researcher [39,40]. This information was used to categorize and compare the patterns of health information–seeking behaviors in both the websites.

For quantitative analysis, we selected 4 metrics from previous research for measuring user interactions in the health information–seeking process [24,41,42]. Page reads and task duration reflect the amount of information accessed and the engagement with the website. Clicking on links (and tiles) indicates the effort of in-depth understanding about a topic and represents the depth of search. Query reformulation is an essential concept in exploratory search for measuring the degree of information exploration [43,44]. In the context of this study, query reformulation refers to issuing a new search query in the baseline website or adjusting the sliders in BHX.

Statistical calculations on the quantitative data were performed using R version 3.2.3. We applied Wilcoxon signed-rank test [45] to verify the statistical significance and compute the effect size between the baseline and BHX in each category (ie, focused and exploratory) of search tasks. This test does not require the normality of data [46].
Results

Participants

Overall, 31 participants took part in the study (N=31). Among the participants, 15 (48%) were male, and 16 (52%) were female. The average age was 33.9 (standard deviation=12.67, median=29) with the range from 20 to 72. Regarding the source of recruitment, 19 (61%) reported being students in the university; 10 (32%) were staff of the university; and 2 (7%) were recruited externally.

Health Information–Seeking Behaviors

Table 2 summarizes the annotations of health information–seeking behaviors (Figure 2) from the review of screen captures. For focused search tasks (Tasks A and B), most seeking behavior was consistent with Quick Fact Seeking (42% and 52%, respectively). However, more than half of participants demonstrated All-around Skimming (58%) in both the exploratory tasks (Tasks C and D). The results reinforce our previous results [19,27] that seekers adopt different information–seeking behaviors due to the different nature of search tasks.

Table 2. Seeking behaviors observed in our participants.

<table>
<thead>
<tr>
<th>Seeking behavior</th>
<th>Focused search, n (%)</th>
<th>Exploratory search, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Task A (Baseline)</td>
<td>Task B (BHX(^a))</td>
</tr>
<tr>
<td>Quick Fact Seeking</td>
<td>13 (42)</td>
<td>16 (52)</td>
</tr>
<tr>
<td>Focused Reading</td>
<td>8 (26)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>All-around Skimming</td>
<td>9 (29)</td>
<td>9 (29)</td>
</tr>
<tr>
<td>Knowledge Digging</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Total</td>
<td>31 (100)</td>
<td>31 (100)</td>
</tr>
</tbody>
</table>

\(^a\) BHX: Better Health Explorer

Table 3. User interaction figures in focused search tasks.

<table>
<thead>
<tr>
<th></th>
<th>Task A (Baseline)</th>
<th>Task B (BHX(^a))</th>
<th>Wilcoxon signed-rank test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Page reads</td>
<td>2.7 (1.5)</td>
<td>2.7 (1.9)</td>
<td>Z=0.230, P=0.847, r=0.029</td>
</tr>
<tr>
<td>Task duration (seconds)</td>
<td>285 (115)</td>
<td>271 (142)</td>
<td>Z=-0.598, P=0.558, r=-0.076</td>
</tr>
<tr>
<td>Clicks on links (baseline)/tiles (BHX)</td>
<td>2.6 (1.7)</td>
<td>2.5 (2.0)</td>
<td>Z=-0.109, P=0.927, r=-0.014</td>
</tr>
<tr>
<td>Query reformulation</td>
<td>0.8 (0.8)</td>
<td>3.3 (3.5)</td>
<td>Z=3.942, P&lt;0.001, r=0.501</td>
</tr>
</tbody>
</table>

\(^a\) BHX: Better Health Explorer
\(^b\) P<.001

However, the figures demonstrate a different pattern in exploratory search tasks (Table 4). BHX users presented a substantial higher number of pages read (P<.001) and more query reformulations with a large effect size (P<.001). They also spent more time on exploring information (P=.034), and followed up more links in the website (P<.001).

User Interactions

Participants illustrated different levels of user interactions across focused and exploratory tasks. In focused search tasks (Tasks A and B), we did not observe significant differences between the baseline and BHX (Table 3). Participants read a similar number of pages, clicked on a similar number of links, and spent a similar amount of time in both the websites. Nevertheless, the number of query reformulations is substantially higher for BHX with a mean of 3.3 compared with 0.8 for the baseline (P<.001).
Table 4. User interaction figures in exploratory search tasks.

<table>
<thead>
<tr>
<th>Task C (Baseline)</th>
<th>Task D (BHX)</th>
<th>Wilcoxon signed-rank test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Z</td>
</tr>
<tr>
<td>Page reads</td>
<td>3.9 (1.7)</td>
<td>3.986</td>
</tr>
<tr>
<td>Task duration (seconds)</td>
<td>364 (153)</td>
<td>2.107</td>
</tr>
<tr>
<td>Clicks on links (baseline) or clicks on tiles (BHX)</td>
<td>2.7 (1.9)</td>
<td>3.857</td>
</tr>
<tr>
<td>Query reformulation</td>
<td>0.3 (0.6)</td>
<td>4.584</td>
</tr>
</tbody>
</table>

aBHX: Better Health Explorer
bP<.001.
cP<.05.

The raw results of the quantitative figures can be obtained from Multimedia Appendix 4.

Qualitative Feedback

This subsection presents the qualitative feedback from the participants, interpreted together with the in situ observations of the primary researcher. After qualitative content analysis, we have derived 4 main themes for our design.

Dynamic Information Scope

Participants reported that our design helped them to seek information within a dynamic information scope. Most of the time they looked for the directly relevant information, but, in certain cases, they also needed to broaden to other topics. Participants reported that BHX was useful in such cases to discover topics. This was accomplished by adjusting the sliders to allow diverse topics to appear. In contrast, traditional health websites and search engines require issuing new search queries to achieve the same result. Our approach lowered the cognitive load of constructing new search queries and thus was perceived easier to use.

"It (BHX) did help me find topics, and I think here I found topics that were related to what I was reading... In another one (the baseline website) I need to look for topics. This one (BHX) showed me topics. So it is easier." [Participant #26]

"People like to see the context, (and) this one (BHX) shows me the context." [Participant #8]

"This (BHX) is very good for discovering related information." [Participant #14]

"I expect things that are somehow relevant." [Participant #6]

Moreover, participants appreciated that BHX showed diverse types of information around the topic, which provided opportunities for approaching the problem from different perspectives.

"It (BHX) gives me more options about the topic." [Participant #15]

"By giving you choices rather than just coming up with the top things, I think it makes (the system) more interesting to use." [Participant #3]

There are a range of things that are sort of related... and things are not much related. There are a range of different aspects. So I think that has a good diversity. [Participant #3]

Serendipity and Curiosity

Serendipity, meaning that people are surprised by seeing valuable things that they have not thought of [47], was found critical in this study. Serendipitous findings happened when seekers did not know much about the health topics, and in such a case, BHX reminded them the existing information they did not consider.

"Giving me different options that I did not consider." [Participant #15]

"It is useful if I can get other information connecting (a sickness) to other subjects that I have not thought of before." [Participant #23]

"I never thought about this and then (it showed up). Ah! This is good." [Participant #26]

Curiosity was also an important factor for engaging users in the information exploration process. The design of BHX was observed to stimulate curiosity in the health information-seeking process.

"It (BHX) is engaging because you can kinda play with it and see what you get. You have a reasonable expectation what sort of things you are going to get and what exactly you are getting out of it. It is sort of curious." [Participant #13]

"I am curious to see what it is all about." [Participant #18]

"Because when you started reading something, the another one (tile) gave me more options—something that captured my eyes and it is interesting." [Participant #3]

Trust Issues

BHX offers a “fuzzy” approach for seeking health information that is very different from search engines, which always provide best matches to the search terms. In this study, we observed that participants had different opinions about the sometimes unexpected results displayed. The following section includes some positive feedback about this approach.
The results provide insights about our innovative design for health information seeking. Participants enjoyed using the interactive UI to find information. Such a design was considered to provide a more diverse and dynamic information scope. Meanwhile, the evaluation illustrates that a design that encourages serendipitous findings can provide hints for further search directions, when people have little prior knowledge about the health topic. Interactivity and having control over the system are also factors that engage with information seekers. In terms of quantitative analysis, BHX was shown to perform better in exploratory tasks across all metrics. This highlights the importance of directly supporting information exploration in health information seeking.

Other participants suggested that the unexpected results would be a problem and these endangered the trust between the user and the website. The primary goal of any design should offer the best results as possible.

Delightful User Experience

We noticed that the design of BHX delivered a delightful experience to the users. The interactivity in the information exploration process gave them the feeling of gaining more control over the website and thus increased their satisfaction. Also, the opportunities for acquiring new knowledge led to a higher engagement between the participants and the website.

Discussion

Principal Findings

In this study, we have identified the combinations of heterogeneous behaviors in the health information-seeking process, in terms of different behaviors and user interactions. Overall, our design improves the user experience of health information seeking and better supports the needs of health information seekers.
Considering Trust Implications

Trust is always an important component of health websites. Various guidelines have been proposed to ensure genuine and trustworthy online Web-based information [56,57]. Although these guidelines focus mainly on the quality and the accuracy of the content, the trust issues that arise from the information presentation and the UI are seldom discussed. In our study, we have identified new challenges for trustworthiness that result from the novel design.

By using a fuzzy approach for exploring information, it is inevitable that users will encounter some results that appear “weird” or “irrelevant.” From our observations, we identify 2 causes underlying this issue: the seeker does not recognize the connection between the displayed information and the current context or the user does not fully understand the meaning of the information visualization of the UI.

We have identified 2 extreme responses when seekers observe the questionable results. Some users trust the website and believe that they do not possess the expertise to understand why these results appear. They realize that the “irrelevant” result is an opportunity to learn the unknown and leads to serendipituous findings. For this scenario, as seekers may not be able to judge the validity of the results, research should focus on the accuracy of the algorithm for providing truly relevant information, even for serendipities.

Other seekers assume that the display of doubtful information is a fault of the system. These seekers often possess higher health literacy and more knowledge about the health issue, so they believe that the system gives incorrect information. Eventually the trust between seekers and the system will cease. For this type of seeker, the solution is to increase the transparency of how the system works, by clearly explaining the reasons behind the display of certain items in the UI. For example, the design can adopt different color codes or legends to indicate the results suggested by different heuristics or at different levels of confidence. Visual feedback (e.g., highlights and animations) can also be added to represent the results originating from certain user activities.

Regardless of the circumstances, designers need to be careful in presenting health information when using new interaction techniques. User may have unexpected interpretations of the information presentation and the UI, as compared to what the designer expects. A comprehensive understanding of the users and usability tests can help to resolve such problems before release.

Enhancing Interactivity

This study shows that our design provides higher interactivity in comparison with traditional consumer health websites and therefore leads to higher user engagement and better user experience. This interactive nature gave users more options to retrieve more diverse information. Participants could manipulate this exploration through the UI, observe the changes to the results, and obtain new knowledge from this process. In contrast, the traditional experience relying on keyword search was seen as less playful and enjoyable. The positive findings are consistent with those of other research studies, which suggests
that interactivity has a positive impact on information seeking [10,58,59]. This highlights the potentiality for enhancing the interactivity of health information websites.

In addition, interactivity and engagement may be related to better performance and higher rates of returning to a health website. According to Flow research, a person who enters a mental state of complete engagement and immersion into an activity will have higher success rate and will have a greater chance of reusing the system [60,61]. In the BHX study, participants were observed to engage with the elements supporting interactive exploration of health information. Therefore, we expect that a design with better interactivity will bring a positive outcome in seeking and learning consumer health information. Future research might focus on revealing the relationship among interactivity, engagement, and user revisits.

On the basis of our experience of this research, there are challenges to implement a website with these promising features. Introducing an interactive experience often requires a new UI. This may not be easily accepted by users and may have negative implications for trust as discussed previously. The existing content may not be directly usable in the new UI and would need to be manipulated to fit the distinct underlying model. For example, in our website, articles were processed with a computer program to generate the metadata for the sliders and had to be reviewed manually. Such additional work may be very time consuming and require significant effort. Hence, we should be aware of these challenges despite the better outcomes achieved by the proposed design.

Limitations

Although most of our statistical tests are significant, the sample size is relatively small as compared with that of other quantitative studies. To reduce the impact, we applied a mixed approach to analyze both qualitative and quantitative data. In addition, the composition of the participants is mainly university members, which may not represent the general population of health information seekers. Future research will focus on a larger cohort of participants with a more diverse background.

Second, we evaluated all participants as a single group of health information seekers and did not capture attributes such as occupations and education level. For future research, studies focusing on different user groups may discover additional findings distinct to these groups.

Finally, only 1 website (ie, BHC) was chosen as the baseline, which limits the comparison only to the particular design of that website and therefore affects the generality of the results. Future work may evaluate the design implications in the context of other health websites or health information sources.

Conclusions

In this paper, we present and evaluate BHX, which is a novel interface design that aims to address several problems faced by users in health information seeking. Through an observational study, we discover that the design of BHX can improve findability and discovery of information, as well as enhance the overall user experience. Moreover, the study shows that a mix of health information–seeking behaviors needs to be handled by health websites, highlighting the importance of providing specific support for these behaviors.

The positive results of this study reflect the importance of understanding different health information–seeking behaviors, as well as designing to accommodate these behaviors. Although previous eHealth research has suggested designing for users and their needs [5,22,23], this research takes a further step and proposes designing for behaviors, for example, reading, researching, and exploring. In this regard, 4 design considerations are emerged from our research. These considerations will lead to better support of the heterogeneous and shifting behaviors of health information seekers and ease the process of obtaining Web-based health information for users. Therefore, these elements should be applied in future designs and in HCI research.

Although promising outcomes are observed in this study, our future work includes addressing the critical feedback about the information presentation, extending the information sources to include other health databases, and investigating the effects of particular design features (eg, sliders and the exploration UI) in the health information–seeking processes.
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Abstract

Background: People are increasingly accessing health-related social media sites, such as health discussion forums, to post and read user-generated health information. It is important to know what criteria people use when deciding the relevance of information found on health social media websites, in different situations.

Objective: The study attempted to identify the relevance criteria that people use when browsing a health discussion forum, in 3 types of use contexts: when seeking information for their own health issue, when seeking for other people’s health issue, and when browsing without a particular health issue in mind.

Methods: A total of 58 study participants were self-assigned to 1 of the 3 use contexts or information needs and were asked to browse a health discussion forum, HealthBoards.com. In the analysis, browsing a discussion forum was divided into 2 stages: scanning a set of post surrogates (mainly post titles) in the summary result screen and reading a detailed post content (including comments by other users). An eye tracker system was used to capture participants’ eye movement behavior and the text they skim over and focus (ie, fixate) on during browsing. By analyzing the text that people’s eyes fixated on, the types of health information used in the relevance judgment were determined. Post-experiment interviews elicited participants’ comments on the relevance of the information and criteria used.

Results: It was found that participants seeking health information for their own health issue focused significantly more on the poster’s symptoms, personal history of the disease, and description of the disease (P=.01, .001, and .02). Participants seeking for other people’s health issue focused significantly more on cause of disease, disease terminology, and description of treatments and procedures (P=.01, .01, and .02). In contrast, participants browsing with no particular issue in mind focused significantly more on general health topics, hot topics, and rare health issues (P=.01, .01, and .01).

Conclusion: Users browsing for their own health issues used mainly case-based relevance criteria to relate the poster's health situation to their own. Participants seeking for others’ issues used mostly general knowledge–based criteria, whereas users with no particular issue in mind used general interest– and curiosity-based criteria.

KEYWORDS
information seeking behavior; media, social; Internet; judgment, decision-making; criteria; relevance assessment; consumer health
looked for Web-based health information. 942/1778 (53%) had sought information about specific diseases or problems, 764/1778 (43%) for particular medical treatments, 480/1778 (27%) for weight loss and control information, 338/1778 (19%) for food safety information, and 268/1778 (15%) for drug information. However, it is not clear how people decide what health information is relevant for particular purposes (eg, diagnosis) and in different situations and what relevance criteria they use.

Relevance, relevance judgment, and relevance criterion are difficult concepts to define. It was thought as a vague but well-understood term without a clear definition. In other words, researchers have difficulty defining the term, but users have no trouble deciding whether a document or piece of information is relevant. For the purpose of this study, we define relevance as a user’s subjective assessment of the relation between a piece of information or document and the user’s situation. A relevant piece of information has a positive relationship to the user’s situation, in that it evokes a positive sentiment in the user. In this study, relevance is operationalized in 2 ways:

1. Evaluative relevance: a piece of information or document is deemed relevant if the user says it is relevant.
2. Predictive relevance: a document is deemed likely to be relevant or to contain relevant information if the user selects or clicks on a document surrogate (eg, document title) to view the full document content.

We define a relevance criterion as a reason that contributes to the user’s relevance judgment. However, the reason can be expressed at different levels of abstraction. High-level reasons include usefulness, topicality, and quality. This study examined the detailed information in the text as information cues that affect relevance judgment. Hence, in the context of this study, relevance criteria are the pieces of information (expressed in the document) that the reader uses to decide whether the information or document is relevant.

Most of the previous studies on relevance judgment were in the context of information retrieval in Web-based bibliographic and full-text databases [2,3] and more recently in Web-based search engines [4,5]. With the rising popularity of social media websites, it is important to investigate the relevance criteria that people use when browsing social media websites.

There are different types of social media applications with different functional characteristics, resulting in different user behaviors. This study focused on a health discussion forum—HealthBoards [6]. The user posts on discussion forums are organized by topics and subtopics in a hierarchical structure. Users of a discussion forum focus on browsing by topic the posts and responses to posts, rather than checking only the responses to their own posts or the posts of specific people, as in Facebook.

Studies on health information seeking have found that people sometimes purposefully seek health information for their own health issues [7] and at other times encounter useful or interesting information serendipitously [8]. People were found to seek health information in the Internet sometimes for themselves and sometimes for others [1]. This study distinguished between these 3 types of health information seeking context or needs: (1) seeking information for the user’s own health issue, (2) seeking information on behalf of other people (ie, for someone else’s health issue), and (3) browsing with no particular health issue in mind. Although systematic review for Web-based health community users suggests that there might be different participation styles among users for different topics [9], this user context or information needs dimension is applicable to any health topic.

Thus, the objective of this study was to find out the relevance criteria that people use to make relevance judgments on a health discussion forum, in these 3 types of use context.

The results of this study carry implications for the design of more user-oriented health information systems. As it was found that people with different types of use contexts focus on different types of health information, the relevance ranking by the search function can assign different weights to different types of information, depending on whether the user is searching for self, others, or with no particular issue in mind.

Prior Work

This section reviews 3 areas of research: studies of relevance criteria, studies of information behavior using eye tracker systems, and factors influencing the Web-based health information behavior.

Studies of Relevance Criteria

Relevance criteria are factors that contribute to users’ relevance judgments [10]. They can also be thought of as the cues that people look for to infer relevance [11]. Researchers have investigated users’ subjective relevance judgments in various kinds of settings (eg, students, working people, and different occupations) [2,3]. On the basis of their studies, several lists of relevance criteria have been derived.

A list of 21 categories of relevance criteria were derived from an interview of 30 people who used weather information in their jobs about how they judged relevance of information from various kinds of media, such as TV and newspaper. They can be grouped into 10 groups: accuracy, currency, specificity, geographical proximity, reliability, accessibility, verifiability, clarity, dynamism, and presentational quality [3].

Seven groups of evaluation criteria were derived from an interview of 18 students and faculty members to identify how they judged document relevance in preparing assignments [4]: information content, user’s previous experience and background, user’s belief and preference, other information and sources in the document, the source of the document, the document as physical entity, and the user’s situation. Several user aspects were identified in the study, which indicate that the users’ own characteristics can influence their relevance judgment, not just the objective features of the information itself.

Further studies were carried out to find out how students made relevance assessments. History-major graduate students were recruited, and they made 27,000 relevance assessments on interview segments of Holocaust survivors and real user topics [12]. Four types of relevance were identified: direct relevance, indirect relevance, context relevance, and comparison relevance.
It was noted that comparison relevance makes use of similarity criteria to help users understand the topic. They divided comparison relevance into external factors (such as time and place), the factors of participants, and factors of act and experiences (such as attitude, feeling, treatment, and experiences of activities). Comparison relevance may be used by users of a health discussion forum to assess the similarity of the poster’s health condition (based on the description in the post content) to the user’s own condition. In addition, the user’s current treatment regime and experiences may be important criteria in his or her relevance judgment.

Other studies have found relevance criteria that are related to the work environment, task, problem situation, and emotional state of the user. One study was conducted to investigate how users judge information relevance in the social Q&A website, Yahoo! Answers [5]. It identified 6 groups of criteria by analyzing the content and attributes of the questions and answers: content, cognitive, utility, information sources, extrinsic and socioemotional, most of which have been identified in previous studies. However, it was found that the socioemotional group included the social aspects of the environment, and the importance of each relevance criterion varied depending on the topic and environment.

These relevance criteria belong to rather broad high-level categories. They can have different meanings in different contexts. No specific health information relevance criteria were proposed in previous studies. This study has derived a list of detailed relevance criteria used in assessing user-contributed health information (the details of the derivation, and the list is shown in Appendix 1).

**Information Behavior Research Using Eye Trackers**

In the information behavior research area, there have been a few studies that investigated users’ eye movements on information objects to understand users’ mental processes such as relevance judgment and quality judgment. The duration of eye fixation has often been used as an indicator of user’s mental information processing in relevance judgment.

A few researchers have carried out content analyses of information focused on by users [4,13]. Eye movement data were combined with users’ post-experiment commentary on their feelings, thoughts, and intentions when performing particular actions on the screen [13]. It was found that eye fixation was associated with cognitive processing, and that a replay of the eye movement recording helped participants to recall the instances of information encountering. In this study, we assumed that when people’s eyes focus on a particular text passage, they are interpreting the information conveyed by the passage and making use of it in the relevance decision-making process.

A method was developed to connect eye movement data to users’ relevance criteria used during the judgment process when a study was carried out to find out how people make relevance judgments on search results from the search engine, Google [4]. The study participants were asked to think aloud during their search session. The surrogate records in the search result screen with eye fixations were coded by duration and number of fixations and associated with relevance criteria identified in the verbal protocol. They found that eye movements, particularly the attributes of eye fixations (number of fixations and their duration and frequency) reflected users’ relevance dynamics. For example, users put less effort on information related with topicality when they examined the search results, as the surrogate records displayed were assumed to be on the topic. However, when deciding that a surrogate record is not relevant, users tended to have longer fixation duration when considering topicality and scope.

This approach of linking qualitative data of users’ verbalization with the analysis of eye movements can yield more insights into the relevance decision process. However, when people think aloud, they tend to think differently than in natural situations [14]. People were found to have different reasoning processes than the normal reasoning process when they were required to think aloud. Hence, the think aloud process was replaced in this study with a post-experiment user commentary on what they were thinking during the browsing process.

**Factors Influencing the Web-Based Health Information Behavior**

Previous studies found that several kinds of factors influence different aspects of consumers’ health information behavior. Gender was found to influence the frequency of use of the Internet for health information [15,16]. Women were found to have more health information–seeking behaviors than men. Cultural difference was found as a factor influencing what kind of health information platform people prefer to use [17]. Eastern culture was found to show preference to user-contributed health information such as health social media websites, whereas western culture was found to show preference to expertise-based platforms such as WebMD. Familiarity with the topic was found to influence the search efficacy. If more familiar with the health topic, less modification was made during health information–seeking process [18]. However, there was no study on the particular factor—different types of use context or information needs mentioned previously. This factor exists in most Web-based health information–seeking behavior. Once you start seeking health information in the Internet, you search for your own problem, other’s problem, or without a particular problem and for fun. It is important to know how this factor influences people’s judgment on the relevance of Web-based health information—a particular kind of health information behavior.

**Methods**

**Framework**

This is a study of consumer health information seeking on a particular type of social media website—a health discussion forum. This study focused on the relevance criteria used by people when browsing for health information. People’s eye movement behavior of skimming over the text and focusing on particular text passages during browsing was captured with an eye tracker machine. Content analysis of the data was performed to identify the kinds of information people skimmed over and focused on when making relevance judgments, that is, deciding...
whether a post contains relevant information to infer the relevance criteria used during the process.

The structure of a discussion forum bears some similarity to information retrieval systems. The user can select a topic by either entering a query keyword in a search box or browsing a classified directory of topics and subtopics. Having selected a topic, the system displays a summary result screen displaying a list of post surrogates (usually the post header, including the title, author, and the number of user views and replies). The user has to scan the post surrogates to select posts that are likely to contain relevant information. When a post surrogate is clicked on, the system displays a detailed post screen showing the content of the main post and response posts from other users. This is sometimes called a discussion thread. In HealthBoards.com, the responses to a post are appended to the end of the post content page, so a post and its responses are equivalent to a full-text document in an information retrieval system. The user reads the post and its responses to identify relevant information. The user also consumes the information by learning something.

The framework used in this study to distinguish between the different stages of health information seeking within a health discussion forum and the 2 types of relevance judgments associated with each stage are summarized in Table 1.

Table 1. Stages of health information seeking within a health discussion forum and the 2 types of relevance judgment associated with each stage.

<table>
<thead>
<tr>
<th>Stage</th>
<th>User information behavior</th>
<th>Relevance judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1. Searching or browsing</td>
<td>Searching or browsing</td>
<td>System retrieves and displays document or post surrogates matching the search query or selected directory category (relevance judgment by machine)</td>
</tr>
<tr>
<td>Stage 2. Scanning (the document or post surrogates in the summary result screen)</td>
<td>Skimming (over the list of surrogates)</td>
<td>Select surrogates for attention or focus (unconscious relevance judgment based on keywords in the text that catches the eye)</td>
</tr>
<tr>
<td></td>
<td>Examining (individual surrogates)</td>
<td>Select surrogates to retrieve the associated (linked) document (predictive relevance judgment based on an estimation of the likelihood that the document contains relevant information)</td>
</tr>
<tr>
<td>Stage 3. Reading (the document or post content)</td>
<td>Skimming (through the document or post content quickly)</td>
<td>Select text for attention or focus (unconscious relevance judgment)</td>
</tr>
<tr>
<td></td>
<td>Examining (and absorbing the information in the document or post content)</td>
<td>Deciding whether the information is relevant or likely to be useful in a use context (evaluative relevance judgment)</td>
</tr>
</tbody>
</table>

This framework of user searching and browsing in an information system was derived from 2 frameworks: the 2-stage relevance judgment model [19,20] and the 2-stage browsing model [21,22].

A 2-stage relevance judgment model was proposed for Web-based information searching, based on previous work [23,24]. In this model, the users’ overall relevance judgment of a document retrieved by an information system is divided into 2 stages, predictive relevance judgment and evaluative relevance judgment, as detailed in the following section:

**Predictive relevance judgment** of the document surrogate: the user scans the document surrogates (mainly document titles) retrieved by the information system to make judgments of the likelihood of relevance of the content of the documents. On the basis of the estimated likelihood, the user may retrieve the full text of selected documents to read.

**Evaluative relevance judgment** of the document content: the user reads some or all the text in the document and makes a relevance judgment based on the information in the text.

These 2 stages reflect the typical design of information retrieval systems that require the user to first assess the list of document surrogates in the summary search result screen for potential relevance and then select (ie, click on) document surrogates that are potentially relevant to read the detailed document content. Predictive relevance judgment is based on an estimation of the likelihood of relevance. This kind of estimation is based on limited information provided by the surrogates, which do not provide enough information for full relevance judgment. On the other hand, evaluative relevance judgment is based on full information in the document. The different nature of these 2 types of relevance judgment may involve different relevance criteria or different types of reasoning.

This 2-stage relevance judgment model is suitable for the study of relevance judgments in health discussion forums because the forum systems typically offer 2 kinds of pages: the summary result page, which lists post surrogates (with post title, number of user replies, number of views, and time of posting) and the detailed post page with full content of a particular post and replies from other users.
The second part of our research framework recognizes 2 types of eye movements—skimming and examining—during information browsing. This skimming or reading model was developed to investigate users’ relevance judgments during the information seeking process [21]. It categorized people’s reading of retrieved documents into several types of skimming and reading behaviors, according to whether the user’s eye gaze moves quickly or is statically focused. It calculated the ratio of cumulative reading to cumulative skimming as a measure to predict the user’s relevance decision on a particular document. They found that the ratio of examining to skimming is positively associated with the likelihood of judging information as relevant. This study makes use of the term examining instead of the term reading used in their study to better reflect that the user is closely focused on particular pieces of text information in contrast to skimming. We use the term reading for the entire stage of checking the detailed post content.

Skimming and examining are found not only in the reading stage (ie, reading the document content) but also in the stage of scanning search surrogates. Students were found to exhibit skimming and examining during not only the stage of reading the retrieved full-text documents but also the stage of checking document surrogates to estimate likelihood of relevance [22].

In this study, the 2 types of eye movement behavior, skimming and examining, were incorporated into the 2-stage relevance judgment model, as summarized in Table 1.

Study Setting

This study chose a particular health discussion forum—HealthBoards [6] as the representative. It was chosen from 10 candidates of health forums searched by Google search engine. The details of the 10 candidates are shown in Appendix 2. The HealthBoards.com was chosen for its huge number of users, frequency of use, comprehensiveness, and ranking on rating websites. The details of these reasons are detailed in the following points:

- Number of registered users: 1,079,219 registered users as of September 20, 2015. The second largest was PatientsLikeMe with 300,000 registered users.
- Number of posts: 879,065 threads and, 4,874,692 posts and replies.
- Number of subsections on particular health conditions and problems: more than 280 subsections.
- Number of daily Internet users: 3000+.
- Ranking: No. 1 health forum in Yahoo Health search.

This study recruited research participants from residents who were living in Singapore. Requirements were set to carry out the study successfully:

- Age: 18 to 50 years;
- Education level: either undergraduates or graduates;
- Health condition: no critical disease, including HIV, cancer, and so forth;
- English fluency: competent in English reading and speaking.

The health condition criterion was used to ensure that the participants did not have a debilitating or critical disease because such patients are expected to have rather different needs and information behavior. The English fluency was used to ensure the participants understand clearly the English text on this health forum.

Study Design

The steps of this study were adapted from previous studies using eye tracker machines [13,21] as follows:

Brief the participant on the general purpose of the study.

Ask the participant whether he or she has some health issue to seek information for in the discussion forum. If no, ask whether the participant wants to seek information for the health issue of a relative or friend. If the participant cannot think of a health issue for self or others, then, ask the participant to browse the discussion forum for health information. Ask the participant to describe the health issue in some detail if the participant is seeking for own health issue or other’s health issue.

Give the participant an introduction to the eye tracker machine—what it does, how it works, and what the participant should do to obtain accurate results.

Calibrate the eye tracker machine for the participant, following instructions in the eye tracker manual. The calibration is used to adjust the eye tracker system to the participant’s gaze positions. The system indicates whether the calibration is successful.

Ask the participant to look for information in the discussion forum that is relevant (or browse for interesting health-related information).

This study did not set a time limit for participants. They kept browsing until they felt satisfied with the information they found or decided to end the session. The average duration of a session is 9.5 minutes (ranging from 4.1 to 14.6 minutes).

Replay a video recording of the participant’s search and browse session together with the indications of eye gaze positions and eye movements. Ask the participant to comment on the post surrogates with eye fixation as well as those selected and the text passages in the post content with eye fixation. The purpose was to identify the participant’s reasons why a post surrogate or detailed post is relevant or not. More details of the questions are summarized in Table 2.
Study Population

This study was targeted at laymen who did not have severe or critical diseases. A layman refers to normal adults who were not health professionals or did not hold expertise in health-related areas. Their behaviors were thought of as consumer health information behaviors.

They are thought not to have severe or critical diseases because most of the times people who had these diseases would directly refer to the doctors rather than browsing the Internet for related health information. Besides, they are well educated because the text in health forums may require some level of language comprehension that less-educated people are not equipped with.

Sampling Technique

This study took convenient sampling method to recruit research participants. The researchers sent out invitation emails to the students and staffs in Nanyang Technological University and made posters on school canteens and libraries. They also invited their friends by telephone calls and messages and asked them to forward the invitation to their friends. Because it will take about 1 hour to finish the experiment with briefing and post-experiment interview (not including the time for transportation), most of the participants are university students as they have more free time, and it takes just a few minutes’ walk in campus for them to get the experiment laboratory.

Sample Size

Overall, 60 study participants were recruited from students and staff of Nanyang Technological University (a large government-funded university in Singapore). An additional 10 participants were recruited from our network of friends who were working adults outside the university. The participants were recruited by advertisements posted on the university campus notice boards and by email, telephone, and oral invitation. The 60 study participants comprised 32 full-time students, 14 part-time students, 4 staff members, and 10 working adults from outside the university.

Two participants failed in the calibration of the eye tracker machine and were excluded from the study, leaving 58 participants who contributed data to the study.

Ethical Consideration

An approval from Institutional Review Board of Nanyang Technological University was obtained before the formal study was carried out as user’s eye movements and their feedbacks and comments were used in this study. Besides, they were asked to provide the information about their own problem or their friends and relatives. Hence, an informed consent was asked to sign after the briefing was finished. If they decided not to sign, they would leave this study with no personal information recorded.

Data Analysis and Management

Content analysis of the kind of texts that the participants focused was carried out to find out what kinds of health information they paid attention to and possibly use in the relevance judgment process. In the content analysis, the sentences that participants fixated on were extracted from the screenshots and categorized into different types of health information by 2 coders.

The eye tracker machine recorded participants’ eye movements on each screen and generated a static image of each screen with round spots indicating eye fixations and lines indicating quick eye movements, as illustrated in Figure 1. The size of the round spots reflects the relative duration of the eye fixation. Post surrogates and text passages in the detailed posts covered with round spots were considered to be examined and interpreted by the participant and used in the participant’s relevance decision. Surrogates and text passages included in the lines of quick eye movements were considered to be skimmed by the participant.

Different types of health information are related to different aspects of health issues, such as symptoms and history of disease related to the user’s condition, drug names, and treatments, which can be considered factual knowledge, and diet- and exercise-related information, which are general interest or lifestyle topics. Content analysis of users’ commentary provides more support and explanation for the results of the eye movement analysis. We had derived a comprehensive coding scheme in the pilot study to be used in the content analysis of participants’ eye movements. The details of derivation are included in Appendix 1 [1,25-27].
Figure 1. Screenshot of detailed post page with participant’s eye fixations.

Analysis of Post Surrogates and Post Content With and Without Eye Fixation

The data were downloaded from the eye tracker machine and coded into different types of health information.

Because each participant fixated on and skimmed over different total number of post surrogates and detailed posts, we could not directly use the count of post surrogates and detailed posts containing a particular type of health information for comparison. Instead, we calculated the average percentage of each type of health information found in the post surrogates and the detailed posts for each group of participants. This was computed in 2 steps:

1. Compute the percentage of each type of health information for each participant within a group of participants: count the post surrogates that were fixated on containing a particular type of health information and divide by the overall count of all post surrogates that were fixated on.

2. Compute the average percentage for each group.

The purpose was to find out whether different types of health information were used in the different use contexts and the importance of particular types of health information (ie, relevance criteria) in making relevance judgments.

A screenshot of a detailed post page showing text with eye fixations is shown in Figure 1. The coding was conducted by 2 coders. To check intercoder reliability, both the coders were asked to code about 20% of the data (the data for the first 12 participants). Cohan’s kappa between the 2 coders was found to be .82, indicating good consistency. The conflicting codings were discussed with the coders to help them get a clearer conception of the categories. For the purpose of computation, we resolved the conflicting categories by selecting the category after reviewing with the 2 coders. The remaining 80% of the coding data were divided evenly between the 2 coders.

Analysis of Participant Comments From the Post-Experiment Interview

The participants’ comments on whether and why particular post surrogates or post content was relevant were analyzed. The purpose was to elicit the criteria and reasons for their relevance judgments and find out what they thought about the health information on the screen during browsing.

Results

The results of the content analysis indicate that the 3 groups of participants focused on different types of health information: participants seeking for their own health issue focused mostly on symptoms, history of disease, and treatment, which can be considered case-based relevance criteria that participants might use to match their own conditions. Participants seeking for others' health issue focused mostly on treatments, medical terms, and cause of disease, which could be considered general knowledge–based relevance criteria. Finally, participants with no particular health issue in mind focused mostly on general health topics such as diet and exercise, public awareness topics such as smoking and air pollution, and interesting stories. These could be considered general interest–based relevance criteria.

Before the detailed quantitative results of this study, the demographic information of the 58 participants is summarized in Table 3. Most of the participants were Singaporean Chinese (Singapore citizens) and Chinese nationals. The Singaporean participants were all educated in English-medium schools. Chinese nationals were educated in Mandarin in their elementary school in China but took English courses from secondary school to college. Before they came to Singapore, they had to pass 1 or more English tests such as International English Language Testing System and Test of English as a Foreign Language.
Table 3. Summary of demographic information of research participants (N=58).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Demographics</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Singaporean</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Master degree</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time student</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Part-time student</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Staff</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Working adults</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>30-40</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>40-50</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Scanning Post Surrogate Page

The percentages of post surrogates containing each type of health information in the scanning stage are shown in Figure 2. Categories with percentages less than 5% were removed from the graph so that it can fit in the page.

It can be seen in Figure 2 that the 3 groups of participants with different types of use contexts focused on different types of health information. For participants seeking for their own health issue, the following were the most common categories they fixated on (the 95% confidence intervals [CIs] are summarized in Table 4):

- Description of patient symptom (B1 SYM: 58.3%).
- Personal history of disease (B3 HST: 57.6%).
- Description of disease (E2 DIS: 55.2%).

In comparison, for the participants seeking for other’s health issue, the most common types of information fixated on were as follows:

- Description of disease (E2 DIS: 45.3%)
- Description of terms (E3 TRM: 47.5%)
- Description of procedure used (G2 PRO: 35.8%).

For participants browsing with no particular issue, the most common types of information fixated on were as follows:

- Smoking issue (H3 SMO: 32.4%)
- Hot health topic (H4 HOT: 28.4%; eg, sexual issue, weight control, exercise, diet)

- Rare health issue (I1 RAR: 23.5%).

A few other types of health information were also found important for each group of participants (with frequency above 20%):

- Participants seeking for their own health issue: subjective feeling of having the disease, description of treatment, and disease terminology.
- Participants seeking for other’s health issue: type of procedure.

There was a possibility that the percentages for the different types of health information with eye fixation merely reflected the overall distribution in the discussion forum. The t test was carried out to compare, for each type of information, the percentage of the surrogates skimmed versus the percentage of the surrogates fixated on. As summarized in Table 4, the types of health information with higher percentage in the set of surrogates fixated on had significantly lower percentage in the set of surrogates skimmed (eg, SYS symptom 29.3% with a 95% CI of 28.5-29.7 in skimmed surrogates vs 58.3% with a 95% CI of 58.1-58.6 in fixated surrogates). The other types of health information summarized in Table 4 hold the similar patterns. This indicated that the participants with different types of use context intentionally focused on the particular types of health information in making relevance judgments. The other types of health information were not found to be significantly different in fixated and skimmed post surrogates.
### Table 4. Percentage of health information in the set of skimmed surrogates compared with the fixated surrogates.

<table>
<thead>
<tr>
<th>Reason</th>
<th>Category of health information</th>
<th>% In surrogates skimmed (95% CI)</th>
<th>% In surrogates fixated on (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For their own health issue</strong>&lt;br&gt;(N=18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B1 SYM symptom</td>
<td>29.3 (28.5-29.7)</td>
<td>58.3 (58.1-58.6)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>B3 HST history of disease</td>
<td>18.4 (17.2-18.6)</td>
<td>57.6 (57.2-58.0)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>E2 DIS description of disease</td>
<td>29.1 (28.3-29.9)</td>
<td>55 (54.3-55.7)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>For other’s health issue</strong>&lt;br&gt;(N=18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E3 TRM terms</td>
<td>25.1 (24.1-26.1)</td>
<td>47.5 (47.2-47.8)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>E2 DIS description of disease</td>
<td>17.6 (17.3-17.9)</td>
<td>45.3 (45.0-45.6)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>G1 TRT treatment</td>
<td>12.5 (12.0-13.0)</td>
<td>28.4 (28.2-28.6)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>No particular issue</strong>&lt;br&gt;(N=22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>H4 HOT hot topic</td>
<td>16.5 (15.6-17.4)</td>
<td>32.4 (32.0-32.8)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>H3 SMO smoking</td>
<td>17.3 (16.5-18.1)</td>
<td>28.4 (28.0-28.8)</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>I1 RAR rare issue</td>
<td>13.2 (12.6-13.8)</td>
<td>23.5 (23.0-24.0)</td>
<td>.01</td>
</tr>
</tbody>
</table>

We further calculated the percentages of different types of health information for the selected post surrogates (ie, clicked on). The selected post surrogates were a subset of the post surrogates with eye fixations. For the selected post surrogates, the most common types of health information found were:

**For participants seeking for own health issue**
- Description of patient symptom (B1 SYM: 88%)
- Personal history of disease (B3 HST: 75%)
- Description of disease (E2 DIS: 72%).

**For those seeking for other’s issue**
- Descriptions of terms (E3 TRM: 77%)
- Cause of disease (E1 RSN: 72%)
- Description of procedure (G2 PRO: 46.7%).

**For those with no particular health issue**
- Hot public health topics (H4 HOT: 68%)
- Smoking issue (H3 SMO: 56%)
- Rare health issues (I1 RAR: 28%).

The most common types of information were mostly the same as those for fixated post surrogates but with even higher percentages. The only difference is in the increased importance of cause of disease for participants seeking for others’ health issue. The details are shown in Figure 3.

For each type of information that had a high percentage in a particular group (eg, description of symptom for participants seeking for their own issue), we calculated the percentage of fixated post surrogates that were actually selected among these 3 groups. If the participant clicked on the post surrogate, it suggested that the participant thought it likely to be relevant. We calculated the ratio of post surrogates selected over post surrogates fixated on by dividing the number of post surrogates containing the type of information that were selected by the number of post surrogates containing the type of information that were fixated on.

For example, if there were 60 surrogates with fixations containing a description of a symptom and of these 30 were selected, the ratio is 50%. The assumption is that if the participant clicked on a post surrogate, the participant thought the post content likely to be relevant.

As a baseline for comparison, we also calculated the overall percentage of fixated surrogates that were selected by dividing the number of post surrogates that were selected by the number of post surrogates that were fixated on.

The results are summarized in Table 5. Analysis of variance was performed to identify significant differences among the 3 groups of participants, and the P values obtained are also summarized in Table 5.

It was found that participants seeking for their own health issue use personal history of disease ($P<.01$), description of patient symptom ($P<.02$), and the description of disease ($P<.17$, but $P_{1,2}<.01$ and $P_{1,3}.01$) significantly more in determining the relevance of post surrogates. Participants seeking for other’s issue used significantly more the treatment information ($P<.01$), cause of disease ($P<.03$), and disease terminology ($P<.11$, but $P_{1,2}$and $P_{2,3}.01$) in the relevance judgments. In contrast, participants browsing without a particular issue used a general-interest topic, smoking ($P<.01$), hot topic ($P<.01$), and rare topic ($P<.02$). Thus, participants with different use contexts used significantly different kinds of relevance criteria in their relevance decisions.
Table 5. Percentage of fixated surrogates that were selected for each type of health information.

<table>
<thead>
<tr>
<th>Type of health information(^a)</th>
<th>For own health issue (group 1, N=18), %</th>
<th>For other’s health issue (group 2, N=18), %</th>
<th>No particular issue (group 3, N=22), %</th>
<th>ANOVA(^b) (P)-value (sig.)</th>
<th>Post hoc (P_{1,2})</th>
<th>Post hoc (P_{1,3})</th>
<th>Post hoc (P_{2,3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 SYM symptom</td>
<td>37</td>
<td>11</td>
<td>2</td>
<td>.02</td>
<td>.01</td>
<td>.00</td>
<td>.01</td>
</tr>
<tr>
<td>B3 HST history</td>
<td>32</td>
<td>14</td>
<td>4</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>E2 DIS description</td>
<td>30</td>
<td>14</td>
<td>11</td>
<td>.17</td>
<td>.01</td>
<td>.00</td>
<td>.18</td>
</tr>
<tr>
<td>E3 TRM terms</td>
<td>7</td>
<td>29</td>
<td>4</td>
<td>.11</td>
<td>.01</td>
<td>.45</td>
<td>.01</td>
</tr>
<tr>
<td>G1 TRT treatment</td>
<td>16</td>
<td>35</td>
<td>4</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td>E1 RSN cause</td>
<td>4</td>
<td>45</td>
<td>22</td>
<td>.03</td>
<td>.01</td>
<td>.02</td>
<td>.01</td>
</tr>
<tr>
<td>H3 SMO smoking</td>
<td>2</td>
<td>7</td>
<td>52</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>H4 HOT hot topic</td>
<td>1</td>
<td>6</td>
<td>64</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>H1 RAR rare</td>
<td>3</td>
<td>10</td>
<td>24</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td><strong>Overall percentage</strong></td>
<td><strong>15</strong></td>
<td><strong>12</strong></td>
<td><strong>8</strong></td>
<td><strong>.37</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Types of health information with low percentage of occurrence in the fixated surrogates are excluded.

\(^b\)ANOVA: analysis of variance.
Figure 2. Percentage of post surrogates containing each type of health information for the 3 groups of participants.
Reading Post Content Stage

Content analysis was carried out on the posts that were judged relevant by participants, that is, that the participants indicated were relevant during the post-experiment interview. Figure 4 shows the percentages of the different types of information among all the relevant posts.

From Figure 4, it can be seen that the situation was similar to that of the scanning stage. For people seeking for their own health issue, the most common types of health information that participants fixated on were personal history of disease (91.7%), description of disease (89.6%), and description of patient symptom (87.5%).

For participants seeking for other’s health issue, the most common types of health information were description of terms (92.3%), description of procedure (91.5%), and description of treatment (88.7%).

For participants with no particular health issue, the most common types were smoking (66.7%), hot topics (33.7%), and air and water pollution (33.7%).

For comparison, the percentages of posts that were read containing each type of health information are shown in Figure 5. It was found that for participants seeking for others’ health issue, the percentages of posts that were read containing personal or case-related types of health information were higher compared with the percentages of posts judged as relevant. In fact, the percentages of posts judged as relevant were nearly zero, which indicated that participants seeking for others’ health issue treated personal details as a sign of nonrelevance. Other than this, the patterns were similar with those for posts judged as relevant.

To further investigate the importance of particular types of health information in determining a detailed post’s relevance, we calculated the ratio of posts judged relevant to posts that were read for each type of information by dividing number of posts read and judged relevant, containing this type of information by number of posts read, containing this type of information.

It was found that description of symptoms, personal history of disease, and description of disease were most important types of information for participants seeking for their own health issue ($P=.001, .001,$ and $.02$) but not for the other 2 groups of participants. For participants seeking for others’ health issue, cause of disease, description of terms, and treatment procedure were the important types of information ($E1 P=.01; G2 P<.01; E3 P=.23$ but $P_{2,3}=.01$ and $P_{2,3}=.02$). In comparison, air pollution, smoking issue, and rare cases were the important types of health information for participants with no issue in mind ($P=.02, .01,$ and $.001$). The details are summarized in Table 6. These findings were similar to the findings for the scanning stage, suggesting that participants with different types of use contexts used the same types of health information in detailed post reading stage as in surrogate scanning stage as relevance criteria. However, different groups of participants tended to use different types of relevance criteria.
Table 6. Percentages of read posts that were judged as relevant for the most important types of health information.

<table>
<thead>
<tr>
<th>Type of health information</th>
<th>For their own health issue</th>
<th>For other’s health issue</th>
<th>With no particular issue</th>
<th>ANOVA aP value</th>
<th>Post hoc P 1,2</th>
<th>Post hoc P 1,3</th>
<th>Post hoc P 2,3</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 SYM symptom</td>
<td>74.5%</td>
<td>32.2%</td>
<td>11.2%</td>
<td>.001</td>
<td>0</td>
<td>.001</td>
<td>0</td>
</tr>
<tr>
<td>B3 HST history</td>
<td>72.3%</td>
<td>21.4%</td>
<td>5.6%</td>
<td>.001</td>
<td>0</td>
<td>0</td>
<td>.001</td>
</tr>
<tr>
<td>E2 DIS description</td>
<td>69.1%</td>
<td>31.6%</td>
<td>7.1%</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>0</td>
</tr>
<tr>
<td>E1 RSN cause</td>
<td>16.5%</td>
<td>67.2%</td>
<td>9.4%</td>
<td>.01</td>
<td>.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>E3 TRM terms</td>
<td>6.5%</td>
<td>21.3%</td>
<td>4.5%</td>
<td>.023</td>
<td>.01</td>
<td>.44</td>
<td>.02</td>
</tr>
<tr>
<td>G2 PRO procedure</td>
<td>14.4%</td>
<td>53.2%</td>
<td>2.5%</td>
<td>.001</td>
<td>0</td>
<td>0</td>
<td>.001</td>
</tr>
<tr>
<td>H2 AWP pollution</td>
<td>4.5%</td>
<td>15.3%</td>
<td>55.9%</td>
<td>.02</td>
<td>.02</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>H3 SMO smoking</td>
<td>6.4%</td>
<td>4.5%</td>
<td>45.2%</td>
<td>.21</td>
<td>.67</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I1 RAR rare issue</td>
<td>2.1%</td>
<td>7.5%</td>
<td>42.1%</td>
<td>.001</td>
<td>.001</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

a ANOVA: analysis of variance.
Figure 4. Percentages of particular types of health information in relevant posts.
Figure 5. Percentages of posts (read) containing each particular type of health information.

Post-Interview Analysis

The participants were interviewed after the health information seeking session to obtain self-reported commentary on their relevance judgments. Questions were asked to find out what were the reasons that attracted participants’ attention and the criteria or reasons why they judged particular post surrogate or detailed post as relevant.

The participants’ responses were coded to identify 3 broad types of relevance criteria: case-based criteria, basic or general knowledge–based criteria, and general awareness or curiosity-based criteria. To improve coding consistency, the coding was based on the presence of cue words that reflect the 3 categories. For instance, if a participant’s answer included the following terms or phrases “I compare,” “similar to my situation,” “the similarity between mine and the post,” “familiar with the condition/symptom,” and other similar phrases, then, they were coded as case-based criteria. If the answer contained the phrase “I learned before,” “I knew it before,” “I searched for them in the past,” “I heard,” or other similar phrases, they were coded as basic or general knowledge–based criteria. The details of the coding scheme are summarized in Table 7.

The coding was done by the first author and another PhD student in the same school (not the same person as the coders for the content analysis of text with eye fixation). The coders looked for cue words or cue phrases as summarized in Table 7 and used them to categorize participants into these 3 groups of criteria. If cue words and cue phrases belonging to more than 1 category were found, then, they were simultaneously counted as belonging to all the matching categories. A high Cohen’s kappa of .91 was obtained for the 2 coders. Disagreements between the 2 coders were easily resolved by examining more of the participant’s answers.

Table 7. Coding scheme for post-experiment interview data.
Table 7.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Keywords or phrases to look for</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case-based criteria</strong></td>
<td>Compare, match, comparison, similar, consistent</td>
</tr>
<tr>
<td></td>
<td>Similar to my problem, situation, or condition, same as mine or my problem,</td>
</tr>
<tr>
<td></td>
<td>situation, condition, or disease, like my problem, situation, or condition</td>
</tr>
<tr>
<td><strong>Basic or general knowledge–based criteria</strong></td>
<td>Know, learn, familiar</td>
</tr>
<tr>
<td></td>
<td>Heard or learn from, read this before from newspaper, book, magazine, or</td>
</tr>
<tr>
<td></td>
<td>Internet, somebody told or informed me</td>
</tr>
<tr>
<td><strong>General awareness or curiosity-based criteria</strong></td>
<td>Interesting, funny, rare, weird, strange, curious</td>
</tr>
<tr>
<td></td>
<td>Smoking, pollution, exercise, diet, fitness</td>
</tr>
<tr>
<td></td>
<td>Everybody know, hot topic, public concern, environmental, healthy, well-being</td>
</tr>
</tbody>
</table>

Some participants provided detailed explanations of why they judged 1 particular post surrogate or detailed post as relevant. They mentioned in which ways they compared the post with their own conditions, such as age, location of problem, description of the pain, and diagnosis result. However, most of the participants provided only basic reasons. On the basis of the participant’s initial answer, we followed up with more probing questions. As the interview was conducted after the experiment session, the participants were somewhat tired and not many gave very detailed explanations.

From the analysis of the answers, it was found that for participants seeking for their own health issue, 13 of 18 (72%) clearly used condition or symptom match in their judgment of post surrogates and detailed posts. Here is a quote from a participant:

> I heard from my friend about acid reflux. So I want to know more about this and can share with him what I find here."

Three of them made the judgment with other reasons. Two mentioned novelty of the information as the reason they judged the post as relevant. The last participant did not trust information from general users of this health discussion forum and wanted to find comments from health professionals.

For participants with no particular issue, 16 of 22 (73%) participants was found to judge relevance of post surrogates and detailed posts by their interest, curiosity, rarity, and some well-known health issues (eg, diet and exercise). For example:

> I found it funny since I did not expect that a girl looking to lose some weight would believe that only magic pills can help her. She did not do any exercise and that is impossible.

The other cluster of 6 of 22 (27%) participants judged relevance by a mixture of case-based matching and basic knowledge criteria. Moreover, it was found that these participants actually had latent health information needs. For other posts, they used case-based criteria similar to the participants seeking for their own health issue. For other posts, they used their prior medical knowledge. We labeled these as “participants with latent health information needs.”

Latent health information needs were detected when these participants were asked the reason for reading particular detailed posts. Because they were grouped as participants with no particular health issue, they were expected to respond with reasons related to personal interest and curiosity. Instead, their answers suggested that they had some health issues related to the topics of these detailed posts or had heard from their friends about a health issue. For example:

> When I come across the post, I recall I sprained my left foot three years ago. When I read the post, I found that the guy sprained his foot because of running, the same as me. So, I continued to read and found it relevant. I can make use of his experience to avoid sprain in the future.”
Actually my grandma had diabetes, so I want to know if any useful information in the post. I realized the man in the post used diet control and I heard before. Some reply suggests some herb medicine will help the patient to control the level of blood glucose. I think it useful and will tell my grandma. Their responses indicated that latent health information needs were activated at some point during the information-seeking session when they came across familiar topics that triggered a memory.

Another possibility for the observed latent health information needs is that the participants were reluctant to share their real health information needs with the researcher at the beginning of the experiment. They became more comfortable later after reading posts of the health issue. However, we did not detect clear evidence of this in the study.

Discussion

It was found in this study that users browsing a health discussion forum made use of different types of information in relevance judgments and exhibited different eye movement patterns in the 3 types of use contexts—seeking information for self, seeking for others, and browsing with no particular issue in mind. Users browsing for their own health issue were found to use mainly case-based relevance criteria such as symptoms, personal history of disease, and description of disease and personalized treatment in their judgments. Participants seeking for others’ health issue were found to use mainly general knowledge-based criteria such as medical terms, cause of disease, and basic treatments and procedures in their judgments. In contrast, participants seeking with no particular health issue were found to be interested in general health topics, hot topics, and rare health issues.

The personalized treatment refers to the customized treatments that patients received based on their unique conditions, whereas basic treatment refers to the general treatment that can be found in medical books or manuals.

Looking at the results in more detail, participants seeking for own health issue focused mainly on the poster’s symptoms, personal history of disease, and description of disease both when scanning post surrogates and reading detailed post content. These case-based criteria could be considered as more detailed categories of the comparison relevance category identified by Huang and Soergel [12]. They defined comparison relevance as the relevance derived from the similarity between 2 different cases. People who are seeking for their own health issue often compare their own situation (experiences, feelings, symptoms, and history of disease) with the description of the poster’s situation.

Participants seeking for other people’s health issue focused on the terminology, description of the disease, cause of disease, and available treatments. These types of information can be considered to be more detailed relevance criteria within the broader category of content or information in the framework of Cool, Belkin, and Kantor. The category of content or information can be interpreted as the factual knowledge of health issues and treatments. When people seek health information for others’ health issue, they are often not familiar with the details of the patient and have to consider only generic medical information in their relevance judgment.

It cannot be concluded that the relevance criteria identified in this study are the only ones used when browsing a health discussion forum. People also use other relevance criteria implicitly, such as topicality, accuracy, presentation, and authority, but, these cannot be determined just from content analysis of text with eye fixation. People seeking for their own issue and other’s health issue must find the right topic before they can check and read other details. Participants sometimes check the poster’s profile, which suggests that authority is also considered. It is likely that these implicit relevance criteria will become the focus of attention when they are violated. However, no instance of this was encountered in this study. These criteria might also be important considerations when users decide to actually use the information or adopt a recommendation in practice.

The results of this study carry implications for the design of more user-oriented health information systems. The relevance ranking by the search function can assign different weights to different types of information, depending on whether the user is searching for self, others, or with no particular issue in mind. The user can be prompted to select one of these use contexts when accessing the system. For users seeking for their own health issue, the summary result page can display the post surrogates that best match the user’s profile, if available. If the user is browsing with no particular topic in mind, the summary result page can display post surrogates that were clicked on and viewed by the highest number of previous users, indicating topics of general interest. A metadata field for posters to indicate the type of health information included in their post can help the system to filter and display posts that better match the use context and health profile of the user.

Limitations

This study has some limitations that need further exploration and investigation:

The participants are residents of Singapore (most of them are Singaporeans and Chinese nationals). This study did not include participants from other ethnic groups and nationalities. The participants did not have a critical health problem at the time of conducting the study. People with severe problems may exhibit different relevance judgment behaviors. The demographic profile of participants did not cover all segments of the society. In particular, the participants were either undergraduate students or had at least an undergraduate degree. This study did not consider the influence of human factors, such as personality and attitude to the Internet. Two participants were found to have long examining duration owing to their reading habit developed in childhood. The health information used in this study was written in English. Content in other languages might influence people’s eye movements and corresponding relevance judgments. For
example, Chinese characters are quite different from English text in size and ways of organization.

Conclusions
This study chose a particular health discussion forum—HealthBoards [6]—as the study platform. It is representative of user-contributed content in health discussion forums, as they are similar in structure and content. Hence, the results of this study are very likely to hold with other Web-based health discussion forums. In addition, the results might also be applicable to other types of social media websites (eg, Facebook groups for various diseases) with lots of user-contributed content. People seeking for their own health issue might look for Facebook or blog pages of people with the most similar condition (ie, identify the most similar person rather than the most similar post), as information on Facebook and in blogs is organized by person rather than topic.

In contrast, the results may not be applicable to authoritative health websites maintained by health care organizations and government agencies (eg, Mayo Clinic and PubMed). People seeking for their own health issue on these websites may have difficulty matching their own condition with the description on the websites. They have to use basic medical terms in searching and making relevance judgments.
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Abstract

Background: One of people’s major motives for going online is the search for health-related information. Most consumers start their search with a general search engine but are unaware of the fact that its sorting and ranking criteria do not mirror information quality. This misconception can lead to distorted search outcomes, especially when the information processing is characterized by heuristic principles and resulting cognitive biases instead of a systematic elaboration. As vaccination opponents are vocal on the Web, the chance of encountering their non-evidence-based views on immunization is high. Therefore, biased information processing in this context can cause subsequent impaired judgment and decision making. A technological debiasing strategy could counter this by changing people’s search environment.

Objective: This study aims at testing a technological debiasing strategy to reduce the negative effects of biased information processing when using a general search engine on people’s vaccination-related knowledge and attitudes. This strategy is to manipulate the content of Google’s knowledge graph box, which is integrated in the search interface and provides basic information about the search topic.

Methods: A full 3x2 factorial, posttest-only design was employed with availability of basic factual information (comprehensible vs hardly comprehensible vs not present) as the first factor and a warning message as the second factor of experimental manipulation. Outcome variables were the evaluation of the knowledge graph box, vaccination-related knowledge, as well as beliefs and attitudes toward vaccination, as represented by three latent variables emerged from an exploratory factor analysis.

Results: Two-way analysis of variance revealed a significant main effect of availability of basic information in the knowledge graph box on participants’ vaccination knowledge scores ($F_{2,273}=4.86$, $P=.01$), skepticism/fear of vaccination side effects ($F_{2,273}=3.5$, $P=.03$), and perceived information quality ($F_{2,273}=3.73$, $P=.02$). More specifically, respondents receiving comprehensible information appeared to be more knowledgeable, less skeptical of vaccination, and more critical of information quality compared to participants exposed to hardly comprehensible information. Although, there was no significant interaction effect between the availability of information and the presence of the warning, there was a dominant pattern in which the presence of the warning appeared to have a positive influence on the group receiving comprehensible information while the opposite was true for the groups exposed to hardly comprehensible information and no information at all. Participants evaluated the knowledge graph box as moderately to highly useful, with no significant differences among the experimental groups.

Conclusion: Overall, the results suggest that comprehensible information in the knowledge graph box positively affects participants’ vaccination-related knowledge and attitudes. A small change in the content retrieval procedure currently used by
Google could already make a valuable difference in the pursuit of an unbiased online information search. Further research is needed to gain insights into the knowledge graph box’s entire potential.
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**Introduction**

**Background**

There is little doubt today that the Internet has revolutionized consumers’ information search [1]. One of people’s major motives for going online is the search for health-related information [2,3]. However, the Web does not only offer the opportunity to access an abundance of information from a broad variety of sources but also bears the peril of “getting lost in information” [4] and an increased risk of encountering misinformation [1]. This holds especially true for the topic of vaccination. Despite the large evidence base that proves vaccines’ safety and effectiveness [5-8], vaccination opponents continue spreading numerous myths online about immunization [9-11]. Their high visibility on the Web [10,12,13] might have contributed to vaccination being a controversially discussed topic with many people being concerned about potential side effects and hesitant to adhere to official vaccination recommendations [14-19].

General search engines play a major role when it comes to the visibility of a topic. Given that most people start their search with a general search engine like Google, Bing, or Yahoo [2,20,21], a search engine’s sorting and ranking criteria can directly influence the search outcomes [22-24]. In turn, websites can be designed to better meet those criteria and achieve higher visibility [25]. Yet, most consumers do not seem to be aware of the logic behind search engines’ retrieval algorithms [23,24]. An eye tracking experiment revealed, for instance, that participants trusted Google to rank search results according to their pertinence to the search query [24]. This led to a closer scrutiny of highly positioned search results, regardless of their actual relevance [24]. Another study found the sorting and ranking criteria to impact information seekers’ attitudes and knowledge [23]. More specifically, when the authors manipulated the ratio of pro- and antivaccination websites displayed by Google, a detrimental effect of a high share of antivaccination websites was detected [23]. In contrast, the complete absence of negative information resulted in higher knowledge and more favorable attitudes toward vaccination [23]. The high share of misleading or false information concerning vaccination on the Web thus bears a peril for health information seekers [11], especially if the websites fulfill a search engine’s conditions to get a high rank on the results pages.

One explanation for consumers’ neglect of the logic behind the results displayed by a search engine and the associated suboptimal search outcomes could be a lack of systematic information processing. Instead of systematically elaborating on the search and its results, online information seekers seem to apply heuristic principles [24,26-28]. Whereas systematic information processing is characterized by a “thorough, in-depth, complete, and well-advised processing of all given information,” heuristic processing can be described as “relying on cues that signal truth, quality, or validity” [28]. Especially experienced Web users, as compared to inexperienced ones, were found to process information rather heuristically when using a search engine [28]. A heuristic can be defined as a “cognitive shortcut that relies on little information and modest cognitive resources” and often results in satisfying outcomes [29]. So-called fast and frugal heuristics exploit the composition of a certain environment in a prompt and relatively effortless manner [30] and might thus help experienced information seekers to quickly scan a search engine’s results without investing too much cognitive effort [24].

However, the ignorance of crucial parts of information can also result in cognitive biases [29,31,32], a phenomenon that was primarily demonstrated in the classic experiments by Tversky and Kahneman [31]. Cognitive biases are understood as “systematic error[s] in judgment and decision-making…which can be due to cognitive limitations, motivational factors, and/or adaptations to natural environments” [29]. In the context of online information seeking via a general search engine, the use of heuristic principles and accompanied reduction of complexity might lead to derogated search outcomes such as a biased processing or interpretation of the results [23,24]. Eventually, this can have negative effects on people’s subsequent judgment and decision making if it is based on the search results [23].

**Previous Studies**

Indeed, several studies report the occurrence and detrimental effects of search-related cognitive biases [23,33-35]. Findings of one study demonstrated that clinicians experience cognitive biases such as anchoring, exposure, or order bias during the online information search [33]. More specifically, participants’ prior beliefs about the search topic, the mere time they spent on processing the information, and the position where the information was placed in the retrieval system influenced people’s postsearch decisions [33]. Moreover, it was found that health information seekers who start their search with a “strong specific hypothesis” about the search topic tend to focus their search on the verification of this belief and are inclined to interpret the search results as supporting their initial idea [34]. These tendencies are also known as positive hypothesis testing and confirmation bias and were supported by another study. There, the author demonstrated that participants “were very prone to positive hypothesis testing when they searched for health information using a popular search engine” [35].
To overcome these unwanted effects of cognitive biases, debiasing interventions were designed and tested. Debiasing techniques aim at eliminating, reducing, or reversing detrimental effects on judgment and decision making caused by cognitive biases [36-40]. Taking into account the underlying causes for the occurrence of those biases, one can differentiate between motivational, cognitive, and technological debiasing techniques [39]. Motivational strategies involve the promise of incentives or holding people accountable for their judgment in order to increase their motivation [39]. Cognitive and technological strategies are based on the assumption that intuitively applied decision strategies are imperfect, “but that they can be replaced by strategies that approach normative standards” [39]. For instance, “consider the opposite” could be regarded as a cognitive strategy [39]. Technological strategies, in turn, comprise the provision of external tools and techniques to improve the decision environment [39].

The application of technological debiasing strategies seems to be especially promising in the context of online health information seeking since the Web setting offers new opportunities to integrate those external tools [37]. This renders a long and resource-intensive debiasing of the individual unnecessary but allows for a central change of the information seekers’ environment. Although the emphasis on the importance of an individual’s environment was mainly stimulated by the fast and frugal heuristics program [29], it also initiated the development of new technological debiasing approaches. One example is the implementation of a search interface that urges the user to order the search results in a particular manner [41]. This change of the search environment was shown to have a debiasing effect [41]. Another author tested two further technological debiasing techniques in the context of online health information seeking, namely recommendation and incorporation [35]. The recommendation strategy implied the automated suggestion of additional information by the search engine based on the entered keywords [35]. However, this strategy did not lead to a significant reduction of participants’ positive hypothesis testing [35]. In contrast, the incorporation strategy turned out to be an effective debiasing technique. It involved the configuration of a search engine that automatically built in search results with an opposite meaning than the ones entered by the participants [35]. For instance, when consumers entered “hypertension,” search results referring to “low blood pressure” were also displayed [35].

In sum, implemented technological debiasing interventions either involved the design of a specific search engine, which is complex and time consuming [41], or were not successful in reducing the undesired effects [35], or rather “outwitted” the information seekers instead of transparently countering their biased information processing [35]. Hence, the existing debiasing attempts call for new ideas and further research in implementing technological debiasing strategies. Drawing on the assumed potential of changing environmental structures, this study seeks to test the debiasing effects of a knowledge graph box. A knowledge graph box is a little box containing a short summary related to the search topic, displayed on the right upper side of the screen after the keywords of the search are entered. It was introduced by Google in mid-2012 [42] with the goal of providing semantic information related to the search topic gathered from various knowledge bases (eg, Freebase/Wikidata). In our study, the knowledge graph box was visible to participants occupied with an information search task as part of an online experiment intended to mitigate people’s deficient processing of health information found via Google.

Objective and Hypotheses
Our aim was to design a debiasing intervention that would interrupt information seekers’ biased information processing and lead to a more systematic scrutinizing of search results, finally resulting in more knowledge and better attitudes toward vaccination. The design of the intervention was based on two lines of research. First, we followed the assumptions of technological debiasing by changing the search environment. More specifically, we added a manipulated version of Google’s knowledge graph box to the search interface. Second, the knowledge graph box’s content was designed in accordance with the assumption that a message’s effectiveness should mainly depend on its content, as opposed to receiver or source characteristics [43].

The content was divided into two parts that could possibly interfere with the biased information search, namely making (hardly) comprehensible basic factual information about vaccination available and a warning message. In general, we assumed the content of the knowledge graph box would serve as an implicit reference for the subsequently explored search results.

Concerning the basic factual information, two definitions of vaccination were provided. These were neutral in tone to avoid an unintended biasing of participants or reactance. However, they represented a different level of comprehensibility. Several experiments in the context of medical information revealed that comprehensible scientific content is more persuasive and receives stronger agreement from laypeople than does incomprehensible content [44,45]. Comprehensibility refers to the extent to which a health information seeker would quickly and easily understand what they read (see also [44]) and was operationalized in two ways. The first indicator for comprehensibility was the readability of the text as assessed by a readability formula such as the Flesch-Kincaid Reading Ease, where higher scores point to easier readability [46,47]. For the comprehensible definition, the formula provided a score of 23.7, whereas the hardly comprehensible one received a score of only -12.1 [47]. The second indicator for comprehensibility was the number of unexplained technical terms [44]. The hardly comprehensible definition used more unexplained medical terms such as “antigenic material,” “adaptive immunity,” or “pathogen,” whereas the comprehensible definition linked common language explanations to the medical expressions. Extending the results of previous research on the persuasive effects of comprehensibility to our context, we expected participants exposed to the comprehensible version of the basic information to show a higher postsearch vaccination knowledge level (Hypothesis 1) and more favorable attitudes toward vaccination (Hypothesis 2) as compared to the groups receiving hardly comprehensible information or no basic information at all.
As a second feature of the knowledge graph box, a warning message was intended to serve as a quality alert to the health information seekers. This is based on research from the area of consumer psychology where participants were found to detect manipulative practices more likely after they had been explicitly warned about their occurrence [48]. To avoid unintended reactions on the participants’ side, we refrained from an explicit warning about vaccination opponents’ views. Instead, a neutral warning about the existence of false or misleading information about vaccination on the Web was used. This quality alert was predicted to interrupt people’s heuristic use of the search engine since it is a new and unexpected search element [28,49] pointing to the need of a thorough inquiry of the search results [48]. The subsequent shift to a more systematic search should then lead to an elaborate information processing characterized by a closer scrutinizing of the search results’ quality. Accordingly, we hypothesize that the warning in the knowledge graph box will eventually be associated with higher postsearch knowledge levels (Hypothesis 3) and a more positive attitude toward vaccination (Hypothesis 4).

To achieve a comprehensive testing of the debiasing intervention, the two content-related factors were also combined. Here, we assumed that there could be an interaction effect of the availability of basic information (comprehensible vs incomprehensible) with the warning. However, as we could only speculate about its direction, we formulate Research Question 1: How do basic information and warning message interact to affect consumers’ vaccination-related knowledge and attitudes?

As this is, to our knowledge, the first study that investigates the impact of an experimentally manipulated knowledge graph box integrated into the search process, we are also interested in consumers’ perception and evaluation of it. Therefore, Research Question 2 asks: How is the knowledge graph box perceived and evaluated by the participants?

**Methods**

**Design**

In order to answer the research questions and test the hypotheses, a posttest-only online experiment was conducted. A full 3x2 factorial design was employed with the content of the knowledge graph box being varied. The first factor was availability of basic factual information on vaccination in the form of an evidence-based, medical definition (comprehensible vs hardly comprehensible vs not present) and the second factor was the presence or absence of a warning message about the occurrence of false information.

There were two versions of basic information that were extracted from two different sources, namely the World Health Organization (WHO) for the comprehensible version and Wikipedia for the less comprehensible version.

The warning stated that vaccination was a controversially discussed topic and that one would encounter false or misleading information about it on the Web. The warning did not support or elicit a standpoint toward the searched health topic.

In sum, the manipulations of the knowledge graph box resulted in the comparison of six different groups (see Table 1). The study was approved by the Ethical Committee of the University of Lugano, Switzerland. Further, all participants were asked for informed consent before taking part in the experiment.

**Table 1. Experimental design and group allocation.**

<table>
<thead>
<tr>
<th>Knowledge graph box manipulation</th>
<th>Availability of basic information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comprehensible basic information (WHO)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Warning of the presence of false information</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 6 (Control group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No warning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warning present</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Manipulation of the Knowledge Graph Box**

As we aimed for realistic results, the manipulation of the knowledge graph box mirrored the current practice of Google. It retrieves the semantic information from knowledge bases such as Wikidata [42], which acts as “central storage of structured data for Wikipedia” [50]. Hence, when searching for “vaccination” (as of January 2016), the knowledge graph box would display the same semantic information in a box right next to the search results that is also found in the corresponding Wikipedia article (see Multimedia Appendix 1 for a demonstration). Moreover, the knowledge graph box included a link to the original articles where the extracted information can be found.

In addition to the manipulation of the knowledge graph box, all groups were exposed to the traditional search results as displayed in the Google search template (Figure 1). The knowledge graph box (displaying basic factual information and/or the warning) as well as the search results page implemented in this experiment used the same template (eg, design, fonts, colors) as provided by Google. Figure 2 depicts the template used showing the manipulated experimental factors (different versions of basic information and the warning message) as well as their corresponding experimental groups as mentioned in Table 1.

http://www.jmir.org/2016/6/e137/
Figure 1. Search result template mimicking Google’s search used during the experiment.
Search Engine Manipulation

In all six groups, Google was manipulated to display a ratio of 50% pro- and 50% antivaccination websites as search results in a randomized order. This manipulation was realized by configuring the context and annotation files of the Google custom search engine [23,51]. In short, two custom search engines were built: one restricted to search from a set of pro-vaccination websites (ProVaccineSearcher) and the other to a set of antivaccination websites (ConVaccineSearcher). Thereby, the set of websites belonging to the ProVaccineSearcher contained only websites that had an overall positive standpoint toward vaccination, while the ConVaccineSearcher consisted of a set of webpages with an overall negative standpoint toward vaccination. All websites were content analyzed and subsequently categorized following the descriptions in [23,52]. By using JavaScript and the Google custom search application programming interface (API) [51], we controlled the search execution of both search engines and the display of the search results delivered from both [53]. Once a user entered a search query that matched the topic of the search task, the two engines were launched with the same query. The retrieved results were the first five relevant items (as chosen by the unmanipulated Google retrieval algorithm) from the pro-vaccination Web domains and similarly the first five items from the antivaccination Web domains. The retrieved results from both sources were combined and shuffled in a random order before being displayed. This was done for the construction of every search results page. Overall, there were 10 search results pages, with each page displaying 10 results, which mirrors Google’s default search template. The random shuffling guaranteed control of any order effects in the display of the pro- and antivaccination search results.

Recruitment and Participants

A Web platform using the Drupal framework, which is an open source content management system [54], was developed and customized for the experiment. We designed a human
intelligence task (HIT) asking potential participants from CrowdFlower [55] to go to the Web platform we prepared. Prior to the actual recruitment, we pretested the experiment in two consecutive rounds, again using CrowdFlower, to check for the functioning of the manipulation’s components, usability, and task understanding. After this pretest, we proceeded with the launching of the data collection. The recruitment advanced in sequential batches of on average 50 participants per HIT and lasted for 3 weeks in early 2015. Participants, registered as CrowdFlower workers, who passed the qualification requirements described subsequently were able to preview the HIT and apply for it. On completion of each batch, we analyzed the submissions and accepted people who followed the experiment as explained. There were two qualification requirements for the HIT: (1) users had to have the highest quality rating (Level 3, that is users who showed to be reliable and demonstrated high performance in completing posted tasks on the CrowdFlower platform), and (2) users needed to be located in an English-speaking country. The duration for task completion was set to 30 minutes.

Experimental Procedure

Once the HIT was published on the CrowdFlower platform, qualified users were able to select it. The HIT forwarded the user to the Web platform that proceeded in several steps in multiple sliding screens. In the first screen, a short introduction to the experiment was presented. After giving informed consent and the CrowdFlower ID on the next page, participants were presented with a screen explaining the search task. Participants were randomly assigned to one of the five experimental or the control groups. All participants were asked to search for information about vaccination for 10 minutes and started their search on the manipulated version of Google. They were free to enter any kind of vaccination-related keyword that came to their mind. Examples of entered search queries are “vaccination,” “measles vaccine,” “flu vaccine,” or “vaccination pros and cons.” A word cloud displaying the entered search queries according to their frequency is displayed in Multimedia Appendix 2. If participants entered keywords that were not related to vaccination, they received a message reminding them of the relevant search topic. This was done in two ways: (1) by pre-processing the entered search queries and matching the entered keywords to a regular expression that included the misspelled ones and/or by (2) extracting the noun phrases and using the comprising keywords to query the freebase API [56] for determining the relevance of the search query to viral and infectious diseases. This allowed for matching vaccine names (eg, “mmr,” “measles,” or “chickenpox”). During the search, participants could enter as many search queries as they wished and open all search results they were interested in. Participants in the experimental groups received, in addition to the search results, a knowledge graph box that was displayed on the upper right-hand side of the screen. After 10 minutes, participants were guided to the questionnaire that took around 10-15 minutes to complete. Participants were debriefed through the CrowdFlower platform after the data collection had ended.

The platform was designed to capture users’ search behavior by recording their issued search queries, mouse hovers, clicks and selection of search elements, and their transition from one screen to another during the whole experiment. Video demos of the experimental workflow and manipulation can be found in Multimedia Appendix 3.

Measures

Posttest Items

Participants were asked to fill in a posttest-questionnaire after the search. The questionnaire was pretested to avoid biased results due to language issues and contained the following measures used in the subsequent analyses:

1. Perceived utility of the knowledge graph box: semantic differential consisting of 6 items such as helpful/disturbing or comprehensible/ambiguous.

2. Perceived quality of the information in the knowledge graph box: Battery of 7 items asking, for example, whether the information in the knowledge graph box was considered relevant (0=highly irrelevant to 6=highly relevant), credible (0=I completely agree to 6=I completely disagree), or comprehensible (0=I completely agree to 6=I completely disagree), adapted from [23].

3. Evaluation of the websites: Battery of 10 items asking, for example, whether the information found on the websites was considered relevant (0=highly irrelevant to 6=highly relevant), credible (0=I completely agree to 6=I completely disagree), or comprehensible (0=I completely agree to 6=I completely disagree), adapted from [23].

4. Beliefs and attitudes toward vaccination: Set of 7 items consisting of statements about risks and benefits of vaccination that were answered on a Likert scale (1=completely disagree to 7=completely agree). Two further items measured the perceived likelihood of severe side effects after a child or an adult got vaccinated (0=very unlikely to 6=very likely), all adapted from [23].

5. Knowledge about vaccination: Validated scale consisting of 9 true/false items [57]. Knowledge scores were calculated for each participant.

6. Sociodemographic information: 9 items asking participants about, for example, their gender, age, educational level, nationality, vaccination status, profession, or perceived confidence in their information seeking skills.

Outcome Variables

Knowledge About Vaccination

A knowledge score was computed for every participant by summing the scores of all items of the knowledge about vaccination measure [57].

Beliefs and Attitudes Toward Vaccination

An exploratory factor analysis was run on the posttest items measuring participants’ beliefs and attitudes toward vaccination and their evaluation of the search results with the goal to identify
the latent variables, respective constructs. Given that some of the items were added or slightly modified from the ones used in [23], we aimed at finding the latent constructs using the responses from the current experiment and consequently obtaining factor scores using the items loaded on the emerging factors. Additionally, the emerging factors were validated by comparing them and their corresponding item loadings to the ones reported in [23].

Evaluation of the Knowledge Graph Box

Perceived Utility of the Knowledge Graph Box

The perceived utility of the knowledge graph box was assessed by computing a total sum score of the posttest items reported in Section 1. The item responses were coded from 0-6 and hence, the perceived utility score ranged from 0-36. The higher the score, the higher the perceived utility of the knowledge graph box.

Perceived Quality of the Information in the Knowledge Graph Box

The second measure was represented by the sum of the posttest items in Section 2, each measuring trust, correctness, persuasiveness, relevance, credibility, and comprehensibility of the information embedded in the knowledge graph box. Similar to the first evaluation measure (perceived utility), the responses were coded from 0-6. This measure represented the perceived quality of the knowledge graph box’s information with a total score ranging from 0-36. Again, a higher score indicated a higher perceived quality of the information.

Data Analysis

Randomization check was completed to investigate if there were differences among the groups that should be taken into account in subsequent analyses. Results were insignificant for all items measuring sociodemographic variables, implying that there were no significant differences among the experimental groups (see Multimedia Appendix 5).

To test Hypotheses 1-4 and answer Research Question 1, two-way analyses of variance (ANOVAs) were conducted, one for each outcome variable with availability of basic information and the presence of a warning as independent variables.

Research Question 2 was answered by using two-way ANOVAs for the dependent variables perceived utility of the knowledge graph box and perceived quality of the information embedded in the knowledge graph box with the availability of basic information and the presence of a warning as independent variables.

Two-way ANOVAs were chosen as the procedure for analysis since we aimed at investigating the separate main effects as well as the interaction effect of both independent variables on the dependent variables.

Statistical analyses were considered significant at $P < .05$. Moreover, post-hoc analysis was conducted for the observed significant results, if applicable. Bonferroni correction and Tukey HSD were applied to control for the family-wise error such as increased probability of Type I error due to multiple comparisons. The analysis of self-reported measures was conducted using SPSS 20.

Additionally, we looked at heatmaps that we generated from the recorded search hovers to detect if hovering patterns over the knowledge graph box are different among the experimental groups.

Results

The sample size was $N=279$ (group 1: $n=45$, group 2: $n=45$, group 3: $n=46$, group 4: $n=50$, group 5: $n=47$, group 6 [control group]: $n=46$). Over half (54.8%, 153/279) of participants were male and 45.2% (126/279) were female. The majority of participants came from the United States (43.4%, 121/279), followed by 29.4% (82/279) from the United Kingdom, 18.6% (52/279) from Canada, 1.8% (5/279) from Australia, and 1.1% (3/279) from New Zealand. The remaining respondents came from other countries. Just over half (52.0%, 145/279) of the participants were college graduates or had completed postgraduate studies, 22.2% (62/279) had concluded some college level, 5.7% (16/279) had received post-high school vocational or technical training, and 20.1% (56/279) had at least 8 years of high school or a completed high school degree. The mean age of participants was 37.34 years (SD 10.67), with 19 years as minimum and 69 years as maximum age.

Knowledge About Vaccination

Using two-way ANOVA, there was a significant main effect of availability of basic information in the knowledge graph box on participants’ knowledge ($F_{2,273}=4.86$, $P<.01$). Presence of the warning did not have a significant main effect on knowledge, nor was there an interaction effect. Following up with a post-hoc analysis with Bonferroni correction and Tukey HSD, participants belonging to Groups 1 and 4 receiving comprehensible information with or without the warning, combined, had significantly higher mean scores on the knowledge scale compared to the participants in Groups 2 and 5 who were exposed to the hardly comprehensible information (mean difference 1.18, $P<.01$). Figure 3 shows the estimated marginal means of the knowledge score by both experimental factors. It is worth noting that the warning increased knowledge in participants who received the comprehensible information while it decreased knowledge in those who received the hardly comprehensible information as well as in those who did not get information at all. Hence, Hypothesis 1 is partially supported while Hypothesis 3 is not.
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Beliefs and Attitudes Toward Vaccination

**Factor Analysis**

Factor analysis was run on 19 items (posttest items in Sections 3 and 4) with oblique rotation (promax) using the maximum likelihood extraction method. The Kaiser-Meyer-Olkin (KMO) measure verified the analysis’s sampling adequacy (KMO=.90). Bartlett’s test of sphericity ($\chi^2_{153}=3495.26$, $P=.001$) indicated that correlations between items were sufficiently large for factor analysis. An initial analysis was run to obtain eigenvalues for each component in the data. Three eigenvalues were greater than Kaiser’s criterion of 1 and in combination explained 65% of the variance. Based on the parallel analysis and the scree plot in which an inflection point was detected, three factors were retained for final analysis. To assess the reliability of the subscales that emerged from factor analysis, we measured Cronbach’s alpha. Table 2 shows the pattern matrix of the factor analysis including each item’s loadings on the obtained three factors. The eigenvalues were equal to 7.3, 3.9, and 1.1, and the percentage of variance explained by each was 38.4%, 20.7%, and 5.8%. In addition, Cronbach’s alpha for each subscale comprising the items that showed loadings greater than or equal to 0.4 was .91, .89, and .89, respectively. The items forming factor 1 suggest a representation of skepticism or fear of vaccination side effects. Factor 2 displays an evaluation of information quality and factor 3 the acknowledgment of vaccination benefits. Factors 1 and 3 were negatively correlated (-.71), while both showed an insignificant positive correlation (.13, .05) with factor 2. The emerged factors and comprised items mirror the ones reported in [23].
Table 2. Exploratory factor analysis of beliefs and attitudes measures.

<table>
<thead>
<tr>
<th>Pattern matrix(^a)</th>
<th>Factor loadings</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In your opinion, how likely is the occurrence of serious side effects after a child got vaccinated?</td>
<td>(0.85^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When I read about the possible side effects of vaccination on the websites, I felt worried.</td>
<td>(0.82^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When recommending vaccination, physicians do not pay enough attention to the possible side effects.</td>
<td>(0.79^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In your opinion, how likely is the occurrence of serious side effects after an adult got vaccinated?</td>
<td>(0.77^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When I read what the websites said about the effectiveness of vaccination, I felt worried.</td>
<td>(0.76^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Many vaccinations today do more harm than good.</td>
<td>(0.75^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Many of the vaccinations recommended today are redundant because the disease is almost extinct.</td>
<td>(0.64^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccination often does not fully protect against a disease.</td>
<td>(0.52^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thinking about the 10 minutes you spent searching for information on vaccination: Has the search made you more skeptical about vaccination or has the experience increased your confidence in it?</td>
<td>-0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How convincing did you find the websites you looked at during your search?</td>
<td>(0.91^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The information on the websites I read was credible.</td>
<td>(0.88^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How much do you trust the information about vaccination you found on the websites before?</td>
<td>(0.86^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was the information you found on the websites relevant?</td>
<td>(0.73^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How much do you trust Google to provide you with good information?</td>
<td>(0.63^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The information about vaccination I have just read on the websites was comprehensible for me.</td>
<td>(0.52^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If it weren’t for vaccination, many people would have a shorter lifespan today than they do.</td>
<td>(0.86^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>People who opt out of vaccination do not only put themselves at risk, but also other people.</td>
<td>(0.74^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccination is one of the greatest medical breakthroughs affecting our lives.</td>
<td>(0.74^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In my opinion, people should follow the advice to get vaccinated.</td>
<td>(0.60^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Extraction method: maximum likelihood. Rotation method: Promax with Kaiser normalization.

\(^b\)Loading ~ 0.4.

**Factor 1: Skepticism/Fear of Vaccination Side Effects**

Two-way ANOVA was used for investigating the effect of the two experimental factors (availability of basic information and warning message) on the scores of the first factor (skepticism/fear of vaccination side effects). The only detected significant effect was the main effect of the availability of basic information on the factor 1 scores \(F_{2,273} = 3.5, P = .03\).

Following up with a post-hoc analysis using Tukey HSD, participants receiving a knowledge graph box displaying comprehensible information (Groups 1 and 4) had significantly lower mean scores compared to the ones getting a knowledge graph box containing hardly comprehensible information (Groups 2 and 5; mean difference -0.36, \(P = .047\)). However, when using Bonferroni correction, the \(P\) value was equal to .05 at the threshold of rejecting the null hypothesis. This result is a consequence of the conservative nature of Bonferroni correction, which is used to control for Type I error by testing on a lower alpha-level that is, in our case, equal to 0.016 (eg, 0.05/3). Overall, participants exposed to comprehensible information with or without the warning were less afraid/skeptical of vaccination side effects compared to the ones receiving less comprehensible information, again regardless of the presence of a warning message. Figure 4 shows that the warning message reduces the skepticism among the group exposed to the comprehensible information. However, the opposite is true for the other groups.
Figure 4. Skepticism/fear of vaccination side effects as dependent on presence of a warning and comprehensibility level of basic information.

**Factor 2: Information Quality**

Using two-way ANOVA, the only detected significant effect was the main effect of availability of basic information on the scores of factor 2 ($F_{2,273}=3.73$, $P=.02$). Following up with a post-hoc analysis, participants belonging to the groups receiving a knowledge graph box with comprehensible information (Groups 1 and 4) had significantly lower mean scores as compared to both groups getting a knowledge graph box displaying hardly comprehensible information (Groups 2 and 5; mean difference -0.36, $P=.049$ using Bonferroni correction and $P=.043$ using Tukey HSD). In other words, the former groups seem to be more critical in terms of the evaluation of information quality compared to the latter groups. Figure 5 shows the comparison between groups receiving the same type of basic information and the ones that additionally saw a warning message. Again, the warning appears to have a positive influence on the group receiving comprehensible information. The reverse pattern emerges for the group being exposed to hardly comprehensible information and slightly also for the group not getting basic information.
Factor 3: Acknowledgment of vaccination benefits

There was no significant effect with respect to the main effects of either experimental factor or for the interactions on the scores of Factor 3. However, groups receiving comprehensible basic information in the knowledge graph box, regardless of the presence of a warning, had the highest average scores on Factor 3 indicating a higher appreciation of vaccination benefits (see Figure 6).

Thus, Hypothesis 2 is partially supported while Hypothesis 4 is not. Moreover, there was no significant interaction (on all levels of experimental variables) between the availability of information and the warning on the outcome measures (RQ1). However, the overall results suggest that there was an interaction with regard to the groups receiving basic information (comprehensible and hardly comprehensible) and the corresponding groups with the added warning message.

Figure 5. Attitude toward information quality as dependent on presence of a warning and comprehensibility level of basic information.

Figure 6. Acknowledgment of vaccination benefits as dependent on presence of a warning and comprehensibility level of basic information.
Evaluation of the Knowledge Graph Box

Two-way ANOVA was conducted for each dependent variable (perceived utility and perceived quality of the information displayed by the knowledge graph box) with the availability of basic information and the presence of a warning as independent variables. This time, five groups were compared since the control group was not exposed to the knowledge graph box and hence did not answer the items evaluating it.

In both cases, there was no significant effect with respect to the main effects of either experimental factor or of the interactions on the scores of the dependent variables. On average, the groups scored 24.4 out of 36 on perceived utility and 23.3 out of 36 on perceived information quality embedded in the knowledge graph box. This amounts to an average evaluation of 67.7% and 64.7%, suggesting an overall moderate to positive evaluation of the knowledge graph box. Heatmaps generated from the aggregated mouse hovers per group over the search elements showed similar hovering patterns among the groups (see Multimedia Appendix 6).

Discussion

Principal Findings

The findings suggest a positive effect of comprehensible basic information on information seekers’ vaccination-related knowledge and attitudes and a moderate to positive evaluation of the knowledge graph box among all groups. In contrast, the sole presentation of a warning message did not result in any substantial effects. Also, there was no significant interaction between the basic factual information and the warning.

The observation of a positive influence of easily comprehensible text is in line with previous research suggesting a higher persuasiveness of comprehensible information [44,45]. In this study, comprehensibility might have had a persuasive character in the sense of fostering participants’ agreement with considering vaccination as a form of health protection. The warning message, however, did not yield comparable effects. This could be explained by a lacking reference point for the information seekers. Literature on warning messages came to the conclusion that a warning is most successful when it is combined with advice for action such as a strategy to avoid the threat [48]. Thus, the warning message by itself might have disrupted consumers’ biased search but since a strategy stating how to handle or detect misleading information was missing, they could not translate this knowledge about the presence of false information into more successful search outcomes.

Interestingly, the combination of comprehensible information and a warning message supports this assumption, although on a non-significant level. That is, the obtained results suggest that comprehensible information combined with a warning steers consumers toward a vaccination-supporting position. Since the comprehensible information might have been interpreted by the participants as promoting vaccination, the alert could have been linked to the information and consequently been perceived as warning against antivaccination information. In contrast, the combination of hardly comprehensible information and a warning seems to direct information seekers more toward a vaccination-skeptical position. This result might be, on the one hand, due to the content of the Wikipedia article that was linked to the knowledge graph box. When clicking on it, participants did not only see information about the importance of vaccination and factual information (eg, history, functioning mechanisms, statistics) but also paragraphs related to side effects, adverse events, and the surrounding controversy. This might have sparked concerns about vaccination. On the other hand, for laypersons, the hardly understandable definition might have evoked confusion and insecurity among the health information seekers. In combination with a warning lacking polarity or a clear positioning, these doubts might have been augmented, leading to the opposite effect of the warning as compared to the group receiving comprehensible basic information. A follow-up on the true relationship between these two experimental factors would be an interesting starting point for future research in this area.

The comparison of the results to the ones of a recent study investigating the effects of different ratios of pro- and antivaccination information displayed by Google [23] stresses the potential of this intervention in terms of effectiveness and applicability. When looking at the achieved factor scores, the groups exposed to comprehensible information in this experiment achieved better outcomes than the groups being exposed to an almost equal amount of pro- and antivaccination information in [23] as they were more knowledgeable, less skeptical of vaccination, and more critical of information quality. This is promising because it shows that filtering the retrieved search results according to their quality and source credibility is not the only approach to minimize the negative effects of a biased information search. Indeed, also the incorporation of comprehensible semantic information of the health-related search topic in the knowledge graph box appears to be successful, while being more feasible.

Limitations

Although this study offers valuable insights into a new technological debiasing technique, some limitations need to be considered. First, we employed a design that immediately tested the effectiveness of a knowledge graph box as a debiasing technique without a prior phase that only observed the occurrence of a biased search and information processing. Acknowledging the solid body of research that demonstrates the deficiency of people’s information search behavior and processing [23,24,28,33-35], we took the problem context for granted, rendering another demonstration of the same phenomenon unnecessary.

A second limitation refers to the recruitment of participants through CrowdFlower. Although the sample was sufficiently diverse concerning sociodemographic characteristics such as age, gender, and nationality, a disproportionate share of participants was highly educated. However, Internet samples are overall more heterogeneous than traditional samples [58]. Yet, the probably higher level of online search experience and computer skills remains a limitation to the generalization of the findings. Using an online sample further bears the peril of “non-serious” or “repeat responders” [58]. Still, a biasing effect of such participants on the results of the study was minimized.
through a careful investigation and follow-up of each respondent. This was done in two ways. First, the developed platform captured participants’ interaction and behavior throughout the course of the experiment. This information was then used to construct a timeline for every participant to verify that the experiment was conducted in one sitting. Second, the respondents were identified during the experiment based on their inserted CrowdFlower ID. This allowed for a validation of the recorded data for every participant in our platform against the task-submission data on the CrowdFlower platform.

Moreover, the template Google currently uses when displaying the information in the knowledge graph box includes both the basic information and its source as a hyperlink. As a result, we cannot establish or compare a difference in contribution of the source and the information itself to the observed effect. Our emphasis on the importance of the information itself is, however, in line with the communication science-based assumption that the content of a message is more crucial than variables such as source credibility or attractiveness [43]. This assumption is also empirically supported by the equally high evaluation scores awarded to the knowledge graph box by the experimental groups, regardless of the displayed source. Nevertheless, this was only a first test of the possible effects of the knowledge graph box focusing on the differentiation between its overall presence and two content-related factors, namely comprehensibility of basic information and presence of a warning. Future research could experimentally distinguish between single components of the knowledge graph box and investigate a potential influence of the content’s source more thoroughly.

Eventually, we could have employed a pre-posttest design instead of a posttest-only design. Using a different experimental design would have allowed for assessing participants’ vaccination-related baseline knowledge and attitudes. However, we refrained from this alternative in order to not sensitize our participants to the experiment’s true outcome of interest, which could have had a biasing effect. Further, we aimed at comparing the findings to the studies reported in [23] by keeping the experimental design constant. Still, further research investigating the online health information seeking process by applying different experimental designs is needed.

Conclusions

This study assessed the debiasing effects of a knowledge graph box providing health information seekers with basic information (comprehensible vs hardly comprehensible) and/or a warning message during their search on vaccination via Google. We intended to ensure a realistic setting of the experiment so that it could be implemented in real-life. That means we adhered to the technology currently used by Google to retrieve the semantic information for the knowledge graph box and used neutral information to design the experimental stimuli.

Since Google already uses the knowledge graph box [42], a simple change in the retrieval procedure for its content could make a valuable difference for the consumers. In fact, while this experiment was in the field, Google announced an update regarding the information displayed in the knowledge graph box when it comes to searching for health-related information [59]. The update concerns the retrieval of semantic information from “high-quality” websites such as the Mayo Clinic, WebMD, or Centers for Disease Control and Prevention [59]. However, this change pertained only to the United States and searches conducted in English [59]. Surprisingly, the update did not affect searches conducted on vaccination- or vaccine-related search terms at the time of writing this manuscript (see Multimedia Appendix 1).

Hence, the current situation suggests that there is still an extensive potential to improve the online health information seeking process, as well as a necessity for further research in this area. Instead of developing and studying complex interventions to improve people’s health information search, we suggest the further investigation of more realizable strategies like the one presented here.
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Video demo of actual search on Google about vaccination (February 2016).
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Word cloud of entered search queries.
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Abstract

Background: Objective physical activity monitors (eg, accelerometers) have high rates of nonwear and do not provide contextual information about behavior.

Objective: This study tested performance and value of a mobile phone app that combined objective and real-time self-report methods to measure physical activity using sensor-informed context-sensitive ecological momentary assessment (CS-EMA).

Methods: The app was programmed to prompt CS-EMA surveys immediately after 3 types of events detected by the mobile phone’s built-in motion sensor: (1) Activity (ie, mobile phone movement), (2) No-Activity (ie, mobile phone nonmovement), and (3) No-Data (ie, mobile phone or app powered off). In addition, the app triggered random (ie, signal-contingent) ecological momentary assessment (R-EMA) prompts (up to 7 per day). A sample of 39 ethnically diverse high school students in the United States (aged 14-18, 54% female) tested the app over 14 continuous days during nonschool time. Both CS-EMA and R-EMA prompts assessed activity type (eg, reading or doing homework, eating or drinking, sports or exercising) and contextual characteristics of the activity (eg, location, social company, purpose). Activity was also measured with a waist-worn Actigraph accelerometer.

Results: The average CS-EMA + R-EMA prompt compliance and survey completion rates were 80.5% and 98.5%, respectively. More moderate-to-vigorous intensity physical activity was recorded by the waist-worn accelerometer in the 30 minutes before CS-EMA activity prompts (M=5.84 minutes) than CS-EMA No-Activity (M=1.11 minutes) and CS-EMA No-Data (M=0.76 minute) prompts (P's<.001). Participants were almost 5 times as likely to report going somewhere (ie, active or motorized transit) in the 30 minutes before CS-EMA Activity than R-EMA prompts (odds ratio=4.91, 95% confidence interval=2.16-11.12).

Conclusions: Mobile phone apps using motion sensor–informed CS-EMA are acceptable among high school students and may be used to augment objective physical activity data collected from traditional waist-worn accelerometers.
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**Introduction**

Surveillance, epidemiological, and intervention studies typically use either retrospective self-report measures or objective sensor-based monitors (eg, accelerometers, heart rate devices) to capture physical activity behavior in youth [1-3]. Retrospective self-report methods ask participants to recall levels and types of activities performed over the past few days, weeks, or year [4]. As such, they can be vulnerable to various types of reporting errors and biases [5]. Although objective activity monitors may yield more valid measures of physical activity [6] and are being deployed in large-scale surveillance studies with children and adolescents [1], they may result in significant amounts of missing data due to device nonwear [7,8]. Participants forget to wear or carry monitors, and they remove monitors when they do not want to or cannot wear them. Often, these data are not missing at random because youth remove the monitors during physical activity bouts such as swimming or those bouts involving physical contact with others (eg, football, soccer), which can result in biased activity estimates [9].

In addition to high rates of device nonwear, objective activity monitors are unable to capture descriptive and contextual information about physical activity and sedentary behavior. Accelerometers and other objective activity monitors typically assess the intensity and duration of physical body movement [10,11]. Yet, most devices cannot measure the type and purpose of the activity, emotional responses to the activity, where and with whom the activity occurred, and other cognitive and motivational factors. Information about these real-time psychological and environmental correlates of physical activity has growing importance for the development of just-in-time adaptive interventions to encourage physical activity at the point of decision-making during adolescents’ everyday lives [12,13].

Methods of physical activity assessment that collect real-time self-report data about activities and contexts during key moments of the day, such as when an accelerometer is removed, or immediately after a bout of physical activity, have the potential to yield information that an accelerometer cannot. Ecological momentary assessment (EMA) is one such real-time self-report data capture method, which elicits responses to electronic surveys throughout the course of daily life [14,15]. EMA has many advantages over retrospective self-report measures such as reducing memory errors and biases and collecting more ecologically valid assessments in one’s natural environment [16-18]. Standard EMA uses interval-contingent sampling to trigger surveys at preset times (eg, at 8 am and 12 noon everyday), signal-contingent sampling to trigger surveys at random times throughout the day, or event-contingent sampling to trigger surveys during or after a predetermined behavior such as a bout of physical activity [16]. However, these sampling strategies suffer from a number of limitations. Interval- and signal-contingent sampling strategies often fail to capture less common behavior, such as physical activity, as it is occurring. Event-contingent sampling requires the participant to self-initiate surveys during or after particular behavior, which is prone to delayed reports and the failure to report events altogether. CS-EMA is an innovative strategy that addresses these problems by automatically triggering survey prompts at opportune times based on detected information from internal or external sensors to collect real-time information about key behaviors, events, or contexts [19].

This study tested a mobile phone app called Mobile Teen that implemented CS-EMA by performing real-time analysis on data gathered about the mobile phone’s movement from the mobile phone’s built-in motion sensor. The app detected major transitions in type of mobile phone movement and subsequently triggered real-time electronic surveys that collected self-report information about recent physical activity and sedentary behavior. A growing number of studies have measured physical activity using native mobile features with varying levels of accuracy [20,21]. The goals of this study were to examine the feasibility, performance, accuracy, and utility of the Mobile Teen EMA app for capturing information about physical activity behaviors and contexts in adolescents. Specially, the objectives were to: (1) describe EMA survey compliance, response latency, and completion time and rates, in addition to how the mobile phone was carried; (2) evaluate the performance of the CS-EMA prompting features by examining differences in reported and objectively measured activity levels across the different EMA prompt types; (3) describe the extent to which EMA provides data about activity during periods of waist-worn accelerometer nonwear; and (4) describe contextual characteristics of EMA-reported sports and exercise episodes.

**Methods**

**Mobile Teen App**

The Mobile Teen app was designed for mobile phones running the Android operating system. The software was written in Java and targeted Android versions 2.3.3 to 4.3, the versions available at the time of the research. The Mobile Teen app was programmed to conduct sensor-informed CS-EMA by using the mobile phone’s built-in motion sensor to automatically detect periods of (1) Activity (15+ minutes of high-intensity activity followed by 10+ minutes of low-intensity activity); (2) No-Activity (60+ minutes of low-intensity activity followed by 2+ minutes of moderate-intensity activity); and (3) No-Data (10+ minutes of no activity data followed by 1+ minutes of some activity data). The app then used these sensor-informed movement transition cues to trigger real-time CS-EMA self-report surveys measuring the type and purpose of activity previously performed, enjoyment of that activity, and social and physical features of the activity setting. A more detailed description of the design and development of the Mobile Teen app is available elsewhere [22].

**Participants and Recruitment**

The study sample consisted of low-to-middle-income adolescents in grades 9 to 12. Participants were recruited through an urban Los Angeles area high school using informational fliers, posters, and classroom visits. Inclusion criteria were as follows: (1) student in grade 9 to 12 enrolled at the participating high school, (2) able to comprehend written English, (3) no health or physical limitations that prohibit regular physical activity, and (4) regular use of an Android or global system for mobile communication (GSM)-based mobile phone with service provided by AT&T or T-Mobile on a standard mobile phone.
contract. For adolescents who did not own an Android mobile phone, the restriction to having a GSM-based mobile provider (AT&T or T-Mobile) was made so that their personal phone subscriber identity module (SIM) cards could be easily switched to temporary LG Nexus 4 mobile phones with the Mobile Teen app installed for the duration of the study. Doing so allowed participants to use the study mobile phone to make and receive calls and short message service (SMS) messages through personal mobile phone numbers. Adolescents who expressed interest in the study during a school visit were called by phone to be screened for eligibility and scheduled for an orientation session with research staff. Parental consent and child assent were obtained. Study procedures were approved by the Institutional Review Boards at the University of Southern California and Northeastern University.

Procedures
Participants attended a 45-minute orientation session at the high school on a weekday afternoon. During this session, they completed a questionnaire and anthropometric assessments. Research staff assisted participants with either downloading the Mobile Teen app to their personal Android mobile phone or moving their SIM card from a personal mobile phone into a loaned Android study mobile phone with the Mobile Teen app preinstalled. They were also given instructions on how to complete EMA surveys. Over the next 28 days, participants were asked to wear the accelerometer and proceed with their daily routines as normal. Participants were asked to carry the mobile phone as usual (in their pockets, hands, purses, or bags) during waking hours. On 14 of those days (either the first 2 weeks or the second 2 weeks, as randomly assigned), they received EMA survey prompts several times per day during nonschool waking hours (3-9 pm on weekdays and 7 am-9 pm on weekend days). Research staff members contacted participants twice by phone during the 28-day monitoring period to encourage compliance and address technical issues. Participants received up to $180 for completing the study.

Measures
Ecological Momentary Assessment
The Mobile Teen app triggered mobile phone sensor-informed CS-EMA prompts according to the 3 prompting rules described previously. In addition, the app triggered random (ie, signal-contingent) R-EMA prompts up to 3 times per day on weekdays and 7 times per day on weekend days. On receiving an auditory EMA prompt (a pleasant, but loud, 4-second chime), participants were instructed to stop their current activity and complete a short electronic survey question sequence using the touch screen of the mobile phone. Participants were allowed to set mobile phones to mute or vibrate to prevent interruption. If an EMA prompt occurred during an incompatible activity (eg, sleeping, bathing, or driving), participants were instructed to ignore it. If no entry was made, the app emitted up to 2 reminder prompts at 3-minute intervals. After this point, the electronic EMA survey became inaccessible until the next prompting opportunity. To avoid excessive prompting, the app enforced a 30-minute gap between all prompts.

EMA items assessed major activity types, methods of carrying the mobile phone, reasons for not carrying the mobile phone, and other psychological and contextual factors related to behavior (See Figure 1). CS-EMA prompts asked, “What have you been doing between (start time) and (stop time)?” with times inserted by the app based on information from the built-in mobile phone motion sensor. Alternatively, the R-EMA question sequence began with the activity type question, “What have you been doing in the last 30 minutes?” For both the CS-EMA and R-EMA activity-type questions, a response structure was used where participants could indicate 1 or more activities (ie, “choose all that apply”) that were performed during the time period. Response options include, “Reading or doing homework; Using technology (TV, phone); Eating/Drinking; Sports/Exercising; Going somewhere; Hanging out; Other.” If Other was selected, an extra question listed additional options including, “Doing chores/Cooking; Showering/Bathing; Sleeping; Working/Part-time job; Getting ready for something; Shopping; Getting dressed; Class/School; Playing with children; Playing catch; Waiting; Doing something else.” If Sports/Exercising was reported as an activity type, a follow-up question asked about the specific type of sports or exercise activity performed (eg, Basketball/Football/Soccer). Cycling, Other Running/Jogging, Exercise/Dance/Karate class, Weightlifting/Strength training).

For each type of activity reported, participants were asked to indicate how long it lasted (in minutes), the body position (eg, Lying down, Sitting, Standing), how the mobile phone was carried (eg, On my belt, In my pocket, Not with me) and the reason for not having the mobile phone with them (eg, Forgot it, Did not want to damage it, Too uncomfortable). If Sports/Exercising was reported as an activity type, a unique question branching sequence was initiated that asked about type of fitness skill involved (eg, Flexibility, Strengthening, Endurance), extra weight carried (eg, None, Less than 5 lbs, 5-10 lbs), degree of incline (eg, Mainly going uphill, Mainly going downhill, Mainly staying on flat ground), the physical context (eg, Home, Work, School), the main purpose (eg, Fun/Recreation; To get somewhere; For work, homework, or housework), how enjoyable it was (eg, Not at all, A little, Moderately), and the social context (eg, Alone or With Friends, Parents, Siblings). The branching sequence pertaining to sports and exercise activities was only initiated in a randomly programmed 40% of applicable surveys as a method of limiting potential subject response burden.
Waist-Worn Accelerometer

The Actigraph, Inc, activity monitor provided an objective measure of physical activity. A combination of GT1M, GT2M, and GT3X models were used. The device was worn on the right hip attached to an adjustable belt. Activity monitors were not worn while sleeping, bathing, or swimming. A 30-second epoch was used. All accelerometer recordings were time-stamped to be linked with EMA data captured on the mobile phone. Outcome variables consisted of the total number of minutes of moderate-to-vigorous physical activity (MVPA) occurring within the 30-minute window before each EMA prompt. MVPA was defined using age-specific thresholds generated from the Freedson prediction equation (≥4 metabolic equivalents [METs]) [23]. Strings of continuous zero activity counts lasting 60 minutes or more were considered to be periods of waist accelerometer nonwear (with an allowance of up to 2 minutes with nonzero activity counts during that period) [1].

Body Mass Index

Research staff measured height and weight using an electronically calibrated digital scale (Tanita WB-110A) and professional stadiometer (PE-AIM-101) to the nearest 0.1 kg and 0.1 cm, respectively. Body mass index (BMI) was calculated (kg/m²) and converted to Centers for Disease Control and Prevention age- and gender-specific BMI percentiles.

Demographic

Participants’ age, gender, year in school, and ethnicity were assessed through a self-report paper-and-pencil questionnaire. Parents reported annual household income.

Data Processing and Analyses

Descriptive statistics for demographic characteristics were calculated with individual participant as the unit of analysis (Level-2); all other descriptive statistics used occasions (ie, EMA prompts) as the unit of analysis (Level-1). Data were analyzed with multilevel modeling in Stata (version 14). Multilevel models adjust the standard errors for clustering of EMA prompts (Level-1) within people (Level-2) [24]. Between-subject (BS) and within-subject (WS) versions (ie, partitioning the variance) of the main effects were generated. The BS version represents the individual mean deviation from the grand mean, and the WS version represents deviation from one’s own mean at any given prompt [25]. Similarly, the BS and WS variation terms for binary predictors were created using grand mean-centering (ie, subtracting by the group mean proportion) and person mean-centering (ie, subtracting by the individual mean proportion) methods, respectively [26].

Descriptive statistics (ie, mean, standard deviations [SDs], frequencies, and percentages) were calculated to examine EMA compliance, response latency, and completion time and rates, as well as how the mobile phone was carried (objective #1). In addition, a series of multilevel logistic regressions were run to...
examine whether any demographic or temporal variables were associated with EMA compliance (binary outcome categorized as 0=unanswered prompt and 1=answered prompt), methods of carrying the mobile phone (binary outcome categorized as 1=not with me and 0=all else), and reason for not having the mobile phone with him or her (binary outcome categorized as 1=did not want to damage it and 0=all else).

Multilevel linear regression models were computed to compare EMA prompt types in terms of self-reported and objectively measured activity levels (objective #2). The models tested whether there were differences across the 4 EMA prompt types (ie, R-EMA, CS-EMA Activity, CS-EMA No-Activity, and CS-EMA No-Data) in terms of objective levels of MVPA (measured by the waist-worn Actigraph) in the 30 minutes before the prompt. In addition, multilevel logistic linear regression models tested whether there were differences across prompt types (ie, R-EMA, CS-EMA Activity, CS-EMA No-Activity, and CS-EMA No-Data) in terms of the likelihood of engaging in each type of activity (vs all other activities) in the time leading up to the EMA prompt (ie, 30-minute intervals before R-EMA prompts and automatically detected time intervals before CS-EMA prompts). Each type of activity was tested in a separate logistic regression model. The 4-level EMA prompt type served as the independent variable (with R-EMA designated as the reference group) for the linear and logistic regressions testing the second study objective. Models testing the likelihood of engaging in each type of activity across EMA prompt types and models examining objective MVPA across prompt types were also adjusted by the day of week, time of day, chronological day in study, age, and gender. Random intercept models were estimated. Descriptive statistics (ie, means, SDs, frequencies, and percentages) were run to describe the extent to which EMA provides data about activity during periods of waist-worn accelerometer nonwear (objective #3) and measures contextual characteristics of EMA-reported sports and exercise episodes (objective #4).

Results

Participant Characteristics

Of 248 participants who initially expressed interest in the study, 5 participants lost interest, 2 of them were excluded based on asthma history, 10 of them did not have mobile phones, 126 of them could not be reached for scheduling, and 37 of them canceled their scheduled appointments; the remaining 68 participants met the inclusion criteria and verbally agreed to join at a mobile phone screening interview. A total of 44 participants subsequently attended the scheduled orientation appointment with their parents and consented to participate. During the study period, 4 participants voluntarily dropped out, leaving a total of 40 participants who completed the study. One participant lost the waist-worn accelerometer, resulting in 39 participants with complete data for analysis. The analytic sample consisted of 21 girls and 18 boys between the ages of 14 and 18 (M=15.9 SD=1.2). Sixty-four percent reported Hispanic or Latino ethnicity, and all participants reported receiving free or reduced lunch at school. Table 1 summarizes further demographic characteristics of the sample.
Table 1. Demographic characteristics of participants (N=39).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (46.2)</td>
</tr>
<tr>
<td>Female</td>
<td>21 (53.9)</td>
</tr>
<tr>
<td>BMI(^a) (mean, SD(^d))</td>
<td>24.58 (4.3)</td>
</tr>
<tr>
<td>Age (mean, SD)</td>
<td>15.90 (1.2)</td>
</tr>
<tr>
<td>Grade in school(^b)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9 (23.7)</td>
</tr>
<tr>
<td>10</td>
<td>11 (29.0)</td>
</tr>
<tr>
<td>11</td>
<td>9 (23.7)</td>
</tr>
<tr>
<td>12</td>
<td>9 (23.7)</td>
</tr>
<tr>
<td>Ethnicity(^c)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7 (18.4)</td>
</tr>
<tr>
<td>Black or African-American</td>
<td>1 (2.6)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>25 (65.8)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (10.5)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2.6)</td>
</tr>
<tr>
<td>Mobile phone platform</td>
<td></td>
</tr>
<tr>
<td>Google Android</td>
<td>27 (69.2)</td>
</tr>
<tr>
<td>Apple iOS</td>
<td>12 (30.8)</td>
</tr>
<tr>
<td>Mobile phone device used</td>
<td></td>
</tr>
<tr>
<td>Loaned mobile phone</td>
<td>22 (56.4)</td>
</tr>
<tr>
<td>Personal mobile phone</td>
<td>17 (43.6)</td>
</tr>
</tbody>
</table>

\(^a\)BMI: body mass index.  
\(^b\)Information on grade in school was not reported for 1 participant.  
\(^c\)Ethnicity was not reported for 1 participant.  
\(^d\)SD: standard deviation.

Table 2. Ecological momentary assessment (EMA) prompts and compliance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total prompts</th>
<th>Average Compliance (%)(^a)</th>
<th>SD(^b) (%)</th>
<th>Range (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All prompts</td>
<td>3,631</td>
<td>80.5</td>
<td>14.6</td>
<td>38.2-97.0</td>
</tr>
<tr>
<td>R-EMA(^c)^(^g)</td>
<td>2,830</td>
<td>79.4</td>
<td>14.3</td>
<td>35.6-97.6</td>
</tr>
<tr>
<td>CS-EMA(^b) activity(^d)</td>
<td>40</td>
<td>87.8</td>
<td>28.5</td>
<td>0.0-100.0</td>
</tr>
<tr>
<td>CS-EMA No-Activity(^e)</td>
<td>369</td>
<td>88.6</td>
<td>14.7</td>
<td>40.0-100.0</td>
</tr>
<tr>
<td>CS-EMA No-Data(^f)</td>
<td>392</td>
<td>85.0</td>
<td>21.6</td>
<td>16.7-100.0</td>
</tr>
</tbody>
</table>

\(^a\)Compliance (%) represents the number of EMA surveys answered divided by the number of EMA surveys prompted.  
\(^b\)SD: standard deviation  
\(^c\)Prompts occurring randomly within schedule intervals throughout the day.  
\(^d\)Prompts occurring after a 15-minute period of high-intensity activity followed by a 10-minute period of low-intensity activity.  
\(^e\)Prompts occurring after a 60-minute period of low-intensity activity followed by 2+ minutes of moderate-intensity activity.  
\(^f\)Prompts occurring after a 10-minute period of no activity data followed by a period of 1 minute of available data.  
\(^g\)R-EMA: random ecological momentary assessment.  
\(^h\)CS-EMA: context-sensitive ecological momentary assessment
EMA Compliance

Descriptive statistics for R-EMA and CS-EMA compliance rates are summarized in Table 2. Compliance rate was defined as the number of answered EMA surveys divided by the number of EMA surveys prompted when the mobile phone was powered on and charged. Prompts consisted of audible or tactile feedback, unless the app was in silent mode, in which case, the app would appear on the screen if the mobile phone was unlocked, but it did not otherwise alert the participant. In total, across all the participants, CS-EMA No-Activity and CS-EMA No-Data prompts were more common than CS-EMA Activity prompts. Average compliance rates were higher for CS-EMA prompts (84.8%, standard error of the mean [SE]=2.2%) than R-EMA prompts (78.8%, SE=2.4%; z=3.67, P<.001). In addition, average EMA compliance was higher when children were wearing a waist accelerometer in the 30 minutes leading up to the EMA prompt (83.0%, SE=1.9%) than when not wearing the waist accelerometer during this period (75.5%, SE=2.6%; z=4.71, P<.001). Average compliance to EMA prompts generally decreased across the study period. Individuals were 4.7% less likely to respond to an EMA prompt on a given day in the study compared with the day before, (z=-4.8, P<.001). However, compliance increased across the day. Participants were 8.7% more likely to respond to an EMA prompt at any given hour in a day compared with the hour before, (z=5.32, P<.001). Participants identifying as Hispanic were 2.21 times more likely to respond to any given EMA prompt than those identifying as any other ethnicity (z=2.65, P<.01). EMA compliance rates were unrelated to age, gender, BMI, grade in school, and household income (P values > .05). In total, 784 R-EMA surveys (25.8%) were not prompted at all either due to the mobile phone being powered off at the time the EMA prompt (83.0%, SE=1.9%) than when not wearing the waist accelerometer in the 30 minutes leading up to the EMA prompt (83.0%, SE=1.9%) than when not wearing the waist accelerometer during this period (75.5%, SE=2.6%; z=4.71, P<.001). Average compliance to EMA prompts generally decreased across the study period. Individuals were 4.7% less likely to respond to an EMA prompt on a given day in the study compared with the day before, (z=-4.8, P<.001). However, compliance increased across the day. Participants were 8.7% more likely to respond to an EMA prompt at any given hour in a day compared with the hour before, (z=5.32, P<.001). Participants identifying as Hispanic were 2.21 times as likely to respond to any given EMA prompt than those identifying as any other ethnicity (z=2.65, P<.01). EMA compliance rates were unrelated to age, gender, BMI, grade in school, and household income (P values > .05). In total, 784 R-EMA surveys (25.8%) were not prompted at all either due to the mobile phone being powered off at the time the EMA prompt was scheduled or due to unknown technical problems. Unprompted R-EMA surveys were not included in the calculation of compliance rates.

EMA Response Latency and Completion Time and Rate

Overall, 2,862 R-EMA + CS-EMA surveys were completed (ie, all questions answered) out of the 2,907 survey prompts that were answered, yielding an EMA survey completion rate (once started) of 98.5%. A total of 2,372 (82.3%) completed EMA surveys were responded to after the first prompt, 318 surveys (11.0%) after the first reprompt (3 minutes later), and 193 surveys (6.7%) after the second reprompt (6 minutes later). EMA survey completion time was defined as the time lag between receiving an EMA prompt and finishing the last question on the survey for that EMA prompt. EMA prompts requiring one or more reprompts (n=511) were not included in the calculation of completion time. The app was designed to time out if a survey was not completed within 15 minutes after the prompt. A total of 22 surveys that timed out for this reason were not included in the analysis of survey completion time. On average, surveys that were completed without reprompting were completed in 53.2 seconds (SD=47.27, range: 8-408). There were no differences in EMA completion time by age, gender, ethnicity, day of week, and time of day. However, participants completed surveys 1.61 seconds faster (confidence interval [CI]: 1.14-2.07) per chronological day in the study, (z=-6.79, P<.001; i.e., 20 seconds faster by the end of the study).

Methods of Carrying the Mobile Phone

Analyses examined how the mobile phone was carried by participants because movement of the mobile phone was designed to trigger CS-EMA prompting. Participants were instructed to carry the mobile phones as they normally would. That is, they were not asked to carry the mobile phone in a special way (eg, on the hip), to investigate how normal mobile phone usage could drive the sensor-informed CS-EMA feature of the Mobile Teen app even if the mobile phone is carried in a pocket or bag. Although a sensor not on the body would not capture body motion directly, large changes in motion (or lack of motion) could align with large changes in activity patterns. EMA prompts asked how the mobile phone was carried during each type of activity reported. When participants reported engaging in 2 or more activities (n=476) during any given EMA prompt, only one of those activities was randomly selected for inclusion in analysis of how the mobile phone was carried. Table 3 summarizes the distribution of methods for carrying the mobile phone device by gender. As compared with boys, girls were more than 3 times as likely to have the mobile phone Within reach (ie, close by but not physically on their bodies) and less likely to carry the mobile phone in their pockets. Across boys and girls, reasons provided for not having the mobile phone (ie, Not with me) during some portion of the window of time on which they were reporting activities were forgetting it elsewhere (15.4%), the battery died (10.3%), not wanting to damage it (29.1%), feeling it was too bulky (6.8%), feeling it was too uncomfortable (9.4%), being too embarrassed to carry it (5.1%), and not being allowed to carry it (23.9%).
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Table 3. Methods of carrying the mobile phone device by gender.

<table>
<thead>
<tr>
<th>Method of carrying device</th>
<th>Boys (%)</th>
<th>Girls (%)</th>
<th>OR(^b) (95% CI(^c))(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrying in pocket</td>
<td>47.0</td>
<td>17.0</td>
<td>0.15 (0.06-0.35)</td>
</tr>
<tr>
<td>Holding in hand</td>
<td>18.4</td>
<td>25.6</td>
<td>1.72 (0.70-4.18)</td>
</tr>
<tr>
<td>Carrying in bag or purse</td>
<td>3.5</td>
<td>6.8</td>
<td>2.12 (0.82-5.51)</td>
</tr>
<tr>
<td>On belt</td>
<td>1.1</td>
<td>1.2</td>
<td>1.15 (0.57-2.35)</td>
</tr>
<tr>
<td>Within reach</td>
<td>21.7</td>
<td>41.6</td>
<td>3.11 (1.54-6.25)</td>
</tr>
<tr>
<td>Not with me</td>
<td>5.2</td>
<td>8.8</td>
<td>1.82 (0.88-3.77)</td>
</tr>
</tbody>
</table>

\(^a\)Dependent variable was coded as 1=method of carrying device, 0=all other methods.

\(^b\)OR: odds ratio

\(^c\)CI: confidence interval.

\(^d\)Gender was coded as 1=female, 0=male. Results were generated from multilevel logistic linear regression models testing whether there were gender differences across methods of carrying the mobile phone immediately before the prompt. Each method of carrying the mobile phone was tested in a separate multilevel logistic regression model. Percentages (%) represent the adjusted margins generated from the statistical models.

Analyses further examined differences in reasons for not having the mobile phone (ie, Not with me) by time of day, day in the study, and other demographic factors. For each additional hour in a day, participants were twice as likely to report not having the phone because the battery died (odds ratio [OR]=2.04; 95% CI=1.06-3.93), and less likely to report not having the mobile phone because the mobile phone was too bulky compared with any other reason (OR=0.75; 95% CI=0.58-0.98). Furthermore, participants were less likely to report not being allowed to have the mobile phone, compared with any other reason, for each additional chronological day in the study (OR=0.62; 95% CI=0.43-0.89). Gender, age, grade in school, ethnicity, income, BMI, and day of the week were not related to reported reasons for participants not having the mobile phone (\(P\) values>.05). Participants were more likely to report having the mobile phone before answered CS-EMA Activity (92.2%) than CS-EMA No-Activity (64.8%; \(z=−2.70, P<.01\)) or CS-EMA No-Data (67.3%; \(z=−3.05, P<.01\)) type EMA prompts.
Going somewhere (ie, active or motorized transit) before CS-EMA No-Activity prompts. Participants were almost 5 times as likely to report engaging in sports or exercise prompts compared to R-EMA prompts. Participants were more than twice as likely to report using technology before CS-EMA No-Data and CS-EMA Activity prompts. Participants were one and a half times as likely to report going somewhere before CS-EMA No-Activity than R-EMA. There were no significant BS effects for any activity type.

Table 4 compares EMA prompt types in terms of the type of activity reported to take place in the time leading up to the EMA prompt (ie, 30-minute intervals before R-EMA prompts and automatically detected time intervals before CS-EMA prompts). Values in the table represent the proportion of the prompt type (column) reported in each activity type.

Table 4. Type of activity reported by ecological momentary assessment (EMA) prompt type.

<table>
<thead>
<tr>
<th>Activity type</th>
<th>R-EMA</th>
<th>CS-EMA</th>
<th>CS-EMA No-Activity</th>
<th>CS-EMA No-Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading or doing homework</td>
<td>18.3%</td>
<td>0.0%</td>
<td>13.1%</td>
<td>15.4%</td>
</tr>
<tr>
<td>Using technology</td>
<td>24.6%</td>
<td>2.9%</td>
<td>29.2%</td>
<td>16.9%</td>
</tr>
<tr>
<td>Eating or drinking</td>
<td>10.0%</td>
<td>19.3%</td>
<td>8.3%</td>
<td>9.9%</td>
</tr>
<tr>
<td>Sports or exercise</td>
<td>3.7%</td>
<td>10.2%</td>
<td>7.8%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Going somewhere</td>
<td>14.6%</td>
<td>43.2%</td>
<td>8.1%</td>
<td>11.7%</td>
</tr>
<tr>
<td>Hanging out</td>
<td>14.4%</td>
<td>24.3%</td>
<td>13.1%</td>
<td>14.9%</td>
</tr>
<tr>
<td>Sleeping</td>
<td>4.9%</td>
<td>0%</td>
<td>5.5%</td>
<td>9.6%</td>
</tr>
<tr>
<td>Other</td>
<td>10.5%</td>
<td>13.3%</td>
<td>14.8%</td>
<td>13.7%</td>
</tr>
</tbody>
</table>

Results indicate that there were significantly more MVPA minutes recorded in the 30-minute window before CS-EMA Activity prompts (M=6.02, SE=.074 minutes) than CS-EMA No-Activity (M=1.12, SE=.048 minutes; z=-7.94, P<.001) and CS-EMA No-Data (M=0.77, SE=.048 minutes; z=-7.68, P<.001) prompts. Table 4 compares EMA prompt types in terms of the type of activity reported to take place in the time leading up to the EMA prompt (ie, 30-minute interval before R-EMA prompts and automatically detected time intervals before CS-EMA prompts). When participants reported engaging in 2 or more activities (n=476) during any given EMA prompt, only one of those activities was randomly selected for inclusion in this analysis. Participants were almost half as likely to report reading or doing homework before CS-EMA No-Activity prompts compared to R-EMA prompts. Participants were more than twice as likely to report engaging in sports or exercise before CS-EMA No-Activity prompts compared to R-EMA prompts. Participants were almost 5 times as likely to report going somewhere (ie, active or motorized transit) before CS-EMA Activity than R-EMA prompts but were half as likely to report going somewhere before CS-EMA No-Activity than R-EMA prompts. Participants were twice as likely to report sleeping before CS-EMA No-Data prompts than R-EMA prompts. As compared with answered R-EMA prompts, participants were more likely to report using technology before CS-EMA No-Activity prompts and less likely to report using technology before CS-EMA No-Data and CS-EMA Activity prompts. Participants were one and a half times as likely to report other activities (eg, getting ready, working part-time) before CS-EMA No-Activity than R-EMA. There were no significant BS effects for any activity type.

Differences in Activity Levels by EMA Prompt Types

Results indicate that there were significantly more MVPA minutes recorded in the 30-minute window before CS-EMA Activity prompts (M=6.02, SE=.074 minutes) than CS-EMA No-Activity (M=1.12, SE=.048 minutes; z=-7.94, P<.001) and CS-EMA No-Data (M=0.77, SE=.048 minutes; z=-7.68, P<.001) prompts. Table 4 compares EMA prompt types in terms of the type of activity reported to take place in the time leading up to the EMA prompt (ie, 30-minute interval before R-EMA prompts and automatically detected time intervals before CS-EMA prompts). When participants reported engaging in 2 or more activities (n=476) during any given EMA prompt, only one of those activities was randomly selected for inclusion in this analysis. Participants were almost half as likely to report reading or doing homework before CS-EMA No-Activity prompts compared to R-EMA prompts. Participants were more than twice as likely to report engaging in sports or exercise before CS-EMA No-Activity prompts compared to R-EMA prompts. Participants were almost 5 times as likely to report going somewhere (ie, active or motorized transit) before CS-EMA Activity than R-EMA prompts but were half as likely to report going somewhere before CS-EMA No-Activity than R-EMA prompts. Participants were twice as likely to report sleeping before CS-EMA No-Data prompts than R-EMA prompts. As compared with answered R-EMA prompts, participants were more likely to report using technology before CS-EMA No-Activity prompts and less likely to report using technology before CS-EMA No-Data and CS-EMA Activity prompts. Participants were one and a half times as likely to report other activities (eg, getting ready, working part-time) before CS-EMA No-Activity than R-EMA. There were no significant BS effects for any activity type.

EMA Data Provided During Waist Accelerometer Nonwear Periods

Between the hours of 3 pm and 9 pm on weekdays, participants wore the waist accelerometer on an average of 4.09 (SD=2.16) hours per day (68.2% of the time). On 39 (10.3%) weekdays, waist-worn accelerometers were not worn at all (ie, less than 1 minute of total wear time). On weekend days between the hours...
of 7 am and 9 pm, participants wore the waist activity monitor on an average of 7.65 (SD=4.73) hours per day (54.6% of the time). On 23 (15.9%) weekend days, waist-worn accelerometers were not worn at all. Across all participants, there was a total of 885 answered EMA prompts (M=1.58, SD=2.30 per person per day) during periods when the waist accelerometer was not worn in the past 30 minutes. Of these prompts, 74.7% were EMA signal-contingent, 0.6% were CS-EMA Activity, 10.1% were CS-EMA No-Activity, and 14.5% were CS-EMA No-Data. Data on duration and type of self-reported activity (provided through answered R-EMA + CS-EMA) were summarized during waist accelerometer nonwear periods up to 60 minutes before each EMA prompt. EMA data provided an average of 31.9 (SD=54.10) minutes per person per day of activity data during waist accelerometer nonwear time (ie, that would have been missed if waist accelerometers alone were used). There was significantly more activity data per person per day provided by EMA during waist accelerometer nonwear periods on weekends (M=41.97, SE=6.08) than on weekdays (M=28.52, SE=5.32; z=3.06, P<.01). During waist accelerometer nonwear time periods, R-EMA + CS-EMA captured an additional 21 self-reported physical activity episodes (about 1 per child) that would have been missed using the waist-worn waist accelerometer alone. During waist accelerometer wear time periods, 20 bouts of activity were detected by CS-EMA Activity prompts. Seventeen bouts contained at least 10 minutes of light-intensity physical activity (ie, activity that does not meet MVPA thresholds), and only 3 had at least 10 minutes of MVPA. Of 58 bouts of MVPA detected by waist accelerometer that lasted longer than 15 minutes, 3 were detected by CS-EMA No-Activity, and 1 was detected by CS-EMA No-Data.

Contextual Characteristics of EMA-Reported Sports and Exercise

In total, sports and exercise were reported during 108 of 2,795 (3.7%) answered R-EMA and CS-EMA prompts. At each prompt, participants reported the duration of each activity within the window queried by the EMA. Sports and exercise activities had an average reported duration of 38.7 (SD=17.6 min) minutes before the EMA prompt. On average, the 30-minute windows before R-EMA and CS-EMA prompts with reported sports and exercise had 1.80 (SD=3.81) minutes of MVPA and 3.37 (SD=3.90) minutes of sedentary activity (measured by the waist-worn activity monitor). While performing that exercise or sport, children reported with the following frequencies that the mobile phone was being worn on their belt (2.8%), in their pocket (31.1%), in their handbag, purse, or backpack (21.7%), or that they were holding it in their hand (14.2%). Conversely, during sports and exercise, it was reported that the mobile phone was within reach but not being worn on the participant (9.4%) and not with the participants (20.8%). Reasons reported for not having the mobile phone (ie, Not with me) during sports and exercise were as follows: the battery died (4.5%), not wanting to damage it (59.1%), feeling it was too bulky (4.5%), feeling it was too uncomfortable (27.3%), and not being allowed to carry it (4.5%).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)^b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social context</strong></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>9 (22.0)</td>
</tr>
<tr>
<td>Not alone</td>
<td>32 (78.0)</td>
</tr>
<tr>
<td><strong>Physical context</strong></td>
<td></td>
</tr>
<tr>
<td>Outdoors</td>
<td>30 (69.8)</td>
</tr>
<tr>
<td>Indoors</td>
<td>13 (30.2)</td>
</tr>
<tr>
<td><strong>Elevation change</strong></td>
<td></td>
</tr>
<tr>
<td>Mainly staying on flat ground</td>
<td>38 (76.0)</td>
</tr>
<tr>
<td>Mainly going uphill</td>
<td>4 (8.0)</td>
</tr>
<tr>
<td>Mainly going downhill</td>
<td>4 (8.0)</td>
</tr>
<tr>
<td>Going both uphill and downhill</td>
<td>4 (8.0)</td>
</tr>
<tr>
<td><strong>Purpose</strong></td>
<td></td>
</tr>
<tr>
<td>For work, homework, or housework</td>
<td>1 (2.2)</td>
</tr>
<tr>
<td>Fun or recreation</td>
<td>28 (62.2)</td>
</tr>
<tr>
<td>Personal care</td>
<td>5 (11.1)</td>
</tr>
<tr>
<td>To get somewhere</td>
<td>2 (4.4)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (20.0)</td>
</tr>
<tr>
<td>Baby sitting or childcare</td>
<td>0</td>
</tr>
<tr>
<td><strong>Load bearing</strong></td>
<td></td>
</tr>
<tr>
<td>More than 20 lbs</td>
<td>3 (7.3)</td>
</tr>
<tr>
<td>10-20 lbs</td>
<td>1 (2.4)</td>
</tr>
<tr>
<td>5-10 lbs</td>
<td>4 (9.8)</td>
</tr>
<tr>
<td>Less than 5 lbs</td>
<td>3 (7.3)</td>
</tr>
<tr>
<td>None</td>
<td>20 (48.8)</td>
</tr>
<tr>
<td><strong>Exercise form^a</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>3 (8.6)</td>
</tr>
<tr>
<td>Flexibility</td>
<td>19 (54.3)</td>
</tr>
<tr>
<td>Endurance</td>
<td>25 (71.4)</td>
</tr>
<tr>
<td>Balance</td>
<td>13 (37.1)</td>
</tr>
<tr>
<td>Strengthening</td>
<td>0</td>
</tr>
<tr>
<td><strong>Type of exercise or sport</strong></td>
<td></td>
</tr>
<tr>
<td>Basketball, football, or soccer</td>
<td>16 (15.1)</td>
</tr>
<tr>
<td>Bicycling</td>
<td>3 (2.8)</td>
</tr>
<tr>
<td>Exercise, dance, or karate class</td>
<td>15 (14.2)</td>
</tr>
<tr>
<td>Other sports (baseball, skateboarding, and so forth)</td>
<td>27 (25.5)</td>
</tr>
<tr>
<td>Other running or jogging</td>
<td>20 (18.9)</td>
</tr>
<tr>
<td>Swimming</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Walking</td>
<td>16 (15.1)</td>
</tr>
<tr>
<td>Weightlifting or strength training</td>
<td>8 (7.6)</td>
</tr>
</tbody>
</table>

^aParticipants could select more than one form of exercise.

^b n=35 total responses.
Table 5 summarizes contextual and situational characteristics of sports and exercise reported through R-EMA + CS-EMA. The most common type of exercise or sport reported was Other sports, followed by Other running/jogging, Basketball/Football/Soccer, and Walking. Children most frequently reported that the purpose of performing the sport or exercise was for Fun/Recreation, and the most common form was endurance activities. Most children did not carry any extra weight during the sport or exercise, but a small percentage reported carrying over 20 lbs. Almost three-quarters of the activity occurred on flat ground (ie, not going uphill or downhill). Over two-thirds of the sports and exercise activities occurred outdoors, and a quarter occurred alone.

Discussion

Children recruited into surveillance, epidemiological, and intervention studies will increasingly have mobile phones, which are miniature computers with built-in motion sensors and electronic survey administration capabilities. Mobile phones are becoming more ubiquitous, affordable, and easy to use. The mobile phones are rarely far from the adolescents, and their affinity for the mobile phones creates new opportunities for real-time monitoring. This study tested the feasibility, performance, and utility of the Mobile Teen EMA app for capturing information about physical activity behaviors and contexts in adolescents.

Overall, participants answered over 80% of EMA surveys that were prompted, of which over 80% were answered after the first prompt. Relative to prior EMA work, this compliance could be considered moderate to high [27,28], especially because participants had the option to mute the mobile phone’s audio. However, about a quarter of scheduled EMA surveys were never prompted because the mobile phone was either powered off or experienced an unknown technical problem. It is not clear whether participants intentionally turned off their mobile phones because they did not want to receive EMA prompts during those times, or whether the mobile phone battery died. Either way, EMA studies should make efforts to encourage participants to keep mobile phones powered on and fully charged during the hours of the days when EMA prompting is occurring, and EMA apps that use the mobile phone’s sensing capabilities will need to be designed so that the sensing does not lead to additional battery drain and subsequent data loss. On average, EMA question sequences required less than 1 minute to complete, and participants completed surveys 20 seconds faster at the end of the 14-day monitoring period than at the beginning of the study—indicating improved ease and comfort with the survey items and procedures with practice. Furthermore, participants fully completed (ie, answered all questions) over 98% of the EMA surveys they started.

Adolescents may have been more likely to respond to CS-EMA than R-EMA prompts because CS-EMA prompts were triggered by a change in the state of the mobile phone device (eg, increase or decrease in movement), indicating that the participant was interacting with the mobile phone. In contrast, R-EMA may have been more likely to occur at times when the adolescent was away from the mobile phone (eg, sleep, bathing). The decreasing EMA prompt compliance rate across the 14-day monitoring period, however, suggests that some participant fatigue or growing disinterest may have occurred. Moreover, the lower EMA compliance rate in the mornings as compared with later times in the day may reflect participants’ inability (due to sleep) or reluctance to answer EMA prompts in the early mornings on weekends. Girls may have been less likely to carry the mobile phones on their bodies than boys because the mobile phones did not fit as well in their pant pockets. Because girls are less likely to carry the mobile phone so that it has physical contact with the body, the built-in mobile phone accelerometers may be less likely to capture their fine-grained body movement patterns. However, the mobile phone may still have had the ability to detect major transitions in body movement patterns if the mobile phone was usually “Within reach,” as was reported (eg, sitting on a table nearby), which would suggest that girls tended to carry it with them when they make transition in location (even when indoors).

A second objective of this study was to evaluate the performance of the sensor-informed CS-EMA prompt triggers by examining differences in reported and objectively measured activity levels across the different EMA prompt types. The fact that levels of physical activity independently detected by the waist-worn accelerometer activity monitor were significantly higher during the time periods immediately leading up to CS-EMA Activity type prompts as compared with all other types of EMA prompts provides further support that full body movement (not just mobile phone movement) was indeed elevated during those periods. However, it is important to note that CS-EMA prompts did not capture all physical activity episodes that occurred. The CS-EMA Activity threshold was likely lower than the MVPA threshold applied to waist accelerometer data, as evidenced by most CS-EMA Activity prompts no more than light physical activity. Furthermore, participants were likely not in possession of their mobile phones during MVPA activities lasting longer than 15 minutes, and the CS-EMA No-Activity detection period was too long to capture this period of time because there were no bouts of MVPA longer than 60 minutes. Sports and exercise were also reported during CS-EMA No-Activity and CS-EMA No-Data type prompts. These findings are not surprising in light of the fact that during reported sports and exercise bouts, adolescents indicated that mobile phones were “Within reach” (but not being worn on the participant or not with the participants) over 30% of the time. Although CS-EMA Activity prompts may miss some sports and exercise owing to noncarrying of the mobile phone by adolescents, these bouts may be captured instead by the CS-EMA No-Activity and CS-EMA No-Data type prompts when the participants return to their mobile phones or turn them on again after physical activity. It is interesting to note that “Going somewhere ” was 5 times as likely to occur before CS-EMA Activity prompts compared to R-EMA prompts, suggesting that CS-EMA Activity type prompting may be a good method to capture physically active travel among adolescents (eg, walking or bicycling for transportation).

The third and fourth objectives of this study address the utility of CS-EMA informed by onboard mobile phone motion sensors in providing information about physical activity and sedentary
behavior that would not otherwise be captured through a waist-worn accelerometer alone. One of the benefits of EMA is that it has the potential to yield activity data during periods when the waist-worn accelerometer is not being worn. Most adolescents are highly motivated to carry and keep charged and operate their own personal mobile phones. The internal motion sensor data from the mobile phones should therefore capture major transitions throughout the day, regardless of whether the waist-worn accelerometer is being worn. Even when an adolescent fails to have either device (waist-worn accelerometer or mobile phone) on his or her body, such as during high-contact sports and swimming, the CS-EMA feature should automatically trigger a CS-EMA No-Activity or CS-EMA No-Data survey prompt immediately after the adolescent begins carrying or using the mobile phone again. Thus, the CS-EMA may capture information about exercise or sports even if the mobile phone is not carried during these activities. Data about the type and duration of activities performed collected through CS-EMA can be used to estimate energy expenditure during accelerometer nonwear periods. Activity categories selected through CS-EMA reporting what the participant did during accelerometer nonwear periods can be converted to METs using the Compendium of Physical Activities [29] and multiplied by the duration of known device nonwear (in minutes) to generate an estimate of energy expenditure (in MET minutes) for that period of time. These energy expenditure estimates can then be imputed to fill nonwear holes in objective activity data to obtain a more accurate representation of levels of physical activity and sedentary behavior across that day. In this study, EMA-reported activity type data were provided during about 32 minutes per day of waist-worn accelerometer nonwear.

Additional information about physical activity episodes provided by EMA that would not otherwise be captured through a waist-worn accelerometer includes situational and contextual characteristics. Data from the sensor-informed EMA can be used to improve energy expenditure estimates for activities not well captured by waist-worn motion sensors, such as those that involve the upper body (eg, weightlifting or strength training was reported in almost 8% of sports or exercise bouts), cycling (reported in almost 3% of sports or exercise bouts), weight bearing (some weight reported being carried on over 50% of sports or exercise bouts), and incline or decline (reported in almost 25% of sports or exercise bouts). These data can be used to upwardly or downwardly adjust energy expenditure estimates obtained from objective activity monitors [11,30]. Furthermore, EMA data may also be used to differentiate between conceptually distinct activity types (eg, exercise, dance, or karate class [14% of sports or exercise bouts] vs running or jogging [19% of sports or exercise bouts]), which may appear identical when examining objective activity intensity data alone. In addition, EMA gathers data about the purpose of the activity (eg, fun or recreation [62% of sports or exercise bouts], to get somewhere [4% of sports or exercise bouts], for work or housework [2% of sports or exercise bouts]) that may be useful in assessing the amount of transit- and work-related physical activity performed. Finally, the EMA questions gather information about where, with whom, and why physical activity occurs, as well as how participants feel during those activities. These data help researchers to understand whether physical activity intensity or duration differs across contexts [31] and to investigate time-varying antecedents and consequences of behavior [27].

One possible concern with the method as proposed is that the Mobile Teen app depends on adolescents in future activity measurement studies using personal mobile phones. The mobile phones they have may not be appropriate mobile phones for running the Mobile Teen app. In those cases, some of the adolescents could be switched to appropriate mobile phones by temporarily swapping SIM cards, as was done in the Mobile Teen testing (for approximately 20% of participants). The technology in its current form will only work on Android mobile phones because iOS will not support the required background processing, but over 80% of new mobile phone shipments worldwide use Android [32], and changes to Apple’s iPhone line adding a motion coprocessor chip may allow continuous movement measurement [33] and thereby create opportunities to develop versions of Mobile Teen for new iPhones as well. CS-EMA activity and duration thresholds could also be modified in future iterations to better capture episodes of physical activity for a given population, especially when the participant is not in possession of a mobile phone. It should be noted that the assessment time frame used in this study (3-9 pm on weekdays and 7 am-9 pm on weekend days) did not permit an overall level of physical activity to be measured (because physical activity taking place on the way to school or during physical education classes was not included). Another concern often raised with EMA is reactivity, the potential for behavior to be impacted by the very act of assessing it, but the magnitude of reaction to EMA has been observed to be small for EMA studies [34-36]. Another limitation is the ~20% of prompted EMA surveys that are unanswered, which are more common in the mornings. Reasons for lower compliance rates in non-Hispanic (vs Hispanic) children are largely unknown and should be explored in future research. However, it should be noted that Hispanic children comprised the majority (66%) of the current sample. There may be other unmeasured variables that correlate with noncompliance to EMA prompting such as negative mood and stress, which should be explored in future studies. Furthermore, this study tested the Mobile Teen app on a relatively small sample of primarily Hispanic adolescents from an urban Los Angeles high school. Further testing is needed in larger samples of adolescents from other regions of the United States and internationally.

Ultimately, the sensor-informed CS-EMA methods used by the Mobile Teen app can be used to augment and supplement physical activity data collected through external objective activity monitors (such as waist or wrist-worn accelerometers). Studies may deploy CS-EMA procedures in a stand-alone manner or in conjunction with objective activity monitoring, depending on which characteristics of physical activity are desired for assessment. For example, if a study seeks to understand the types (and contexts) of physical activity that result in bouts of high-intensity activity that last 15+ minutes, sensor-informed CS-EMA procedures could be used alone without an external objective activity monitor. In addition, sensor-informed CS-EMA may be used together with an external objective activity monitor to capture and estimate energy...
expenditure during times when the external objective activity monitor is not worn. Furthermore, the sensor-informed CS-EMA procedures described in this study can provide the basic architecture for Just-In-Time Adaptive Interventions (JITAIs) [12,37,38], targeting physical activity change. JITAIs use real-time decision rules to link a participant’s current situation, sometimes inferred from sensor data, with appropriate, tailored intervention strategies intended to have optimal impact. Sensor-informed CS-EMA procedures can be built into the learning phases of JITAIs to collect information about affective, motivational, and contextual factors that are ideographically related to naturally occurring physical activity variations and inform the development of intervention content and messages. Sensor-informed CS-EMA can also guide the timing during the subsequent intervention delivery phase of JITAIs by prompting individuals to break up elongated bouts of sedentary behavior or to lengthen short bouts of higher intensity physical activity detected by the mobile phone. The opportunity to move beyond randomly delivered behavior change messages to an informed and timely delivery strategy has enormous potential benefits in the intervention domain.
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Abstract

Background: Place is critical to our understanding of human immunodeficiency virus (HIV) infections among men who have sex with men (MSM) in the United States. However, within the scientific literature, place is almost always represented by residential location, suggesting a fundamental assumption of equivalency between neighborhood of residence, place of risk, and place of prevention. However, the locations of behaviors among MSM show significant spatial variation, and theory has posited the importance of nonresidential contextual exposures. This focus on residential locations has been at least partially necessitated by the difficulties in collecting detailed geolocated data required to explore nonresidential locations.

Objective: Using a Web-based map tool to collect locations, which may be relevant to the daily lives and health behaviors of MSM, this study examines the completeness and reliability of the collected data.

Methods: MSM were recruited on the Web and completed a Web-based survey. Within this survey, men used a map tool embedded within a question to indicate their homes and multiple nonresidential locations, including those representing work, sex, socialization, physician, and others. We assessed data quality by examining data completeness and reliability. We used logistic regression to identify demographic, contextual, and location-specific predictors of answering all eligible map questions and answering specific map questions. We assessed data reliability by comparing selected locations with other participant-reported data.

Results: Of 247 men completing the survey, 167 (67.6%) answered the entire set of eligible map questions. Most participants (>80%) answered specific map questions, with sex locations being the least reported (80.6%). Participants with no college education were less likely than those with a college education to answer all map questions (prevalence ratio, 0.4; 95% CI, 0.2-0.8). Participants who reported sex at their partner’s home were less likely to indicate the location of that sex (prevalence ratio, 0.8; 95% CI, 0.7-1.0). Overall, 83% of participants placed their home’s location within the boundaries of their reported residential ZIP code. Of locations having a specific text description, the median distance between the participant-selected location and the location determined using the specific text description was 0.29 miles (25th and 75th percentiles, 0.06-0.88).

Conclusions: Using this Web-based map tool, this Web-based sample of MSM was generally willing and able to provide accurate data regarding both home and nonresidential locations. This tool provides a mechanism to collect data that can be used in more nuanced studies of place and sexual risk and preventive behaviors of MSM.
KEYWORDS
HIV; digital mapping; geographic locations; survey; men who have sex with men

Introduction
Place, or the context simultaneously experienced and defined by individuals [1], is critical to our understanding of human immunodeficiency virus (HIV) among men who have sex with men (MSM) in the United States. Through surveillance data, place fundamentally shapes our understanding of the epidemiology of the epidemic [2]. As a contextual exposure, place represents both a foundational environment in which HIV-related behaviors occur and a potential modifier of the pathway between other contextual exposures and HIV-related outcomes [3,4]. However, within the public health literature, place is almost always defined as a residential location [5-13], suggesting a fundamental assumption of equivalency between place of residence, place of sexual risk, and place of prevention. US national HIV case surveillance data make the same assumption, most often reporting data based on residence at the time of diagnosis [2].

Despite this implicit assumption, HIV-related sexual risk and prevention behaviors of MSM do not necessarily occur within the residential neighborhood [14-19]. Social ecologic theory acknowledges the importance of nonresidential locations (such as the broader urban environment and gay venues) in determining these behaviors [3,4,20-23]. For example, the availability of HIV testing services and venues where MSM gather may be influenced by broader social characteristics and norms. Access to these services and venues may then influence the formation of sexual networks and promote or inhibit individual-level behaviors, such as regular HIV testing and unprotected sex [3,4,23,24]. Consequently, using only residential neighborhood as a proxy for the many levels of sociocultural factors may miss critical health-related exposures. To address this potential misclassification, the concept of activity spaces, which represent the collection of locations to which an individual has been exposed, has recently been introduced into the HIV literature [14,15,25].

Measuring activity spaces requires collecting large amounts of detailed geographic data. Prior studies have used global positioning systems (GPS) [26-31] or interviewer-assisted means to establish specific locations and, ultimately, to measure activity spaces [14,15]. Although these methods provide a precise and comprehensive set of locations, they have limitations. Collecting locations with GPS requires processing large amounts of data and a large investment in purchasing and maintaining the GPS devices. Interviewer-assisted methods require a large time and budget commitment, limiting the number of potential participants in a study.

To begin to address these limitations, our research group recently developed a Web-based tool that allows participants to select locations using a Google Maps question embedded within a Web-based survey [32]. Given the potentially sensitive nature of these data, participants may be more comfortable reporting such data in an anonymous Web-based survey [33]. In validation of this Web-based tool using home and health care provider locations among a cohort of HIV-positive Atlanta-area MSM, approximately 84% of participants indicated these locations using the map-based tool [32]. Among participants recruited on the Web, 50% of locations entered using the map-based tool were found to be within 0.3 miles of the true location (interquartile range, 0.1-1.1 miles). However, this previous study collected data for a limited number of locations from a population defined by a single geographic area (Atlanta, Georgia) and health status (HIV positive). Because research participation may differ by demographic and health-related factors, these results may not be generalizable to a broader population of MSM [34-37].

Therefore, given the need to gather detailed spatial data for HIV-related behaviors among MSM, to overcome current challenges in its collection, and to expand on prior validation efforts, this study examines the quality of spatial data collected using a Web-based map tool. Specifically, using a Web-based map tool to collect both residential and relevant nonresidential locations (eg, sex locations, HIV testing, work, socialization), this study examines the completeness and reliability of data collected from MSM living in a wide range of geographic locations and independent of HIV status.

Methods
Recruitment
Participants were recruited using Facebook banner ads, a method that has been shown to yield samples with similar risk behaviors and demographics (excepting race) as venue-based methods of recruiting MSM [37]. Ads were targeted to users based on geography and interests. A $3 donation to a charity the participant selected from a predefined list was provided as incentive.

Eligible participants were required to be male at birth, aged 18 years or older, be able to read and write English, and had to report at least one male sex partner in the past 6 months and to reside in Georgia, Texas, or Wisconsin. These 3 states vary in their underlying HIV epidemiology, demographics, and contextual factors, which could be associated with willingness to answer our map questions and allowed us to draw conclusions based on a diverse convenience sample of MSM. This population also expands on the population used in the prior validation of this tool [32]. Participants who met eligibility criteria completed a Web-based consent form.

Collection of Place-Based Data
Consenting participants completed a Web-based survey that included demographic and behavioral questions and an item on residential ZIP code at the time of data collection.

In addition to these questions, participants were asked to use a map-based tool (Figure 1) [32] to drop a pin onto a Google map to indicate the following specific locations that may be relevant to the daily lives and health-related behaviors of MSM: home; work or school location, if the participant reported working at...
least part time or being a student; locations of up to 3 sexual encounters in the past 6 months; locations of up to 2 socialization locations; location of last HIV test, within the past year; location of the last test for another sexually transmitted infection, within the past year; primary care physician, if the participant reported having a primary care physician; pharmacy, if the participant reported having a regular pharmacy; and location where he received free condoms, if the participant reported picking up free condoms in the past 6 months.

For each location of interest, participants could choose to not answer the map question and were asked to indicate why they chose not to answer. These reasons were then categorized as either unable or unwilling to answer the question. Answer options indicating that a participant was unable to select the location were the following: “I can’t remember where this location is,” “I’m not sure where that place is on a map,” “I’m not comfortable using the map to select locations,” “This place is in a different city.” Answer options indicating that a participant was unwilling to select the location were “Didn’t feel comfortable giving that information,” “Worried about a loss of privacy,” “Worried about what friends, family, or coworkers would think.”

Participants were also allowed to indicate that a location was the same as another previously reported location (eg, report sex at home). In these cases, participants were not required to select the location a second time or to indicate a reason for not selecting the location. Willingness to use the map-based tool to answer the second location was assumed the same as that of the previously reported location.

For many types of locations, participants needed to report engaging in a qualifying behavior to be eligible to answer the corresponding map-based question. For example, participants needed to report having a regular physician before being presented with the map to identify physician location. As a result, the number of participants eligible to answer each location question varied.

In addition, for each location, participants entered a name that was used to reference that location throughout the survey. This name was entered by participants and could be generic (eg, home, work, bar) or specific (eg, Dr. Smith, Walgreens).

Figure 1. Sample of Google Maps question embedded within the Web-based survey.

On the map, please click the location of your house or where you normally spend the night. You may also click the closest intersection to these places.

Zoom in and out of the map as you need to.

If you need to start over and reenter the location of where you currently live, DO NOT PRESS BACK on your browser. Just press “CLEAR MAP” at the bottom left-hand corner of the map, then click on the appropriate place on the map.

Primary Outcome Definitions

This analysis uses 2 different primary outcomes: answering the entire set of map questions and answering specific map questions. A participant was considered to have answered the entire set of map questions if he used the map-based tool to indicate all locations for which he was eligible to answer. More granularly, the second outcome required participants to indicate specific eligible locations (eg, home, socialization, sex) using the map-based tool.

Covariate Definitions

The covariates of interest in this study represent demographic variables, contextual factors related to residential location, and factors specific to given location types. All these factors could potentially be associated with an individual being unwilling or unable to answer the location-based questions.

Age was categorized into 3 groups with breaks at ages 25 and 50 years, in accordance with age group definitions used in the Centers for Disease Control and Prevention reporting of HIV surveillance data [38,39]. Due to a limited number of nonwhite participants, self-reported race was categorized as white or nonwhite. Education was categorized as high school diploma
or less, any college, or college degree. HIV status was self-reported. State was defined as the state where the participant reported currently living. Each participant was asked to indicate his primary mode of transportation, and this was dichotomized into primarily using a car and primarily using other, noncar transportation.

Residential poverty and residential urbanicity were defined based on the reported residential ZIP code. Poverty was defined using ZIP code tabulation areas (ZCTA) from the US Census Bureau’s 2009-2013 five-year American Community Survey estimates and categorized as low poverty (<20% poverty), high poverty (≥20% poverty), or concentrated poverty (≥40% poverty), based on federal poverty definitions [40]. Urbanicity was defined using the 2013 National Center for Health Statistics Urban-Rural Classification Scheme for Counties [41], with the 2 most rural categories combined. For each sex location, participants reported the type of location (eg, sex partner’s home). Participants also reported any condomless anal intercourse (CAI) at last sex at each reported sex location.

 Statistical Analysis

 Overview

 After calculation of descriptive statistics for the covariates of interest, this analysis had 3 parts. We first examined factors associated with answering the entire set of map questions. Second, in an item-specific analysis, we examined factors associated with answering specific map questions (eg, home, sex locations). Finally, we examined the reliability of the reported locations.

 Response to the Entire Set of Map Questions

 Data regarding answering the entire set of map questions for which participants were eligible were first summarized by the covariates of interest. In bivariate analyses, we compared completeness across the levels of each covariate using chi-square and Fisher exact tests.

 We then performed multivariable analyses to examine associations between the given covariates and answering all eligible map questions. Predictive margins methods were used with logistic regression to estimate adjusted prevalence ratios (PRs) for answering all map questions [42,43]. This method permitted direct estimation of adjusted PR, rather than an estimated prevalence odds ratio. Because we expected most men to respond to these questions (ie, the outcome is not rare) [32], the prevalence odds ratio estimated using logistic regression would be larger than the true PR and, consequently, direct estimation of the PR is preferred [44]. This method also avoids statistical convergence issues that may occur when direct estimation of the PR is preferred [44]. This method also avoids statistical convergence issues that may occur when direct estimation of the PR is preferred [44]. This method also avoids statistical convergence issues that may occur when direct estimation of the PR is preferred [44]. This method also avoids statistical convergence issues that may occur when direct estimation of the PR is preferred [44].

 Analysis Software

 Data management was performed using SAS, v9.4 (SAS Institute, Cary, NC, USA). Geocoding and spatial data manipulation were completed in R, v3.2.1 (R Foundation for Statistical Computing, Vienna, Austria) [46]. Predictive margins models were performed using SAS-callable SUDAAN, v11.0.1 (Research Triangle Institute, Research Triangle Park, NC, USA).
Ethics
This study was approved by the Emory University Institutional Review Board (protocol #IRB00074519).

Results

Sample Characteristics and Question Completeness
Of 105,815 men presented with the Facebook ad, 3058 men (2.9%) clicked on the ad to enter the eligibility screening. Of these, 624 men (20.4%) were eligible, of whom 341 men (11.1% of those screened, 54.6% of those eligible) consented to participate in the study. 247 men (72.4%) completed the survey and are included in this analysis. Our sample represented a wide range of ages, urbanicity, and poverty levels (Table 1). Our sample was highly educated and largely white.

Table 1. Sample characteristics (N=247).

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Number (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>66 (26.7)</td>
</tr>
<tr>
<td>26-50</td>
<td>103 (41.7)</td>
</tr>
<tr>
<td>51 and older</td>
<td>78 (31.6)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>202 (81.8)</td>
</tr>
<tr>
<td>Non-white race</td>
<td>45 (18.2)</td>
</tr>
<tr>
<td><strong>Reported HIV(^a) positive</strong></td>
<td></td>
</tr>
<tr>
<td>HIV(^a) test within the past year(^b)</td>
<td>36 (14.6)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>22 (8.9)</td>
</tr>
<tr>
<td>Some college</td>
<td>89 (36.0)</td>
</tr>
<tr>
<td>College degree</td>
<td>136 (55.1)</td>
</tr>
<tr>
<td><strong>State</strong></td>
<td></td>
</tr>
<tr>
<td>Georgia</td>
<td>76 (30.8)</td>
</tr>
<tr>
<td>Texas</td>
<td>134 (54.3)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>37 (15.0)</td>
</tr>
<tr>
<td><strong>Primary mode of transportation</strong></td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td>227 (91.9)</td>
</tr>
<tr>
<td>Other</td>
<td>20 (8.1)</td>
</tr>
<tr>
<td><strong>Residential poverty</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>157 (63.6)</td>
</tr>
<tr>
<td>High</td>
<td>71 (28.7)</td>
</tr>
<tr>
<td>Concentrated</td>
<td>19 (7.7)</td>
</tr>
<tr>
<td><strong>Urbanicity</strong></td>
<td></td>
</tr>
<tr>
<td>Urban core</td>
<td>108 (43.7)</td>
</tr>
<tr>
<td>Suburban</td>
<td>48 (19.4)</td>
</tr>
<tr>
<td>Medium metro</td>
<td>41 (16.6)</td>
</tr>
<tr>
<td>Small metro</td>
<td>31 (12.6)</td>
</tr>
<tr>
<td>Nonmetropolitan</td>
<td>19 (7.7)</td>
</tr>
</tbody>
</table>

\(^a\)HIV: human immunodeficiency virus.
\(^b\)Among participants who do not report being HIV positive.
Response to the Entire Set of Map Questions

Of included participants, 167 (67.6%) answered all map questions for which they were eligible. Nine participants (3.6%) answered none of the map questions for which they were eligible. Of the remaining participants, 71 (28.7%) answered at least one, but not all, map questions.

In unadjusted analyses (Figure 2), only less education was associated with significantly less completion of all map questions \((P<.001)\), with 31.8% of participants with a high school diploma or less answering all questions, compared with 70.0% of participants with some college and 72.1% of participants with a college degree. This finding was confirmed in adjusted analyses (Figure 3), with participants with no college education being roughly half as likely as those with a college education to answer all eligible map questions (PR, 0.4; 95% CI, 0.2-0.8). No other covariate was significantly associated with answering all eligible map questions in unadjusted or adjusted analyses.

Figure 2. Crude percent of participants answering all eligible map questions and specific map questions. Percentages are the proportion of individuals within the given covariate level eligible to answer the map question who completed the given map question. Statistically significant differences are indicated in black filled circles.
Response to Specific Map Questions

In item-specific analyses, most (>80%) of those eligible answered each individual map question (Table 2). Sex locations were the least likely to be answered (80.6%). For most locations, participants who chose to not answer the map-based question were generally unwilling to answer, rather than unable to answer (Table 2). However, for sex locations and HIV testing locations, the proportion of participants who were unable to answer was similar to the proportion who were unwilling to answer.
Table 2. Ability and willingness to answer specific map-based questions.

<table>
<thead>
<tr>
<th>Location</th>
<th>Total eligible (%)</th>
<th>Answered (%)</th>
<th>Unable (%)</th>
<th>Unwilling (%)</th>
<th>Both unwilling and unable (%)</th>
<th>No reason given (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>247 (100)</td>
<td>227 (91.9)</td>
<td>2 (0.8)</td>
<td>15 (6.1)</td>
<td>3 (1.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Work or school</td>
<td>209 (84.6)</td>
<td>185 (88.5)</td>
<td>2 (1.0)</td>
<td>21 (10.0)</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Socialization</td>
<td>474 (96.0)</td>
<td>430 (90.7)</td>
<td>6 (1.3)</td>
<td>33 (7.0)</td>
<td>3 (0.6)</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>Sex</td>
<td>396 (53.4)</td>
<td>319 (80.6)</td>
<td>30 (7.6)</td>
<td>36 (9.1)</td>
<td>3 (0.8)</td>
<td>8 (2.0)</td>
</tr>
<tr>
<td>HIVc test</td>
<td>119 (56.4)</td>
<td>103 (86.6)</td>
<td>9 (7.6)</td>
<td>5 (9.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>STIc test</td>
<td>120 (48.6)</td>
<td>103 (85.8)</td>
<td>7 (5.8)</td>
<td>11 (11.2)</td>
<td>1 (1.0)</td>
<td>3 (3.1)</td>
</tr>
<tr>
<td>Physician</td>
<td>178 (72.1)</td>
<td>161 (90.4)</td>
<td>5 (2.8)</td>
<td>7 (13.7)</td>
<td>0 (0)</td>
<td>3 (5.9)</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>183 (74.1)</td>
<td>167 (92.3)</td>
<td>3 (1.6)</td>
<td>5 (7.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Free condoms</td>
<td>78 (31.6)</td>
<td>64 (82.1)</td>
<td>3 (3.8)</td>
<td>9 (7.5)</td>
<td>1 (0.8)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aParticipants reported up to 2 socialization locations.
bParticipants reported up to 3 sex locations.
cHIV: human immunodeficiency virus; STI: sexually transmitted infection.
dAmong participants who do not report being HIV positive.

In unadjusted analyses, less than college education was associated with not reporting home location ($P=.003$) and sex locations ($P=.05$) (Figure 2). Nonwhite race was significantly associated with not reporting physician ($P=.01$) locations. Sex at the partner’s house was significantly associated with not reporting the sex location ($P=.001$). No other bivariate associations were statistically significant.

In adjusted analyses, only 4 covariates were significantly associated with answering specific map questions (Figure 3). Nonwhite participants were less likely than white participants to locate a pharmacy (PR, 0.8; 95% CI, 0.7-1.0). Participants living in Georgia were more likely than participants living in Wisconsin to locate a primary care physician (PR, 1.3; 95% CI, 1.0-1.6). Participants reporting sex at their partner’s home were less likely to indicate the sex location (PR, 0.8; 95% CI, 0.7-1.0). Similarly, participants with less than a college education were less likely to indicate a sex location than participants with a college degree (PR, 0.7; 95% CI, 0.5-1.0).

No other model-based associations between the covariates and answering specific map questions were statistically significant. For example, participants who reported CAI were no more likely to report sex locations (PR, 1.0; 95% CI, 0.9-1.1).

Data Accuracy

Of the 226 participants whose map-based home location could be assigned to a ZCTA, 187 (83%) placed the home location within the boundaries of the reported residential ZIP code. Of the 39 participants (17%) who placed a home location outside of the boundaries of the reported residential ZIP code, 29 placed the home location in an adjacent ZIP code, 2 reported post office box or institutional ZIP codes with a correct pin drop, and 8 placed the home location in a nonadjacent ZIP code. Reliability of residential location did not vary with urbanicity ($P=.15$).

Of the 1176 unique locations reported by the participants, the combination of the location type and the participant’s text description permitted 575 locations (49%) to be identified. Of these, 278 text descriptions (48%) were a specific name (eg, Walgreens), 61 (11%) were a geographic area (eg, downtown, San Antonio), and 236 (41%) were a generic name (eg, doctor, pharmacy, hospital). Of the 61 locations identified as a geographic area, 53 (87%) were placed in the correct geographic area. Locations were not able to be identified because of a name that had meaning only to the participant (eg, home, work, guy 2’s place, RLD).

Of all locations having a specific text description, the median distance between the participant-selected location and the location determined using the specific text description was 0.29 miles (interquartile range, 0.06-0.88). Of all locations having a generic text description, the median distance between the selected location and the location determined using the generic text description was 0.29 miles (IQR, 0.08-0.64). When stratified by location type, median distances between the selected location and location determined using the text descriptions were generally <one-third mile (Table 3). Although home and work have the highest median distances, very few locations could be identified based on the participant’s text description.
Discussion

Principal Findings

In this paper, we examined the feasibility of collecting location-based data using a Web-based, map-based tool among an online convenience sample of MSM. Overall, participants were willing and able to use this tool to accurately indicate the requested locations, suggesting that this method of data collection is feasible, and results in complete, good quality data. In addition, for most locations, men who chose to not use the map tool were not significantly different from men who did use the tool with respect to demographic factors and HIV-related behaviors. The notable exception to this finding is that men were 20% less likely to report a sex location if that location was a partner’s home, reflecting both confidentiality concerns and uncertainty in the exact location.

The lack of significant associations between the examined covariates and using the map tool has critical implications for the use and subsequent interpretation of these data. Analyses relying on these locations in similar Web-based populations will have minimal bias resulting from nonresponse to these questions, with respect to the covariates measured in this study, although bias may exist due to nonparticipation. A first key exception to this finding was the observed educational gradient in which participants with no college education were less likely to provide all requested locations and sex locations. Missing data among these individuals may especially be a concern in Web-based research, where MSM of color are more difficult to recruit [47].

A second key exception is the potential for bias in analyses using sex location when sex occurs at the partner’s home (although a large majority still provided this location). Therefore, these missing data may bias analyses where either having sex at the partner’s home or education is associated with both the exposure and outcome [48]. This finding may be critical for confounding by education because lower levels of education are frequently associated with locations and with poorer health outcomes.

Men who did not provide the requested locations were generally unwilling, rather than unable, to provide the locations. Even in an anonymous Web-based survey, privacy remained a concern among a small fraction of participants. Although most participants responded to these map questions, privacy concerns for these few individuals must be considered in the implementation and interpretation of future surveys. Providing participants with the opportunity to learn more about their data’s security and reinforcing the acceptability of reporting approximate locations (eg, the nearest intersection) may help to assuage these concerns.

Similarly, participants’ inability to provide these locations could also be addressed within the Web-based survey. This inability may stem from a lack of geographic knowledge or uncertainty in locations. Incorporating text search boxes to search for a given street name or emphasizing the acceptability of identifying an intersection or other landmark could potentially address this limitation. This recommendation could also reduce the observed educational gradient in responding to these questions.

As with all participant-reported data, reliability is an important concern. Despite asking numerous locations for which participants may not readily know an address, we found good agreement between the reported locations and other reported characteristics of those locations. These results are similar to the results of a prior validation of this tool for home and treatment locations among HIV-positive MSM [32]. Participants generally placed home locations within the correct ZIP code and placed other types of locations near the probable true location. This finding suggests that, although precise measures should be used with caution, within-person and between-person relative measures are likely appropriate.

Our findings with respect to answering specific questions contrast with past studies of broader Web-based survey participation. These studies found differential participation in Web-based surveys by demographic and health-related factors. Nonurban MSM have participated in Web-based surveys more than their urban counterparts [34,35]. In addition, individuals with a given medical condition are more likely to participate in research about that condition [36], suggesting that HIV-negative men could have been less likely to provide the requested data compared with men living with HIV.

Table 3. Distance in miles between selected location and location determined using any text description.

<table>
<thead>
<tr>
<th>Location</th>
<th>Count</th>
<th>Median</th>
<th>IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>4</td>
<td>0.61</td>
<td>0.49-0.64</td>
</tr>
<tr>
<td>Work</td>
<td>9</td>
<td>0.77</td>
<td>0.57-2.88</td>
</tr>
<tr>
<td>Socialize</td>
<td>154</td>
<td>0.33</td>
<td>0.09-0.92</td>
</tr>
<tr>
<td>Doctor</td>
<td>141</td>
<td>0.19</td>
<td>0.05-0.65</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>45</td>
<td>0.37</td>
<td>0.12-0.89</td>
</tr>
<tr>
<td>Sex</td>
<td>86</td>
<td>0.34</td>
<td>0.10-0.74</td>
</tr>
<tr>
<td>Condoms</td>
<td>31</td>
<td>0.08</td>
<td>0.01-0.50</td>
</tr>
<tr>
<td>HIV test</td>
<td>19</td>
<td>0.22</td>
<td>0.01-0.52</td>
</tr>
<tr>
<td>STD test</td>
<td>24</td>
<td>0.22</td>
<td>0.13-0.49</td>
</tr>
</tbody>
</table>

Note: Distance in miles between selected location and location determined using any text description.

HIV: human immunodeficiency virus; STD: sexually transmitted disease.

http://www.jmir.org/2016/6/e142/
Compared with previous validation studies [32], this analysis has expanded both the population and types of locations for which valid Web-based map data may be collected. We included MSM, independent of HIV status, from urban, suburban, and rural locations, not only large urban areas that are the typical geographic focus of much HIV research. We also included a wide variety of nonresidential locations that may be contextually important to the health of MSM.

As this study verified that these nonresidential location data can be collected from online samples of MSM, these locations may now be used to describe the activity spaces of MSM and to explore associations between nonresidential places and HIV-related behaviors among MSM. This Web-based tool will permit these location data to be collected using relatively low-resource methods that preserve participants’ anonymity. The results of future analyses may allow us to better consider how differing contexts are associated with HIV risk and prevention. National surveillance data, which are based on residential locations, may be interpreted differently depending on the spatial variation in HIV-related behaviors. In addition, future analyses may permit interventions and policy to be geographically targeted using the locations of relevant behaviors, rather than residential locations.

Limitations

Despite the breadth of data being collected, this study does have limitations. First, the generalizability of this study may be limited. Our online convenience sample is likely not representative of MSM in Texas, Wisconsin, and Georgia. Our sample is less racially diverse, younger, and more educated compared with the general populations in these states. In addition, despite the breadth of HIV epidemiology, demographic, and contextual factors represented by these states, these MSM may not be representative of MSM across the United States. However, prior studies using venue-time–based sampling of MSM reported demographics similar to this study and to the Internet samples of MSM [37,47,49].

This analysis produced fully-adjusted measures of association for a large number of outcomes and their potential predictors. Consequently, some of these measures may be statistically significant due to type 2 error.

This analysis also used participant-reported ZIP codes as the basis for poverty and urbanicity measures. The use of areas to represent contextual variables may lead to misclassification, especially when using ZCTAs to represent ZIP codes [50,51]. The degree of this misclassification may be less in more urban areas [52-55], although this was not true in our predominantly urban sample. However, ZIP codes are a geographic measure that is readily accessible to participants and are therefore useful despite their limitations.

This study also was unable to validate all locations using a physical address. With our study’s expansion to locations that include where individuals socialized and had sex, validation becomes more difficult as participants may not readily know addresses of these nonresidential locations. Consequently, data reliability could be assessed only using the methods we used. In addition, the text descriptions of these places were useful for only half of locations, limiting conclusions regarding reliability of the remaining half of locations. It is possible that the half of locations that could be validated may have favorably biased the calculated accuracy. Additional validation of geographic reliability may be the subject of future work.

Conclusions

Using a Web-based map tool, MSM participants were generally willing and able to indicate all requested locations. Critically, although most MSM reported sex locations, these locations were reported less frequently than all other locations. Consequently, within this Web-based setting and MSM population (and with careful consideration of the potential biases associated with Web-based research in this population), this method of data collection is feasible, resulting in highly complete, good quality location data.
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Abstract

Background: Auditory hallucinations (eg, hearing voices) are relatively common and underreported false sensory experiences that may produce distress and impairment. A large proportion of those who experience auditory hallucinations go unidentified and untreated. Traditional engagement methods oftentimes fall short in reaching the diverse population of people who experience auditory hallucinations.

Objective: The objective of this proof-of-concept study was to examine the viability of leveraging Web-based social media as a method of engaging people who experience auditory hallucinations and to evaluate their attitudes toward using social media platforms as a resource for Web-based support and technology-based treatment.

Methods: We used Facebook advertisements to recruit individuals who experience auditory hallucinations to complete an 18-item Web-based survey focused on issues related to auditory hallucinations and technology use in American adults. We systematically tested multiple elements of the advertisement and survey layout including image selection, survey pagination, question ordering, and advertising targeting strategy. Each element was evaluated sequentially and the most cost-effective strategy was implemented in the subsequent steps, eventually deriving an optimized approach. Three open-ended question responses were analyzed using conventional inductive content analysis. Coded responses were quantified into binary codes, and frequencies were then calculated.

Results: Recruitment netted N=264 total sample over a 6-week period. Ninety-seven participants fully completed all measures at a total cost of $8.14 per participant across testing phases. Systematic adjustments to advertisement design, survey layout, and targeting strategies improved data quality and cost efficiency. People were willing to provide information on what triggered their auditory hallucinations along with strategies they use to cope, as well as provide suggestions to others who experience auditory hallucinations. Women, people who use mobile phones, and those experiencing more distress, were reportedly more open to using Facebook as a support and/or therapeutic tool in the future.

Conclusions: Facebook advertisements can be used to recruit research participants who experience auditory hallucinations quickly and in a cost-effective manner. Most (58%) Web-based respondents are open to Facebook-based support and treatment and are willing to describe their subjective experiences with auditory hallucinations.
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Introduction

Seven percent of the population has experienced auditory hallucinations (eg, hearing voices) [1]. Many individuals experience auditory hallucinations in the context of a serious mental illness (SMI). Approximately 40% of people with SMI go undetected and untreated by traditional mental health care systems [2], a shortcuting exacerbated by environmental hurdles and poverty [3]. Many people with SMI report wanting to deal with their problems on their own rather than seek traditional treatment [2]. Novel outreach methods have the potential to reach individuals who experience auditory hallucinations and who are unwilling or unable to use traditional mental health services.

Traditional engagement methods for research through face-to-face contact at brick and mortar institutions, such as clinics or academic institutions, face numerous geographical and practical barriers (eg, stigmatization associated with going into a clinic, transportation). In contrast, social media offers an unparalleled opportunity to engage hard-to-reach populations, as most American adults (74%) use social networking sites [4], including those with a variety of health problems [5]. Facebook is the most successful Web-based social network to date, with nearly a billion and a half frequent users [6]. Other popular services like Instagram (400 million active users) and Snapchat (approaching 200 million active users), along with a plethora of smaller specialized networks, may offer additional opportunities for outreach [7]. These diverse user bases can be reached through advertising systems typically used for marketing through the promotion of posts, pages, apps, and Websites. Treatment information, Web-based surveys, and other recruitment materials can be distributed to vast audiences on modest budgets and within flexible timeframes in this advertisement ecosystem. Furthermore, advertising platforms have filters that allow for accurate targeting of personal characteristics, along with systems for real-time tracking of advertisement performance [8].

Facebook advertisements could be used as an effective recruitment tool for mental health studies, excelling in accessing hard-to-reach populations. Previous research has shown that most young people (94%) with SMI use social media [9], and most people with SMI use mobile technologies for communication and the Internet access [10]. Facebook has also been used to successfully recruit Veteran’s for mental health research [11]. Kosinski and colleagues offer a thorough general review of using Facebook as a research tool in any social science, highlighting this approach’s ability to rapidly collect data on millions of participants efficiently [12]. However, little is known about best approaches to reach those with SMI through the use of social media.

Previous research has demonstrated that overall survey length, topic, question length, sponsoring institution (eg, private industry, government, academia), all affect response rates of traditional surveys, but little work has been done to test these findings to Web-based surveys [13]. The success of using social media as an outreach or recruitment tool is partly determined by maximizing each step of the data collection process.

Advertisements need to be tested for relative effectiveness, honing in on materials that entice the most social media users to take action for the lowest cost to researchers. This approach is common practice in marketing. Advertisers commonly use “split tests” or “A/B testing” to hone their marketing strategies, and off the Web [14]. Although general design principles guide advertisement design, the effectiveness of images is highly dependent on the nature of the audience and topic. Standard advertising practices suggest testing multiple advertisement layouts to determine efficiency, and the design of content is largely dependent on expert knowledge, in this case, auditory hallucinations.

Surveys need to be designed in a way that promotes conscientious and full participation at each step, discouraging incomplete responses and dropout. This research systematically tested these elements, arriving at an optimized advertisement and survey for people who experience auditory hallucinations. We detail the steps in this process and provide a cost analysis. Furthermore, we include insights gained from the survey itself regarding social media attitudes related to Web-based support and treatment. Specifically, we assess whether respondents would be willing to use social media to connect to peers experiencing similar problems or to clinicians to engage in services. We also present thematic frequencies from responses given by participants regarding what makes their hallucinations worse, ways in which they cope, and advice they would give to others who also experience auditory hallucinations.

Methods

The Committee for Protection of Human Subjects at Dartmouth College approved this study. Our team ran a series of Facebook advertisements in 6 phases (see Figure 1) to optimize response rate and data quality by distributing an 18-item survey (see Multimedia Appendix 1) between June 9 and July 17, 2015. We first piloted a set of candidate advertisements to ensure acceptability within Facebook’s advertising system. We then tested each of the images in 2 layout styles (single image vs a multiple image “carousel”) for relative performance. Next, we evaluated survey layout, maximizing data quality. We tested survey pagination, question type (multiple choice vs free response) ordering, and advertisement-targeting strategies. We concluded with a data collection run using optimized advertisement and survey designs to obtain a sufficient sample size.

Survey items captured demographics, symptom history, technology use, and attitudes, and solicited participant’s own experiences with auditory hallucinations and advice to help others (see Multimedia Appendix 1). To completely anonymize the survey, all automatic data collection features were turned off (eg, IP logging), and no identifying information was collected. Participants were eligible to participate if they were aged older than 18 years and confirmed that they experience auditory hallucinations, which was confirmed via survey questions (see Figure 2 for a screenshot of the survey platform hosted in Survey Monkey). Data from incomplete responses were logged by Survey Monkey, making it possible to determine...
click through rates. All advertisement distribution data, including cost, were monitored with Facebook’s advertising system.

Three open-ended questions were included in the Web-based survey, each having 3 fields for participants to provide responses. Questions included were (1) What are 3 things that make your voices worse? (2) What are your top 3 methods for coping with voices? (3) What are 3 things people should keep in mind if they don’t want voices to control their lives? Participant responses to the 3 open-ended questions were analyzed using conventional inductive content analysis [15]. Two research assistants (RW and GJ) with direct oversight from author (RB), independently read responses from each open-ended question to identify recurring regularities among entries to establish a preliminary list of codes [16]. Through group discussion and review, the induced codes were organized into categories to create the codebook [17,18]. Each research assistant then coded responses separately using this codebook.

Once coding was complete, the 2 coders met to discuss their coded responses. Inter-rater reliability was calculated with 97.6% agreement. The rationale for why differently coded items were chosen was discussed until consensus was reached. Author RB then reviewed all coded content. When coding was finished, coded responses were quantified by converting responses to a binary format that was then used to calculate thematic frequencies [16]. Because there were 3 entries possible for each question, and to obtain a clear understanding of the unique responses given by each participant, similarly coded multiple responses given by a single participant were entered once into the database. For example, if an individual were to give the same response for each of the 3 entry fields for a question (eg, “ignore the voices,” “do not listen to the voices,” and “ignore”) these would be entered into the binary database for that participant and variable once. Thematic frequencies were then calculated from this database.

**Figure 1.** Engagement Optimization Phases.
Results

All data collection phases ($2150 total advertisement budget) collective garnered N=264 responses resulting in a final sample size N=97 participants that provided complete data. The cost per complete participant (N=97) in the final optimized stage was $8.14. The sample was 62% female with an average age of 28.91, standard deviation (SD)=14.50. The sample was composed of 57% white, 21% multiple race, 15% black, 4% American Indian or Alaskan Indian, and 3% Asian participants. A majority (82%) of the sample had at least a high school diploma or had obtained a General Educational Development (GED) certification. Participants were previously hospitalized for mental health problems M=1.97 (SD=4.57) times during their lifetime. Each phase of outreach optimization is sequentially described in the following sections. All quantitative data were analyzed with the R programming language. We include a series of tables to provide descriptives results on items not reported in main analyses. Tables 1 and 2 include self-reported information on diagnoses and symptom descriptions respectively. Table 3 covers treatment history, and Table 4 details technology use.

Table 1. Self-reported information on diagnoses.

<table>
<thead>
<tr>
<th>Psychiatric diagnoses</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schizophrenia</td>
<td>15</td>
<td>9.1</td>
</tr>
<tr>
<td>Schizoaffective</td>
<td>9</td>
<td>5.5</td>
</tr>
<tr>
<td>Bipolar</td>
<td>39</td>
<td>23.6</td>
</tr>
<tr>
<td>Depression</td>
<td>68</td>
<td>41.2</td>
</tr>
<tr>
<td>PTSD</td>
<td>29</td>
<td>17.6</td>
</tr>
</tbody>
</table>
### Table 2. Frequency tables for mental health–related survey items.

<table>
<thead>
<tr>
<th>Item</th>
<th>Response</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>“How often do you hear voices?”</td>
<td>Not currently/less than once</td>
<td>39</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>At least once a week</td>
<td>37</td>
<td>23.1</td>
</tr>
<tr>
<td></td>
<td>At least once a day</td>
<td>39</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td>At least once an hour</td>
<td>10</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>Almost continuously/continuously</td>
<td>35</td>
<td>21.9</td>
</tr>
<tr>
<td>“How long have you been hearing voices?”</td>
<td>&lt;1 Month</td>
<td>4</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>1-6 Months</td>
<td>12</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>7-11 Months</td>
<td>15</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>1-5 Years</td>
<td>38</td>
<td>23.9</td>
</tr>
<tr>
<td></td>
<td>&gt;5 Years</td>
<td>90</td>
<td>56.6</td>
</tr>
<tr>
<td>“When they occur, how intense is your distress from the voices?”</td>
<td>Not distressing</td>
<td>40</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td>Slightly distressing</td>
<td>46</td>
<td>29.1</td>
</tr>
<tr>
<td></td>
<td>Moderately distressing</td>
<td>32</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>Very distressing</td>
<td>28</td>
<td>17.7</td>
</tr>
</tbody>
</table>

### Table 3. Treatment history.

<table>
<thead>
<tr>
<th>Response</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medications</td>
<td>44</td>
<td>26.7</td>
</tr>
<tr>
<td>Group therapy</td>
<td>21</td>
<td>12.7</td>
</tr>
<tr>
<td>Individual therapy</td>
<td>39</td>
<td>23.6</td>
</tr>
<tr>
<td>Peer support</td>
<td>12</td>
<td>12.7</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>32</td>
<td>19.4</td>
</tr>
</tbody>
</table>

*Participants also had the option of filling in a free-text “other” option. Two respondents listed “nothing” and the following items were each listed once: “control my surroundings,” “intensive inpatient and outpatient program,” “listening to them to see if I can help,” “marijuana,” “meditations,” “music: the voices sing with me and are not tone deaf,” “myself,” “none,” “not really, my other personalities do (sic) really let me,” “psilocybin mushrooms.”*
<table>
<thead>
<tr>
<th>Technology use–related items</th>
<th>Response</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic cell phone use</td>
<td>Do not have</td>
<td>53</td>
<td>42.7</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>54</td>
<td>43.5</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>5</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>3</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>10</td>
<td>8.1</td>
</tr>
<tr>
<td>Mobile phone use</td>
<td>Do not have</td>
<td>10</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>104</td>
<td>83.9</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>4</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>2</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>4</td>
<td>3.2</td>
</tr>
<tr>
<td>Tablet use</td>
<td>Do not have</td>
<td>63</td>
<td>52.5</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>16</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2-3 days per week</td>
<td>9</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>13</td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>16</td>
<td>13.3</td>
</tr>
<tr>
<td>Wearable tech use</td>
<td>Do not have</td>
<td>78</td>
<td>47.3</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>6</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>2-3 days per week</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>29</td>
<td>24.4</td>
</tr>
<tr>
<td>Email use</td>
<td>Do not have</td>
<td>8</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>45</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>15</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>2-3 days per week</td>
<td>22</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>23</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>8</td>
<td>4.8</td>
</tr>
<tr>
<td>Social media use</td>
<td>Do not have</td>
<td>5</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>Every day</td>
<td>101</td>
<td>79.5</td>
</tr>
<tr>
<td></td>
<td>4-6 days per week</td>
<td>13</td>
<td>10.2</td>
</tr>
<tr>
<td></td>
<td>2-3 days per week</td>
<td>5</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>1 or less days per week</td>
<td>2</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Never use</td>
<td>1</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Phase 1

The initial phase of advertisement lasted 24-hours and ran on a budget of $50. This phase verified the acceptability of advertisement materials, should a particular image be deemed unacceptable by Facebook. Seven advertisement images and 2 advertisement layouts (single image vs a multiple image “carousel”) were tested, with 2 images not meeting Facebook’s standards because more than 20% of the image area was occupied by text. These images were altered to meet the 20% requirement. The baseline cost or the ratio of the number of times the advertisements were presented to the number of times it was clicked on, was then evaluated. See Table 5 for a breakdown of cost-per-click descriptives by phase. Table 6 provides data on cost per participant from the phases it was available, as well as a discussion of this availability in the Conclusion section.

Phase 2

The second phase ran over a 1-week period and had a budget of $350. This phase evaluated the relative cost-effectiveness of advertisement materials by simultaneously running each of the 7 single image advertisements and a version of the carousel-type advertisement (each of the 5 images in this advertisement were populated by the most cost-effective images in the image pilot; see Figure 3).

Phase 3

This 1-week phase had a budget of $350. The optimized advertisement was used to test the influence of survey layout on response rate and data quality. This phase revealed no differences between grouping multiple questions per page versus having only one question on each page.

Phase 4

A subsequent 1-week phase with a $350 budget revealed that data quality was increased by placing open-ended free response questions at the end of the survey rather than at the beginning.

Phase 5

This 1-week phase used a budget of $350 to see if advertisement targeting could improve response rates. Facebook allows for the targeting of specific “interests.” These are calculated by Facebook with factors varying from demographics to purchase history, profile information, wall posts, news feed, and other communications (proprietary method from Facebook). We selected a collection of promental health interests ranging from general terms (eg, schizophrenia) to Web-based support groups (seeTextbox 1 for a list of each interest). This targeted approach outperformed an open approach with no filters.

Table 5. Cost per click and engagement by advertising phase.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Version</th>
<th>Reach</th>
<th>Clicks</th>
<th>CPC(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>N/A</td>
<td>13,292</td>
<td>138</td>
<td>$0.36</td>
</tr>
<tr>
<td>2:</td>
<td>N/A</td>
<td>54,134</td>
<td>1,717</td>
<td>$0.20</td>
</tr>
<tr>
<td>3:</td>
<td>Multiple pages</td>
<td>1047</td>
<td>34,411</td>
<td>$0.17</td>
</tr>
<tr>
<td></td>
<td>One page</td>
<td>1085</td>
<td>30,035</td>
<td>$0.17</td>
</tr>
<tr>
<td>4:</td>
<td>Multiple choice first</td>
<td>1277</td>
<td>35,644</td>
<td>$0.17</td>
</tr>
<tr>
<td></td>
<td>Free response first</td>
<td>1175</td>
<td>32,494</td>
<td>$0.15</td>
</tr>
<tr>
<td>5:</td>
<td>Open</td>
<td>1379</td>
<td>31,095</td>
<td>$0.15</td>
</tr>
<tr>
<td></td>
<td>Targeted</td>
<td>919</td>
<td>31,092</td>
<td>$0.19</td>
</tr>
<tr>
<td>6:</td>
<td>N/A</td>
<td>112,122</td>
<td>3302</td>
<td>$0.20</td>
</tr>
</tbody>
</table>

\(^a\)CPC: cost per click.

Table 6. Cost per participant (partial and complete responses together) by advertising phase.\(^a\)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Version</th>
<th>N</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>Multiple pages</td>
<td></td>
<td>$11.67</td>
</tr>
<tr>
<td></td>
<td>One page</td>
<td></td>
<td>$9.72</td>
</tr>
<tr>
<td>2:</td>
<td>Multiple choice first</td>
<td></td>
<td>$9.72</td>
</tr>
<tr>
<td></td>
<td>Free response first</td>
<td></td>
<td>$7.61</td>
</tr>
<tr>
<td>3:</td>
<td>N/A</td>
<td></td>
<td>$6.03</td>
</tr>
</tbody>
</table>

\(^a\)Cost data only available for phases that manipulated survey-related changes and not advertisement-related changes. This information was also available for the final open data collection phase (VI). Please see the conclusion section for a discussion of this limitation. (CPP=cost per participant).
**Figure 3.** The final optimized advertisement. This advertisement was composed of 5 scrolling images that automatically rotated through a “carousel.” Five different perspectives of the advertisement are depicted to display each image. Facebook automatically optimizes image order for cost efficiency. Users can manually scroll through images by clicking right or left arrows.

**Textbox 1.** Facebook “Interests” used for advertisement targeting.

<table>
<thead>
<tr>
<th>Interests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auditory hallucination</td>
</tr>
<tr>
<td>Bipolar disorder awareness</td>
</tr>
<tr>
<td>Delusional disorder</td>
</tr>
<tr>
<td>Depression and bipolar support alliance</td>
</tr>
<tr>
<td>Hallucination</td>
</tr>
<tr>
<td>Mental health</td>
</tr>
<tr>
<td>Paranoid schizophrenia</td>
</tr>
<tr>
<td>Psychiatry</td>
</tr>
<tr>
<td>Psychosis</td>
</tr>
<tr>
<td>Psychotherapy</td>
</tr>
<tr>
<td>Schizoaffective, depression, and bipolar support alliance</td>
</tr>
<tr>
<td>Schizoid personality disorder</td>
</tr>
<tr>
<td>Schizophrenia and smoking</td>
</tr>
<tr>
<td>Schizophrenia awareness</td>
</tr>
<tr>
<td>Schizophrenia research</td>
</tr>
<tr>
<td>Schizotypal personality disorder</td>
</tr>
</tbody>
</table>

**Phase 6**

A final 2-week data collection phase had a total budget of $700. This phase did not perform any optimization test but was instead used to collect a sufficient sample size of N=97 participants who provided fully completed responses.

Next, we used 2 multiple regression models that were specified a priori to examine the predictors of interest in using Facebook as a mobile mental health tool. We examined 2 outcome
variables: interest in using Facebook to connect to similar others and interest in using Facebook to connect to clinicians. We included an identical set of predictors in each model that captured the level of distress from experiencing auditory hallucinations and technology use in each model, and controlled for demographics. Mobile phone use was predictive of an interest in using Facebook to connect with similar others ($b=0.35, t(114)=2.18, P=.03$). Females ($b=−0.60, t(108)=−2.12, P=.04$) and those who experienced more distress from hearing auditory hallucinations ($b=0.30, t(135)=3.00, P=.003$) expressed more interest in using Facebook to connect to clinicians.

Qualitative Findings
Ninety-seven participants gave at least one response for one or more of the open-ended questions for qualitative analysis. Two participants were younger than 18 years and were removed from the dataset, along with a participant whose entries seemed disconnected from the questions asked (e.g., responding “I am a wiccan” as advice for others to help them with their auditory hallucinations, responding “Marshall Law” as something that makes their hallucinations worse). This gave a total of 94 eligible participants who gave at least one comprehensible open-ended response.

Auditory Hallucination Triggers
Out of the 90 people who responded, 209 unique entries were analyzed. Close to a third (31%) of responses related to some form of emotional distress (stress, anxiety, depression, or anger) as sources of symptom exacerbation. Social environments, such as being alone, situations involving other people, or conflict with others represented 23% of responses. Environmental factors (including noise, silence, light/darkness, and time of day) made up 15% of responses. Physical states, such as lack of sleep, excessive sleep, fever, and menstrual cycle accounted for 13% of unique responses. Seven percent of responses included alcohol, marijuana, or illicit substances. Mental states, such as overthinking/overfocusing or “zoning out” accounted for 5% of responses. Three percent thought that paying attention to auditory hallucinations and internalized stigmatization associated with auditory hallucinations (e.g, “Telling others about them,” “Thinking people have a reason to dislike me.”) made their hallucinations worse. Three percent reported not knowing what made their hallucinations worse.

Ways Participants Cope With Auditory Hallucinations
One-hundred ninety eight codes were analyzed from 89 participants who gave responses. Most coping methods included strategies that could be used in the moment, including distraction techniques, ways of rationalizing hallucinations, and self-medication. Distraction techniques accounted for 58% of responses and included behavioral strategies such as listening to music, singing, socializing, relaxation techniques, sleep, exercise, and reading. Choosing to directly engage or disengage with the hallucinations, accepting them, rationalizing who/what they are, talking with or listening to hallucinations, or ignoring hallucinations accounted for 29% of responses. Five percent cope with some form of self-medication (alcohol, marijuana, or illicit substances), 3% cope with prescription medication, 2% use religion (prayer), and 3% did not know or reported that nothing makes their hallucinations better.

Advice Given to Help Others With Auditory Hallucinations
One-hundred seventy unique codes were analyzed from 80 participants who gave responses. Most responses (30%) dealt with understanding auditory hallucinations. This included the way one rationalizes who/what they are, the control one has over their auditory hallucinations, engaging with auditory hallucinations, acceptance of them or learning more about why they happen. Twenty-two percent of responses included finding distraction from the auditory hallucinations (e.g, listening to music, relaxation techniques) or ignoring auditory hallucinations altogether. Thirteen percent included statements of encouragement such as, “Remember that it could be worse” and “Stay strong.” Nine percent of responses included suggestions to seek out mental health services or prescription medication. Another 9% listed that there was no help or that they did not know of any advice to give. Six percent of responses mentioned socializing, and another 6% contained religious statements (mostly about prayer). A small group advised the use of marijuana (2%) and 2% also listed other behavioral strategies (eat something, watch television, and so forth).

Conclusion
We present results from a Web-based survey that used Facebook advertisements as a data collection strategy, suggesting that social media is a viable approach to reach people who experience auditory hallucinations. This scalable and efficient method can be used to tap a hard to reach population—a strength that is particularly relevant in reaching people who face economic or practical barriers accessing in-person services (e.g., geographical) or are turned off by other outreach strategies that are plagued by the hazards of stigmatization.

Outside of recruitment and collection optimization, the exploratory survey provided insight surrounding personal experiences of those who experience auditory hallucinations and technology use. Regarding recruitment, we were able to obtain a larger proportion of minorities than is typically seen with traditional survey methods, without employing an oversampling strategy [19,20]. This is an especially important strength for research institutions that have limited access to diverse populations in their region. Inadequately representative sampling could be avoided by implementing an oversampling strategy within Facebook’s advertising system, partially blocking majority (eg, white, male, younger than 25 years) respondents during data collection.

Most participants reported that they were willing to use Facebook as a therapeutic tool. Most endorsed widespread use of technology, both in terms of devices and services. Participants also reported on a wide range of triggers to their auditory hallucinations, coping skills, and advice to others, providing qualitative insights that can be integrated into the design of technology-based treatment or support systems. Our results were presented in 2 ways: the phased optimization of advertisement materials and survey design and the quantitative and qualitative results of the survey. First, we...
demonstrated that social media outreach strategies can be fine-tuned with systematic testing. Using multiple-image, “carousel”-style advertisements are suggested over single-image advertisements, and it is worthwhile to test a set of images for relative performance. Furthermore, advertisement targeting and restricting open-ended questions to the end of the survey had a positive effect, whereas survey pagination did not matter.

It is important to note that although correlated, that a low cost per click does not directly translate into high data quality. Engagement is necessary but insufficient to collect data from social media. A particular advertisement may generate a large number of clicks, but it may not net as many completed surveys as an advertisement or survey design that performs less well in terms of engagement, but encourages conscientious participation.

It is also important to note that comparisons across advertising runs performed at different times are potentially inaccurate due to random fluctuations in advertising performance that are either random or caused by yet unexplored phenomena. Although general differences of large magnitude (eg, a cost per click of $0.10 vs $15.00) will probably hold at different times, smaller differences necessitate the need for comparisons across identical time frames. Comparisons across phases require large differences to be trustworthy, whereas comparisons within phases can be trusted even when the differences are much smaller.

A methodologic shortcoming did not allow us to obtain cost per participant within optimization phases where the factor being manipulated was on the side of Facebook’s advertising system, rather than the survey system, as seen in Table 6. Competing advertisements designs registered different tracking metrics within the advertising system, but a single survey was used to collect these data, which washed out the relationship between survey response rates and advertisement click rates. When surveys were compared, separate surveys were used, making these comparisons possible. Future research should consider using separate surveys (or “collectors” in Survey Monkey) to ensure that these data are captured.

Although the use of social media for recruitment offers tremendous new opportunities, the approach has noteworthy limitations. Differential use of social media is the foremost concern between those who have mental health problems and those that do not. More work needs to be done to explore the possible differences in social media use of this population as compared with those who are not experiencing symptoms. Although we know this group reports high social media use, their interaction patterns, use frequency, and posted content may be quite different. Future work should explore any potential differences.

Attention also needs to be paid to the fundamental motivation behind responding to a social media–based advertisement to participate in research. Whatever intrinsic or extrinsic motivational differences differentiate between those that click the advertisement and those that do not may be systematically related to social, psychological, emotional, behavioral, cultural, and demographic factors that impact the ultimate conclusions drawn from research performed with digital recruitment strategies. Regarding our study in particular, we only focused on the images in advertisements, and did nothing to modify the language used in the 25-character title and 90-character description allowed by Facebook. Future studies, complemented by empirically supported best practices from the fields of marketing and advertising, should test advertisement images and wording combinations in a multivariate fashion. Facebook’s advertising platform is well suited for such systematic testing with real-time tracking capabilities.

The rapid proliferation of social media has outpaced social and clinical scientists’ understanding of how these new resources can be harnessed to improve research, outreach, and services. Services like Facebook, Twitter, Snapchat, and Instagram offer an unprecedented way to reach populations of interest. These platforms automatically record an abundance of social data that can drive new research programs and inform the design of the next generation interventions. The development of best practices and new technology for massive outreach via social media and the collection of social media data itself should be a key focus of current research. This work suggests that engagement with social media advertising is a viable strategy for those that experience auditory hallucinations, hinting at the approach’s promise for those that experience other mental health symptoms that may be missed by traditional outreach systems.
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Abstract

Background: Ecological momentary assessment (EMA) is a method of collecting real-time data based on careful timing, repeated measures, and observations that take place in a participant’s typical environment. Due to methodological advantages and rapid advancement in mobile technologies in recent years, more studies have adopted EMA in addressing topics of nutrition and physical activity in youth.

Objective: The aim of this systematic review is to describe EMA methodology that has been used in studies addressing nutrition and physical activity in youth and provide a comprehensive checklist for reporting EMA studies.

Methods: Thirteen studies were reviewed and analyzed for the following 5 areas of EMA methodology: (1) sampling and measures, (2) schedule, (3) technology and administration, (4) prompting strategy, and (5) response and compliance.

Results: Results of this review showed a wide variability in the design and reporting of EMA studies in nutrition and physical activity among youth. The majority of studies (69%) monitored their participants during one period of time, although the monitoring period ranged from 4 to 14 days, and EMA surveys ranged from 2 to 68 times per day. More than half (54%) of the studies employed some type of electronic technology. Most (85%) of the studies used interval-contingent prompting strategy. For studies that utilized electronic devices with interval-contingent prompting strategy, none reported the actual number of EMA prompts received by participants out of the intended number of prompts. About half (46%) of the studies failed to report information about EMA compliance rates. For those who reported, compliance rates ranged from 44-96%, with an average of 71%.

Conclusions: Findings from this review suggest that in order to identify best practices for EMA methodology in nutrition and physical activity research among youth, more standardized EMA reporting is needed. Missing the key information about EMA design features and participant compliance might lead to misinterpretation of results. Future nutrition and physical activity EMA studies need to be more rigorous and thorough in descriptions of methodology and results. A reporting checklist was developed with the goal of enhancing reliability, efficacy, and overall interpretation of the findings for future studies that use EMAs.


http://www.jmir.org/2016/6/e151/
KEYWORDS

ecological momentary assessment; nutrition; physical activity; youth; systematic review; reporting checklist

Introduction

The number of overweight or obese youth in the United States is alarming for public health professionals, as prevalence of overweight/obesity among youth is estimated to be 31.8% [1]. National data suggests that only 15.7% of adolescents ate vegetables 3 or more times during the past 7 days and only 29% of adolescents achieved 60 minutes of physical activity per day [2]. US children and adolescents’ lifestyle factors, such as poor diet and physical inactivity, are related to an increased risk for chronic diseases, including diabetes, hypertension, cardiovascular diseases, and other metabolic disorders [3,4]. Many current methods for assessing nutrition and physical activity (e.g., dietary recalls, physical activity logs) are limited since they can introduce high participant burden [5] and are prone to inaccuracies. More studies that use assessment methods that may limit participant burden and provide ecologically valid data for nutrition and physical activity behaviors are needed.

Advances in electronic technologies and societal changes have created opportunities to assess youth nutrition and physical activity behaviors as they occur in their daily lives. Real-time data capture methods refer to collecting data as it naturally occurs [6]. Real-time data assessments differ from traditional retrospective data collection methods as they sample snapshots of participants’ lives to capture the variability of experiences more accurately. As information is collected at or near the moment when events and experiences occur, real-time data capture methods can reduce memory and other biases that are associated with retrospective recall measures [7]. Ecological momentary assessment (EMA), a type of real-time data capture method, was originally developed for psychological assessments of mood and affect [8]. Shiffman and colleagues [5] define EMA as “monitoring or sampling strategies to assess phenomena at that moment they occur in natural settings.” There are several unique features common to the EMA methods: (1) the data capture happens in subjects’ natural environment—the “Ecological” aspect of EMAs; (2) assessments focus on current feelings and behaviors, rather than concentrating on recall or summary over long periods of time—the “Momentary” aspect of EMAs; (3) the moments are assessed by random sampling, event-based sampling, interval sampling, or a combination of any of these strategies; and (4) multiple assessments are collected over time to provide a profile for behavior throughout time—the “Assessment” aspect of EMAs [5].

Nutrition and physical activity studies that employ the EMA methodology enable the collection of data with an array of variables including behavioral, physical, sociopsychological, and contextual information [8]. This assessment strategy makes it possible to examine concurrent exposures and events, such as examining where and with whom physical activity and sedentary behavior are likely to occur during the course of participants’ everyday lives [9]. Due to the repeated measurements used in EMA methodology, EMA studies are able to focus on within-person changes in behaviors and experiences over time, thus allowing the investigation of antecedents and consequences of a behavior [10], and the advanced modeling of how variation in momentary cognitive state might relate to behaviors [11].

Over the past several years, there has been an increase in the popularity and prevalence of research conducted using EMAs. Given the potential methodological and analytical advantages of using EMAs in nutrition and physical activity research in youth, this review is aimed to describe features of EMA methodology in studies that address nutrition and physical activity in children and adolescents. In addition, although some guidance is available for designing and reporting in EMA studies [12], there are currently no specific guidelines for the necessary detail in reporting in EMA studies, which could make a systematic synthesis of results from EMA studies challenging. Similar reporting checklists for other types of studies have been widely adopted. For example, the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) is a commonly used checklist of items for observational studies [13]. It contains 22 items that relate to the title, abstract, introduction, methods, results, and discussion sections of papers with the goal to improve the quality of reporting. Building on the STROBE checklist and the EMA design guidelines by Stone and Shiffman [12], a comprehensive checklist of specific items to be reported for EMA studies was also developed: Checklist for Reporting EMA Studies (CREMAS).

Methods

Information Sources

CINAHL, PsychINFO, PubMed, and EBSCOhost were searched for relevant studies that were published before July 2015. The keywords used included “ecological momentary assessment” and “EMA,” in combination with “food,” “nutrition,” “eating,” “food consumption,” “eating habits,” “physical activity,” “PA,” “text messaging,” “SMS telephone,” “electronic diaries,” and “prompting.” A hand search of the reference section of all papers was conducted to review for additional papers that were missed during the electronic search.

Selection Criteria

Inclusion criteria for this review were as follows: (1) published in English, (2) used EMA-based data collection method, (3) had a mean participant age of 22 years or younger (or enrolled in a college/university), and (4) focused on the assessment of nutrition or physical activity habits. Studies were excluded if they did not have repeated measures, did not assess variable/outcome measures via EMAs, had a mean participant age greater than 22 years, assessed maladaptive or disordered nutrition or physical activity behaviors, and/or were intervention studies. Further, papers must have reported results of EMAs; papers that only described EMA design were not included.

Data Extraction

Data were extracted in two passes. In the first pass, data pertaining to the following general study characteristics were extracted from each of the studies: sample size, study design, etc.
measures, research questions/objectives, findings, and limitations/future directions. In the second pass, data extraction continued by gathering specific methodological features and response- and compliance-related information. In particular, data were synthesized from the following 5 main areas:

1. **Sampling and measures**: sample characteristics and tools used in the EMA protocol

2. **Schedule**: monitoring periods (number of waves from which data were collected), duration (number of days that each monitoring period lasted), prompt frequency (frequency of EMA prompts per day), and prompt interval (the time between each EMA prompt)

3. **Technology and administration**: use or lack of technology and method of administration of EMAs

4. **Prompting strategy**: methods used to cue participants—interval contingent (EMA prompts were set for certain intervals that were not random), random interval contingent (EMA prompts were set to be randomized throughout the day), event based (EMAs were recorded when eating occasions or physical activity occurred), or evening report (EMAs administered in the evenings to summarize the events of the day)

5. **Response and compliance**: participation rate, gathered data, missing data (ie, unanswered and/or unprompted EMA surveys), latency (ie, the time period between when participants receive an EMA prompt and when the EMA is answered), and attrition (ie, the number of participants who dropped out of the study for any reason).

For studies that did not report any of this data, calculations were performed using information provided in the paper whenever possible.

A coding form was developed based on the above areas of interest and two raters extracted information from each study independently for all items. Agreement among raters for each item ranged from 85 to 100%, and all discrepancies were resolved through discussions that led to consensus.

**Results**

**Literature Search**

After completing a systematic review of databases and reference lists, a total of 428 potentially relevant studies were screened. From this group, 62 article abstracts were identified and evaluated for inclusion criteria, and 23 were selected for further full-text review. In cases where multiple papers were published (n=5) on the same study (eg, reporting validity, reporting outcomes, translations, etc.), information was extracted from all papers and presented as a single study. On the basis of the abovementioned criteria, 13 independent papers were retained for inclusion in the review, 7 studies were physical activity-related, 5 focused on nutrition outcomes, and 1 study assessed both physical activity and nutrition behaviors. Figure 1 presents a flow chart of the systematic literature search, according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines.

**Sampling and Measures**

Sample characteristics and methodological features of each included study are presented in Table 1. The mean number of participants per study was 391 (range=30-1604, median=147). However, this mean is skewed by 5 studies with samples over 500 [14-18]. Excluding these 5 studies, the mean sample size was 82 (range=30-158, median=63). Two studies did not report mean age [19,20]. Excluding those 2 studies, the mean sample-weighted age of participants was 15.6 years, with a range of 5.3-21.0 years.

One study asked participants to respond to the question, “What are you doing now?” All other studies used retrospective questions (ranging from every 15 minutes to 4 hours) to assess nutrition and physical activity behaviors. Only one study combined EMA with an objective measurement (ie, accelerometry) [21].
Figure 1. PRISMA Flow Diagram for paper selection process.
### Table 1. Methodological features of ecological momentary assessment (EMA) nutrition and physical activity studies in youth.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Technology</th>
<th>Prompt approach</th>
<th>Monitoring periods</th>
<th>Duration (days) per monitoring period</th>
<th>Prompt frequency per day</th>
<th>Prompt interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkman et al [22]</td>
<td>Paper-and-pencil diary and cell phone</td>
<td>Event-based</td>
<td>1</td>
<td>14</td>
<td>4</td>
<td>Breakfast, lunch, dinner, and bedtime predefined by participants</td>
</tr>
<tr>
<td>Biddle et al [14]</td>
<td>Paper-and-pencil diary</td>
<td>Fixed interval contingent</td>
<td>1</td>
<td>4</td>
<td>68 weekdays</td>
<td>15 minutes</td>
</tr>
<tr>
<td>Biddle et al [15]</td>
<td>Paper-and-pencil diary</td>
<td>Interval contingent</td>
<td>1</td>
<td>4</td>
<td>68 weekdays</td>
<td>15 minutes</td>
</tr>
<tr>
<td>Carels et al [23]</td>
<td>Paper-and-pencil diary</td>
<td>Event-based &amp; random interval contingent</td>
<td>1</td>
<td>7</td>
<td>68 weekends</td>
<td>&lt;15 minutes of event</td>
</tr>
<tr>
<td>Dunton et al [16]</td>
<td>Palm III handheld computer</td>
<td>Fixed interval contingent</td>
<td>8</td>
<td>4</td>
<td>20-30</td>
<td>30 minutes (+ 10 minutes)</td>
</tr>
<tr>
<td>Dunton et al [24]</td>
<td>HTC Shadow cell phone</td>
<td>Random interval contingent</td>
<td>2</td>
<td>4</td>
<td>3 weekdays</td>
<td>Random within 2-hour blocks</td>
</tr>
<tr>
<td>Gorely et al [17]</td>
<td>Paper-and-pencil diary</td>
<td>Fixed interval contingent</td>
<td>2</td>
<td>4</td>
<td>68 weekdays</td>
<td>15 minutes</td>
</tr>
<tr>
<td>Grenard et al [25]</td>
<td>Palm E2 PCA handheld computer</td>
<td>Event-based, fixed interval contingent, and evening report</td>
<td>1</td>
<td>7</td>
<td>2 weekday</td>
<td>Event-based: &lt; 15 minutes of event Fixed interval: 3 hours</td>
</tr>
<tr>
<td>Mak et al [18]</td>
<td>Paper-and-pencil diary</td>
<td>Event-based</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>3 hours</td>
</tr>
<tr>
<td>Rouse et al [26]</td>
<td>Paper-and-pencil diary</td>
<td>Fixed interval contingent</td>
<td>1</td>
<td>2</td>
<td>68 weekdays</td>
<td>15 minutes</td>
</tr>
<tr>
<td>Rusby et al [19]</td>
<td>iPod touch handheld computer</td>
<td>Random interval contingent</td>
<td>4</td>
<td>7</td>
<td>3 M-T</td>
<td>90-120 minutes</td>
</tr>
<tr>
<td>Spook et al [20]</td>
<td>Blackberry OS, Android, iOS, mobile phones</td>
<td>Event-based and interval contingent</td>
<td>1</td>
<td>7</td>
<td>5</td>
<td>3-4 hours</td>
</tr>
<tr>
<td>Thomas et al [27]</td>
<td>Palm-top handheld computer</td>
<td>Random interval contingent</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>Variable</td>
</tr>
</tbody>
</table>

aTechnology: operating system, device type, and/or phone model (in as much detail as was provided in the paper).

bPrompt approach: type of EMA sampling.

cMonitoring periods: number of waves EMA was used in the study.

dDuration: number of days each monitoring period lasted.

ePrompt frequency: number of times it was intended for participants to answer EMA prompts.

fPrompt interval: time between each EMA prompt.

**Schedule**

The majority of studies (9 out of 13) monitored participants during one period of time (ie, one wave of data collection), while other studies included up to 8 waves of data collection. The duration of each monitoring period included: 2 days (1 study), 4 days (6 studies), 7 days (5 studies), and 14 days (1 study). Studies with more than one monitoring period had smaller durations than those with only one monitoring period. Typically, the shorter the duration of the study, the higher the prompt frequency per day. For example, one study prompted participants 44 times on weekdays and 68 times on weekends during a 4-day monitoring period [17]. The studies with the longest durations prompted their participants 4 times per day for 14 consecutive days [15].

Seven of the reviewed studies had different prompting frequencies for weekdays and weekend days. In general, participants received more prompts during weekend days than weekdays. Prompting frequency ranged from 2 times per day (during weekdays) to 68 times per day (during weekend days), with the median being 7 times per day. The majority of the participants monitored...
studies (9 out of 13) did not collect EMA data during school hours (eg, between 8am-3pm). There were several studies conducted by the same group of researchers that used the same prompting frequency schedule across studies: 44 prompts per day during weekdays and 68 prompts during weekend days [14,15,26,28]. Prompt frequencies varied significantly between studies that employed paper and pencil as compared with electronic data collection tools. For example, a paper-and-pencil study [18] utilized a prompt frequency of 7 times per day, while an electronic data collection EMA study prompted participants 20-30 times per day [16].

Technology and Administration
A majority of the studies (7 out of 13) used electronic EMA methods and the rest of the studies used paper-and-pencil-based diary methods. For studies that used electronic EMA methods, 4 used cellular phones and 3 used handheld computers. Only one study used a combination of technology for the EMAs. This study divided the sample into two equal groups: one group completed EMAs via paper-based diary and the other group completed EMAs via cellular phones [22]. With the exception of one study [16], studies that used electronic devices for the EMAs had relatively small sample sizes (n<175). Training sessions on the use of the EMA technology for participants were held in two studies. One study used parent-reported dietary consumption data for children aged 1.5-10 years old [18]; all other studies collected the self-reported data directly from the youth.

Prompting Strategy
Most (11 out of 13) of the studies used interval-contingent prompting strategy. Of these 11 studies, 5 used fixed interval contingent only (eg, every 15 minutes), 3 used random interval contingent only (eg, randomly within a 2-hour block), and 3 used combined strategies (eg, event based and interval contingent, interval contingent and evening report). One study used event-based strategy only for collecting EMA responses.

The sampling strategy used by the studies seemed to be related to the behavior of interest. All but one study that measured physical activity used interval contingent sampling, while the majority of studies measuring nutrition habits used events-based sampling in their design.

Response and Compliance
Table 2 summarizes the response and compliance-related results for all studies. Although most studies reported participant initial enrollment, only 2 studies formally reported attrition rate [19,20]. Another 9 studies reported their respective analytical sample size, although most of the studies did not clearly indicate why the analytical sample size varied from the initial enrollment (eg, participant attrition, device malfunction, or other reasons).

For the studies that utilized an interval-contingent prompting strategy via electronic devices, none of the studies reported how many prompts were actually received by participants. Eight studies did not report the average number of percentage of EMA prompts answered by participants. No study reported reasons for unprompted or unanswered prompts.

Among studies that reported compliance, compliance rates were relatively high (mean=71.3%), with reported compliance ranging from 43.8-95.9%. Compliance reporting differed for paper-and-pencil and electronic EMA designs. Only 2 (out of 6) paper-and-pencil designs reported compliance [26], whereas all of the electronic designs reported compliance rates. Results from Berkman et al compared compliance between paper-and-pencil and electronic EMAs, and reported that the electronic group was more compliant than the paper-and-pencil group (95.9 and 69.9%, respectively) [22]. Even though several studies had more than one monitoring period, no studies reported compliance by wave. One study reported compliance by day [20] and reported that daily average compliance rates declined from 63% at the start of the study to 23% on day 7, demonstrating a decline in answered EMA prompts as the monitoring period progressed.

Only 3 studies reported latency (the time period between when participants receive an EMA prompt and when the EMA is answered) of participant responses. In order to ensure the momentary nature of the responses, 2 electronically administered EMA studies designed their EMAs to prohibit responses 4 minutes [16] or 8 minutes [19] after signaling prompts were sent. No studies reported on why respondents were late responding to prompts.
Table 2. Ecological momentary assessment (EMA) response and compliance-related results from nutrition and physical activity studies in youth.

<table>
<thead>
<tr>
<th>Citation</th>
<th>Initial enrollment</th>
<th>Analytical sample size</th>
<th>Average answered EMA survey prompts (per participant) M (SD)</th>
<th>Average compliance rate</th>
<th>Average latency (&gt;15 minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkman et al [22]</td>
<td>44</td>
<td>NRfg</td>
<td>NRfg</td>
<td>Electronic: 96%</td>
<td>Electronic: 40.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Paper and pencil: 70%</td>
<td>Paper and pencil: 73.2%</td>
</tr>
<tr>
<td>Biddle et al [14]</td>
<td>991</td>
<td>948</td>
<td>NRfg</td>
<td></td>
<td>71.7%</td>
</tr>
<tr>
<td>Biddle et al [15]</td>
<td>623</td>
<td>550</td>
<td>NRfg</td>
<td>NRfg</td>
<td>NRfg</td>
</tr>
<tr>
<td>Carels et al [23]</td>
<td>30</td>
<td>NRfg</td>
<td>Lapses: 11.8 (10.9)</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Temptations: 8.7 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Random prompts: 18.3 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dunton et al [16]</td>
<td>568</td>
<td>524</td>
<td>24.3 (3.4)</td>
<td>83% (SD=9.4)</td>
<td>0%</td>
</tr>
<tr>
<td>Dunton et al [24]</td>
<td>121</td>
<td>108</td>
<td>31.2a</td>
<td>78%</td>
<td>NRfg</td>
</tr>
<tr>
<td>Gorely et al [17]</td>
<td>1604</td>
<td>1371</td>
<td>NRfg</td>
<td>50%</td>
<td>74.1%</td>
</tr>
<tr>
<td>Mak et al [18]</td>
<td>-</td>
<td>642</td>
<td>N/A</td>
<td>NRfg</td>
<td>N/A</td>
</tr>
<tr>
<td>Rouse et al [26]</td>
<td>147</td>
<td>84</td>
<td>NRfg</td>
<td>57%</td>
<td>NRfg</td>
</tr>
<tr>
<td>Rusby et al [19]</td>
<td>82</td>
<td>80</td>
<td>74.9a</td>
<td>Total: 69%a</td>
<td>0%</td>
</tr>
<tr>
<td>Spook et al [20]</td>
<td>30</td>
<td>30</td>
<td>4.3</td>
<td>44%</td>
<td>NRfg</td>
</tr>
<tr>
<td>Thomas et al [27]</td>
<td>43</td>
<td>39</td>
<td>31.3%a</td>
<td>71%</td>
<td>NRfg</td>
</tr>
</tbody>
</table>

aInitial enrollment: number of participants who consented to the study.
bAnalytical sample size: number of participants in the main analysis.
cAverage answered EMA survey prompts (per participant): average of number of survey prompts each participant responded to.
dAverage compliance rate: average of number of answered surveys out of total planned EMA surveys per participant, can include compliance for each monitoring period.
eAverage latency (>15 minutes): the average time between prompting to participants answered the prompt.
fNumbers were hand calculated from information available.
gNRfg: not reported in paper.

Discussion

The primary aim of this study was to systematically review the literature on EMA methods and procedures relating to nutrition and physical activity in youth in order to describe the common practices in EMA methodologies, and to identify response and compliance rates for this target population group. There has been very limited research using EMA methodology to assess youth nutrition and physical activity behaviors. A total of 13 individual EMA studies met inclusion criteria for this review and varied considerably in methodological and results reporting strategy. Enhancements to design and reporting may increase the interpretability and generalizability of EMA findings, application to intervention projects, and ease of use when assessing nutrition and physical activity among youth.

Overall, a significant amount of key information was not reported from studies that were included in this review, demonstrating the need for a reporting guideline that is tailored to the unique features of EMA studies, especially studies that utilize electronic devices. On the basis of results from this review and building on existing guidelines [13], CREMAS was developed to provide recommendations in reporting future EMA studies (Table 3). These recommendations to unify reporting include 16 items that address various sections in a manuscript, and in general, could be applied to EMA studies across disciplines.
Table 3. An adapted STROBE Checklist for Reporting EMA Studies (CREMAS).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Item #</th>
<th>Checklist item</th>
<th>Page number reported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>1</td>
<td>Include ecological momentary assessment in title and key words</td>
<td></td>
</tr>
<tr>
<td>Introduction</td>
<td>2</td>
<td>Briefly introduce the concept of EMA and provide reasons for utilizing EMA for this study or topic of interests (eg, to examine time-varying predictors of unhealthy eating occasions in children’s daily lives)</td>
<td></td>
</tr>
<tr>
<td>Methods</td>
<td>3</td>
<td>Indicate if, and by what methods, training of participants for EMA protocol was used</td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>4</td>
<td>Describe what technology, if any, was used. Include the following information: device (eg, mobile phone, portable computer), model (eg, Nexus 4, iPod), operating system (eg, Android, Windows), and EMA program name</td>
<td></td>
</tr>
<tr>
<td>Wave duration</td>
<td>5</td>
<td>State the number of waves for the study (eg, 2 monitoring periods over the course of 1 year)</td>
<td></td>
</tr>
<tr>
<td>Monitoring period</td>
<td>6</td>
<td>State the number of days each wave of the study lasted, and how many weekdays versus weekend days</td>
<td></td>
</tr>
<tr>
<td>Prompting design</td>
<td>7</td>
<td>Indicate the prompting strategy used for the study (eg, event-based, interval-based, or a combination of the two). If using interval-based strategy, indicate what type of schedule is used (eg, fixed, random, or hybrid interval)</td>
<td></td>
</tr>
<tr>
<td>Prompt frequency</td>
<td>8</td>
<td>Intended frequency of prompts per day. Break down by weekdays and weekend days if applicable</td>
<td></td>
</tr>
<tr>
<td>Design features</td>
<td>9</td>
<td>Describe any design feature to address potential sources of bias (eg, reactivity) or participant burden (eg, EMA questions appearing in different orders)</td>
<td></td>
</tr>
<tr>
<td>Results</td>
<td>10</td>
<td>Indicate participant attrition throughout the study; report attrition rates both by monitoring days and waves, if applicable</td>
<td></td>
</tr>
<tr>
<td>Attrition</td>
<td>11</td>
<td>Report number of EMA prompts that were planned to be delivered. If possible, also report the number of EMA prompts that were actually received by participants and indicate reasons for why prompts were not sent out (eg, technical issues or participant noncompliance reason such as phone was powered off)</td>
<td></td>
</tr>
<tr>
<td>Prompt delivery</td>
<td>12</td>
<td>Report the amount of time from prompt signal to answering of prompt</td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>13</td>
<td>Report total answered EMA prompts across all subjects and the average number of EMA prompts answered per person. Report compliance rate both by monitoring days and waves, if applicable. Indicate reasons for noncompliance, if known</td>
<td></td>
</tr>
<tr>
<td>Compliance rate</td>
<td>14</td>
<td>Report whether EMA compliance is related to demographic or time-varying variables</td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>15</td>
<td>Discuss limitations of the study; taking into account sources of potential bias when using EMA methods (eg, reactivity, use of technology)</td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>16</td>
<td>Provide a general interpretation of results and discuss the benefits of using EMA (eg, improving understanding of daily behaviors)</td>
<td></td>
</tr>
</tbody>
</table>

*aSecondary data analysis paper can refer to a main methods paper that has discussed all of these items.

This review shows that studies have used both paper-and-pencil and electronic EMA designs to capture nutrition and physical activity in youth. Compared with paper-and-pencil design, there are several benefits to using electronic EMA designs such as automatic prompt signaling (eg, auditory or tactile), instant data transfer via download or Internet-based secure servers, and greater accessibility and convenience for participants [29]. More importantly, electronic EMA collection instruments are able to collect exact times of each assessment and ensure that the assessments are completed following study protocols. Indeed, several studies have shown that even with signaling prompts and detailed instructions, the completion of paper-and-pencil EMAs may not occur in real time [30]. Although technologies can assist in making the delivery of EMA surveys more systematic, they also have some limitations. For example, EMA surveys may fail to be delivered because of technological issues (eg, problems with the app) or user...
compliance issues (eg, subjects can have phone turned off). Therefore, it is important that authors report the intended number of EMA prompts and the actual number of EMA prompts participants received if possible. The utilization of electronic EMA devices may pose some challenges for some studies. For example, the electronic devices themselves can be a costly research expense. The majority of the reviewed studies that used electronic devices provided those devices to the participants (instead of participants using their own device), which ensured the consistency of the usability and functionality in the administration of EMAs. However, given the cost associated with providing loaned devices, drawbacks, such as limiting sample size and participant burden of remembering to keep the study device with them and charged, should be considered. Often, an experienced computer programmer and several rounds of pilot testing are needed to develop electronic EMAs to be administered on mobile phones or personal digital assistants (PDAs). Nevertheless, free open source EMA programs (eg, PACO by Google, MovisensXS by Movisens GmbH) are available and can be tailored to researchers’ specifications.

In general, response and compliance-related data were inconsistently reported. This information is critical to assess the quality of data collected by a study. More importantly, these data will provide valuable information for future studies planning to adopt EMA methods in optimizing study design (eg. Will compliance rate be very different between a study that delivers 4 prompts a day versus a study that delivers 44 prompts a day?). This review is not able to answer this question fully because over half of the reviewed studies did not report compliance data. Therefore, it is highly recommended that all future EMA studies report response and compliance-related data, except for studies that only utilize event-based design with manually initiated reporting since there is no set number of diary entries or prompts that participants are required to complete. In addition, the majority of studies did not report latency. Due to the in-the-moment nature of EMA studies, it is critical that EMAs are completed shortly after prompts are received. One way to ensure the momentary nature of the responses is limit the time respondents have to complete the EMA, as was done by two studies included in this review [16,19].

Although there is no consistently agreed upon gold standard for acceptable rates of compliance to EMAs, Stone and Shiffman noted that if compliance falls below 80% there may be concern that data are not representative or generalizable to participants’ usual daily lives [12]; however, reasons for missing data (random vs. not random) should be taken into consideration. Thus, we encourage future EMA studies to report reasons for noncompliance or missing data whenever possible. Regardless of compliance rate, missing EMA data (prompted and unprompted) should be examined for systematic associations with known temporal (eg, time of day, day of the week, chronological day in study, study wave) and demographic (eg, age, gender, race/ethnicity, SES, adiposity) factors [31,32]. A more thorough analysis of missing EMA data would include examining whether the rates and likelihood of unanswered EMA prompts are associated with information provided by temporally adjacent available EMA data (eg, average daily levels, levels reported at EMA prompts before or after the unanswered prompt). Pattern-mixture random-effects regression modeling offers a promising strategy for understanding missingness patterns with EMA data [33]. For data determined to be missing at random (MAR) or missing completely at random (MCAR) (ie, associated with unobserved or observed variables), imputation methods should be considered [34]. With consistent reporting of response and compliance rates, audiences would be able to determine whether the data may be generalizable to all days of the week, times of day, or situations throughout the day.

Even though EMAs offer many methodological benefits, there are still some challenges when utilizing real-time data capture methods. Although most EMA studies aim to observe participants’ behavior without influencing it, repetitive exposure to EMA items relating to nutrition and physical activity may trigger participants to adjust behaviors in ways they otherwise would not. Evidence suggests that the mere act of measuring a behavior could have some impact on that behavior in the future [35]. Further, if EMA prompting rates are too frequent and/or EMA questions are too repetitive, participants may opt not to respond to the surveys or drop out of the study altogether. The study with the highest frequency of prompting (44 prompts during weekdays and 68 prompts during weekend days) also reported the lowest compliance rate at 57% [26]. To reduce concerns about participant reactivity and burden, researchers should aim to use the fewest number of prompted surveys possible to answer their questions or interests.

Researchers could also consider combining EMAs with other objective measurement to capture the behaviors of interests. For example, Dunton and colleagues used electronic EMA in combination with accelerometry to measure children’s physical activity [21]. In this case, the accelerometry device can continuously measure activity intensity while EMAs can be used to capture other information such as type of activity, and contextual information of activities (eg, where and with whom). Overall, the lack of consistency in reporting EMA methods greatly limits the scientific impact and possible use of findings for behavioral assessments or development of intervention strategies for nutrition and physical activity behaviors in youth. A clear and detailed report of EMA design features could be very helpful for researchers that are new to EMA methodologies. Consistently reporting these types of data will also be useful for future researchers to understand which device/model/systems are effective for nutrition and physical activity assessment studies. Without providing important aspects of EMA design and results, data can be misinterpreted. Researchers may also want to report intrapersonal (person-level) compliance rates, as there might be significant individual variation. In general, reporting more complete aspects of EMA data will help the audience to fully interpret the results, including generalizability and application to future EMA designs.

**Limitations**

Although this review is unique in that it is the first to examine EMA studies of nutrition and physical activity behaviors among youth, it has several limitations. First, we attempted to be exhaustive in the literature search, but it is possible that some studies may have been missed. Second, since reporting strategies
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were so diverse, our ability to report quantitative information was limited. Further, for total EMA prompts received and answered, latency, compliance, and attrition rates, so much data was missing across studies that it was hard to make intuitive interpretations of these results.

Conclusions
This review presented the data of key EMA methods from 13 nutrition and physical activity studies. Utilizing EMA methods to study nutrition and physical activity in young people has many powerful benefits, including ecologic validity and minimizing retrospective response bias. However, based on our review, many studies fail to employ all the features of EMA methods, as described by Shiffman and colleagues [5], and reporting strategies are inconsistent and insufficient. In order to maximize the impact that EMA data has in the scientific literature, reporting needs to be systematic across studies, allowing greater interpretability and reach of EMA methodologies. Therefore, in order to adequately interpret findings from EMA studies, several items need to be included when reporting EMA methods and results; we created a checklist for others to use. Reporting these key methodological EMA data can enhance efficacy, reliability, and validity of study findings and may lead to increased understanding and interpretation of results.
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Abstract

Background: The Sydney West Translational Cancer Research Centre is an organization funded to build capacity for translational research in cancer. Translational research is essential for ensuring the integration of best available evidence into practice and for improving patient outcomes. However, there is a low level of awareness regarding what it is and how to conduct it optimally. One solution to addressing this gap is the design and deployment of web-based knowledge portals to disseminate new knowledge and engage with and connect dispersed networks of researchers. A knowledge portal is an web-based platform for increasing knowledge dissemination and management in a specialized area.

Objective: To measure the design and growth of an web-based knowledge portal for increasing individual awareness of translational research and to build organizational capacity for the delivery of translational research projects in cancer.

Methods: An adaptive methodology was used to capture the design and growth of an web-based knowledge portal in cancer. This involved stakeholder consultations to inform initial design of the portal. Once the portal was live, site analytics were reviewed to evaluate member usage of the portal and to measure growth in membership.

Results: Knowledge portal membership grew consistently for the first 18 months after deployment, before leveling out. Analysis of site metrics revealed members were most likely to visit portal pages with community-generated content, particularly pages with a focus on translational research. This was closely followed by pages that disseminated educational material about translational research.

Conclusions: Preliminary data from this study suggest that knowledge portals may be beneficial tools for translating new evidence and fostering an environment of communication and collaboration.
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Introduction

The term translational research is widely used in the health sector. It describes a spectrum of research from translating basic sciences into new treatment options for patients to improving quality of care by changing patient and health professional behaviors [1].
In spite of the widespread use of the term translational research, there is a low level of awareness regarding what it is and how to conduct it. This knowledge gap compromises the ability of health professionals to design effective translational research studies. The important role of translational research for translating evidence into practice to improve quality of care for patients makes this gap a cause for concern [2].

To address this gap the Sydney West Translational Cancer Research Centre (SW-TCRC) built an web-based knowledge portal: The Sydney West Knowledge Portal (SWKP). The SW-TCRC is a network of cancer care professionals and researchers in Western Sydney, New South Wales, Australia. The portal is a resource to support growth of the SW-TCRC and connect members who are dispersed by both geography and discipline. Additionally, it aims to disseminate key information to members in order to raise awareness and understanding of translational research and reduce the knowledge gap.

The SWKP is underpinned by the Westfall model of translational research. This model identifies 3 phases of research translation: T1, T2, and T3. T1 describes the translation of research from the laboratory to humans, T2 describes the translation to patients, and T3 describes the translation to practice [3]. This model is widely cited in the literature [4,5] and is also endorsed by the Cancer Institute NSW. The development of the SWKP was also informed by literature on the development of health professional networks [6] and strategies for optimizing knowledge translation [7].

A knowledge portal is a platform that drives knowledge production, integration, and management [8]. A distinction is made between knowledge and information. Knowledge represents what an individual knows. Information is knowledge that organizations and individuals can utilize in a meaningful manner. Although knowledge portals originated in the information technology sphere, they have since been more broadly adopted. In the health sector, they have been used for disseminating knowledge about quality improvement [9] and for improving patient health literacy [10]. There is also growing research interest into their use of tools to disseminate knowledge about translational research [11,12]. Knowledge portals are able to disseminate knowledge to a dispersed member base. They also have potential for increasing awareness and understanding of best practice in research translation.

This short report describes the preliminary design and growth of the SWKP, including an evaluation methodology to measure its reach and impact.

**Methods**

An adaptive methodology was used to capture the design, growth, and evaluation phases of the SWKP. Adaptive methods modify aspects of the research in response to data received during the study, which is important when evaluating in a multiphase intervention like the SWKP.

**The Development Phase**

Stakeholder consultation was undertaken with key individuals in the SW-TCRC. This process identified goals and boundaries of the portal by identifying optimal membership and member needs. The process also helped to identify the organizational objectives for the portal.

Data from the consultation process were analyzed and used to inform a portal schema. This schema underpinned the design of the portal and was used as a benchmark to evaluate how the portal evolved during its growth phase.

**The Growth Phase**

This phase began when the portal was made publicly accessible. Membership of the portal was free to all members of the SW-TCRC network. Additionally, exclusive research support opportunities were promoted through the SWKP to encourage individuals to sign up. Word-of-mouth referral from cancer researchers was the primary means of recruitment for the portal. An email promotion campaign was also used to engage leaders within Western Sydney to encourage them to refer members. Finally, a grassroots advertising campaign was used to promote the portal across 3 hospitals within Western Sydney and at conferences and other scientific meetings.

The number of portal access requests made through the web-based sign-up form was analyzed to assess membership growth. Data from the application form were also used to determine distribution of members across the translational pipeline and their research focus. This form also provided referral information for each new member, allowing the research team to identify the portal members to identify were used to determine member behaviors around the site and to identify the resources that attracted most traffic.

**Results**

**The Development Phase**

The development phase took 12 months to complete. At the start of this phase, a 3-month stakeholder consultation was undertaken. This included meetings with the management of the SW-TCRC, representatives of the organization’s Education and Training Sub-Committee, and a range of potential members including administrators, medical oncologists, nurses, and cancer researchers.

Meeting minutes from consultation sessions were analyzed and used to develop a schema document. This document proposed designing the portal around 3 pillars: Information, Community, and Education. Information would cover content on events, funding, and news specific to the SW-TCRC. Community would incorporate resources to encourage research collaborations or to share personalized content such as individual research projects. Education would cover content developed to transfer knowledge on research translation to support growth of research in this area.

The schema also identified features to incorporate into the portal design during the development phase. This included an activities section, discussion capabilities for member-organization interaction and member-member interaction, member blogs, and site notifications and newsletters to keep members connected.
The portal was built using the Refinery content management system (CMS). The CMS was chosen because it is free to use and adapt, meaning it could be customized to suit the needs of the SWKP. Additionally, it had a minimalistic administration interface, which made managing site content easier for SW-TCRC staff.

The Growth Phase
The SWKP launched in February 2013. In August 2013, it reached its target of 200 members and was continuing to grow. By the end of 2013, the number of portal members had grown to 382. However, in the second half of 2014 membership growth began to slow down, and by early 2015 membership appeared to have equalized at 399 members.

Once the SWKP launched, governance was provided by the SW-TCRC Education and Training Sub-Committee, who reviewed the growth of the portal quarterly. Development of content for the SWKP was undertaken by a small team of editors within the SW-TCRC, under the guidance of implementation science and translational research experts. Additionally, SWKP members were given opportunities to contribute to the portal. One example of this was the publication of member-generated conference reports. Between February 2013 and December 2014, a total of 17 conference reports were published.

Analysis of member referral data showed that 21% (n=86) of current members referred new members. Of these, 50% (42/86) referred 1 new member, 21% (18/86) referred 2 new members, 16% (14/86) referred 3 new members, and 14% (12/86) referred 4 or more. Of the top 14% of referrers, 75% (9/12) were in leadership positions: 44% (4/9) referrers were directors, 33% (3/9) were managers, and 22% (2/9) were department heads.

Website analytics covering the first year and a half after portal deployment showed there were 7808 page views across 1154 sessions. The average session duration was 11 minutes and 6 seconds and consisted of 6 page views across the site. The majority of visits, 95.9% (1107/1154), were by returning visitors. The top 50 pages across the 3 categories Information, Community, and Education were also reviewed. This showed that Community pages were the most popular, making up 27 of the top 50 visited pages on the portal (54%). This was followed by Education, which represented 9 of the 50 most visited portal pages (18%), and Information, which made up 5 of the 50 most visited pages (10%). A remaining 9 pages were classified as “other” (18%) and included pages such as “About SW-TCRC.”

Discussion
Developing and sustaining knowledge portals is a significant challenge for organizations [13]. However, results of this study show that health professionals are interested in participating in such web-based communities. This is consistent with existing literature on the role of online research networks in health care [10,14,15]. Additionally, this study emphasizes the importance of the development phase in ensuring relevance and sustainability of web-based knowledge portals. A year was dedicated to designing the SWKP, which included development of key documents to clarify the technological and social structure that underpinned the community.

This paper also shows the important role of community members in growing and sustaining an web-based portal. In this study, members acted as content developers and as community recruiters. This finding contributes to the current literature on how knowledge portals act as foundations from which other web-based communities such as communities of practice and online collaborative networks grow [15].

Finally, SWKP metrics show that community-focused content is more appealing to members than other content. It was more than twice as popular as Education content and 5 times more popular than content in the Information category. Encouraging collaborations between health professionals is known to be challenging, and there is a lack of research into building and sustaining tools to do so [16]. SWKP data suggest that knowledge portals may be beneficial tools for fostering an environment of communication and collaboration.
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