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Abstract

Background: Walking represents a large part of daily physical activity. It reduces both overall and cardiovascular diseases and mortality and is suitable for cardiac patients. A step counter measures walking activity and might be a motivational tool to increase and maintain physical activity. There is a lack of knowledge about both cardiac patients’ adherence to step counter use in a cardiac telerehabilitation program and how many steps cardiac patients walk up to 1 year after a cardiac event.

Objective: The purpose of this substudy was to explore cardiac patients’ walking activity. The walking activity was analyzed in relation to duration of pedometer use to determine correlations between walking activity, demographics, and medical and rehabilitation data.

Methods: A total of 64 patients from a randomized controlled telerehabilitation trial (Teledi@log) from Aalborg University Hospital and Hjoerring Hospital, Denmark, from December 2012 to March 2014 were included in this study. Inclusion criteria were patients hospitalized with acute coronary syndrome, heart failure, and coronary artery bypass grafting or valve surgery. In Teledi@log, the patients received telerehabilitation technology and selected one of three telerehabilitation settings: a call center, a community health care center, or a hospital. Monitoring of steps continued for 12 months and a step counter (Fitbit Zip) was used to monitor daily steps.

Results: Cardiac patients walked a mean 5899 (SD 3274) steps per day, increasing from mean 5191 (SD 3198) steps per day in the first week to mean 7890 (SD 2629) steps per day after 1 year. Adherence to step counter use lasted for a mean 160 (SD 100) days. The patients who walked significantly more were younger (P= .01) and continued to use the pedometer for a longer period (P= .04). Furthermore, less physically active patients weighed more. There were no significant differences in mean steps per day for patients in the three rehabilitation settings or in the disease groups.

Conclusions: This study indicates that cardiac telerehabilitation at a call center can support walking activity just as effectively as telerehabilitation at either a hospital or a health care center. In this study, the patients tended to walk fewer steps per day than cardiac patients in comparable studies, but our study may represent a more realistic picture of walking activity due to the continuation of active use of a step counter.
of step counter use. Qualitative studies on patients’ behavior and motivation regarding step counter use are needed to shed light on adherence to and motivation to use step counters.

**Trial Registration:** ClinicalTrials.gov NCT01752192; https://clinicaltrials.gov/ct2/show/NCT01752192 (Archived by WebCite at http://www.webcitation.org/6fjigfUyY)
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**Introduction**
Cardiac diseases are the main causes of death and account for 13% to 15% of all deaths worldwide [1] and 24.8% of all deaths in Europe [2]. Cardiac rehabilitation aims to improve cardiac patients’ functional capacity, recovery, psychosocial well-being, and health-related quality of life through a multidisciplinary intervention consisting of physical activity support, exercise training, diet and weight counseling, psychosocial coping, and management of the disease [2]. Cardiac rehabilitation is vital for recovery after cardiac disease, yet cardiac rehabilitation has poor compliance and adherence [2,3]. Home-based cardiac rehabilitation programs, such as cardiac telerehabilitation, have been introduced to increase access, participation, and adherence. Cardiac telerehabilitation is defined as cardiac rehabilitation that uses information and communication technology to improve health and lifestyle by monitoring and communicating through interactive tools. Cardiac telerehabilitation has proven to be just as effective in decreasing morbidity and mortality as center- and hospital-based cardiac rehabilitation programs [4-6]. Furthermore, cardiac telerehabilitation has the potential to reach citizens who live long distances from rehabilitation centers [4-12]. Physical activity decreases cardiovascular mortality and morbidity [13-20]. Walking is a simple physical activity that forms a large part of daily physical activity in both sedentary and active individuals, reducing both overall and cardiovascular disease mortality [21]. As a result, walking strategies need to be included in cardiac rehabilitation. Walking is suitable for cardiac patients because it is safe and feasible for almost all patients [22-24]. Step counters are recognized tools to count steps and measure walking activity, and they represent an important motivational tool to measure and increase adherence to physical activity [17,25,26]. Studies of cardiac patients’ use of step counters show an increase of physical activity with their use [18,21,25,27-31]. Cardiac patients who receive walking interventions have higher levels of walking activity compared to control groups, and their walking activity increases over 1 year [16-18]. People are considered physically active when they perform more than 30 minutes of moderate to intense activity per day (on most days of the week) [32]. Researchers agree that approximately 7000-10,000 steps per day is equivalent to 30 minutes per day of moderate to intense physical activity. More than 10,000 steps per day is considered highly active [15,17,24,32]. There is a lack of knowledge about cardiac patients’ adherence to, and use of, step counters during rehabilitation. We also lack knowledge regarding how many steps cardiac patients walk during the period up to 1 year after a cardiac event [16,17]. A 1-year follow-up is considered relevant because sustained behavioral changes require a long observation period [33]. In an attempt to increase patients’ physical activity, it is important to identify realistic and appropriate goals [21,29,31,34]. Six studies have been identified that explore the amount of walking activity by patients with cardiac disease [15-18,21,35] and these studies show diversity in results. Further studies on cardiac patients’ walking activity and use of step counters are needed.

This study is part of a larger Danish research project, Teledi@log, in which a cardiac telerehabilitation program has been developed and tested as a randomized controlled trial for patients with heart diseases. This paper focuses explicitly on cardiac patients’ walking activity. The walking activity will be analyzed in relation to the duration of step counter use to determine correlations between walking activity, demographics, and medical and rehabilitation data.

**Methods**

**Cardiac Telerehabilitation**

The patients selected were participants from a randomized controlled cardiac telerehabilitation study, Teledi@log (ClinicalTrials.gov NCT01752192), and were included from December 2012 to March 2014. The Teledi@log project was approved by the Danish Ethical Committee (N-20120051). The general objective of Teledi@log was to tailor cardiac telerehabilitation based on the patient’s individual needs. The telerehabilitation program lasted for 3 months. Patients in the intervention group were provided with a step counter, a scale, a sphygmomanometer, and a tablet. The tablet contained a tailored personal health record (PHR) for health information and communication between the patient and health professionals. The patients measured blood pressure, pulse, and weight twice a week and number of steps recorded daily on a step counter. Data were transmitted wirelessly from the devices to the PHR. Based on the patient’s individual condition, the rehabilitation nurse created a tailored rehabilitation plan for each patient, containing an activity plan with goals for daily steps. This was done in accordance with European Association of Cardiovascular Prevention and Rehabilitation recommendations [3] and in collaboration with the patient before discharge from the hospital. The plan was displayed in the PHR. Both the patient and the health professionals at the hospital and health care center had access to and communicated via the patient’s PHR. All patients had personal goals for daily steps in the PHR. In addition to access to health information, the step counter was the only telerehabilitation technology that the patients retained after 3 months, allowing them to continue monitoring steps for...
12 months. The telerehabilitation technology provided the patients with insights into their own walking activity, enabling them to monitor and tailor their own activity plans. All patients were assigned a personal nurse attached to either the health care center or the hospital. The control group received traditional cardiac rehabilitation. In Denmark, Danish national guidelines specify that cardiac patients can be offered either cardiac rehabilitation at a hospital or at a health care center [36]. To match this in the intervention group, cardiac patients in the Teledi@log trial selected one of three rehabilitation settings: call center and telerehabilitation, individualized cardiac telerehabilitation at a community health care center, or individualized cardiac telerehabilitation at the hospital (Textbox 1).

Textbox 1. Settings for cardiac telerehabilitation.

1. Call center (contact person: cardiac nurse)

- A cardiac nurse from the hospital was in charge of the patient’s rehabilitation and all rehabilitation activities were provided through the personal health record and in collaboration with the rehabilitation nurse in accordance with European Association of Cardiovascular Prevention and Rehabilitation, individualized activities were planned (patient decided what activities to follow)
- Follow-up time was based on individual needs
- Self-monitoring
- Step counter

2. Health care center (contact person: cardiac rehabilitation nurse)

- A rehabilitation nurse from the health care center was in charge of the patient’s rehabilitation and all rehabilitation activities were provided through the personal health record and in collaboration with the rehabilitation nurse in accordance with recommendations from European Association of Cardiovascular Prevention and Rehabilitation; furthermore, the rehabilitation consisted of individual and group sessions once or twice a week for 12 weeks
- Group consultation and exercise sessions took place together with other cardiac patients
- Follow-up time was based on individual needs
- Group exercise
- Self-monitoring
- Step counter

3. Hospital (contact person: cardiac nurse)

- A cardiac nurse from the hospital was in charge of the patient’s rehabilitation and all rehabilitation activities were provided through the personal health record and in collaboration with the rehabilitation nurse, in accordance with recommendations from European Association of Cardiovascular Prevention and Rehabilitation; furthermore, the rehabilitation consisted of individual and group sessions once or twice a week for 12 weeks
- Consultation and exercise sessions took place in a group with other cardiac patients
- Follow-up time was based on individual needs
- Group exercise
- Self-monitoring
- Step counter

Participants and Recruitment

A computer-based block randomization in groups of 10 was performed. In total, 151 cardiac patients participated in Teledi@log. Of these, 72 were in the intervention group who received telerehabilitation technologies, including the step counter. Eight of the patients in the intervention group dropped out during the 1-year study period (four died, one had severe progression of illness, one was unreachable at follow-up, and two could not cope with or finish the project), leaving 64 patients for this step counter substudy. Figure 1 shows the CONSORT flow diagram of Teledi@log, with the 64 patients in this study shown as the intervention group.

Patients were recruited from Aalborg University Hospital, Aalborg, Denmark, and Vendsyssel Hospital, Hjoerring, Denmark. The inclusion criteria were patients hospitalized with acute coronary syndrome (ACS), heart failure (ejection fraction <40%), coronary artery bypass graft (CABG), or valve replacement/mitral valve repair. Patients were excluded in cases of pregnancy or breastfeeding, or if they did not speak Danish. Telerehabilitation nurses at the participating hospitals reviewed patients’ charts for eligibility and eligible patients were approached. Those who agreed to participate signed an informed consent form. Demographic data were registered by the nurse. Furthermore, the patients were instructed in how to use the telerehabilitation technologies and measurement started immediately after discharge. Fourteen days after inclusion, each patient was visited by a research assistant to ensure that the patients were using the telerehabilitation technologies correctly.
Figure 1. Teldi@log CONSORT flow diagram.
Step Measurements
The number of steps was assessed using the Fitbit Zip step counter (Fitbit Inc, San Francisco, CA, USA) [37].

Patients were asked to fasten the Fitbit at the breast pocket or hip during all waking hours (except for bathing and swimming) for at least 3 months after hospital discharge and for a period of up to 1 year. Before being used, the Fitbit was programmed with the patient’s date of birth, gender, weight, and height to ensure accuracy of the step counts obtained. Fitbit Zip uses a 3-axis accelerometer and converts accelerometer data into step data. Step data were continually visible on the Fitbit’s display; each day at midnight, the steps per day were downloaded to the patient’s PHR. For statistical analysis, each patient’s step data were downloaded on a secure database at intervals of 1 minute for 365 days from the day of inclusion. Bäck et al [35] proposed a graduated step index to describe activity in cardiac patients: (1) <3000 steps per day (low activity/sedentary), (2) 3000-9999 steps per day (medium activity), and (3) ≥10,000 steps per day (high activity). This classification was used in the presentation of data.

Statistical Analysis
Means with standard deviation are presented for continuous variables and proportions (%) for categorical variables. Mean body mass index (BMI) was measured as the difference between baseline BMI and BMI at 3 months divided by 2.

The grand mean for every patient was measured as the mean of all the patients’ active days. Active days were defined as days with more than 100 steps per day. The low cut-off point of ≥100 steps per day was set to capture very low activity and still avoid failure measurement when the Fitbit was moved around and not worn. Activity of less than 100 steps per day was considered to indicate moving the Fitbit around but not wearing it. Furthermore, steps per day was also measured as a weekly mean at day 7 and at 1 month, 3 months, 6 months, 9 months, and 12 months. Patients who stopped using the Fitbit were called “nonusers” from the time they stopped.
Duration of use was measured as total days, counted from the starting day to the final day of Fitbit use. The final day was determined as the last day of ≥4 consecutive active days of Fitbit recordings despite any temporary break in use. If the patients had less than four active days of consecutive Fitbit recordings, the use was considered terminated.

The association between Fitbit groups and baseline characteristics was tested using 1-way ANOVA for continuous data values and the Fisher exact test for categorical data. In the case of significant difference, a post hoc Bonferroni test was carried out. For nonnormally distributed continuous data, a Kruskal-Wallis test was done (days and total days) and a t test was performed for gender-sorted grand mean of steps walked. To test association between mean numbers of steps walked and termination of step counter use, a repeated measure logistic regression analysis was carried out. All tests were considered statistically significant if \( P < .05 \). MATLAB release 2014b (MathWorks, Natick, MA, USA) and STATA version 13.1 (StataCorp, College Station, TX, USA) were used for statistical analyses.

### Results

#### Patient Characteristics

Patient baseline characteristics are shown in Table 1. Of the 64 patients in our sample, 14 (22%) were classified as low active with a mean of <3000 steps per day and 14% (9/64) were highly active, walking ≥10,000 steps per day. The remaining 41 patients (64%) were medium active, walking between 3000 and 9999 steps per day. The mean age of the entire sample was 62.8 years (range 35-88 years). There was a significant difference in age between the activity groups \( (P = .01) \). Patients in the low activity group were significantly older than patients in both the medium activity group \( (P = .03) \) and the high activity group \( (P = .02) \). The mean ages in the three activity groups of low, medium, and high were 70.7 (SD 10.7), 61.1 (SD 11.4), and 58.2 (SD 8.3) years, respectively. Males represented 51 of 64 (80%) participants. Even though the less active patients’ mean BMI was higher, this was not significant. Almost half (48%, 31/64) of the patients had a primary diagnosis of ACS and 21 of 64 patients (33%) were treated with surgery (CABG or valve replacement/mitral valve replacement). Eight patients (11%) had heart failure and five patients (8%) had both heart failure and ACS. For cardiac telerehabilitation, 29 of 64 patients (45%) chose the healthcare center and 23 of 64 (36%) chose the hospital. The remaining 12 patients (19%) chose the call center.

![Table 1. Patient baseline characteristics.](http://www.jmir.org/2016/4/e69/)
Duration of Step Counter Use

Two patients used the Fitbit for a total of 365 days each; the overall mean total days was 160 (SD 100, range 26-365 days). Patients in the low, medium, and high activity groups used the pedometer for a mean of 109 (SD 56), 168 (SD 103), and 208 (SD 112) days, respectively. There was a significant difference between both the low and high activity groups in total days of Fitbit use ($P=0.01$). Active days comprised 139 (SD 93) of 160 (87%) total days. There was a significant difference between both the low and medium activity groups ($P=0.01$) and the low and high activity groups ($P=0.003$) in active days of Fitbit use (Table 2).

Table 2. Duration of step counter use and mean daily steps.

<table>
<thead>
<tr>
<th>Step counter use</th>
<th>All patients</th>
<th>Activity level (steps/day)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low (&lt;2999)</td>
<td>Medium (3000-9999)</td>
</tr>
<tr>
<td><strong>Duration of use</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total days, mean (SD)</td>
<td>160 (100)</td>
<td>109 (56)</td>
<td>168 (103)</td>
</tr>
<tr>
<td>Active days, mean (SD)</td>
<td>139 (93)</td>
<td>79 (26)</td>
<td>148 (97)</td>
</tr>
<tr>
<td>Active days/total days, %</td>
<td>87</td>
<td>72</td>
<td>88</td>
</tr>
<tr>
<td><strong>Walking activity (steps/day), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grand mean</td>
<td>5899 (3151)</td>
<td>1996 (716)</td>
<td>6016 (1784)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5853 (3274)</td>
<td>2064 (696)</td>
<td>6008 (1785)</td>
</tr>
<tr>
<td>Female</td>
<td>6078 (2725)</td>
<td>1105 (0)</td>
<td>6037 (1869)</td>
</tr>
<tr>
<td><strong>Week</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 1 (7 days)</td>
<td>5191 (3198)</td>
<td>1578 (500)</td>
<td>5366 (2306)</td>
</tr>
<tr>
<td>Week 4 (30 days)</td>
<td>6362 (3834)</td>
<td>1807 (780)</td>
<td>6305 (2536)</td>
</tr>
<tr>
<td>Week 13 (90 days)</td>
<td>6186 (3013)</td>
<td>2304 (1189)</td>
<td>6073 (2271)</td>
</tr>
<tr>
<td>Week 26 (180 days)</td>
<td>6794 (3518)</td>
<td>808 (0)</td>
<td>6506 (3569)</td>
</tr>
<tr>
<td>Week 39 (270 days)</td>
<td>8235 (4220)</td>
<td>0 (0)</td>
<td>5960 (2461)</td>
</tr>
<tr>
<td>Week 52 (365 days)</td>
<td>7890 (2629)</td>
<td>0 (0)</td>
<td>7426 (2730)</td>
</tr>
<tr>
<td><strong>Primary diagnose or treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACS$^e$</td>
<td>6549 (3149)</td>
<td>2194 (712)</td>
<td>6127 (1558)</td>
</tr>
<tr>
<td>Surgery$^f$</td>
<td>4781 (3023)</td>
<td>1879 (653)</td>
<td>6058 (845)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>7340 (3190)</td>
<td>2636 (0)</td>
<td>5949 (2605)</td>
</tr>
<tr>
<td>ACS &amp; heart failure</td>
<td>4505 (163)</td>
<td>865 (0)</td>
<td>5415 (845)</td>
</tr>
<tr>
<td><strong>Cardiac telerehabilitation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care center</td>
<td>5324 (2579)</td>
<td>2197 (585)</td>
<td>5779 (1243)</td>
</tr>
<tr>
<td>Hospital</td>
<td>6128 (3084)</td>
<td>2082 (980)</td>
<td>5950 (2242)</td>
</tr>
<tr>
<td>Call center</td>
<td>6847 (4353)</td>
<td>1578 (751)</td>
<td>7485 (1608)</td>
</tr>
</tbody>
</table>

$^a$P value for comparison of all three activity groups (low, medium, and high).

$^b$Post hoc 2-sample Wilcoxon rank-sum test values: low versus medium activity groups ($P=0.05$), low versus high activity groups ($P=0.01$), and medium versus high activity groups ($P=0.22$).

$^c$Post hoc 2-sample Wilcoxon rank-sum values: low versus medium activity groups ($P=0.01$), low versus high activity groups ($P=0.003$), and medium versus high activity groups ($P=0.21$).

$^d$P value for correlation between termination of step counter use and mean steps walked at the specified days.

$^e$ACS: acute coronary syndrome.

$^f$Surgery includes valve replacement, mitral valve repair, and coronary artery bypass grafting.
Step Measurement

The grand mean for all patients for all active days was 5899 (SD 3151) steps per day. The grand mean steps per day were as follows: day 7: mean 5191, SD 3198; day 30: mean 6362, SD 3834; day 90: mean 6186, SD 3013; day 180: mean 6794, SD 3518; day 270: mean 8235, SD 4220; and day 365: mean 7890, SD 2629 steps per day indicating an increase in walking activity over time (Table 2). Knowing that the increase in walking activity could be a result of the low activity patients’ termination of step counter use, the week mean of nonusers (the last determined) was calculated (Figure 3) together with the increase in patients’ grand mean. In addition, a linear regression revealed a significant relationship between termination of step counter use and low week mean steps at different weeks (P=0.04) (Table 2). Despite the slight increase in nonusers’ weekly means, it cannot be ruled out that the increase in steps per week over the year might be due to the dropping out of those patients with low walking activity.

No significant association was found between gender and mean steps per day (P=0.82) in the different activity groups. There were no significant differences in mean steps per day between the four treatment groups (P=0.12). Patients who choose the call center for cardiac telerehabilitation had the highest mean steps per day (mean 6847, SD 4353) and patients using the health care center for cardiac telerehabilitation had the lowest (mean 5324, SD 2579 steps/day). There was no significant relation between choice of rehabilitation setting and mean steps per day (P=0.34) (Table 2 and Figure 4).
Discussion

Principal Results

We found a significant correlation in age in the step activity groups. The patients used the step counter for a mean of 160 (SD 100) days and there was a significantly lower duration of step counter use in the low activity group than in the medium and high activity groups. The overall mean number of daily steps was 5899 (SD 3151), increasing slightly from mean 5191 (SD 3198) steps per day at the first week to mean 7890 (SD 2629) steps per day after 1 year. Nevertheless, this increase might be due to dropout of patients with low activity. Furthermore, the less physically active patients weighed more. There were no significant differences in patients’ treatment or rehabilitation in the three activity groups.

The patients were given the opportunity to wear the Fitbit for up to 365 days after the cardiac event; the mean total days were 160 (SD 100), of which 87% (139/160) were active days. Inactive days might be due to forgetfulness or a decision not to wear the Fitbit every day. A closer look at the data revealed that some patients had 7 to 14 consecutive days without step recordings, which might indicate holiday trips with no Fitbit use. Qualitative studies of the patients’ behavior and motivation in relation to Fitbit wearing are needed to shed light on these issues.

We can compare our results with a study by Izawa et al [18] of cardiac patients who walked a mean of 8609 steps per day 1 month after discharge. In our study, the mean at 30 days was 6362 steps, indicating that our patients were less active at 1 month than those in Izawa et al’s study. The same pattern was observed throughout the year. The mean for the patients in our study was up to 25% fewer steps per day than cardiac patients in comparable studies [15,16,18,21,35,38,39]. The main difference in the studies was the continuity of step counter use. In all studies except ours, the step counter was given to the patient for the first month or for 1 week before the time of measurement (at 1, 3, 6, 9, or 12 months), whereas patients in our study retained the Fitbit for 365 days. This may explain the discrepancy between the studies. There is reason to believe that our findings represent a more realistic picture of walking activity because patients might change their behavior to what is expected on the days of measurement, meaning that they may walk more than usual. This effect might have been eliminated due to the continuous wearing of the Fitbit in our study. None of the previously mentioned studies used the Fitbit Zip, which may prevent adequate comparison of step results. Accuracy studies on Fitbit Zip in healthy adults have revealed satisfactory step measurements in free-living physical activity [40,41], but slow walking speed seems to provide inaccurate step measurements [42]. Older people (>70 years) [43] and heart failure patients [44] walk at a slow speed, which might hamper the Fitbit Zip’s capability to measure steps accurately. Studies of Fitbit Zip’s accuracy when used by cardiac patients are needed.

The explanation for the significant association between long-term use of the Fitbit and high step activity was not identified in this study. In line with other studies [18,21,25,27-31], this might indicate that Fitbit users were encouraged to increase their walking activity. The telerehabilitation setting also provided the patients with goals for daily steps and an opportunity to monitor and follow their own walking activity. In another of Teledi@log’s substudies, Thorup et al [45] found that self-monitoring of steps provided a conscious awareness of walking activity due to the immediate feedback on step activity. In our study, males represented 51 of 64 (80%) participants, almost the same as in comparable studies [12,35,39,46]. The correlation between high BMI and low steps per day has been seen in other studies [13,15,24] and may be considered a health problem for cardiac patients [3]. The significant negative relation between increasing age and steps per day is also evident in other studies [21,25,32,46]. In our study, 22% of the patients were classified as low active (mean <3000 steps/day) and 14% were highly active (walking ≥10,000 steps/day). The remaining 64% were medium active and walked between 3000 and 9999 steps per day. The recommendation of 10,000 daily steps to achieve health benefits appears to be a reasonable estimate of daily activity for healthy adults, but this goal may be too ambitious for people with cardiac disease [17,26,46]. Research suggests that a target of approximately 7000 [35] to 7500 [17] daily steps might reduce waist circumference, BMI, and cardiovascular disease risk factors in patients with coronary artery disease [17,35]. Bearing in mind the dose-response relationship between physical activity and health status [46-48], 7500 daily steps may not be sufficient to reach optimal health status in cardiac patients [17], yet it could be the starting point to improving their physical activity levels. However, experts do not agree on the number of steps needed per day for cardiac patients to provide better health in secondary prevention of cardiac disease. Similar to other studies [13,15,46], our study found no significant association between gender and mean steps per day. Patients who choose cardiac telerehabilitation through the call center did not follow group exercises, whereas patients who chose cardiac rehabilitation at either the health care center or the hospital did follow group exercises. Despite the lack of group exercise, they had the highest mean steps per day (mean 6847, SD 4353) compared to the other cardiac telerehabilitation settings (although the difference was not significant). This might indicate that cardiac telerehabilitation at a call center can support walking activity just as effectively as cardiac telerehabilitation at hospitals and health care centers. In line with this, Thorup et al [45] found that the Fitbit led to self-monitoring, which then led to independence of standardized rehabilitation programs.

Limitations

Despite the strength of our study, in that the patients’ steps were monitored continuously for 1 year, the results must be viewed cautiously due to the low number of participants. Although Fitbits provide an objective measurement of physical activity, they are not designed to capture different modes of physical activity (eg, cycling and swimming). Furthermore, Fitbits are considered less valid during slow walking and in obese patients [49,50], and there is reason to believe that cardiac patients might have a slower walking pace [24,44]. The Fitbit was also part of a larger telerehabilitation program; therefore, other factors might have influenced the patients’ activity.
Conclusion
This study has demonstrated that cardiac patients in the Teledi@log program walked a mean of 5899 steps per day in the year after a cardiac event, increasing from a mean 3191 steps per day at the first week to a mean 7890 steps per day after 1 year. In this study, the patients tended to walk less than cardiac patients in comparable studies, but there is reason to believe that this study represents a more realistic picture of walking activity due to the continuation of Fitbit use (mean 160 days). The patients who walked more tended to be of younger age, had a lower BMI, and continued using the Fitbit for a longer period. There were no significant differences in mean steps per day for patients based on their type of treatment or rehabilitation setting. Qualitative studies on the patients’ behavior and motivation regarding Fitbit use are needed to shed light on adherence to and motivation to use the Fitbit.
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Abstract

Background: Young adults (18–35 years) remain among the lowest vegetable consumers in many western countries. The digital era offers opportunities to engage this age group in interventions in new and appealing ways.

Objective: This systematic review evaluated the efficacy and external validity of electronic (eHealth) and mobile phone (mHealth)-based interventions that promote vegetable intake in young adults.

Methods: We searched several electronic databases for studies published between 1990 and 2015, and 2 independent authors reviewed the quality and risk of bias of the eligible papers and extracted data for analyses. The primary outcome of interest was the change in vegetable intake postintervention. Where possible, we calculated effect sizes (Cohen \( d \) and 95% CIs) for comparison. A random effects model was applied to the data for meta-analysis. Reach and representativeness of participants, intervention implementation, and program maintenance were assessed to establish external validity. Published validation studies were consulted to determine the validity of tools used to measure intake. We applied the Grading of Recommendations Assessment, Development and Evaluation (GRADE) system to evaluate the overall quality of the body of evidence.

Results: Of the 14 studies that met the selection criteria, we included 12 in the meta-analysis. In the meta-analysis, 7 studies found positive effects postintervention for fruit and vegetable intake, Cohen \( d \) 0.14–0.56 (pooled effect size 0.22, 95% CI 0.11–0.33, \( I^2=68.5\% \), \( P=0.002 \)), and 4 recorded positive effects on vegetable intake alone, Cohen \( d \) 0.11–0.40 (pooled effect size 0.15, 95% CI 0.04–0.28, \( I^2=31.4\% \), \( P=0.2 \)). These findings should be interpreted with caution due to variability in intervention design and outcome measures. With the majority of outcomes documented as a change in combined fruit and vegetable intake, it was difficult to determine intervention effects on vegetable consumption specifically. Measurement of intake was most commonly by self-report, with 5 studies using nonvalidated tools. Longer-term follow-up was lacking from most studies (n=12). Risk of bias was high among the included studies, and the overall body of evidence was rated as low quality. The applicability of interventions to the broader young adult community was unclear due to poor description of external validity components.

Conclusions: Preliminary evidence suggests that eHealth and mHealth strategies may be effective in improving vegetable intake in young adults; whether these small effects have clinical or nutritional significance remains questionable. With studies predominantly reporting outcomes as fruit and vegetable intake combined, we suggest that interventions report vegetables separately. Furthermore, to confidently establish the efficacy of these strategies, better-quality interventions are needed for young adults, using valid measures of intake, with improved reporting on costs, sustainability and long-term effects of programs.

Trial registration: PROSPERO International Prospective Register of Systematic Reviews: CRD42015017763; http://www.crd.york.ac.uk/PROSPERO/display_record.asp?ID=CRD42015017763 (Archived by WebCite at http://www.webcitation.org/6fLhMgUP4)
Introduction

Poor fruit and vegetable intake contributes to 2.635 million deaths per year [1]. Consuming the recommended 600 g daily could reduce this global burden by 1.8% [1], with adequate fruit and vegetable intake linked to minimized adiposity, improved weight management [2], and reduced risk of heart disease and some cancers [1]. Despite several decades of government-led social marketing campaigns, alongside concerted effort by researchers and practitioners to facilitate behavior change, intake of vegetables remains suboptimal in many countries [3-6].

Australian young adults (18-34 years) are among the lowest consumers of vegetables, with only 4.7% consuming the recommended 5 or more servings a day [7]. During this transitional phase of life, young adults are developing self-determined food habits that will affect their future health. While the association between fruit and vegetable consumption and reduced chronic disease risk is well established in the literature [2,8-15], promoting these long-term health benefits, as is typically done in nationwide social marketing campaigns, does not appear to motivate young adults [16,17]. Young adults are typically less concerned about their future well-being and engage in more risky health behaviors [18]. Consequently, this population should be targeted separately in interventions.

Research in the area of digital interventions has revealed that electronic (eHealth) and mobile phone (mHealth) -based strategies are effective in promoting healthful behaviors [19-21]. eHealth and mHealth refer to the use of the Internet, mobile, or wireless devices to deliver health services and information to improve health outcomes or enhance health research [22,23]. Examples of eHealth and mHealth strategies include text messaging, email, mobile phone apps, phone calls, and websites. Young adults are among the highest users of mobile phones and wireless information sharing platforms [24], with 89% of 18- to 29-year-olds in the United States reporting use of social networking sites [25]. This offers an opportunity to engage young adults in interventions in new and appealing ways. Harnessing this technology to deliver social marketing and individually tailored programs could facilitate the widespread dissemination of interventions in an affordable, convenient, and age-appropriate manner.

Previous systematic reviews of fruit and vegetable consumption-promoting programs have identified that, while interventions produced some positive changes in knowledge and attitudes about the importance of fruit and vegetable consumption, there were only minor improvements in intake [26-28]. These interventions were typically delivered to adults and children, and targeted fruit and vegetable intake concurrently. To our knowledge, to date there is no published review investigating the efficacy and external validity of social marketing and eHealth and mHealth interventions on vegetable intake in young adults. With greater perceived barriers for the consumption of vegetables, poorer knowledge about vegetable servings [29], and just over half of the population already meeting the recommended 2 fruit servings a day [7], it is evident that increasing vegetable intake is a greater challenge. Thus, investigating the implications of interventions on vegetable intake alone will help us understand how we can better support and facilitate improved vegetable consumption.

When evaluating the efficacy of interventions, the accuracy of outcomes should be considered. This is dependent on the validity of intake measurement tools. To compare outcomes across studies, definitions of what constitutes a vegetable serving is also important. This is a source of confusion for the public and for researchers, with variations between countries [30]. In Australia, a serving of vegetables is approximately 75 g or half a cup of cooked vegetables [31], whereas in the United Kingdom a serving is equivalent to 80 g [32].

Furthermore, the specification of behavior change techniques used in interventions is essential to the process of revealing which strategies are effective in the target population and allowing replication of successful interventions [33]. A review of recent eHealth and mHealth interventions found that studies that incorporated a greater number of behavior change techniques had the largest effects [34]. Whether these effects can be generalized to the broader young adult population depends on external validity. Thus, evaluating the external validity of studies is as important as determining efficacy and will have implications for the translation of interventions into larger health promotion programs.

Therefore, in this review we aimed to (1) systematically examine the efficacy of social marketing, and electronic or mobile phone-based interventions in increasing vegetable intake in young adults, (2) assess the quality of the studies, including the validity of tools used to monitor changes in vegetable intake, and (3) review the adequacy of reporting of external validity components.

Methods

We used the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) framework [35] to develop the systematic review protocol, which has been published elsewhere [36]. During the review process, we replaced the quality-assessment tool specified in the original protocol with the Grading of Recommendations Assessment, Development and Evaluation (GRADE) system [37].

Search Strategy

We conducted the systematic literature search between April and August 2015 using the following electronic databases: ScienceDirect, MEDLINE, PsycINFO, Scopus, the Cochrane Library, CINAHL, Embase, and Web of Science. The last search was conducted on August 17, 2015, with no new relevant papers found. We excluded studies published before 1990, as email
was not widely used before this period [38]. After hand searching reference lists of key reviews and included studies, as well as conducting a manual search of JMIR journals, we included other relevant studies.

We conducted 2 searches. The first used combinations, synonyms, and truncations of “online intervention,” “computer-assisted therapy,” “electronic mail,” “Internet,” “website,” “cell phones,” “young adult” or “adult,” “fruits,” and “vegetables.” While we were searching largely for eHealth and mHealth interventions, we used other relevant MEDLINE MeSH, such as “telemedicine,” to encompass the terms “mHealth,” “eHealth,” “telehealth,” and “mobile health.” Furthermore, although we were mainly interested in the efficacy of vegetable interventions, we extended the search terms to include “fruit,” as studies typically report on fruit and vegetables concurrently. Additionally, we used the term “adult” alongside “young adult” to broaden the search from 18- to 24-year-olds (the typical database definition of young adults) to 18- to 35-year-olds (based on the US National Institutes of Health cut-off for young adults) [39]. Table 1 shows the first search strategy used in the MEDLINE. The full search strategy is presented in Multimedia Appendix 1 (Tables S1 and S2).

Table 1. Electronic database search: MEDLINE (search 1: eHealth and mHealth interventions).

<table>
<thead>
<tr>
<th>Search number</th>
<th>Search statement</th>
<th>No. of citations retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Online intervention.mp or Computer-assisted therapy.mp. or Therapy, Computer-Assisted/</td>
<td>5242</td>
</tr>
<tr>
<td>2</td>
<td>Internet/ or Website.mp</td>
<td>55,352</td>
</tr>
<tr>
<td>3</td>
<td>Cell phones.mp or Cell phones/</td>
<td>5040</td>
</tr>
<tr>
<td>4</td>
<td>Telemedicine/ or Cyber.mp</td>
<td>12,148</td>
</tr>
<tr>
<td>5</td>
<td>email.mp or Electronic mail/</td>
<td>5193</td>
</tr>
<tr>
<td>6</td>
<td>Adult/or Young adult/ or Young adult*.mp</td>
<td>4,093,057</td>
</tr>
<tr>
<td>7</td>
<td>Fruit/ or Fruit*.mp</td>
<td>65,586</td>
</tr>
<tr>
<td>8</td>
<td>Vegetable*.mp or Vegetables/</td>
<td>39,576</td>
</tr>
<tr>
<td>9</td>
<td>1 or 2 or 3 or 4 or 5</td>
<td>77,751</td>
</tr>
<tr>
<td>10</td>
<td>7 or 8</td>
<td>87,363</td>
</tr>
<tr>
<td>11</td>
<td>6 and 9 and 10</td>
<td>120</td>
</tr>
<tr>
<td>12</td>
<td>Limit 11 to (English language and humans and yr = 1990-current)</td>
<td>120</td>
</tr>
</tbody>
</table>

Modifiers are * (search term as major focus of articles), .mp (multiple purpose search including all fields: title, original title, abstract, subject heading, name of substance, and registry word fields), and / (valid controlled vocabulary term which has been searched in the subject headings field of the database).

We conducted separate database and Google searches to locate programs that used social marketing and mass media to increase fruit and vegetable intake in young adults. Search terms were “young adult,” “adults,” “fruits,” “vegetables,” “social marketing,” “social media,” and “mass media.” These studies were not limited by publication type and included gray literature, such as nonpublished evaluations of programs by organizations. Table 2 presents the second search strategy used in MEDLINE.

Table 2. Electronic database search: MEDLINE (search 2: social marketing and mass media interventions).

<table>
<thead>
<tr>
<th>Search number</th>
<th>Search statement</th>
<th>No. of citations retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Adult/ or Young Adult/ or Young adult*.mp.</td>
<td>4126,552</td>
</tr>
<tr>
<td>2</td>
<td>Fruit/ or Fruit*.mp</td>
<td>66,529</td>
</tr>
<tr>
<td>3</td>
<td>Vegetable*.mp. or Vegetables/</td>
<td>40,014</td>
</tr>
<tr>
<td>4</td>
<td>2 or 3</td>
<td>88,502</td>
</tr>
<tr>
<td>5</td>
<td>Social marketing.mp. or social marketing/</td>
<td>2976</td>
</tr>
<tr>
<td>6</td>
<td>Social media. mp or Mass Media/ or Social Media/</td>
<td>11,192</td>
</tr>
<tr>
<td>7</td>
<td>5 or 6</td>
<td>13,882</td>
</tr>
<tr>
<td>8</td>
<td>1 and 4 and 7</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>Limit 8 to (English language and humans and yr = 1990-current)</td>
<td>6</td>
</tr>
</tbody>
</table>

Modifiers are * (search term as major focus of articles), .mp (multiple purpose search including all fields: title, original title, abstract, subject heading, name of substance, and registry word fields), and / (valid controlled vocabulary term which has been searched in the subject headings field of the database).
Eligibility Criteria

Criteria for inclusion of eHealth and mHealth interventions were as follows: (1) randomized controlled trials (RCTs) with a primary or secondary aim of increasing fruit and vegetable intake in young adults that (2) were targeted at young adults aged 18–35 years inclusive, (3) reported fruit and vegetable intake at baseline and follow-up, (4) involved healthy participants with no disease or illness that would affect the primary outcome or ability to modify fruit and vegetable intake, (5) were written in English, (6) were published after 1990, and (7) were limited to eHealth- and mHealth-based interventions, defined as studies using texting, email, mobile phone apps, phone calls, or websites to deliver the intervention.

Criteria for inclusion of social marketing and mass media interventions were identical to points (1) to (6) above, but were not limited by study design. Social marketing and mass media interventions were defined as those that used media advertising through the Internet, television, billboards, radio, or social media platforms such as Facebook.

Study Selection

We downloaded titles and abstracts of all retrieved studies to EndNote X6 citation management software (Thomson Reuters). Duplicates were removed, then titles and abstracts were reviewed by grouping papers into (1) those meeting selection criteria or (2) requiring further examination; or (3) they were excluded. Papers determined to be potentially relevant to the review were downloaded as full text and reviewed for eligibility by two assessors (MN, JC) and further categorized (Figure 1). We resolved discrepancies in assessors’ results by discussion.

Figure 1. Flow diagram demonstrating the process of selecting the included studies of interventions promoting fruit and vegetable intake in young adults. Other sources included a Google search, a hand search of reference lists of relevant systematic reviews and included studies, and a manual search of JMIR journals.
Data Extraction Process

We created a data extraction table according to the principles of the PRISMA statement for reporting systematic reviews [35], with some additional elements included for completing the Cochrane Collaboration’s risk of bias tool [40]. Once we had piloted the process on a random selection of 4 of the included studies, 2 independent reviewers extracted the following data in duplicate: study details (authors, year, country of publication, funding, and affiliations); participants (characteristics, setting, inclusion and exclusion criteria, attrition, and blinding); intervention and comparator details; duration; and the summary outcome measure (change in fruit and vegetable intake between baseline and follow-up for the intervention and control arms). We also extracted the name of the tool used to assess changes in fruit and vegetable intake, as well as citations of available validation studies.

Data Synthesis and Analysis

The primary outcome of interest was the change in vegetable intake postintervention. Where possible, for all study arms we recorded mean or median intakes (as servings, cups, frequency, or percentage consuming) pre- and postintervention. If vegetable intake was not reported separately, we documented the change in fruit and vegetable intake. We also noted the measures of error (SE or SD) and associated P values for change between groups over time. To determine the magnitude of intervention outcomes, we calculated effect sizes (Cohen's d and 95% CIs) for studies that reported sufficient data (means, and measure of error or frequencies). Web-based calculators [41] based on Lipsey and Wilson’s formulas [42] assisted with calculations. We assessed the magnitude of the effect sizes according to Cohen’s categories, whereby an effect <0.2 is considered negligible, between 0.2 and 0.49 is small, 0.5-0.8 is medium, and >0.8 is large [43].

We also considered the clinical significance of outcomes. There is no consensus in the literature regarding what change in intake is considered clinically significant. However, several meta-analyses and longitudinal studies suggest a dose-response relationship, wherein an increase in vegetable intake by approximately 1 serving is protective for cardiovascular health (decreased risk of stroke and cardiovascular disease mortality by 11% and 4%, respectively) [44,45]. Furthermore, every 1-serving increase in vegetable intake has been associated with a 0.12 kg reduction in weight (95% CI -0.35 to -0.14) [46]. These studies define a serving of vegetables as approximately 1 cup of leafy vegetables or half a cup of cooked vegetables (frozen, fresh, or canned) in line with previous US and current Australian dietary guidelines [31,47].

To pool the outcomes for the meta-analysis, we grouped studies for which an effect size was calculated. We used STATA version 13 (StataCorp LP) to conduct the analyses using the metan, metabias, and metafunnel commands. A random effects model was applied. Publication bias was determined through Egger’s statistical test for funnel plot asymmetry and visual inspection of the funnel plots of the Cohen d effect size (standardized mean difference), plotted against its standard error. The I² value for heterogeneity was calculated based on the Q statistic: \[ (Q \text{ statistic} - \text{d}Q \text{ statistic}) \times 100\% \]. Cochrane Collaboration guidelines [48] suggest that an I² for heterogeneity below 40% is considered low, and a value above 50% is considered substantial.

Quality Assessment

Risk of Bias Assessment

Using the Cochrane Collaboration’s tool [40], we established risk of bias at the individual study level, based on the following study elements: selection of participants (random sequence generation and concealment of allocation methods); attrition (completeness of outcome data); detection (blinding of participants and personnel); and reporting (selective reporting of outcome measures). Two authors (MN and JC) independently evaluated each study for risk of bias and coded them as having low risk, high risk, or unclear risk. Any differences in judgment were clarified through discussion.

GRADE Assessment

The quality of the body of evidence was determined by 2 independent reviewers (MN, JC) using the GRADE system [37]. We considered 5 categories to ascribe a quality rating: limitations in study designs; consistency of results; directness of the evidence with regard to study populations, intervention design, and outcomes measured; precision of outcomes; and the presence of publication biases.

Rating Validity of Dietary Assessment Tools

We determined the validity of each tool used to measure changes in vegetable intake based on published literature demonstrating its accuracy [49-59]. The checklist of requirements by Nelson et al [60] was also consulted to qualitatively examine the effectiveness of reporting on measurement tools. This checklist assesses factors such as data-collection procedures (objective measure vs self-report), methods of quantifying portions, variety of foods captured, food composition databases used and whether checking procedures were applied.

Rating External Validity

We assessed the external validity of included studies based on the Green and Glasgow’s criteria [61]. The assessment explored components under 3 sections: (1) reach and representativeness of participants, (2) intervention implementation and adaptation, and (3) program maintenance and institutionalization of participants, (2) intervention implementation and adaptation, and (3) program maintenance and institutionalization (sustainability of program implementation). Quantitative and qualitative data pertaining to these external validity components were extracted. We recorded specific data that were not reported as not reported, and if an assessment component did not apply to the particular study we reported it not applicable. Individual participation rate (%) was calculated as the percentage of eligible participants agreeing to participate. Attrition rate (%) was calculated as the percentage of participants who dropped out after randomization. Attrition was further grouped by intervention arm (treatment vs control). Extracted data were used to examine the number of studies adhering to the external validity components. The frequency and adequacy of reporting of these components were also examined and compared between studies.
Results

Study Selection
As the flow diagram in Figure 1 shows, we found 2680 studies through database searching and 3 additional studies through hand searching the references. We screened a total of 2252 papers by title and abstract. Of these, we assessed the full text of 87 studies. A total of 14 studies [62-75] met the selection criteria and were included in the review. See Multimedia Appendix 2 for the complete list of references excluded by full text with corresponding reasons. None of these studies used social marketing strategies or mass media to encourage vegetable consumption in young adults specifically. Therefore, the remaining results report the effectiveness and external validity of eHealth and mHealth interventions aimed at increasing fruit and vegetable intake in young adults. We included 12 studies in the meta-analyses. For the meta-analysis, we combined the reported results in 2 groups for comparability: fruit and vegetable (8 studies) and vegetable only (5 studies); 1 study contributed results for both groups [64].

Study Reach and Representativeness of Participants
Overall, 7984 healthy people participated in the eHealth and mHealth RCTs (see Multimedia Appendix 3, Table S3). There were, however, large discrepancies in the sample sizes. Only 3 of the 14 studies had recruited >500 participants at baseline [62-64], and 1 study had a sample size of <100 [64]. More than half of the interventions were conducted in the United States [62,64,67,69,71,73,75], 4 in Australia [65,65,67,72], 1 in New Zealand [74], and 1 in Malaysia [70]. The target audience was college or university students for the majority of the studies [62,63,67-75], and 3 studies reported their target audience to be young adults [64-66]. Recruitment methods were reported for 13 of the 14 studies, but limited details were provided. All but 2 studies recruited through the university or college setting [64,66]. Participants were recruited through undergraduate psychology courses in 2 studies [67,68], from random nonnutrition classes in 2 studies [69,70], and through advertisements and flyers posted on university grounds in 4 studies [62,63,65,71,72]. In 1 study a recruitment table was set up on campus [73], and another study invited patients attending the student university health service [74]. In 1 study [64] advertisements with a toll-free phone number were used, and the final study distributed letters of invitation through participating family doctors, along with electronic and print advertisements [66]. Of the included studies, 9 indicated their participation rate, with a mean of 78.0%. The inclusion criteria were detailed by 10 studies, all of which specified age (years) as one of their criteria. Demographic data were provided by most of the studies although not consistently. Baseline age (years) was reported in all but 1 study (Multimedia Appendix 3, Table S3), with a mean age of 20.8 years across the studies. The ethnicity of participants was reported to be >50% Caucasian or white in 7 studies. The percentage of female participants was reported by 13 studies, with women more commonly recruited than men (mean 69.8% female) (Multimedia Appendix 3, Table S3).

Intervention Implementation and Adaptation
Details of the intervention and comparator groups were provided in detail. All studies recruited an intervention and a control group (see Multimedia Appendix 4, Table S4), with 4 studies using multiple intervention and control arms [67,71,72,74]. A total of 6 studies provided no treatment to the control arm [67,68,70,71,74,75], 7 studies gave the comparator group general information not containing the intervention material [62,64,66,69,72,73], and 1 study provided the control group with the intervention material on completion of the follow-up assessment [63]. The duration of interventions and number of sessions were easily extrapolated from each study. The level of contact between researchers and participants ranged from one-off sessions (provision of feedback) to daily contact by email or text message (Multimedia Appendix 4, Table S4). The majority of the interventions used online education through learning platforms, websites, and emailing, with only 2 studies using apps [65,66] and 4 using text messaging [65,66,70,72]. No studies reported the use of social media platforms. The studies predominantly used goal setting for behavior change, with monitoring and feedback also commonly incorporated. For the majority of the interventions, the aim was to offset weight gain in young adulthood. Targeting improvements in fruit and vegetable intake was one such method used to address weight gain. While 1 study was designed to reduce health-risk behaviors in young adults [74], only 5 studies focused specifically on fruit and vegetable intake [64,68,69,72,75], and none targeted vegetables alone.

The reviewed studies varied in the detail provided regarding the behavior theories and techniques considered in the intervention design. The design of 5 studies was based on the transtheoretical model of behavior change, where the participants’ stage of change determined the content received [63-66,75]. A total of 6 studies were theory or education based [62,63,67,70,71,73]. Social-cognitive theory informed 2 interventions [67,69]. Half of the reviewed studies applied the behavioral construct of self-efficacy in their intervention [62,64,67,69,71,73,75]. The study by Kypri and McAnally [74] did not report consideration of theoretical frameworks in their intervention design. The remaining 2 studies [68,72] were informed by the theory of planned behavior and the theory of habit formation (Multimedia Appendix 4, Table S4). All the studies that we reviewed intervened at the individual level. Only 2 studies were implemented outside of the university setting, thus limiting the generalizability of the interventions to the overall young adult population. Of these studies, one [64] was targeted at lower socioeconomic status young adults, while the other mainly captured young adults from higher socioeconomic areas [66].

The duration of the interventions (excluding postintervention follow-up) ranged from one-off contact to 6 months of treatment, with a mean of 10 weeks (Multimedia Appendix 4, Table S4). A total of 9 studies allocated a follow-up period [62-64,66,69,71-73], with a mean of 16 weeks. Adherence was most commonly documented as the number of sessions completed or the amount of materials viewed by participants (Multimedia Appendix 4, Table S4), but was not consistently
reported across studies. The mean level of compliance among those reporting adherence was 85.4%.

Delivery expertise varied among the studies (Multimedia Appendix 4, Table S4). Research staff were more commonly reported to have conducted the interventions, with little specification of their qualifications and the number of research staff involved. Registered dietitians delivered 5 of the interventions [63,65,66,69,75]. Other expertise included a health promotion officer [71] and outreach educators [64].

Study Maintenance and Institutionalization
The rate of attrition was documented in all reviewed studies. At completion of the interventions the mean attrition rate was 19.6% (see Multimedia Appendix 5, Table S5). All but 4 studies [64,69,71,75] reported attrition for the control and intervention group separately, and 4 did not assess differences in characteristics between completers and noncompleters [65,70,71,73]. Only 2 studies looked at the long-term impacts of the study, by assessing outcomes at least 12 months following treatment [62,63]. Both of these studies found that the changes in fruit and vegetable intake were not maintained at follow-up (Multimedia Appendix 5, Table S5). The sustainability of program implementation was poorly reported, with only 1 study mentioning that results would be used to refine the intervention for trial in a broader young adult population using a larger sample size [66]. Finally, only 2 studies published a process evaluation documenting effective program elements [62,66].

Table 3. Overall assessment of quality in 14 studies (7984 participants in total) of promotion of fruit and vegetable intake using the Grading of Recommendations Assessment, Development and Evaluation (GRADE) system.

<table>
<thead>
<tr>
<th>Category</th>
<th>Rating with reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limitations</td>
<td>–2 quality levels due to very serious limitations</td>
</tr>
<tr>
<td>Consistency</td>
<td>No subtraction of levels, as inconsistency doesn’t affect confidence in results</td>
</tr>
<tr>
<td>Directness</td>
<td>–2 quality levels, as the population, outcomes, and study design are indirect</td>
</tr>
<tr>
<td>Precision</td>
<td>No subtraction of levels due to good precision</td>
</tr>
<tr>
<td>Publication bias</td>
<td>No subtraction of levels, as funnel plot symmetry suggests publication bias is unlikely</td>
</tr>
<tr>
<td>Overall quality</td>
<td>Low: our confidence in the effect estimate is limited</td>
</tr>
</tbody>
</table>

Study Limitations
All the included studies were RCTs. However, only 2 studies adequately concealed the difference between intervention arms [66,74]. In 1 study, the study design and purpose of randomization was explained to participants, preventing allocation concealment [71]. The remaining 11 studies did not clearly describe their method of concealment. Furthermore, 8 studies did not describe their method of blinding and 3 did not blind effectively [65,71,73]. Half of the included studies had a loss to follow-up of >20% [62-64,67,72,73,75] and did not conduct intention-to-treat analysis [62,70-74]. A total of 3 studies did not state methods for dealing with missing data or conducted analysis on completer populations [63,68,69]. Several studies used nonvalidated measures of intake, further limiting the quality of the body of evidence.

Consistency
The studies with effect sizes for change in fruit and vegetable intake yielded an I² statistic of 68.5% (P value for heterogeneity =.002), indicating that there may be considerable heterogeneity. However, a higher heterogeneity can be caused by small variations in point estimates from studies with larger sample sizes, as is evident in Figure 2. An I² of 31.4% (P value for heterogeneity =0.2) for studies reporting vegetable intake separately suggests low heterogeneity.

Risk of Bias
We rated the majority of the studies reviewed as unclear to high risk because they did not perform intention-to-treatment analyses, which introduced biases in the outcome data (attrition bias [62,70-75] (see Multimedia Appendix 6, Table S6). We rated 2 studies high in a second domain (detection bias) [71,73]. The majority of the studies did not clarify their methods of blinding (n=8). Selection bias was mainly unclear within and across studies, with 5 studies not reporting the method of sequence generation in randomization [62,64,69,71,75] and only 2 studies specifying allocation concealment methods [66,74] (Multimedia Appendix 6, Table S6). While all of the studies reported results for prespecified outcomes, we could not completely rule out reporter bias across studies because only 5 RCTs published their original protocol [63,65,66,68,69] or provided details of their trial registration [66]. However, no selective reporting was apparent based on the methods within the reviewed manuscripts (both successful and unsuccessful outcomes recorded). Overall, the combined lack of clarity of the level of bias across studies raises concerns about the plausibility of the studies’ results.

GRADE Quality Rating
The reviewed interventions had several limitations in study design and did not address the research question directly, resulting in an overall low quality rating (Table 3).
**Directness**

While comparisons between control and intervention arms were direct for the included interventions, variations in study design, populations, and outcome measures meant that the overall body of evidence was indirect. The population of included studies was predominantly college students. Only 2 interventions recruited beyond the university or college setting, but they were still not representative of the broader young adult population. This review allowed for the inclusion of studies that measured changes in intake as a secondary outcome. Consequently, several studies were weight management interventions targeting fruit and vegetable intake as a component of the program. Only 5 studies targeted fruit and vegetables specifically [64,68,69,72,75] and none targeted vegetables alone. Measures of fruit and vegetable intake also varied considerably. Thus, the overall evidence is an indirect representation of the impact of eHealth and mHealth on vegetable intake.

**Precision**

Only 6 of the 14 studies reported conducting power calculations [63,67-69,71,73]. However, these were mainly based on primary outcomes other than vegetable intake, such as change in nutrition knowledge or weight. Sample size varied from 51 to 2024 participants but yielded 7984 in total, which is considered sufficient.

**Publication Bias**

While we implemented a comprehensive search strategy to capture the gray literature, we may have missed unpublished studies (interventions with insignificant or negative findings) or those published in journals not indexed in major databases. The outcomes of statistical tests of publication bias (Egger’s test) were not reported, as these results are less accurate when based on fewer than 10 studies or when there is significant heterogeneity [48]. Visual inspection of funnel plots (Figures 3 and 4) indicated symmetry in the distribution of points around the mean effect size, suggesting that bias from missing studies is unlikely.
Figure 3. Funnel plot for risk of publication bias: intervention effect for fruit and vegetable intake represented by the standardized mean difference (SMD) plotted against the standard error, se(SMD). Dashed diagonal lines indicate the pseudo 95% confidence limits and scatter dots represent individual studies.
Efficacy of Interventions

Of the 14 reviewed studies, 9 provided results for fruit and vegetable intake, and we included 8 in the meta-analysis. Of these studies, 7 found positive effects postintervention [62-64,67,68,74,75] (Cohen d 0.14-0.56), 4 of which were statistically significant [62-64,75]. For all but 1 study [75], the magnitude of effect was small. In total, 2 studies also reported clinically significant improvements of ≥1 serving/day [62,75] (see Multimedia Appendix 7, Table S7). The pooled effect size for interventions reporting change in fruit and vegetable intake was 0.22 (95% CI 0.11 to 0.33), indicating a small positive effect of eHealth and mHealth interventions on fruit and vegetable intake. The 4 studies [62-64,75] with significant effects contributed 72.9% weighting (Figure 4). The $I^2$ was 68.5%, $P=0.002$, suggesting considerable heterogeneity between these studies, and so findings should be interpreted with caution.

Of the 6 studies that assessed vegetable intake independently of fruit [64-66,70-72], we included 5 in the meta-analysis, 4 of which had positive effects on vegetable intake [64-66,70] (Cohen d 0.11-0.40). Two of these positive effects were statistically significant [64,66]. Increases in intake were <1 serving/day, with the exception of the results reported by Partridge et al [66] (Multimedia Appendix 7, Table S7). The pooled effect size for change in vegetable intake was negligible at 0.15 (95% CI 0.04 to 0.28; $I^2=31.4\%$, $P=0.2$) (Figure 5).

Studies that were more successful in improving fruit or vegetable intake provided participants with individually tailored advice and feedback based on their stage of change [64,66,75] and incorporated goal setting [62,66,75]. Of the studies producing clinically and statistically significant results for fruit or vegetable intake, or both [62,66,75], 1 used online theory education based on nondiet principles [62]. This intervention was designed according to 2 educational models, Carey and colleague’s system of instructional design [76] and Keller’s instructional motivational model [77]. Fruit and vegetable intake goals were set after completion of each weekly educational lesson, and self-evaluation of progress preceded the next weekly Web-based module. The study by Richards and colleagues [75] used motivational interviewing in combination with Web-based resources and emails. The resources were tailored to the participants’ stage of change, where precontemplators and contemplators were given reasons to and tips on how to eat more fruits and vegetables, as well as a goal-setting framework. Action and maintenance participants received emails with tips for maintaining consumption and trying new fruits and vegetables. Finally, the study by Partridge et al [66] combined multiple eHealth and mHealth strategies to support behavior change, with text messaging found to be the most popular, and the website and discussion boards the least popular, among participants. The text messages contained reminders and tips on how to achieve their individualized goal set during their phone counseling session with a dietitian and were based on the 10 processes of change (transtheoretical model). Participants could monitor their fruit and vegetable intake goals using a personalized app that also provided recipes and tips on how to increase their intake.
Validity of Dietary Assessment Tools

Of the reviewed studies, 5 used tools that had not been validated to assess changes in vegetable intake [68,69,71,73,75] (Table 4). While the majority of the tools were validated, only 1 was tested specifically in the young adult population [30]. Of the studies that used validated tools, short screeners were most popular, including the US National Cancer Institute’s fruit and vegetable screener [53], as well as short questions adapted from the Australian and New Zealand national nutrition surveys [52,54,56]. Furthermore, only 2 studies defined what they classified as a serving [65,66], and the outcome measure for intake lacked consistency, with studies reporting change in terms of frequency, servings or cups of vegetables consumed, as well as the percentage meeting recommendations. No studies detailed which food composition databases they used for the analysis, or whether they checked records with respondents as per the requirements specified in the Nelson and colleagues’ checklist [60]. All but 1 study [70] used a self-report measurement tool. The study by Gow and Colleagues [67] did not specify what the outcome measure was (servings vs score).
Discussion

This systematic review found preliminary evidence to suggest that eHealth and mHealth interventions may have a positive impact on fruit and vegetable intake among young adults. Meta-analyses revealed a small magnitude of effect on fruit and vegetable intake and a negligible effect on vegetable intake alone. Whether these effects have clinical or nutritional significance remains questionable. The quality of the body of evidence was rated low and therefore, findings should be interpreted with caution. Rather than making recommendations, we propose suggestions for improved research.

Among the studies that improved intake, only small changes were observed (<1 serving/day). This is consistent with conclusions from existing reviews, in which interventions appear to produce minor improvements in fruit and vegetable intake [26-28]. The effectiveness of the reviewed interventions in creating sustainable change in the long term remains unclear, as follow-up periods were short. The observed dose-response clinical outcomes associated with increasing vegetable intake [44-46] are likely to become evident only in the longer term. Additionally, the link between vegetable intake and weight maintenance during the transition to adulthood occurs over time [78]. Thus, investigators should integrate longer follow-up in intervention protocols. Future studies may also consider measuring secondary outcomes, such as weight and indicators of cardiovascular health, over time to understand the longer-term clinical implications of improved vegetable intake.

With the measurement and reporting of fruit and vegetable intakes as a summed value in most studies reviewed, the impact of the eHealth and mHealth strategies on vegetable consumption specifically remains unclear. Previous research has shown that knowledge of serving sizes is poorer for vegetables than for fruit [29], and for young adults, taste was a more important barrier to increasing vegetable consumption than it was for fruit [79]. Fruit and vegetables also have varying nutrient profiles and product attributes. Considering these factors, it is apparent that vegetables should be promoted and measured separately from fruit. Additionally, most of the reviewed studies targeted fruit and vegetable intake as part of a larger weight management program. Thus, the impact of an intervention focusing primarily on vegetables is an important question for future research.

Previous research established the importance of considering behavior change theory in intervention design [33,80]. The value of incorporating behavior change theory is reiterated by this review, where the majority of the successful studies incorporated behavior change constructs such as goal setting [62,66,73,75] and the provision of individually tailored advice and feedback based on participants’ stage of change [64,66,75]. While the transtheoretical model has been long established as an effective means of improving fruit and vegetable intake [81], these studies suggest its efficacy in eHealth and mHealth interventions where, for instance, motivational and confidence-enhancing text messages or phone calls can benefit individuals who are in the earlier contemplative stages of change. There was no clear pattern, however, to indicate that the incorporation of more behavior change techniques initiated larger improvements as previously suggested in the literature [34]. Researchers could consider investigating whether a combination of efficacious strategies and repeat exposure at a later date produces greater change to shed light on whether intensive short-duration or less-intensive, longer-duration interventions are more effective.

The mode of intervention delivery varied considerably between studies, making it difficult to determine which eHealth and

Table 4. Validity of tools used to measure fruit and vegetable intake and source of tools.

<table>
<thead>
<tr>
<th>Author [citation]</th>
<th>Fruit and vegetable intake measurement tool and source [citation]</th>
<th>Tool validated for fruit and vegetables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clifford et al [69]</td>
<td>Food frequency questionnaire adapted from US National Cancer Institute’s health habits and history questionnaire [59]</td>
<td>No</td>
</tr>
<tr>
<td>Franko et al [73]</td>
<td>Single-item question measuring daily fruit and vegetable consumption [51]</td>
<td>No</td>
</tr>
<tr>
<td>Gow et al [67]</td>
<td>Block food screener [49]</td>
<td>Yes</td>
</tr>
<tr>
<td>Greene et al [62]</td>
<td>2-item screener and National Cancer Institute screener [53]</td>
<td>Yes</td>
</tr>
<tr>
<td>Hebden et al [65]</td>
<td>Web-based short survey using questions from Australian national survey [30,52,56]</td>
<td>Yes</td>
</tr>
<tr>
<td>Kattelmann et al [63]</td>
<td>National Cancer Institute’s vegetable screener [43]</td>
<td>Yes</td>
</tr>
<tr>
<td>Kothe and Mullan [68]</td>
<td>Self-report measure of previous day’s consumption</td>
<td>No</td>
</tr>
<tr>
<td>Kypri and McAnally [74]</td>
<td>2 questions from New Zealand National Survey questionnaire [54]</td>
<td>Yes</td>
</tr>
<tr>
<td>LaChausse [71]</td>
<td>US Centers for Disease Control and Prevention’s youth risk behavior survey [58]</td>
<td>No</td>
</tr>
<tr>
<td>Nitzke et al [64]</td>
<td>5 A Day screener (7-item fruit and vegetable Screener) from 5 A Day program [53]</td>
<td>Yes</td>
</tr>
<tr>
<td>Partridge et al [66]</td>
<td>Short questions adapted from the Australian National Nutrition Survey [30,52,56]</td>
<td>Yes</td>
</tr>
<tr>
<td>Richards et al [75]</td>
<td>1-item food frequency questionnaire [50]</td>
<td>No</td>
</tr>
<tr>
<td>Rompotis et al [72]</td>
<td>Short question on fruit and vegetable intake [57]</td>
<td>Yes</td>
</tr>
<tr>
<td>Shahri et al [70]</td>
<td>Diet history</td>
<td>NA(^a)</td>
</tr>
</tbody>
</table>

\(^a\) NA: Not applicable.
mHealth strategies were most successful in supporting behavior change. However, 2 of the effective studies [66,75] used motivational phone counseling as part of their intervention. While details of the cost effectiveness of this design were not provided, generally, the individualized nature of this approach can be expensive, due to the necessity for trained staff and the monetary reimbursement required for their time. Consequently, the applicability of these studies to the whole population level may be limited. The use of other low-cost and convenient eHealth and mHealth techniques (texting and email) that can incorporate individually tailored information may be more feasible for interventions. Preliminary evidence suggests that these methods are successful [66,75]; however, further research is required to confidently determine their efficacy.

Our review was unable to identify social marketing campaigns targeted specifically at young adults. Addressing this gap is an opportunity for future public health promotion projects, with research indicating that young adults have poor awareness of population-wide campaigns and perceive considerable barriers to increasing their intake despite the promoted health benefits [82]. Additionally, we found no studies that incorporated social media platforms in their intervention. Using these high-reach and lower-cost information-sharing platforms can help to increase interactivity and collaborative content sharing. This may be the fastest and most wide-reaching way to engage young people, with approximately 89% of young adults using social media [19]. Effectiveness studies on the use of social media to improve health behaviors are limited, although preliminary reports are encouraging [83,84].

There is considerable uncertainty regarding the accuracy of the findings summarized by this review, due to the use of non-validated self-report measures of intake, which may not be sensitive enough to detect small changes and may be subject to reporter bias. Therefore, further effort is required to develop validated tools for the measurement of vegetable intake in young adults for consistent and accurate reporting of intervention outcomes. Researchers need to specify what is considered a serving of vegetables to allow easier comparison of outcomes and should use objective measures of intake for validation. Biomarkers such as vitamin C and beta-carotene are useful indicators of fruit and vegetable intake, respectively. While tests for these biomarkers are potentially costly for use in large interventions, they would be feasible and reliable in small validation studies [85].

The degree to which the interventions can be translated to the general young adult populations is questionable, as the majority of studies were conducted in the university or college setting in a sample of educated young adults. While the latest statistics indicate that an increasing proportion of young adults are enrolled in tertiary education [86], those of lower socioeconomic status remain underrepresented [87]. Future studies should limit the use of convenience sampling and aim to recruit a wider range of socioeconomic groups. Overall, the studies we reviewed did not consistently report on external validity, particularly program sustainability, costs, and long-term effects of the intervention. Process evaluations were also lacking. Consequently, the external validity of interventions for improving vegetable consumption in young adults is uncertain. There is a growing body of evidence in health research indicating that investigators are not reporting on external validity [88-90]. Improvements in this area are required to determine the potential for implementation of study designs in broader health promotion programs. Of particular importance is consideration and reporting of the costs involved in upscaling these interventions, which will have implications for health promotion officers and policy makers [91]. Furthermore, researchers should invest in conducting process evaluations to determine how to improve the efficacy of interventions and enhance their generalizability [92].

Strengths and Limitations

This is the first systematic review to report on the effect of eHealth and mHealth interventions on vegetable intake specifically and highlights relevant opportunities for future research. We conducted the review protocol in line with the PRISMA guidelines [35] and used a comprehensive search strategy. While we searched several electronic databases and made an effort to include gray literature, we may have missed some studies. The variability across interventions with differences in study designs and measures of vegetable intake, and the overall poor study quality, made it difficult to establish definitive conclusions. Consequently, we were reluctant to rule out any eHealth or mHealth approach as ineffective and rather discussed the outcomes as a means of highlighting gaps in the current literature and opportunities for future research to generate a stronger body of evidence on whether technology-based strategies are effective in this population. Finally, the lack of consistent reporting of external validity components prevented us from making conclusions about the potential for translating interventions to the wider young adult population.

Conclusions

Overall, this review revealed that young adults have been neglected in fruit and vegetable social marketing campaigns, and most interventions target fruit and vegetables concurrently. Very few good-quality eHealth and mHealth interventions using validated dietary assessment tools have been designed to support young adults in improving their vegetable intake. With preliminary evidence suggesting that eHealth and mHealth strategies may be an effective mode of delivering vegetable interventions, continued research using stronger and higher-quality study designs is required to better determine the efficacy of technology-based strategies for improving vegetable consumption in young adults. With previous research suggesting that multiple behavior change strategies should be used for greater improvements, researchers could consider combining promising strategies such as goal setting and tailored feedback in future interventions. The potential impact of using social media platforms to create awareness of the importance of eating enough vegetables also deserves attention. Finally, in light of the lack of reporting of external validity components in the reviewed papers, it is critical that future studies address key factors such as program costs, sustainability, and longer-term impact in order to determine the potential for upscaling interventions to the broader young adult population.
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Abstract

Background: Web-based computer-tailored interventions for multiple health behaviors can improve the strength of behavior habits in people who want to reduce their cardiovascular risk. Nonetheless, few randomized controlled trials have tested this assumption to date.

Objective: The study aim was to test an 8-week Web-based computer-tailored intervention designed to improve habit strength for physical activity and fruit and vegetable consumption among people who want to reduce their cardiovascular risk. In a randomized controlled design, self-reported changes in perceived habit strength, self-efficacy, and planning across different domains of physical activity as well as fruit and vegetable consumption were evaluated.

Methods: This study was a randomized controlled trial involving an intervention group (n=403) and a waiting control group (n=387). Web-based data collection was performed in Germany and the Netherlands during 2013-2015. The intervention content was based on the Health Action Process Approach and involved personalized feedback on lifestyle behaviors, which indicated whether participants complied with behavioral guidelines for physical activity and fruit and vegetable consumption. There were three Web-based assessments: baseline (T0, N=790), a posttest 8 weeks after the baseline (T1, n=206), and a follow-up 3 months after the baseline (T2, n=121). Data analysis was conducted by analyzing variances and structural equation analysis.

Results: Significant group by time interactions revealed superior treatment effects for the intervention group, with substantially higher increases in self-reported habit strength for physical activity (F1,199=7.71, P=0.006, Cohen’s d=0.37) and fruit and vegetable consumption (F1,199=7.71, P=0.006, Cohen’s d=0.30) at posttest T1 for the intervention group. Mediation analyses yielded behavior-specific sequential mediator effects for T1 planning and T1 self-efficacy between the intervention and habit strength at follow-up T2 (fruit and vegetable consumption: beta=0.12, 95% CI 0.09-0.16, P<0.001; physical activity: beta=0.04, 95% CI 0.02-0.06, P<0.001).

Conclusions: Our findings indicate the general effectiveness and practicality of Web-based computer-tailored interventions in terms of increasing self-reported habit strength for physical activity and fruit and vegetable consumption. Self-efficacy and planning may play major roles in the mechanisms that facilitate the habit strength of these behaviors; therefore, they should be actively promoted in Web-based interventions. Although the results need to take into account the high dropout rates and medium effect sizes, a large number of people were reached and changes in habit strength were achieved after 3 months.
Cardiovascular diseases (CVD) are major causes of morbidity and mortality in men older than 45 years and women older than 65 years in most developed European countries, including Germany and the Netherlands [1-5]. Regular physical activity and a healthy diet play an important role in preventing CVD because of their wide range of beneficial effects on physical health. Results from different meta-analyses reveal that people who already suffer from CVD have a lower risk of reinfarction [6], cardiac mortality [6-8] and overall mortality [6,7,9] if they improve their physical activity levels. Sufficient fruit and vegetable consumption is also recommended because it reduces the risk of further cardiovascular issues, such as coronary heart disease [10,11] and ischemic heart disease [12], cardiac mortality [13], and overall mortality [11].

To reduce CVD risk, one of the main goals is to adopt a healthier lifestyle (ie, regular physical activity and sufficient fruit and vegetable consumption). Changes that make these behaviors more habitual are a desired goal in primary and secondary prevention because once a behavior has become habitual it requires less conscious effort and relapses become less likely [14,15]. Habituation of the healthy behavior may be the final phase in the health behavior change chain, whereby the behavior has stabilized and its strength has plateaued [14].

People who are aware of their risk for CVD are usually highly motivated to practice recommended health behaviors and break old, unhealthy habits [16]. However, the process of health behavior change involves motivational factors that extend beyond merely having knowledge about behavior change benefits [17] and good intentions [18]. Even when people successfully initiate recommended changes, the gains are often short term and, without intervention, behavior change adherence declines over time [19,20]. Thus, long-term studies investigating the underlying mechanisms of health behavior maintenance are needed.

There is ample empirical support that intentions for behavioral change may best provoke behavior initiation by increasing the use of self-regulation strategies (ie, self-efficacy [21,22] and planning [23-25]). According to Bandura [26], self-efficacy describes optimistic self-beliefs concerning the ability to cope with possible failure and recover from relapses. Perceived self-efficacy seems to be important at all points in the health behavior change process [21] and is not only important for behavior initiation, but also behavior maintenance, recovery, and habituation. Evidence for the relevance of techniques that increase self-efficacy can be found in intervention studies, which found that experimentally induced changes in self-efficacy were positively associated with behavior initiation at a later point [27-29]. However, research on the direct effect on habit strength is limited.

In addition to self-efficacy, it is likely that planning promotes habit strength because habits are assumed to result from frequent behavior enactment in stable settings [30-32]. For example, if a person plans to go swimming on Fridays after dinner, the behavior becomes closely tied to contextual cues such as the time and location for which he or she chose to perform the initial action plan and the behavior becomes automatized with minimal forethought [15]. Previous intervention studies using self-regulatory techniques have revealed effects on habit strength at short-term follow-up in the case of physical exercise [33] and nonsmoking [34], although no research is available addressing multiple behaviors.

Because habit strength is a relatively new concept in behavioral intervention research, it is not yet fully understood how planning and self-efficacy might interplay with habit strength. Interventions that make use of both self-efficacy and planning techniques may enhance social cognitions, thereby leading to increased habit strength. Thus, mediation analysis might unfold the underlying working mechanisms of such an intervention.

A growing area of research focuses on the incorporation of the Internet as a mode of delivery to allow for individualized behavior change interventions [35-38]. Because interventions cannot fit all populations and circumstances in the same way, tailoring intervention content and offering personal behavioral and action feedback might increase the effectiveness of such programs in comparison to generic interventions or so-called “one-size-fits-all” approaches [39,40]. Specific tailored feedback for individuals based on their perceptions about a given behavior may be similar to feedback provided in face-to-face interactions and thus hold a higher personal relevance for the participant [41-43]. In addition, compared to face-to-face interventions, tailored interventions are easily accessible when delivered via the Internet and provide a cost-effective means to reach a wide population [35,36]. Previous studies on computer-tailored Web-based health behavior change interventions provided positive results for a variety of health behaviors, including physical activity [44-48], fruit and vegetable consumption [49,50], and multiple health behaviors [51-53] among the general adult population as well as people with cardiovascular risk profiles [54,55]. Although these previous Web-based computer-tailored studies focused on behavioral achievement, this study extended this topic by directly assessing its ability to enhance habit strength.

In this study, the first objective is to investigate the effects of an 8-week Web-based computer-tailored intervention on...
improvements of self-reported physical activity habit strength and fruit and vegetable consumption habit strength among people who were interested in reducing their cardiovascular risk. Moreover, we also test the prediction that social cognitive variables targeted by the tailored intervention (ie, self-efficacy and planning) increase more from the baseline in the intervention group than in the control group. Finally, we investigate whether changes in self-efficacy and action planning mediate the effect of the intervention on improvements in habit strength after two follow-up measurements. Testing the mechanisms of how the intervention exhibits an effect on proximal indicators of habit strength is the added value of our research. It is only when we know whether interventions work in terms of supporting habit formation by successfully targeting self-efficacy and planning by model learning and concrete planning tasks that we can conclude what online interventions should address in the future.

**Methods**

A detailed description of the study protocol has been published previously [56]; therefore, only a summary of the study methodology and procedures is provided.

**Study Design, Procedure, and Participants**

This study was a randomized controlled trial involving one intervention group and one waiting control group. There were three assessments: baseline (T0, N=790), a posttest at 8 weeks after the baseline (T1, n=206), and a follow-up 3 months after the baseline (T2, n=121). The waiting control group obtained access to the 8-week Web-based computer-tailored intervention at T2 after the intervention group had finished the intervention. The study received ethical approval by the Deutsche Gesellschaft für Psychologie in Germany (EK-A-SL022013) and the Medical Ethics Committee of Atrium Medical Centre Heerlen in the Netherlands (12-N-124).

Enrollment and follow-up took place from July 2014 to February 2015 in Germany and the Netherlands. We used different recruitment strategies: participants were recruited face-to-face by the authors of this study in 10 German and eight Dutch cardiac rehabilitation facilities and heart training groups. The authors of this study contacted the centers for acquisition and they were willing to participate. In addition, we called for participation via Internet platforms on diabetes and cardiovascular diseases as well as via an email invitation from two research agency online panels in Germany and the Netherlands. No data on how many participants were recruited through each strategy were available. The inclusion criteria were as follows: age between 20 and 85 years, no contraindications for physical activity and fruit and vegetable consumption, having an interest in improving physical activity and fruit and vegetable consumption, sufficient reading and writing skills in the relevant language (German or Dutch), and computer literacy and Internet access. Participation in the study was voluntary and data were anonymized.

**Figure 1** shows the flow of participants from enrollment in the study to allocation to the two conditions (intervention group and waiting control group) and follow-up visits after 8 and 12 weeks. To obtain access to the Web-based questionnaires, the participants registered on the Rehabilitation-Aftercare for an optimal Transfer into Autonomous daily life (RENATA) website with a self-chosen nickname and password. The website was also open to the general public and provided broad information on the inclusion criteria and the procedure of the 8-week intervention as well as the duration of the questionnaires. Participants were made aware of the two-group design and the information provided was identical for all study participants, independent of the recruitment strategy.

After providing informed consent online, 1010 participants were then randomly assigned to either the intervention group or the waiting control group. Both groups took part in the identical baseline measurement (T0). Randomization into the intervention group and waiting control group was performed by the content management system, TailorBuilder, which was developed for Web-based tailored interventions. No block or cluster randomization was applied; rather, the randomization was conducted at the individual level. Participants and the authors of this study were blinded to their allocation for the duration of the study. The experiment was double blind. Overall, 220 datasets were excluded by the research team because of double registration (n=5), missing gender information (n=86), inadequate age (n=1 younger than 20 years), and no available T0, T1, or T2 data (n=128).
Figure 1. Flowchart of participants through the study.

**Intervention Program**

After registration, the 8-week intervention was delivered to the intervention group via the Internet, addressing physical activity in the first 4 weeks and fruit and vegetable consumption in the following 4 weeks. Once a week, the study participants were reminded to participate in the weekly intervention sessions and the follow-up measurements by automatically generated emails containing a link to the respective questionnaire.

The intervention was a Web-based computer-tailored intervention to increase physical activity and fruit and vegetable consumption among people who intended to change their physical activity and fruit and vegetable consumption. We used the Health Action Process Approach as a theoretical framework to develop the 8-week Web-based intervention [21,57]. The eight weekly sessions in the intervention period targeted the concepts of the different stages (nonintender, intender, and actor) via the use of behavior change techniques, such as providing information about behavioral risk, the benefits of behavior change, intention formation, barrier identification, prompting specific goal setting, and reviewing behavioral goals [58]. These techniques have proven effective in other computer tailoring programs [51,59]. Physical activity was discussed during the first four intervention sessions (sessions 1–4) and the last four sessions focused on fruit and vegetable consumption (sessions 5–8). In the following, we briefly describe the content of each session for both behaviors. In sessions 1 and 5, participants received tailored feedback about their risk perception, outcome expectancies, and their actual health behavior regarding physical activity and fruit and vegetable consumption based on their previous assessment. During the second and sixth sessions, participants were asked to determine personal goals and action plans for physical activity and fruit and vegetable consumption based on their previous assessment. During this session, participants received example plans and tailored feedback on how to structure a plan, and what elements a plan should contain (where, when, who, how long, with whom). Subsequently, participants had the opportunity to adapt their plans. Self-efficacy was also addressed during this time and the following sessions and participants were provided with motivating feedback on how
to perform the desired behavior. During the third and seventh sessions, participants were asked whether they had succeeded in performing the action plan and if they would like to adjust the plan. People who indicated having problems formulating plans received role-model examples. Thereafter, coping planning was addressed in the third and seventh sessions, whereby participants were asked to identify personal barriers and generate coping plans. Again, these coping plans were evaluated during the next session and could be adjusted by the participants. The fourth and eighth sessions focused on social support. Participants developed an overview about people in their environment who could support them in achieving their plans. During the intervention, different types of feedback were provided. Ipsative feedback was used to provide participants with an overview of their development regarding physical activity and fruit and vegetable consumption during the intervention. This feedback was based on a short questionnaire that participants had to complete at the beginning of each session. Normative feedback was included to compare the participants’ behavior with the norm of the population. Bar charts were included in each session to present the progress of the participant’s behavior change. In this study, feedback and behavioral recommendations referred to the goals of five portions of fruit and vegetables a day and physical activity for at least 30 minutes five times a week because this constituted the best match for the target group [11,60]. Bar charts were included to monitor the behavior change progress and a personal tone was applied.

Measurement Instruments

All variables were self-assessed online at baseline (T0) and after the 8-week intervention period (T1) and during the 3-month follow-up (T2). Study participants indicated all social cognitive items on Likert scales ranging from “1=not true” to “7=exactly true.”

Sociodemographic Variables

We assessed sociodemographic information such as gender (1=male, 2=female), year of birth, country (1=Netherlands, 2=Germany), employment status (1=working part-time, 2=working full-time, 3=in training, 4=unemployed, 5=retired, 6=housewife/-husband), marital status (1=single, 2=close relationship but not living together, 3=close relationship and living together, 4=marital partnership/common law marriage, 5=divorced, 6=widowed), and highest level of education (1=no school graduation, 2=primary school education, 3=secondary school education, 4=vocational school graduation, 5=university entrance diploma, 6=other) in the baseline questionnaire. The participants additionally reported body height and body weight to calculate their body mass index (BMI) at T0, T1, and T2.

Intentions

For physical activity, the three independent items used were “On 5 days a week for 30 minutes (or a minimum of 2.5 hours per week), I have the intention to perform...” (1) “strenuous physical activity,” (2) “moderate physical activity,” or (3) “walking activity” [59]. Intention about fruit and vegetable consumption was assessed using the item “I seriously intend to eat at least five portions of fruit and vegetable daily” [61].

Self-efficacy

Physical activity self-efficacy [62] was assessed with five items (Cronbach alpha=.88), such as “I am certain that I can be physically active permanently at a minimum of 5 days a week for 30 minutes.” Self-efficacy for fruit and vegetable consumption [29] was assessed by five items (Cronbach alpha=.92), such as “I am certain that I can eat 5 portions of fruit and vegetable a day even if it is sometimes difficult.”

Action Planning and Coping Planning

Action planning and coping planning were assessed using six items for physical activity (Cronbach alpha=.91) and six items for fruit and vegetable consumption (Cronbach alpha=.92). For both target behaviors, the question started with “For the next month, I have already planned in detail...” (1) “which physical activities I would like to do,” (2) “when I have to be especially cautious not to stop being active,” and (3) “what I can do in difficult situations to stick to my intentions” [63].

Planning for fruit and vegetable consumption started with the same phrase, followed by the three items: (1) “when I will eat 5 portions fruit and vegetables,” (2) “which fruit and vegetables I will eat,” and (3) “when I need to be especially cautious not to fall into my old eating habits” or “what I can do in difficult situations to stick to my intentions” [29].

Habit Strength

The strength of habit for physical activity (Cronbach alpha=.88) and fruit and vegetable consumption (Cronbach alpha=.93) was measured with an abbreviated version of the Self-Report Habit Index (SRHI) [64] and included the two items “Being physically active for at least 30 minutes on 5 days a week is something that...” and “Eating five portions of fruit and vegetable per day is something...” (1) “has become a confirmed habit” and (2) “I do without thinking about it.”

Statistical Analyses

Data analysis was conducted with SPSS version 22. Dropout analysis was performed using ANOVAs for the quantitative variables age, baseline intentions, baseline habit strength, and BMI. Chi-square tests were performed for the categorical variables gender and country. Age, gender, country, employment status, marital status, highest level of education, and BMI were included as covariates in all analyses because we were not interested in subgroup differences.

To investigate the effectiveness of the intervention, we first conducted separate ANCOVAs with repeated measures analyses for the four outcome measures for habit strength for regular physical activity, habit strength for fruit and vegetable consumption, self-efficacy, and planning. In each analysis, time, group, and a group by time interaction were entered as independent variables and the group by time interactions were interpreted. Effect sizes for differences in means are presented as Cohen’s d. Those effect sizes less than 0.30 were considered small, those between 0.30 and 0.80 were considered medium, and those larger than 0.80 were regarded as large [65].

To examine whether intervention effects on habit resulted from changes in social cognitive variables, we used mediation analysis to test indirect effects of intervention on change in habit strength.
through changes in those cognitions that the intervention aimed to modify. The mediation analyses were performed using SPSS AMOS mediation models according to Preacher and Hayes [66]. The bootstrapping approach (5000 bootstrap samples) was used to estimate 95% confidence intervals of the standardized effects of the intervention on habit strength through self-efficacy and planning.

Baseline habit strength and baseline levels of self-efficacy and planning were controlled for. The level of statistical significance was set at $P<.05$. All reported $P$ values are two-tailed. We used no statistical measures to correct for multiple testing.

For the 16 variables used in the analyses, the missing data proportions were <21% at T0, <19% at T1, and <17% at T2. Therefore, missing study variables were estimated with the full-information maximum likelihood (FIML) method. We exported the estimated data to SPSS to perform further analyses. FIML is based on the maximum likelihood algorithm and, compared with other options (ie list-/pairwise deletion, regression imputation), maximum likelihood estimates exhibit the least bias [67]. For example, Demirtas et al [68] reported that parameters were estimated accurately with missing rates up to 25%.

**Results**

**Participation and Sample Characteristics**

The final sample consisted of 790 persons with a mean age of 50.9 years at baseline (SD 12.2, range 20-84). In all, 62.9% (497/790) of the participants were female, 71.8% (646/790) of the participants were married or in a relationship, and 569 participants (72.0%) were employed either full- or part-time. The mean BMI was 27.6 (SD 5.5, range 15.0-60.8), indicating that the participants as a group were considered overweight. The final sample consisted of 790 persons with a mean age of 50.9 years at baseline (SD 12.2, range 20-84). In all, 62.9% (497/790) of the participants were female, 71.8% (646/790) of the participants were married or in a relationship, and 569 participants (72.0%) were employed either full- or part-time. The mean BMI was 27.6 (SD 5.5, range 15.0-60.8), indicating that the participants as a group were considered overweight. Table 1 provides an overview of the main baseline variables in this study.

The $t$ tests revealed small yet significant differences between German (n=371) and Dutch participants (n=419) regarding age ($t_{789}=8.51$, $P=.004$), BMI ($t_{789}=5.38$, $P=.02$), self-efficacy for physical activity ($t_{789}=8.24$, $P=.004$), and planning for fruit and vegetable consumption ($t_{789}=18.91$, $P<.001$). German participants were found to be slightly older and have a higher BMI and higher self-efficacy levels compared to the Dutch participants, whereas they reported less planning of their fruit and vegetable consumption. In addition, there were more women among the Dutch participants ($\chi^2_{790}=9.1$, $P=.004$).

**Dropout Analyses**

Dropout analyses (1=dropout, 2=no dropout) showed no significant differences between the participants who completed all waves of data collection (T0, T1, and T2) and those who dropped out after T0 regarding age ($F_{1,789}=1.11$, $P=.29$), BMI ($F_{1,789}=0.38$, $P=.54$), baseline intentions (fruit and vegetable consumption: $F_{1,789}=0.81$, $P=.78$; physical activity: $F_{1,789}=0.02$, $P=.90$), and baseline habit strength (fruit and vegetable consumption: $F_{1,789}=0.23$, $P=.63$; physical activity: $F_{1,789}=2.75$, $P=.10$). In addition, the dropouts after T0 did not significantly differ from those who participated in the follow-up questionnaire in terms of gender ($\chi^2_{790}=2.1$, $P=.15$) and country ($\chi^2_{790}=1.2$, $P=.27$): Men and women, as well as German and Dutch participants dropped out after the baseline measurement T0 in equal numbers.

Those who dropped out after posttest T1 did not differ from those who participated in all measurement points in terms of age ($F_{1,789}=3.36$, $P=.07$), BMI ($F_{1,789}=0.42$, $P=.52$), baseline intentions (fruit and vegetable consumption: $F_{1,789}=1.56$, $P=.21$; physical activity: $F_{1,789}=0.01$, $P=.98$), and baseline habit strength for fruit and vegetable consumption ($F_{1,789}=1.22$, $P=.27$). In addition, the dropouts after T1 did not differ from those who participated in the follow-up questionnaire in terms of country ($\chi^2_{790}=1.2$, $P=.27$): German and Dutch participants dropped out after the baseline measurement T0 in equal numbers. However, there were significant differences between those who dropped out after T1 and those who completed all measurement points in terms of baseline habit strength for physical activity ($F_{1,789}=6.71$, $P=.01$) and gender ($\chi^2_{790}=4.3$, $P=.04$). Slightly more women than men dropped out after T1; those people who dropped out after T1 showed significantly lower baseline habit strength for physical activity than those who completed all measurement points. Overall, T0 to T1 attrition was 73.9% (584/790) and T0 to T2 attrition was 85.3% (705/790).

Table 2 presents the number of participants who participated in the single intervention sessions. Participation declined from 90.8% (314/790) in the first session to 19.9% (69/790) participation in the last session of the 8-week intervention. Participants completed a mean 2.0 (SD 2.4) intervention sessions of eight potential sessions. Most participants completed only one session (41.9%, 331/790), 15.3% (120/790) completed two sessions, 8.7% (68/790) completed three sessions, 4.6% (36/790) completed four sessions, 3.8% (30/790) completed five sessions, 5.8% (45/790) completed six sessions, 5.5% (43/790) completed seven sessions, and 8.1% (63/790) completed all eight sessions.

**Intervention Effects on Baseline to Posttest Changes in Habit Strength**

The assumption that the 8-week Web-based intervention would lead to an increase in habit strength for fruit and vegetable consumption and physical activity at posttest T1 was tested first. The results of the ANCOVA with repeated measurements (see Table 3) showed an interaction effect of group×time for habit strength for physical activity ($F_{1,199}=7.71$, $P=.006$, Cohen’s $d=0.30$) as well as habit strength for physical activity ($F_{1,199}=7.71$, $P=.006$, Cohen’s $d=0.37$) with medium effect sizes. The intervention group showed a higher increase of dietary habit strength and physical activity habit strength from baseline (T0) to posttest (T1) than the waiting control group. This was then tested for the T2 follow-up, examining changes from T0 to T2. There was neither an intervention effect for habit strength for fruit and vegetable consumption ($F_{1,114}=0.82$, $P=.14$) nor for habit strength for physical activity ($F_{1,114}=0.43$, $P=.24$) at follow-up T2.
Table 1. Sample characteristics at baseline T0 (N=790).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=790)</th>
<th>Waiting control group (n=387)</th>
<th>Intervention group (n=403)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>50.8 (12.2)</td>
<td>50.8 (12.3)</td>
<td>50.9 (12.0)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>293 (73.1)</td>
<td>151 (51.5)</td>
<td>142 (48.5)</td>
</tr>
<tr>
<td>Female</td>
<td>497 (62.9)</td>
<td>236 (47.5)</td>
<td>261 (52.5)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>27.6 (5.4)</td>
<td>27.3 (5.2)</td>
<td>27.8 (5.6)</td>
</tr>
<tr>
<td><strong>Physical activity, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intentions</td>
<td>3.9 (1.0)</td>
<td>3.9 (1.0)</td>
<td>4.0 (0.9)</td>
</tr>
<tr>
<td>Planning</td>
<td>4.3 (1.4)</td>
<td>4.3 (1.4)</td>
<td>4.3 (1.5)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.6 (1.3)</td>
<td>4.5 (1.4)</td>
<td>4.7 (1.3)</td>
</tr>
<tr>
<td>Habit strength</td>
<td>3.5 (1.8)</td>
<td>3.4 (1.7)</td>
<td>3.6 (1.9)</td>
</tr>
<tr>
<td><strong>Fruit and vegetable consumption, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intentions</td>
<td>4.5 (1.4)</td>
<td>4.5 (1.4)</td>
<td>4.6 (1.3)</td>
</tr>
<tr>
<td>Planning</td>
<td>3.8 (1.5)</td>
<td>3.7 (1.4)</td>
<td>3.8 (1.6)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.7 (1.5)</td>
<td>4.6 (1.3)</td>
<td>4.7 (1.5)</td>
</tr>
<tr>
<td>Habit strength</td>
<td>3.7 (1.9)</td>
<td>3.6 (1.8)</td>
<td>3.8 (1.9)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>371 (47.0)</td>
<td>189 (50.9)</td>
<td>182 (49.1)</td>
</tr>
<tr>
<td>Dutch</td>
<td>419 (53.0)</td>
<td>198 (47.3)</td>
<td>221 (52.7)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school graduation</td>
<td>1 (0.1)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Primary school education</td>
<td>23 (2.9)</td>
<td>15 (65.2)</td>
<td>8 (34.8)</td>
</tr>
<tr>
<td>Secondary school education</td>
<td>86 (10.9)</td>
<td>40 (46.5)</td>
<td>46 (53.5)</td>
</tr>
<tr>
<td>Vocational school graduation</td>
<td>378 (47.8)</td>
<td>192 (50.8)</td>
<td>186 (49.2)</td>
</tr>
<tr>
<td>University entrance diploma</td>
<td>242 (30.6)</td>
<td>112 (46.3)</td>
<td>130 (53.7)</td>
</tr>
<tr>
<td>Other</td>
<td>60 (7.6)</td>
<td>28 (46.7)</td>
<td>32 (53.3)</td>
</tr>
<tr>
<td><strong>Working situation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working full-time</td>
<td>396 (50.1)</td>
<td>191 (48.2)</td>
<td>205 (51.8)</td>
</tr>
<tr>
<td>Working part-time</td>
<td>173 (21.9)</td>
<td>91 (52.6)</td>
<td>82 (47.4)</td>
</tr>
<tr>
<td>Schooling/vocational training</td>
<td>15 (1.9)</td>
<td>8 (53.3)</td>
<td>7 (46.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>49 (6.2)</td>
<td>22 (44.9)</td>
<td>27 (55.1)</td>
</tr>
<tr>
<td>Retired</td>
<td>115 (14.6)</td>
<td>59 (51.3)</td>
<td>56 (48.7)</td>
</tr>
<tr>
<td>Housewife/-husband</td>
<td>42 (5.3)</td>
<td>16 (38.1)</td>
<td>26 (61.9)</td>
</tr>
<tr>
<td><strong>Family status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>78 (9.9)</td>
<td>35 (44.9)</td>
<td>43 (55.1)</td>
</tr>
<tr>
<td>Close relationship but not living together</td>
<td>46 (5.8)</td>
<td>22 (47.8)</td>
<td>24 (52.2)</td>
</tr>
<tr>
<td>Close relationship and living together</td>
<td>76 (9.6)</td>
<td>41 (53.9)</td>
<td>35 (46.1)</td>
</tr>
<tr>
<td>Marital partnership/common law marriage</td>
<td>524 (66.3)</td>
<td>258 (49.2)</td>
<td>266 (50.8)</td>
</tr>
<tr>
<td>Divorced</td>
<td>54 (6.8)</td>
<td>27 (50.0)</td>
<td>27 (50.0)</td>
</tr>
<tr>
<td>Widowed</td>
<td>12 (1.5)</td>
<td>4 (33.3)</td>
<td>8 (66.7)</td>
</tr>
<tr>
<td>Weekly intervention session</td>
<td>Participation in the specific session, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 1</td>
<td>373 (47.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 2</td>
<td>240 (30.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 3</td>
<td>202 (25.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 4</td>
<td>148 (18.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fruit and vegetable consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 5</td>
<td>166 (21.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 6</td>
<td>141 (17.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 7</td>
<td>132 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 8</td>
<td>123 (15.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Changes of outcome measures from baseline (T0) to posttest (T1) (N=790).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Intervention group, mean (SD)</th>
<th>Waiting control group, mean (SD)</th>
<th>$F_{1,199}$</th>
<th>$P$</th>
<th>Cohen’s $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.22 (1.47)</td>
<td>−0.06 (1.28)</td>
<td>2.11</td>
<td>.01</td>
<td>0.22</td>
</tr>
<tr>
<td>Planning</td>
<td>0.60 (1.76)</td>
<td>0.14 (1.25)</td>
<td>5.70</td>
<td>.02</td>
<td>0.35</td>
</tr>
<tr>
<td>Habit strength</td>
<td>1.00 (1.66)</td>
<td>0.34 (1.53)</td>
<td>7.71</td>
<td>.006</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>Fruit and vegetable consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.22 (1.47)</td>
<td>−0.06 (1.28)</td>
<td>1.40</td>
<td>.03</td>
<td>0.20</td>
</tr>
<tr>
<td>Planning</td>
<td>0.58 (1.72)</td>
<td>0.03 (1.60)</td>
<td>5.48</td>
<td>.02</td>
<td>0.36</td>
</tr>
<tr>
<td>Habit strength</td>
<td>0.83 (1.83)</td>
<td>0.26 (1.51)</td>
<td>7.71</td>
<td>.006</td>
<td>0.30</td>
</tr>
</tbody>
</table>

**Intervention Effects on Baseline-Posttest Changes in Self-Efficacy and Planning**

An ANCOVA with repeated measures revealed significant interaction effects of condition×time for self-efficacy for physical activity ($F_{1,199}=2.11$, $P=.01$, Cohen’s $d=0.22$) and self-efficacy for fruit and vegetable consumption ($F_{1,199}=1.40$, $P=.04$, Cohen’s $d=0.20$). The increase in self-efficacy from baseline (T0) to posttest (T1) was higher in the intervention group in comparison to the waiting control group. There was no intervention effect for self-efficacy for fruit and vegetable consumption ($F_{1,114}=3.63$, $P=.06$) nor for self-efficacy for physical activity ($F_{1,114}=0.39$, $P=.54$) at follow-up T2. For planning, we found a significant interaction effect of condition×time for both physical activity ($F_{1,199}=5.70$, $P=.02$, Cohen’s $d=0.35$) and fruit and vegetable consumption ($F_{1,199}=5.48$, $P=.02$, Cohen’s $d=0.36$) with small to medium effect sizes. This indicates that the intervention led to a significantly higher increase in planning from baseline (T0) to posttest (T1) in the intervention group as compared to the waiting control group for both target behaviors.

**Mediation Analyses**

To address whether the intervention had an effect on habit strength through self-efficacy and planning, self-efficacy and planning at posttest T1 were considered to serve as sequential mediators between the intervention and habit strength at T2 follow-up. The entire hypothesized model is portrayed in Figure 2 and shows an acceptable fit to the data ($\chi^2_{190}=6.1$, $P<.001$; comparative fit index=.91; Tucker-Lewis index=.81; root mean square error of approximation=.08). The intervention group condition significantly predicted T1 self-efficacy (physical activity: $\beta=0.32$, $P<.001$; fruit and vegetable consumption: $\beta=0.39$, $P<.001$), holding higher mean values in the intervention group. T1 self-efficacy was significantly interrelated with T1 planning (physical activity: $\beta=0.61$, $P<.001$; fruit and vegetable consumption: $\beta=0.63$, $P<.001$) for both target behaviors, whereas T1 planning predicted subsequent T2 habit strength (physical activity: $\beta=0.22$, $P<.001$; fruit and vegetable consumption: $\beta=0.50$, $P<.001$). Accordingly, people who planned more were also more likely to show strengthened habits later. Baseline habit strength also significantly predicted habit strength at T2 (physical activity: $\beta=0.79$, $P<.001$; fruit and vegetable consumption: $\beta=0.43$, $P<.001$). The standardized indirect effect of the intervention through T1 self-efficacy and T1 planning on T2 habit strength was $\beta=0.04$ (95% CI 0.02-0.06) for physical activity and $\beta=0.12$ (95% CI 0.09-0.16) for fruit and vegetable consumption. The multiple mediator model accounted for 68% of the variance in T2 physical activity habit strength and 44% of the variance in T2 fruit and vegetable consumption habit strength.
**Discussion**

**Principal Results**

The aim of this study was to test the effectiveness of a Web-based intervention in terms of improving habit strength for regular physical activity and fruit and vegetable consumption. The intervention led to significant increases in participants’ self-reported physical activity habit strength as well as fruit and vegetable consumption habit strength 8 weeks after baseline. This is in line with the results from previous self-regulatory intervention studies, which yielded effects on habit strength with a short-term followup in the case of physical exercise [33] and smoking cessation [34]. However, our study extends these findings to the context of Web-based computer-tailored interventions for physical activity and also fruit and vegetable consumption, and shows the online practicality of a multiple behavior change intervention.

Previous research has mainly tested how habit strength is formed based on cues to action [14,15]. Such a cue can be medical treatment or advice received during an eHealth program. Instead, we investigated which self-regulatory mechanisms accounted for the effect of the intervention on habit strength. We were able to show that the intervention successfully addressed two key intervention variables, self-efficacy and planning, which subsequently mediated the intervention effect on habit strength 3 months after the baseline (ie, changes in self-efficacy and planning contributed additively to habit strength). This replicates the results of Fleig et al [31], who used a multiple health behavior model and theoretical assumptions [69]. Both self-efficacy and planning were predictive of habit strength at a later point; thus, they are not only important for behavior initiation [27-29], but also behavior maintenance. In future studies, this behavior maintenance should be researched in more depth with an Internet study design in a medical context (ie, with patients only).

The theoretical framework of habit strengthening used in this study may also be applied to processes when individuals try to break unhealthy habits, such as smoking and snacking. For example, Webb et al [34] showed that smokers with moderate or low smoking habits were successful in overriding their unhealthy habitual responses when accompanied with behavioral alternatives that they had specified in an action plan (eg, “If I am walking from the office to my car, then I will chew some gum instead of smoking a cigarette!”). These compensatory cognitions were not researched explicitly in this study, but should be addressed in the future [69].

Our results for the hypothesized mechanisms are important because they point toward the potential target constructs of Web-based interventions and how to make such interventions more efficient. It is imperative to address self-efficacy and planning to enable individuals to develop habits and translate intentions into behaviors. However, in future research this needs to be evaluated further. For instance, it should be tested whether the intervention effect only translates in the sequence via self-efficacy first and then planning or whether it could also be that self-efficacy moderates the mediation of intentions into...
behavior via planning. In addition, experimental designs should test whether the intervention addressing planning works only in intenders or people with high self-efficacy because it was found in previous studies [63].

Limitations
This study is subject to some limitations, including the measurement of our criterion variables fruit and vegetable consumption and physical activity habit strength. The SRHI offers a standardized and reliable measure to assess habituated action with evidence across behaviors and populations [70,71]. However, we relied on a short version of the habit strength measure referring to general physical activity and fruit and vegetable consumption. Future studies may include additional items of the SRHI to capture further facets of habitual automaticity (eg, lack of control). In addition, self-report for behavioral outcome measures of intervention studies can be criticized for their limitations, such as response and recall bias, underreporting, socially desirable answers, and measurement errors [72]. Thus, the inclusion of measures such as biomarkers or pedometers is advocated as an objective indicator of effectiveness [73,74].

Furthermore, the high dropout in our study needs to be addressed. Web-based interventions typically come with dropout rates [75] that can be very high (eg, up to 86% [76]). Although appropriate usage of the intervention differs among certain participant characteristics [76], we did not find any personal characteristics that could explain high dropout. Due to our widespread recruitment strategies, it can be assumed that a large number of the participants who signed up for the intervention did so out of curiosity rather than having a genuine interest in changing their health behavior, which could be one explanation for the high dropout rate [77]. Furthermore, dropout and not responding to questions could also be caused by intervention characteristics, such as the length of the questionnaire, layout, or navigation difficulties through the intervention [78]. Future studies should further investigate characteristics of dropout and nonresponse to eHealth interventions and consider how to tackle them to obtain larger sample sizes, including at follow-up. The results from a recent systematic review [79] show that the differences in technology and interaction predict user adherence in Web-based interventions.

One possible recommendation for future interventions is the inclusion of social media interaction, the integration of environmental components, and regular updates to promote adherence. Participants might show higher levels of engagement and complete program challenges in a Web-based program when they have social ties [80], the possibility to exchange experiences with others, and receive social support [81]. In addition, because environmental intervention components (eg, information on how to plan a cycling route for being physically active) might support people in finding possibilities to translate their goal intentions to behaviors [44], the integration of these environmental components could be useful in stimulating more active intervention participation.

Finally, our study participants form a rather heterogeneous group because we included participants via different recruitment channels. Unfortunately, no data on how many participants were recruited through each strategy are available. Although baseline intentions and sociodemographic data were controlled for in all analyses, a physician rating, medical diagnosis, or objective index of medical severity should be included as a control in future studies. In addition, there were small yet significant differences between German and Dutch participants regarding the measures used, although it is assumed that none of the differences in the results are due to country given that both countries have similar nutrition recommendations [82,83] and prevention campaigns (eg, “5 a day”) [84,85].

Conclusion
The results of this study are important for the future development of Web-based computer-tailored interventions to improve lifestyle behaviors that can reduce the risk of cardiovascular events. Web-based computer-tailored interventions can be a suitable delivery mode to successfully foster changes in self-efficacy and planning, which predict physical activity and fruit and vegetable consumption habit strength. This research adds to the growing literature on real-world habit strengthening, with our findings suggesting that planning and confidence in one’s action may aid the process of making behavior automatic. Our results add up to the current body of knowledge because they display mechanisms of how this intervention affects behavioral habit change. Future interventions should address habit formation by targeting self-efficacy and planning by model learning and concrete planning tasks.

Due to the high dropout rate, our results must be interpreted with caution, although these findings can guide further research. In particular, the investigated constructs and mechanisms should be further elaborated. Practical implications can be retrieved from the fact that habit-strengthening resources for plans and self-efficacy boosters can be delivered briefly via the Internet, are easy for people to implement, and theoretically have the potential for longer-term impact.

Future interventions may benefit from aids to support the creation and recall of plans, particularly when accompanied with self-efficacy prompting techniques, such as vicarious experience, personalized feedback, providing contingent rewards, self-monitoring (tracking one’s own food- and exercise-related behavior), and becoming conscious of mastery experience [86,87].
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Abstract

Background: Self-monitoring is an essential behavioral strategy for effective weight loss programs. Traditionally, self-monitoring has been achieved using paper-based records. However, technology is now more frequently used to deliver treatment programs to overweight and obese adults. Information technologies, such as the Internet and mobile phones, allow innovative intervention features to be incorporated into treatment that may facilitate greater adherence to self-monitoring processes, provide motivation for behavior change, and ultimately lead to greater weight loss success.

Objective: The objective of our study was to determine whether the consistency of self-monitoring differed between participants randomly assigned to a basic or an enhanced 12-week commercial Web-based weight loss program.

Methods: We randomly assigned a sample of 301 adults (mean age 42.3 years; body mass index 31.3 kg/m²; female 176/301, 58.5%) to the basic or enhanced group. The basic program included tools for self-monitoring (online food and exercise diary, and a weekly weigh-in log) with some feedback and reminders to weigh in (by text or email). The enhanced program included the basic components, as well as extra individualized feedback on self-monitoring entries and reminders (by text, email, or telephone) to engage with self-monitoring tools. We evaluated the level of self-monitoring by examining the consistency of self-monitoring of food, exercise, and weight during the 12 weeks. Consistency was defined as the number of weeks during which participants completed a criterion number of entries (ie, ≥3 days of online food or exercise diary records per week and ≥1 weigh-in per week).

Results: The enhanced group’s consistency of use of self-monitoring tools was significantly greater than that of the basic group throughout the 12 weeks (median consistency for food 8 vs 3 weeks, respectively, P<.001; for exercise 2.5 vs 1 weeks, respectively, P=.003).

Conclusions: Enhanced features, including additional individualized feedback and reminders, are effective in enhancing self-monitoring behaviors in a Web-based weight loss program.
Introduction

Self-monitoring is a behavioral strategy considered essential for effective weight loss programs [1]. Self-monitoring typically involves systematic observation, measurement, and recording of dietary intake, exercise, and weight [1]. This monitoring may raise individuals’ awareness of their own actions, how and when these actions occur, and the initial and lasting impact on their actions [1]. It allows individuals to evaluate their progress toward goal attainment, reinforces behavior changes made, and highlights behaviors that may require further attention [2,3].

A systematic review evaluated the effects of self-monitoring of diet, exercise, and self-weighing on weight loss as part of a behavioral intervention program [4]. All 22 included studies supported the hypothesis that greater frequency of self-monitoring is associated with greater weight loss [4]. Due to the diversity of measurements of self-monitoring of dietary intake and exercise in the included studies, the reviewers could not determine an optimal frequency of self-monitoring of dietary intake and physical activity necessary for weight loss. However, the review concluded that individuals who weighed themselves at least once per week lost significantly more weight, which is consistent with an earlier systematic review [5]. Notably, the later review identified that very few studies have examined participants’ adherence to self-monitoring over time (ie, how consistently they self-monitored over time) and any association with weight loss [4].

Behavioral weight loss programs are traditionally delivered in a face-to-face format and self-monitoring is completed using paper-based diaries [6]. However, new treatment modalities using technologies, such as the Internet or mobile phone apps, have been developed. The multimedia capabilities of such technologies have the potential to minimize the obstacles associated with paper-based self-monitoring, such as reducing the participant’s burden by simplifying the recording process [7]. Furthermore, technology provides an opportunity for inclusion of features that may facilitate greater adherence to the self-monitoring process, enhance motivation for behavior change, and ultimately lead to greater weight loss success [4]. Such features include the provision of automated or tailored feedback on weight, dietary intake, or exercise levels or reminders (eg, text messages, emails) to complete program tasks such as self-monitoring [4,8]. Using meta-analysis, a recent systematic review demonstrated that eHealth weight loss programs with additional features achieved 1.46 kg greater weight loss postintervention than those providing a standard eHealth program alone [8]. However, few studies have investigated whether the provision of these additional self-monitoring-related features improves adherence to self-monitoring and facilitates greater weight loss. Burke et al [9] randomly assigned participants to self-monitor their dietary intake using 3 approaches: a personal digital assistant with no feedback; a personal digital assistant with daily tailored automated feedback; or a paper-based diary with no feedback. They found that after 24 months there was no significant difference in weight loss between the 3 groups, although the 2 personal digital assistant groups self-monitored on a significantly greater proportion of days than the paper-based monitoring group over the 24-month period [9]. This study highlighted the ability of technology to engage individuals in the self-monitoring process and, as the authors conclude, was an important “early step” in understanding how technology can be used for self-monitoring in weight loss programs. Further examination of whether specific components of technology-based weight loss programs can improve participants’ adherence to self-monitoring of diet, exercise, and weight is required.

We previously conducted a randomized controlled trial (RCT) comparing the efficacy of 2 versions (basic vs enhanced) of a commercial Web-based weight loss program for 12 weeks [10]. Both versions of the program included tools for self-monitoring (online food and exercise diary, and a weekly weigh-in log) with automated feedback on self-monitoring records and once-weekly reminders via text message or email to weigh in. The enhanced group also received additional weekly automated individualized feedback reports on current diet and exercise based on their previous week’s self-monitoring records, as well as extra reminders via text message, email, or phone to complete all self-monitoring records. Both groups lost weight; however, we found no significant difference in mean weight change between groups (basic -2.7, SD 4.0, enhanced -3.3, SD 4.5, P= .21) or the proportion of participants who achieved a clinically significant weight loss of 5% (basic 24.5%, enhanced 32.9%, P= .11) at 12 weeks based on intention-to-treat analysis [11].

Therefore, the aims of this investigation were to determine whether consistency (ie, number of weeks during which participants completed a criterion number of online entries) of self-monitoring of food intake, exercise, and weight differed between participants randomly assigned to the basic version and those assigned to the enhanced version of the commercial Web-based weight loss program, and whether the consistency of self-monitoring was related to weight loss after 12 weeks [10]. We hypothesized that the enhanced group would achieve significantly greater frequency and consistency of self-monitoring of dietary intake, exercise, and weight than the basic group.
Methods

Study Design
We collected data for this analysis as part of a commercial Web-based weight loss program RCT. The methods of the RCT have been published in detail elsewhere [10]. We investigated online self-monitoring behaviors in adults allocated to 1 of 2 versions of a commercial weight loss program with basic or enhanced features for 12 weeks.

Participants and Recruitment
We recruited overweight and obese (body mass index, BMI, of 25 to 40 kg/m$^2$) adults (18 to 60 years old) in the Hunter region of New South Wales, Australia, through media advertising (radio, TV, newspaper, flyers in general practitioner clinics, university website) from October to December 2009. To be included in the study, participants had to agree not to take part in other weight loss programs for the study duration; pass a health screening questionnaire; have access to a computer with Internet and an email account; and be able to attend assessment sessions at the University of Newcastle campus (Callaghan, Australia). Participants were ineligible for the study if they were pregnant or trying to conceive; had major medical illnesses; had physical inabilities such as orthopedic or joint problems; had lost 4.5 kg or more in the preceding 6 months; or were taking medications that affected or were affected by weight loss. We obtained written informed consent from all participants before their enrollment.

Random Allocation to Groups
We initially randomly assigned participants to 1 of 3 groups (basic or enhanced treatment group, or a waiting list control) using a stratified randomized block design. Blocks of variable length (either 3 or 6) were used to stratify participants according to their sex and baseline BMI category (25 to <30; ≥30 to <35 or ≥35 to 40 kg/m$^2$). After 12 weeks, we randomly reallocated participants in the control group to either the basic or enhanced group, using the same procedures. We analyzed the self-monitoring behaviors of all participants during their participation in the basic or enhanced group. Participants were informed of their group allocation in sealed envelopes, which contained their online program login details. Participants in the basic and enhanced groups and researchers assessing outcomes were blinded to participants’ assignment to treatment groups.

Weight Loss Interventions
Participants were given free access to a basic or enhanced version of the commercial Web-based weight loss program The Biggest Loser Club [12] provided by SP Health Co (Sydney, NSW, Australia). The features of the Web-based program were designed based on social cognitive theory [13]. The program targeted the major factors of behavioral change, including self-efficacy, goal setting, self-monitoring, and social support. Both the basic and enhanced programs were conducted through the Web-based program for 12 weeks. Table 1 describes the key features of the basic and enhanced programs, specifically highlighting the self-monitoring tools, as well as features designed to encourage participants to self-monitor.
For the purposes of this study, we required a participant to make a weigh-in entry as well as other body measurements (waist and hip girths) via website or text message, and were encouraged to record at least once per week.

Participants recorded the type and amount of food or exercise by searching a database for the most appropriate item, selecting the appropriate measurement unit, and entering the amount.

Participants recorded weight (weigh-in) as well as other body measurements (waist and hip girths) via website or text message, and were encouraged to record at least once per week.

Table 1. Comparison of features of the basic and enhanced commercial Web-based weight loss programs.

<table>
<thead>
<tr>
<th>Tools to enhance self-monitoring: feedback</th>
<th>Basic and enhanced</th>
<th>Enhanced only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online food and exercise diary: Automated calculations of energy intake, energy expenditure, and energy balance were provided on the online diary page. Automated nutrition summaries were available via link on online diary page. Reported intake was compared with recommended nutrient targets for key nutrients: energy, total fats, saturated fat, protein, carbohydrate, sugars, fiber, sodium, calcium, iron, zinc, magnesium, iodine, selenium, vitamins B1, B2, B3, B6, B12, A, C, and folate (if entries made in online diary).</td>
<td>A weekly automated individualized feedback report based on online food and exercise diary entries was provided via the website for the previous week. Feedback for key elements of diet and exercise (ie, weekly summary of energy intake and expenditure, saturated fat, fruit and vegetable intakes, frequency and intensity of physical activity, and time spent being active compared with national recommendations), usage patterns of the website (ie, cumulative average website visits, diary entries, and forum posts), and level of success with weight loss (ie, weight loss to date) was provided. The feedback used a color-coded traffic light system (green, amber, red) to indicate whether a participant was meeting recommendations (green), moving in the right direction (amber), or not meeting recommendations (red).</td>
<td></td>
</tr>
<tr>
<td>Weigh-ins: entered weight data (and other measurements) were tracked and displayed graphically and in a body (body mass index) silhouette to demonstrate change over time.</td>
<td>Weekly reminders to further motivate participants to log in to the website, weigh in, and use the online food and exercise diary were sent. The reminders escalated with urgency, starting with an initial reminder email, then a text message, and lastly a phone call if participants did not engage with the program. Reminders commenced when weigh-in was 2 days overdue or if no site visits were made in 3 days or site visits but no diary entries were made in 4 days.</td>
<td></td>
</tr>
</tbody>
</table>

Tools to enhance self-monitoring: reminders

Participants were encouraged to weigh-in via once-weekly email or short message service text messaging reminders to enter weight on the website on the due date.

Participants set a weight loss goal and were assigned individualized daily calorie targets to facilitate a 0.5–1 kg weight loss per week (~2600 kJ less than their estimated energy requirements).

Online education in the form of weekly tutorials, fact sheets, meal and exercise plans, and weekly challenges were provided.

Access to weekly low-fat menu plan and grocery lists designed to meet nutrient reference values and assigned calorie target was available.

Social support was available via online discussion forums.

Other tools

An individualized weekly automated enrollment report based on responses to the enrollment survey was sent. It included an assessment of current weight and suggestions for appropriate weight loss goals; an energy balance assessment and recommended calorie target; an assessment of eating habits and behaviors, including saturated fat and fiber intake, daily servings of fruits and vegetables, high-risk eating behaviors (eg, skipping meals, not eating breakfast, drinking soft drinks), and nonhungry eating triggers; and weight loss motivation assessment.

Measures

All self-monitoring data were collected by SP Health Co and provided to the researchers. Data stored by SP Health Co included the date a participant submitted a food exercise or weigh-in entry. To make a food or exercise entry, participants searched for and selected a food or exercise item from the database, selected a unit of measurement (eg, grams or cups for food, or minutes or distance in kilometers for exercise), and then recorded the amount. A weigh-in entry required a weight to be entered by participants either online or via text message. For the purposes of this study, we required a participant to make 1 entry per day (ie, enter 1 food item, 1 exercise, or 1 weight) for the day to be counted as self-monitoring and therefore be included in the calculation of consistency of self-monitoring.

Consistency of self-monitoring for this study refers to the number of weeks during which a criterion number of entries was made. For food and exercise the criterion number was ≥3 days of entries per week, as per the previous definition of Peterson et al [14]. For weigh-ins the criterion number was ≥1 weigh-in per week, as per previous systematic reviews indicating that individuals who weighed themselves at least once weekly lost significantly more weight [4,5].
To determine the relationship between categories of self-monitoring consistency and weight loss, we grouped participants into 3 levels of self-monitoring consistency over the 12 weeks, based on the number of weeks when they met the criterion number of self-monitoring entries (ie, ≥3 days of online food or exercise diary records per week and ≥1 weigh-in per week). The levels were defined as low consistency if participants met the criterion number of self-monitoring entries in ≤4 weeks; as moderate if they met the criterion between 5 and 8 weeks; or as high if they met the criterion for ≥9 weeks. Low, medium, and high were defined a priori, by dividing the number of intervention weeks (ie, 12 weeks) into 3 groups covering an equal number of weeks.

All other measurements were taken at the Human Performance Laboratory at the University of Newcastle, Callaghan Campus, with assessments at baseline and 12 weeks of the study. Height was measured to 0.1 cm using the stretch stature method on a Harpenden portable stadiometer (Holtain Limited, Dyfed, UK). Weight was measured with the participant wearing light clothing, without shoes, on a digital scale to 0.01 kg (model CH-150kp; A&D Mercury Pty Ltd, Adelaide, Australia). BMI was calculated as weight (kg)/height (m)^2. Participants completed a survey at baseline that captured sociodemographic characteristics (age, sex, education level, ethnicity and income).

Statistical Analysis

We analyzed the data using Stata 11.0 (StataCorp LP). Descriptive statistics are described as mean and SD for normally distributed continuous variables, median and interquartile range for nonnormal continuous data, and number (n) and percentage for categorical variables. We used chi square tests to compare the self-monitoring consistency each week (weeks 1 to 12) by treatment group. Due to the multiple comparisons, we applied the Bonferroni correction, with $P<.004$ ($P=.05/12$) considered statistically significant.

We also used chi-square tests to compare the total number of consistent weeks and consistency of self-monitoring groups (low, moderate, high) by treatment group. Analysis of variance tested for differences in percentage weight loss at 12 weeks between consistency of self-monitoring groups (low, moderate, high). We performed post hoc comparisons using the Tukey-Kramer method. An intention-to-treat approach was used for calculating percentage weight loss, with baseline observation carried forward for those lost to follow-up at 12 weeks. We considered $P<.05$ to be statistically significant for these single comparisons.

Results

Baseline Characteristics

Of the 591 adults who expressed interest in participating in the study, 309 were randomly assigned to 1 of 3 groups (basic n=99, enhanced n=106, waiting list control n=104). We randomly reassigned waiting list control group participants to a treatment group after 12 weeks (basic n=44, enhanced n=52, lost to follow-up n=8); therefore, this analysis included 301 participants (basic n=143, enhanced n=158). We previously reported participants’ characteristics at baseline [11]. In summary, 58.5% of participants were female (176/301), with a mean (SD) age of 42 (10.2) years, and most were born in Australia (273/301, 90.7%), were classified as obese (195/301, 64.8%), had an educational level higher than high school (210/301, 69.8%), and had a weekly household income of more than A$1500 (194/301, 64.5%). At baseline (treatment group entry), characteristics of the basic and enhanced group participants did not differ significantly [11], nor were there any differences between participants initially randomly assigned to the waiting list control group and their respective intervention groups.

Attrition Rates

A total of 62 participants did not have their weight assessed at 12 weeks, resulting in 20.6% (62/301) attrition. There was no significant difference ($P=.7$) in attrition rates between the basic (31/143, 21.7%) and enhanced groups (31/158, 19.6%) at 12 weeks.

Consistency of Self-monitoring

Table 2 describes the consistency of self-monitoring by treatment group. The median number of weeks during which participants made food and exercise entries on ≥3 days per week and weighed in once per week was significantly greater in the enhanced than in the basic group (food: 8 vs 3 weeks, respectively, $P<.001$; exercise: 2.5 vs 1 week, respectively, $P=.003$; weigh-ins: 11 vs 8 weeks, respectively, $P<.001$). The enhanced and basic groups differed significantly in the proportion of participants classified as having low, moderate, and high self-monitoring consistency for food ($\chi^2=18.9$, $P<.001$), exercise ($\chi^2=10.0$, $P=.007$) and weight ($\chi^2=16.5$, $P<.001$) entries (Table 2).
Table 2. Frequency and level of consistency of self-monitoring by basic and enhanced groups of a commercial Web-based weight loss program over 12 weeks.

<table>
<thead>
<tr>
<th>Data entered by participant</th>
<th>Basic (n=143)</th>
<th>Enhanced (n=158)</th>
<th>P value&lt;sup&gt;bc&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Food</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of weeks ≥3 days entries, median (IQR)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3 (0–12)</td>
<td>8 (0–2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (n=133), n (%)</td>
<td>55.94 (80)</td>
<td>33.54 (53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate (n=54), n (%)</td>
<td>18.18 (26)</td>
<td>17.72 (28)</td>
<td></td>
</tr>
<tr>
<td>High (n=114), n (%)</td>
<td>25.87 (37)</td>
<td>48.73 (77)</td>
<td></td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of weeks ≥3 days entries, median (IQR)</td>
<td>1 (0–12)</td>
<td>2.5 (0–12)</td>
<td>.003</td>
</tr>
<tr>
<td>Low (n=207), n (%)</td>
<td>77.62 (111)</td>
<td>60.76 (96)</td>
<td>.007</td>
</tr>
<tr>
<td>Moderate (n=36), n (%)</td>
<td>8.39 (12)</td>
<td>15.19 (24)</td>
<td></td>
</tr>
<tr>
<td>High (n=58), n (%)</td>
<td>13.99 (20)</td>
<td>24.05 (38)</td>
<td></td>
</tr>
<tr>
<td><strong>Weigh-ins</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. weeks with 1 weigh-in, median (IQR)</td>
<td>8 (2–12)</td>
<td>11 (7–12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low (n=79), n (%)</td>
<td>37.06 (53)</td>
<td>16.46 (26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate (n=50), n (%)</td>
<td>13.99 (20)</td>
<td>18.99 (30)</td>
<td></td>
</tr>
<tr>
<td>High (n=172), n (%)</td>
<td>48.95 (70)</td>
<td>64.56 (102)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Levels were defined as low consistency if participants met the criterion number of self-monitoring entries in ≤4 weeks; as moderate if they met the criterion between 5 and 8 weeks; or as high if they met the criterion for ≥9 weeks.

<sup>b</sup>Wilcoxon test populations to compare between groups for median number of days, entries, and weeks with ≥3 days of entries.

<sup>c</sup>Chi square to compare between groups for number who used the self-monitoring feature, and number having low, moderate, or high consistency.

<sup>d</sup>IQR: interquartile range.

The figures illustrate the proportion of participants from the basic and enhanced groups who consistently made an online diary food entry (Figure 1) or exercise entry (Figure 2) or weighed in (Figure 3) during each week of the program (weeks 1 to 12). A significantly higher proportion of the enhanced group than of the basic group made food entries ≥3 days per week from weeks 4 to 12 of the program. A significantly higher proportion of enhanced group participants than of basic group participants made exercise entries ≥3 days per week during weeks 8 and 11, and a significantly higher proportion of enhanced group participants than of basic group participants weighed in during weeks 2, 5, 7, 9, 10, and 11 (Multimedia Appendix 1). Notably, both the basic and enhanced groups’ consistency of self-monitoring declined from weeks 1 to 12 (Figure 1, Figure 2, Figure 3, and Multimedia Appendix 1). For example, in week 1 of the program, 79.6% (126/158) of enhanced group participants made food entries to the online diary ≥3 days compared with 46.8% (74/158) in week 12. In comparison, 69.2% (99/143) of basic group participants made food entries to the online diary in week 1 compared with 28.7% (41/143) in week 12.
**Figure 1.** Proportion of participants from the basic (full line) and enhanced (dashed line) groups who consistently (3 or more days/week) made food entries to the online diary from weeks 1 to 12.

**Figure 2.** Proportion of participants from the basic (full line) and enhanced (dashed line) groups who consistently (3 or more days/week) made exercise entries to the online diary from weeks 1 to 12.
Figure 3. Proportion of participants from the basic (full line) and enhanced (dashed line) groups who consistently (1 or more days/week) weighed in from weeks 1 to 12.

Consistency of Self-monitoring and Weight Loss

Consistency of self-monitoring strongly predicted weight loss. There was a significant difference in percentage weight loss by consistency of self-monitoring for food entries ($F_{2,298} = 57.39$, $P < .001$), exercise entries ($F_{2,298} = 66.20$, $P < .001$), and weigh-ins ($F_{2,298} = 33.49$, $P < .001$). Post hoc comparisons revealed that, for food and exercise entries to the online diary, participants whose consistency was high lost significantly more weight than those whose consistency was low or moderate, and those whose consistency was classified as moderate lost significantly more weight than those classified as low (food entries online diary for high: mean $-6.2$, SD $4.5%$; moderate: $-2.6$, SD $3.7%$; low $-1.1$, SD $3.0%$; exercise entries online diary for high: mean $-7.9$, SD $4.7%$; moderate $-4.5$, SD $3.8%$; low: $-1.7$, SD $3.3%$). For weigh-ins, participants whose consistency was high or moderate lost more weight (mean $-4.9$, SD $4.7%$ and $-1.7$, SD $3.0%$, respectively) than those whose consistency was low ($-0.7$, SD $2.7%$).

Discussion

Our study found greater consistency of self-monitoring among participants randomly assigned to an enhanced version of a 12-week commercial Web-based weight loss program that included additional individualized feedback on self-monitoring records and reminders to engage with the self-monitoring tools. The 2 groups differed in weigh-ins, and in food and exercise entries to the online diary, although the enhanced features had the least impact on exercise entries. Greater consistency of self-monitoring of all 3 monitoring behaviors was associated with increased weight loss. However, there was no significant difference in weight loss between the enhanced and basic intervention groups.

The greater use of self-monitoring tools by the enhanced group may be associated with the push factors, such as the reminders, or the positive feedback or encouragement provided by the weekly feedback reports, which is supported by the research of Eysenbach [15].

Therefore, more in-depth evaluation of the multiple intervention components used in the enhanced program is warranted, to examine reasons for greater engagement with the self-monitoring tools by the enhanced group participants. Furthermore, the consistency of self-monitoring varied with the behavior (weight, food, or exercise) being monitored and decreased over the 12 weeks for all 3 behaviors in both groups. Self-monitoring entries of weight were much more consistent in both groups throughout the 12 weeks than either food or exercise entries. Reasons for this greater consistency of weight entries are not clear but possible explanations are the relative ease of providing weight entries and positive reinforcement of effort if weight continues to decline. The consistency of food entries was also reasonably high initially, particularly in the enhanced group, but decreased substantially over time, especially in the basic group. Consistency of exercise entries was relatively poor from week 1. Although a greater proportion of enhanced group participants consistently self-monitored exercise compared with the basic group over the 12 weeks, it was only during 2 weeks (weeks 8 and 11) that a higher proportion of enhanced group participants made exercise entries $\geq$ 3 days per week. The additional features (eg, reminders, feedback) provided in the enhanced intervention may not have prompted self-monitoring of exercise and suggests that a greater understanding of the barriers to self-monitoring of exercise is required. However, it is also possible that the poor consistency of exercise entries may be due to a lack of exercise being performed by participants.

There is evidence from systematic reviews that greater self-monitoring within weight loss interventions is associated with greater weight loss [4,5]. The provision of enhanced features within the Web-based weight loss program appears to have facilitated greater consistency of self-monitoring; however, this did not result in significantly greater weight loss in this study [11]. This is consistent with several recent studies that
have been unable to demonstrate a significant difference in weight loss between Web-based interventions providing additional features, such as individualized feedback, online support groups, or behavioral lessons to facilitate greater weight loss success [16-19]. The similar rates of weight loss between the 2 groups in this study and in other studies [16-19] may have been due to both the standard and basic versions of these programs having included key features known to contribute to weight loss success (eg, goal setting, self-monitoring with some feedback, and social support). In this study, although the enhanced features motivated more participants to use the self-monitoring tools, the additional feedback provided may not have assisted all participants to adequately self-regulate their behaviors in order to lose weight. For example, the extra feedback provided was individualized to behaviors reported by the participants as part of their self-monitoring records. Therefore, if they reported the same behavior each week, they would continue to receive an identical feedback message in subsequent weekly feedback reports. Furthermore, although the enhanced group’s use of the self-monitoring tools was significantly higher than that of the basic group, the use of the tools varied among study participants in both groups, as evidenced by the large interquartile ranges reported for all self-monitoring metrics. Clearly not all study participants were motivated to self-monitor by the enhanced program features, nor did all participants require the enhanced features to facilitate adequate levels of self-monitoring. Notably, both groups demonstrated declining rates of self-monitoring over time, which is consistent with previous reports of the use of online public health interventions [20] and Web-based weight loss programs (eg, [16,21]), including the program in this study [22]. This may have further contributed to the nonsignificant difference in weight loss between the 2 groups.

In a cohort study, we previously identified that a higher median number of days when participants used the self-monitoring features of the basic version of the program was associated with significantly greater weight loss [23]. A limitation of that study was that it relied on self-reported weight data. The results of the RCT reported here, with objective assessment of weight and use of self-monitoring tools, confirm our previous findings [23]. Participants who were highly consistent (≥9 weeks out of 12) in self-monitoring weight (≥1 day/week) and in reporting food or exercise in the online diary (≥3 days/week) lost significantly more weight (5% to 8%). Our findings are supported by Krukowski et al [24], who demonstrated that participants who consistently self-monitored during a 6-month online behavioral weight control program were significantly more likely to achieve clinically important weight loss. They found that participants who self-monitored on ≥6 days during the initial stages of the program (weeks 1 to 4) were more likely to achieve clinically important weight loss after 6 months, as well as those who self-monitored during the later weeks of the intervention (weeks 9 to 24) [24]. Further experimental research is required to determine whether the association between self-monitoring consistency and weight loss observed in this study is indicative of a cause-effect relationship between self-monitoring and weight loss success.

**Study Strengths and Limitations**

A strength of this RCT was the large sample including substantial proportions of both male and female participants, and use of objective measures of self-monitoring. Potential limitations include that we evaluated self-monitoring behaviors during the 12-week weight loss intervention. Therefore, we do not know whether self-monitoring was continued or maintained beyond the 12-week period, and whether this was associated with further weight loss. This is an area where future research is warranted, as it was recently suggested that frequency and consistency of self-monitoring of dietary intake after a 6-month weight loss program improved weight loss success at 12 months [14]. Our study focused on 1 behavioral strategy (self-monitoring) within the commercial weight loss program, and did not consider the potential influence of other key behavioral strategies (eg, social support via the discussion forum, or provision of tailored feedback via automated feedback reports). Due to errors with tracking of participant’s usage of other program components during the trial, this analysis is not possible. The definition of consistency of self-monitoring was based on previous literature where possible; however, as no universally accepted metrics for self-monitoring exist, the results may vary with the use of different cut points.

**Conclusion**

Enhanced program features, such as reminders and tailored feedback, facilitated greater consistency of self-monitoring of food, exercise, and weight during a 12-week commercial Web-based weight loss program. However, there were no significant differences in weight loss between the enhanced and basic intervention groups. Given the strong association between self-monitoring of these behaviors and successful weight change outcomes, further evaluation of individuals’ experiences with self-monitoring and intervention components designed to promote self-monitoring (ie, reminders, tailored feedback) is warranted. This will provide greater insight into factors contributing to group and individual variations in engagement with self-monitoring tools and facilitate the design of Web-based weight loss interventions that are adaptive and provide individually tailored features to optimize self-monitoring (eg, frequency and mode of reminders, language used in feedback).
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Multimedia Appendix 1
Consistency of use of the commercial web-based weight loss program's self-monitoring tools (online diary to monitor food and exercise and weigh-ins) by treatment group (basic vs enhanced) from weeks 1 to 12.
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Abstract

Background: Brief automated messages have the potential to support self-management in people with type 2 diabetes, but their effect compared with usual care is unclear.

Objective: To examine the effectiveness of interventions to change lifestyle behavior delivered via automated brief messaging in patients with type 2 diabetes.

Methods: A systematic literature review of controlled trials examined the impact of interventions, delivered by brief messaging, and intended to promote lifestyle change in people with type 2 diabetes, on behavioral and clinical outcomes. Bibliographic databases searched included Medline, Embase, CINAHL, PsycINFO, and ISI WoK. Two reviewers independently screened citations. We extracted information on study risk of bias, setting (high versus low- and middle-income countries) and intervention characteristics (including use of theory and behavior-change techniques). Outcome measures included acceptability of the interventions, and their impact on 1) determinants of lifestyle behavior (knowledge about diabetes, self-efficacy, attitudes towards self-management), 2) lifestyle behavior (diet, physical activity), and 3) clinical and patient-reported outcomes. Where possible, we pooled data using random-effects meta-analyses to obtain estimates of effect size of intervention compared to usual care.

Results: We identified 15 trials (15 interventions) meeting our inclusion criteria. Most interventions were delivered via short message service text messaging (n=12) and simultaneously targeted diet and physical activity (n=11). Nine interventions consisted of unidirectional messages, whereas six consisted of bidirectional messages, with patients receiving automated tailored feedback based on self-reported data. The acceptability of the interventions, and their impact on lifestyle behavior and its determinants, were examined in a low proportion of trials, with heterogeneous results being observed. In 13 trials (1155 patients) where data were available, there was a difference in glycated hemoglobin of -0.53% (95% CI -0.59 to -0.47%) between intervention groups compared to usual care. In five trials (406 patients) there was a non-significant difference in body mass index of -0.25 kg/m² (95% CI -1.02 to 0.52). Interventions based on unidirectional messages produced similar effects in the outcomes examined, compared to those based on bidirectional messages. Interventions conducted in low- and middle-income countries showed a greater impact than those conducted in high-income countries. In general, trials were not free of bias and did not use explicit theory.
Conclusions: Automated brief messages strategies can improve health outcomes in people with type 2 diabetes. Larger, methodologically robust trials are needed to confirm these positive results.


KEYWORDS
Diabetes mellitus, type 2; mobile health; text messaging; systematic review; diet; physical activity; self-care

Introduction

The number of people with type 2 diabetes worldwide is currently estimated to be 387 million, and is expected to increase to 592 million by 2035 [1]. This prevalence imposes a substantial burden of disease, mainly due to life-long multi-organ complications [2], leading to increased disability and premature deaths in low- and middle-income countries (LMIC) as well as high-income countries (HIC) [3].

Available evidence suggests that better control of blood glucose, blood pressure, and cholesterol levels would delay the onset of complications, and thereby prevent premature deaths among those already diagnosed with diabetes [4]. Lifestyle modification focusing on healthy eating is an accepted component of management [5], alongside promotion of physical activity [6]. However, patients with diabetes do not always follow advice about recommended changes in diet and physical activity, and therefore do not achieve optimal control of risk factors. Reasons for this are multifactorial, including psychological, social, and health care related factors [7,8].

Recommendations for supporting diabetes self-management are now widely incorporated in clinical practice guidelines [9,10]. However, strategies for providing effective continuing support and motivation are not well developed, and facilitating sustained behavior-changes remains an important challenge. Emerging evidence suggests that mobile health (mHealth) interventions may improve cardiovascular-related lifestyle behaviors and disease management [11]. Interventions based on brief messages delivered via mobile device technologies, such as short message service (SMS) technology, are one of the most studied types of mHealth interventions, and available evidence suggests they may contribute to behavior-change [11,12]. Messages can be readily delivered at a wide-scale and at a low cost, and can be used to provide information through one-way (unidirectional) systems, but also to facilitate two-way communication (interactive or bidirectional). In contrast to more resource-intensive one-to-one clinician-patient contacts in clinics, the use of brief messages can be attractive for patients in terms of convenience, acceptability, and user-friendliness [13,14]. This type of intervention could address non-adherence to lifestyle recommendations by providing frequent reminders, motivational support and prompts to action, as well as timely access and feedback to relevant health information, while making patient-provider communication much easier [15]. Although their impact in different resource settings is still unclear, automated messaging technologies could be especially relevant in low-resource settings, given their ubiquity, low cost, and potential to underpin a developing health care infrastructure (eg electronic medical records systems). All of these features are leading to an increasing interest in the use of brief messages as a part of public health interventions.

A number of systematic reviews have provided evidence for the effectiveness of mobile-phone based interventions on self-management of long term conditions [11,16-19]. However, so far no study has specifically reviewed the potential impact of automated brief messages on promoting lifestyle modifications in patients with type 2 diabetes. In addition, the theoretical basis for this type of intervention is not well established, and the usefulness of basing messages on established behavior-change techniques is not known. These gaps in knowledge may partly be due to inadequate characterization of the techniques being used, which prevents the identification of those that might be helpful.

The primary objective of this systematic review was to examine the effectiveness of brief messages in improving glycemic control through promoting healthy eating and increasing physical activity, compared to usual care. We focused specifically on interventions delivered via mobile devices to people with type 2 diabetes. Secondary objectives included 1) examining the extent to which interventions have used explicit theory, 2) examining the behavior-change techniques used, 3) examining the acceptability of the interventions, 4) examining their impact on lifestyle-change behavior and its determinants, 5) examining their impact on other clinical (blood pressure, lipids, and weight) and patient-reported outcomes, 6) comparing the impact of unidirectional vs bidirectional messages, and 7) exploring the specific impact of the interventions in HIC and LMIC.

Methods

The study was planned, conducted, and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [20]. The review protocol was registered in the PROSPERO International prospective register of systematic reviews (registration number CRD42015024302).

Data Sources and Searches

Specific search strategies were designed for the following databases (Multimedia Appendix 1): Medline, Embase, Cumulative Index of Nursing and Allied Health (CINAHL), PsycINFO, Cochrane Central Register of Controlled Trials (CENTRAL), and Science Citation Index & Conference proceedings Citation Index (ISI Web of Knowledge). To ensure the identification of relevant studies carried out in LMIC, we also searched the following databases: African Index Medicus, Index Medicus for the Eastern Mediterranean Region, Index Medicus for South-East Asia Region, Inter-Science Latin American and Caribbean Health Sciences Literature, Western
Pacific Region Index Medicus, and World Health Organization Library Database (all accessed via the Global Health Library).

The search strategy combined Medical Subject Headings terms and free-text keywords (Multimedia Appendix 2). Databases were searched from inception to April 2015 and no language restriction was applied. In addition, potentially relevant studies were identified using a snowball technique initiated by the examination of 52 previous systematic reviews on the broader area of telehealth and diabetes. A bibliographical database was created using EndNote X7, which was used to store and manage the references.

**Study Selection**

We included controlled trials examining the impact of interventions intended to promote lifestyle changes on diet and physical activity among people with type 2 diabetes. All interventions were delivered by brief messaging using mobile devices, and were compared on behavioral and clinical outcomes, versus usual care.

The main component of eligible interventions was the provision of information via brief messaging systems, characterized by automated messages (including computer-generated messages following an algorithm), which were tailored/custom-made personalized messages, or bulk messages. Messages had to be received via devices using mobile technology, such as mobile phones, smart-phones or hand-held computers. Messaging systems were those using the following technologies: SMS, automated email, or software apps. These systems could be used to provide information through one-way (unidirectional) messages or to facilitate two-way communication (interactive or bidirectional). Unidirectional messages were conceptualized as messages sent from the providers or researchers to the participants. Bidirectional messages were conceptualized as those involving a two-way communication regarding self-monitoring data that was sent by the participants, who in return received real-time automated brief messages providing tailored feedback. Eligible interventions targeted healthy eating, physical activity, or both.

Inclusion criteria for study design specifically focused on controlled clinical trials, including randomized controlled trials (RCTs), cluster RCTs, non-randomized controlled trials, and crossover studies. Only studies with control or comparator arms that consisted of patients receiving usual (standard) clinical care, or a minimal intervention (ie an intervention that is unlikely to produce any effect, such as sending non-health related messages, but allows blinding participants to condition allocation) were eligible for inclusion. Eligible studies included adult (at least 18 years old) patients with type 2 diabetes mellitus (with or without comorbid conditions) and had to be set in the community or in any primary, secondary, or tertiary care setting.

Studies reporting at least one of the following outcome measures were included: acceptability by recipients, determinants of change in lifestyle (namely knowledge, attitudes and self-efficacy on lifestyle modifications), lifestyle behaviors that impact on diabetic control (diet and physical activity), and clinical outcomes (glycated hemoglobin [HbA1c], body mass index [BMI] or body weight, lipids, blood pressure, and waist circumference).

Trials were excluded if they examined the use of messages created by a clinician based on a clinical judgement of a patient’s disease status (ie, not automated), had a proportion of patients with type 2 diabetes lower than 90%, evaluated a multifaceted intervention in which brief messages were not the main component of the intervention, or were published only in the form of conference abstracts. No language restrictions were applied.

A preliminary screen for eligibility was followed by retrieval and assessment of full texts of the selected articles. Studies that met the inclusion criteria were included for data extraction. All citations were independently screened by two reviewers. Any disagreements were solved by consensus with a third reviewer.

**Data Extraction and Quality Assessment**

Structured forms were used to extract data about the trial design, trial setting (HIC vs LMIC according to the World Bank classification [21]), number of participants in each group, length of follow-up, key elements of the intervention, type of comparison group, and acceptability of the intervention. In addition, the impact on determinants of change in lifestyle, diet and physical activity behavior, and clinical outcomes were recorded.

The extent to which the trials used theory explicitly in the development and evaluation of the interventions was assessed using an established coding-scheme which contains 19 items. This scheme assessed whether a theory was mentioned, how theories were used in intervention design and in the selection of intervention techniques, how intervention evaluations tested theory, and the implications of the results for future theory development [22]. The behavior-change techniques used in each intervention were classified using an established taxonomy [23].

We used the Cochrane Collaboration’s tool for risk of bias assessment [24]. Two reviewers independently extracted all information and assessed the risk of bias and the use of theory. Disagreements were discussed with a third reviewer until consensus was reached.

**Data Synthesis and Analysis**

We examined and synthesized the acceptability of the interventions, and their impact on 1) determinants of change in lifestyle, 2) behavior (diet and/or physical activity), and 3) clinical outcomes. Outcomes in all studies were examined and classified as measuring one of these three domains. Variables that measured other domains were not included in the analysis. For all pooled outcomes we used subgroup analyses to examine potential differences between types of messages (unidirectional vs bidirectional) and settings (HIC vs LMIC).

From each study we extracted the mean and standard deviation (SD) of HbA1c levels and BMI, contacting study authors when the information was not available. We transformed this information into weighted mean difference (95% CI), and pooled the data using random-effects models. Where SD of the change between intervention and control group for an outcome was not provided, we derived them from baseline and final SDs,
assuming a correlation of 0.5 [25]. A sensitivity analysis was undertaken using different values of correlation to determine whether the overall result of the analysis was robust to the use of imputed correlation coefficients. Heterogeneity was quantified by the $I^2$ statistic, where $I^2 > 50\%$ was considered evidence of substantial heterogeneity [26]. Publication bias was examined with funnel plots and presence of asymmetry tested with Begg [27] and Egger tests [28]. Meta-analyses were conducted with Stata, version 12.0. We set a threshold of $P=0.05$ to accept statistical significance.

Figure 1. Flowchart of articles included at each stage of the screening process.

**Results**

**Trial Identification**

Search results are summarized in the PRISMA flow diagram (Figure 1). The initial search identified a total of 2096 unique citations. Title and abstract screening of these citations resulted in the inclusion of 169 citations for further review. Following full text screening, 19 articles [29-47] reporting on 15 separate trials (evaluating 15 separate interventions) were finally included.

**Characteristics of Trials and Interventions**

Each trial assessed only one intervention. Thirteen trials used an RCT design, whereas the remaining two used a cluster-RCT [39,40] and a crossover design [44]. The average number of participants per trial was 92 (SD=52), ranging from 19 to 215. Nine of the trials were conducted in HIC, whereas six were conducted in LMIC (Multimedia Appendix 3).

On average, interventions lasted 7 months (SD=4). The majority of trials (n=12) used SMS technology to deliver the messages, whereas the rest were based on graphical information presented to the patients [44], texts available in a website [37], or brief video-messages [31]. Approximately three quarters of the interventions (n=11) addressed both diet and physical activity. Nine interventions consisted of unidirectional messages and six of bidirectional messages. Bidirectional messages were usually initiated by the study participants, who were instructed to use
specific devices to conduct the glucose (and in some interventions blood pressure) measurements and transmit the results to the study database using their mobile devices. Other systems used by patients to transmit self-management information included a hand-held electronic diary that allowed participants to describe their meals by selecting the food ingredients [44], or an SMS-based system that allowed them to record their physical activity [47]. In all interventions for each reported measurement, the patient received automated, real-time educational, behavioral, and motivational messaging specific to the entered data, on the basis of a decision-support algorithm.

Twelve behavior-change techniques were used in total. Most interventions used multiple techniques. Most frequently used techniques consisted of 1) providing information about the consequences of inaction, 2) providing instructions about how to perform a behavior, and 3) providing feedback on performance – each of which were used in eight interventions. Whereas all studies examined the impact of the interventions on clinical outcomes, behavior-change was only measured in six of them, with a wide range of instruments being used.

**Risk of Bias**

Only a minority of the trials presented low risk of bias, and none was completely free of bias (Multimedia Appendices 4 and 5). Most frequent biases were related to blinding of participants and personnel to the interventions (eight trials with high risk of bias), and other sources of bias (seven trials), which were mostly related to small sample sizes that did not allow the detection of clinically meaningful differences.

**Acceptability of the Interventions**

Five trials examined whether unidirectional messaging interventions were acceptable to participants. Three [29,30,32,33,42] reported high acceptability and satisfaction. However, one [29,33] reported moderate usability, with 40% of the participants requesting to stop receiving the messages before the end of the intervention. Another trial, in which messages were available through a website, reported low acceptability due to the lack of a user-friendly interface and inexperience with mobile web use [37]. In a trial evaluating the use of video-messages [31] it was observed that 47% of the participants in the intervention group did not view videos at all, or did so only briefly at the beginning of their participation and then stopped in the first two months.

Four trials examined participants’ acceptability of bidirectional messaging interventions, consistently observing high acceptability in terms of easiness to use systems, usefulness, and general satisfaction [38,44,45,47].

**Effectiveness of the Interventions**

**Impact on Determinants of Behavior-Change**

The impact of unidirectional messages on behavior-change determinants was only examined by two trials. One study observed significant improvement in diabetes knowledge and self-efficacy, but not in self-management attitudes [34], whereas the other observed no effect on knowledge or self-efficacy [30,32]. None of the trials evaluating bidirectional messages examined the potential impact on determinants of behavior-change (Multimedia Appendix 6).

**Impact on Behavior-Change**

Four trials examined the impact of unidirectional messages on diet and physical activity. Two studies reported no effects [30,32,42], whereas the remaining two reported statistically significant improvements in both diet and physical activity [34,43]. Only one trial examined the impact of bidirectional messages on behavior-change [45], reporting no effects.

**Impact on Clinical Outcomes**

Data from thirteen trials reporting the impact of the interventions on HbA1c [29-41,43,45-47] were pooled in a meta-analysis (Figure 2). The trials included thirteen comparisons assessing the impact of unidirectional and bidirectional messages. The weighted HbA1c mean difference between intervention (n=583) and control group (n=572) was -0.53% (95% CI -0.59% to -0.47%). There was no observed heterogeneity in HbA1c among the trials (I²=0%). Very similar effects were produced by unidirectional (-0.53%, 95% CI -0.60% to -0.47%) compared with bidirectional messages (-0.52%, 95% CI -0.69% to -0.34%).

A second meta-analysis examined the impact of the interventions on BMI. Five trials [36,37,43,45,47] with a total of 406 participants were included. The BMI mean difference between the intervention and control group was -0.25 kg/m²(-1.02 to 0.52) and not statistically significant (Multimedia Appendix 7). There was no observed heterogeneity among the trials (I²=0%). Unidirectional messages produced a smaller effect than bidirectional messages (0.08 [-1.76 to 1.93] vs -0.32 [-1.16 to 0.53], respectively), but the difference was not statistically significant. For both meta-analyses, sensitivity analyses confirmed that the overall results were robust to the use of imputed correlation coefficients, and Egger and Begg tests indicated an absence of publication bias.

Other clinical outcomes were too heterogeneous to pool. Unidirectional messaging interventions led to significant reductions of blood pressure in one of the two trials examining this outcome [31,37], and in one [47] of the four bidirectional message-based trials [38-40,45,47]. Improvement in lipid levels was reported for two [29,37] out of three unidirectional messaging interventions, and for three [36,39,40,47] out of four bidirectional messaging interventions. Patient-reported outcomes (diabetes-related distress, diabetes symptoms, and depression) did not significantly improve in either of the two trials that examined these parameters [30,32,39,40].
Differences in Impact Between High-Income and Low- and Middle-Income Countries

The proportion of studies reporting positive effects was consistently higher for trials carried out in LMIC compared to HIC in all domains examined, including acceptability of the interventions (100% in LMIC vs 57% in HIC), impact on determinants of behavior-change (100% vs 0%), on physical activity and diet (67% vs 0%), and on clinical outcomes (100% vs 55%, see Multimedia Appendix 8). Subgroup meta-analysis showed a similar reduction in HbA1c in HIC (-0.53 [-0.60 to -0.47]) compared to LMIC (-0.53 [-0.69 to -0.37]).

Use of Theory in Included Studies

The extent to which the trials explicitly used theory in relation to a number of criteria is reported in Multimedia Appendix 9. In general, theory was not used extensively. Only three trials [35,38-41] explicitly reported that the interventions were based on theory. Two interventions [35,39-41] were based on the transtheoretical model of behavioral change [48] (one study [35,41] in conjunction with the behavioral learning theory [49]), whereas the remaining intervention [38] was based on the information-motivation-behavioral skills model [50,51].

Where theory was explicitly mentioned, two trials [35,38,41] used theory to develop the intervention techniques. Only one study [38] mentioned the targeted construct that the intervention was hypothesized to change, and linked the theoretical constructs to at least one intervention technique. None of the trials measured theory-relevant constructs, used adequate measures of behavior-change, carried out a mediational analysis of constructs, or used their results to refine theory.

Discussion

This systematic review identified 15 controlled trials examining the effectiveness of interventions to promote healthy eating and physical activity in people with type 2 diabetes, delivered via automated brief messaging sent to mobile devices. The interventions predominantly used SMS technology, addressed both diet and physical activity, and were not based on theoretical models of behavior-change. Our meta-analyses showed that automated brief messaging produced a clinically important and statistically significant effect on glycemic control (pooled effect on HbA1C= -0.53%, P<0.001), but not on weight loss (BMI= -0.25 kg/m², P=0.53). In general, interventions based on the use of unidirectional messages produced similar effects compared to those based on bidirectional messages. Interventions conducted in LMIC generally showed a more positive impact than those conducted in HIC.

Figure 2. Weighted mean difference in size of effect of intervention compared with “no treatment” for glycated hemoglobin. HbA1c, glycated hemoglobin; CI, confidence interval; N, number of participants; SD, standard deviation

<table>
<thead>
<tr>
<th>Study</th>
<th>Unidirectional messages</th>
<th>Bidirectional messages</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noh et al. 2010 [37]</td>
<td>-1.04 (-1.82, -0.26)</td>
<td>-0.70 (-1.04, -0.36)</td>
<td>-0.53 (-0.59, -0.47)</td>
</tr>
<tr>
<td>Bell et al. 2012 [31]</td>
<td>-0.40 (-1.24, 0.44)</td>
<td>-0.36 (-0.67, -0.04)</td>
<td>583</td>
</tr>
<tr>
<td>Godarzi et al. 2012 [34]</td>
<td>-0.54 (-1.05, -0.03)</td>
<td>-0.90 (-1.62, -0.18)</td>
<td>572</td>
</tr>
<tr>
<td>Capozza et al. 2015 [33]</td>
<td>-0.69 (-6.36, 4.99)</td>
<td>-0.44 (-0.79, -0.08)</td>
<td>57</td>
</tr>
<tr>
<td>Arora et al. 2014 [30]</td>
<td>-0.40 (-0.97, 0.17)</td>
<td>-0.50 (-1.01, 0.01)</td>
<td>572</td>
</tr>
<tr>
<td>Yarahmadi et al. 2014 [46]</td>
<td>-0.53 (-0.60, -0.46)</td>
<td>-0.50 (-1.01, 0.01)</td>
<td>572</td>
</tr>
<tr>
<td>Islam et al. 2015 [41]</td>
<td>-0.67 (-0.97, -0.37)</td>
<td>-0.44 (-0.79, -0.08)</td>
<td>572</td>
</tr>
<tr>
<td>Tambor et al. 2014 [43]</td>
<td>-0.30 (-0.74, 0.14)</td>
<td>-0.50 (-1.01, 0.01)</td>
<td>572</td>
</tr>
</tbody>
</table>
Strengths and Limitations of the Review

This is the first systematic review specifically examining the impact of automated brief messages on self-management behavior in people with type 2 diabetes. Additional novel aspects of this review include an assessment of the extent to which interventions were based on theory, an assessment of the behavioral change techniques used, and an examination of the relative impact of this type of intervention in countries with different levels of economic development. Relevant trials were identified using a comprehensive search strategy and a large number of bibliographic sources.

In terms of limitations, our meta-analyses were restricted to glycemic control and BMI. Although we intended to conduct meta-analyses on other relevant outcomes (namely diabetes knowledge, attitudes toward diabetes self-management, and change in attitudes and physical activity-related behavior), these parameters were seldom measured, which represents a gap in evaluations to date. Finally, although formal tests on publication bias seemed to exclude its presence, we cannot completely rule out its existence.

Comparison with Previous Reviews and Implications

The positive findings observed in our diabetes-specific review are consistent with findings from reviews examining a wide range of conditions. For example, a recent meta-analysis observed that SMS messages produced a small, positive, significant effect (g=0.29) on a broad range of healthy behaviors in patients with different types of long-term conditions [12]. A recent study reviewed 15 systematic reviews and meta-analyses, observing that the majority of published text-messaging interventions were effective when addressing weight loss, physical activity, smoking cessation, and medication adherence for antiretroviral therapy [52].

The estimated 0.53% reduction in HbA1c observed in our meta-analysis is clinically important, as evidence suggests that every percentage point decrease in HbA1c over 10 years is associated with a risk reduction of 21% for deaths related to diabetes, 14% for myocardial infarctions, and 37% for microvascular complications [53]. Our result is consistent with findings from a previous systematic review of computer-based interventions to improve diabetes self-management, which showed that interventions based on the use of mobile phones (although not specifically text messages) produced the largest HbA1c reductions (-0.5%) [19]. We deliberately focused this review on interventions to improve physical activity and healthy diet. Medication adherence is also a key aspect of diabetes self-management, and adherence behavior can also be targeted by messaging interventions. We examined the impact of brief messages to improve adherence to diabetes medication in a separate systematic review, which provided evidence that messages produced a moderate positive effect on medication adherence and clinical outcomes [17].

Interventions based on the use of one-way messages produced a very similar effect to those based on two-way messages, which can be more tailored and usually require more complex technology, and are more resource intensive. This similarity is also consistent with findings from a recent trial evaluating text messages to improve treatment adherence in people with hypertension. This result is also consistent with findings from our systematic review on messages to improve adherence to diabetes medication, which observed that interventions exclusively based on brief messages produced a similar effect compared to more complex interventions combining messaging with monitoring strategies [17].

More than half of the trials did not include measures of behavior-change, and those that did reported mixed results. Previous systematic reviews also reported mixed results. For example, Cassimatis et al [54] observed that only five out of eight trials examining the effects of type 2 diabetes behavioral telehealth interventions showed significant improvements in dietary adherence and physical activity. Cotter et al [55] observed that only two out of nine studies based on Internet interventions to support lifestyle modification for type 2 diabetes management demonstrated improvements in diet or physical activity.

Although we did not observe a statistically significant reduction in BMI, we cannot exclude a small reduction. Since the text messages specifically targeted diet and physical activity behavior, we expected a greater effect. However, there were only a low number of trials reporting BMI as an outcome. Evidence from previous systematic reviews examining the impact of text messages on weight reduction is mixed, with some suggesting lack of consistent effects [56,57] and others reporting significant weight loss [58].

The interventions seem to have been acceptable to the recipients. There are many features related to mobile technology that may engage patients with the intervention. Some of these features include ease of use, convenience (eg messages need not be retrieved immediately), mobility (eg read at home or away), and frequent reinforcement (eg can read more than once). However, measures of acceptability, usability, and frequency of participation assessed in the review were not obtained using a validated tool.

Our results suggested that the interventions were more effective in LMIC than in HIC. As far as we know, this is the first study comparing the impact of automated brief messages on long-term condition self-management between countries with different levels of economic development. Two recent reviews evaluated the impact of mHealth interventions in patients with long-term conditions living in LMICs, concluding that they are cost-effective and can produce a positive impact on clinical outcomes, health-related quality of life [59], and treatment adherence [60]. Increasing evidence suggests that mHealth interventions are a useful tool to address health care system constraints in developing countries, namely limited health care workforce, limited financial resources, high burden of disease, and difficulties in providing health care to hard-to-reach populations [61]. These factors may partially explain the more positive impact in LMIC observed in our review.

Limitations of Available Evidence and Future Research Needs

The studies in our review consistently supported the use of brief messages to promote healthier lifestyle behavior in patients with
type 2 diabetes. However, available evidence is limited by several factors. First, most of the trials presented moderate or high risk of bias, mainly due to small sample sizes and inadequate blinding. To confirm the positive findings observed in our review, methodologically robust trials of greater size are very much needed. Second, although all the interventions specifically aimed to improve lifestyle behavior, behavior-change was measured in less than half of the studies. Where measured, a wide range of instruments were used, most having been designed \textit{ad hoc} and not meeting adequate standards for validity or reliability. Third, only a small fraction of trials reported use of explicit behavior-change theory. Where it was mentioned, theory was used to design the intervention, but not to examine process measures that might indicate effect, or to subsequently refine theory. There is a current debate about whether or not the evidence base for behavior-change interventions can be enhanced by applying relevant theory. It has been suggested that doing so may focus attention on the mechanisms by which interventions are effective [62]. Finally, interventions used a relatively narrow range of behavior-change techniques, focusing on provision of information. Techniques such as those involving goal-setting and planning how to enact behavior or elicit social support were seldom considered, despite evidence that such techniques are generally effective at increasing physical activity in people with diabetes or obese people [63,64].

Additional research needs include an estimation of the cost-effectiveness of the interventions, an examination of their long-term impact, an understanding of what circumstances are effective (which features of the underlying health system and target population are helpful, and which features mitigate against them working), assessment of intervention safety, and an examination of their potential contribution to more comprehensive, multifaceted interventions [52].

**Conclusions**

Interventions based on the use of automated brief messages sent to mobile devices to promote lifestyle behavior can improve glycemic control in patients with type 2 diabetes, both in developed and developing countries. Larger and methodologically robust trials are needed to confirm these positive findings.
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Abstract

Background: Men continue to smoke cigarettes in greater numbers than women. There is growing evidence for the value of developing targeted, men-centered health promotion programs. However, few smoking cessation interventions have been designed for men. A gender-specific website, QuitNow Men, was developed based on focus group interview findings, stakeholder feedback, and evidence-based cessation strategies. The website was designed to incorporate a masculine look and feel through the use of images, direct language, and interactive content. Usability experts and end-users provided feedback on navigation and functionality of the website prior to pilot testing.

Objectives: The objectives of the pilot study were to describe (1) men’s use and evaluations of the interactive resources and information on the QuitNow Men website, and (2) the potential of QuitNow Men to engage men in reducing and quitting smoking.

Methods: A one-group, pretest-posttest study design was used. Men who were interested in quitting were recruited and invited to use the website over a 6-month period. Data were collected via online questionnaires at baseline, 3-month, and 6-month follow-up. A total of 117 men completed the baseline survey. Over half of those (67/117, 57.3%) completed both follow-up surveys.

Results: At baseline, participants (N=117) had been smoking for an average of 24 years (SD 12.1) and smoked on average 15 cigarettes a day (SD 7.4). The majority had not previously used a quit smoking website (103/117, 88.0%) or websites focused on men’s health (105/117, 89.7%). At the 6-month follow-up, the majority of men used the QuitNow Men website at least once (64/67, 96%). Among the 64 users, 29 (43%) reported using the website more than 6 times. The men using QuitNow Men agreed or strongly agreed that the website was easy to use (51/64, 80%), the design and images were appealing (42/64, 66%), they intended to continue to use the website (42/64, 66%), and that they would recommend QuitNow Men to others who wanted to quit (46/64, 72%). Participants reported using an average of 8.76 (SD 4.08) of the 15 resources available on the website. At 6-month follow-up, 16 of the 67 participants (24%) had quit, 27 (40%) had reduced their smoking and 24 (36%) had not changed their smoking habits. Repeated measures general linear model showed a significant decrease in the number of cigarettes smoked between the 3-month and 6-month follow-up ($F_{1,63}=6.41$, $P=.01$, eta squared=0.09). Number of resources used on the website, quit confidence, nicotine dependence and age significantly predicted number of quit attempts by those still smoking at 6 months ($F_{4,45}=2.73$, $P=.04$), with number of resources used being the strongest predictor ($P=.02$).
Conclusions: The results of this research support efforts to integrate gender-sensitive approaches in smoking cessation interventions and indicate that this novel Web-based resource has potential in supporting men’s smoking cessation efforts.


KEYWORDS
smoking cessation; web-based health promotion; internet; masculinity; men's health

Introduction

Tobacco use remains a serious and persistent health risk and is a leading preventable cause of death related to cancer, heart disease, and other chronic diseases [1,2]. Since most tobacco is consumed in the form of manufactured cigarettes, this risk is highest among men because they smoke in greater numbers [3]. By estimates that include 21 countries, there are over 879 million current smokers, of whom 721 million are men [4].

Despite decreases in smoking rates in Canada over the past decade, men (18%) continue to smoke in greater numbers than women (14%) [5]. These trends point to a critical need to rethink how cessation services are delivered to men. Although there is increasing evidence for the effectiveness of gender-specific health promotion programs, few men-centered tobacco reduction and cessation interventions have been developed and/or formally evaluated [6,7].

Experts suggest that dynamic and interactive Web-based technologies have the potential to encourage and assist men in accessing and using health promotion information [8,9]. Although findings from a systematic review of Web-based smoking cessation programs indicate their potential usefulness [10], the majority of programs have not targeted specific subgroups of individuals or tailored interventions to their preferences and personal characteristics. Evidence suggests that online “one-size fits-all” cessation programs do not garner better outcomes than usual care, printed self-help materials, or email notification interventions [11,12].

Current research reveals men turn to the Internet for health information [8,9,13]. Websites and social networks influence men’s lifestyles, enable information-gathering, and provide opportunities to engage in mutual help and content co-creation [14,15]. Specific to smoking cessation, Web-based and mobile apps have emerged as commonplace, making possible on-demand and just-in-time information retrieval [16-18]. This, in turn, fosters “collective intelligence,” drawing on men’s preferences for autonomy in decision making related to mapping and monitoring their quit strategies. There is also evidence signaling the effectiveness of tailored, interactive online cessation programs. A three-arm randomized trial (N=1236) conducted in the United States compared the psychosocial variables mediating 30-day abstinence among adult participants assigned to either a basic cessation website, an interactive cessation website enhanced with online social networking, or an interactive and enhanced website with the addition of telephone counseling [19]. Increased levels of website utilization predicted higher abstinence rates. However, the authors caution that more work is needed to enhance the effectiveness of online smoking cessation resources [19].

To assist with reducing the number of men who smoke, we designed a men-centered smoking cessation website in collaboration with experts from QuitNow, the British Columbia Lung Association’s QuitNow.ca site. The purpose of the current paper is to (1) describe the development and usability testing of QuitNow Men, a novel, tailored, evidence-based smoking cessation website optimized for use on desktop and mobile devices, and (2) report on a pilot study conducted to garner insights about the acceptability and potential effectiveness of the QuitNow Men website. The pilot study objectives were (1) to describe men’s use and evaluation of the interactive resources and information included on the QuitNow Men website, and (2) to evaluate the potential of the QuitNow Men website to engage men in reducing and quitting smoking. The study protocol for all phases of this project was approved by the University of British Columbia Behavioural Research Ethics Board.

Methods

Initial Development of the QuitNow Men Website

Four focus groups were conducted with men who smoke or had recently quit (N=56) to gather information on men’s motivations for quitting and their suggestions for developing men-centered resources [20]. The men were recruited from three locations in British Columbia, Canada, using posters and online strategies, and represented diverse sociodemographic and ethnocultural backgrounds. Their suggestions for the kinds of support they would find helpful to quit smoking, along with evidence-based cessation strategies, guided the development of gender-specific online resources for the website. QuitNow Men was optimized for mobile use and designed to incorporate a look and feel that would appeal to men 18-45 years of age by using masculine images, direct language, and content that included interactive video dramas [21] (see Table 1). In addition, to tailor content to men’s preferences, we used strong, positive messages to promote change (eg, “Put these tactics and tools to good use to get the job done”); connected positive identities, such as being healthy and strong, with being smoke free; and included men’s stories about quitting to show common challenges and create a community of mutual help. An interactive discussion forum, a section for sharing stories about reducing and quitting, and a formatted email to “get a buddy on board” were developed for men to engage each other, provide support, and share personal experiences. To reflect preferences for autonomous decision making, the website was structured to offer men choices by providing an array of resources to map, monitor, and maintain their quit. A section with tactics and tools to support cessation efforts was provided along with quizzes, videos, expert chat, text support, and a smoking calculator. Table 1 provides an overview of resources available on the QuitNow Men website.
Usability Testing

Prior to launching the pilot study, usability testing was conducted by usability experts (n=4) and with end-users (n=9) to obtain feedback on the navigation and functionality of the QuitNow Men website. We focused on uncovering usability issues related to well-known design principles, as well as those that could impact the end-user’s overall ability to navigate the website, understand the feedback received, and progress successfully through a range of resources. Four usability experts conducted an expert review in pairs and then conducted a “cognitive walkthrough” using two target population personas and scenarios: (1) a man working in an outdoor job who would be using a smartphone, and (2) a man working in a desk job who would be using a desktop computer. A cognitive walkthrough is a specific method of expert review, in which the reviewer completes a series of tasks that the interface is meant to support from the perspective of a target user [22]. Potential issues related to expected end-user actions and associated cues/feedback were identified and categorized as being issues related to either navigation, information architecture, or functionality. Issues were rated on a scale of 1-4 ranging from suggestions/opportunities for improvement to urgent usability problems. A total of 27 issues were identified, which developers addressed through revisions to the website resource.

End-user usability testing was then conducted with 9 men using iOS and Android smartphones, a laptop, and a desktop computer. The men were recruited using e-postings on social media. A think-aloud protocol was followed, using Morae to capture audio and video of device screens as men completed tasks related to the expected use of the system (eg, enter quit date, calculate how much smoking has cost you so far). Recordings were analyzed and violations of usability principles were again classified based on usability best practices [23]. The main issues were related to not recognizing that the QuitNow Men logo was the method to return to the home page (recognition not recall), not having a back button on some pages (user control and freedom), and mixed use of first and third person in the text (match between system and real world). After the tasks were

---

Table 1. QuitNow Men website resources.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Man-friendly informational resources</strong></td>
<td></td>
</tr>
<tr>
<td>Tactics for getting started</td>
<td>Man-tailored information about different quitting methods, strategies for dealing with withdrawal, cravings, and smoking triggers.</td>
</tr>
<tr>
<td>Tactics for surviving quit day</td>
<td>Man-tailored information about lining up support, gathering supplies, avoiding risky situations, staying busy, and changing routines.</td>
</tr>
<tr>
<td>Tactics for staying on track</td>
<td>Man-tailored information with suggestions for staying smoke free. Topics include slips vs relapses, keeping one’s guard up, and strategies for dealing with stress.</td>
</tr>
<tr>
<td>Patches, gum, and more</td>
<td>Information about quit aids and where to obtain them, including; nicotine patches, gum, inhalers, lozenges, mouth sprays, and prescription drugs.</td>
</tr>
<tr>
<td>Videos on addiction</td>
<td>Inspiring, informational, and motivating videos from the Web on the science behind addiction.</td>
</tr>
<tr>
<td><strong>Man-friendly interactive resources</strong></td>
<td></td>
</tr>
<tr>
<td>Pick a quit date tool</td>
<td>Participants select a quit date that will appear in the top corner of the webpage and a digital timer begins a countdown to the chosen date. Emails are sent to the participants: two before the quit date, one on the quit date, and four follow-up emails after the quit date. Once a quit date is reached, the timer begins to count the number of day, hours, and minutes of being smoke free.</td>
</tr>
<tr>
<td>Smoking dependence mini-quiz</td>
<td>A 6-item self-report questionnaire that evaluates participant’s addiction level [19] and provides suggestions for next steps.</td>
</tr>
<tr>
<td>Smoking cost calculator</td>
<td>A smoking calculator that calculates the cost spent on cigarettes and provides suggestions of things that money could be used to buy (eg, a new truck). Cost savings are also calculated based on a 50% reduction in smoking behavior.</td>
</tr>
<tr>
<td>If I were Nick (interactive video drama)</td>
<td>Seven brief scenarios about a character, Nick, on his first day of a quit. The audience is encouraged to put themselves in Nick’s shoes and answer reflective questions on how they would think and feel in certain situations [18].</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
</tr>
<tr>
<td>Tune into the forum</td>
<td>A community forum where participants can connect and discuss topics surrounding reducing and quitting smoking.</td>
</tr>
<tr>
<td>Read shared stories</td>
<td>A space where men can read and share quit stories with other users on the website.</td>
</tr>
<tr>
<td>Text messages with quit tips</td>
<td>A 3-month automated text messaging system that is designed to provide advice and tips to help participants prepare for a quit and stay smoke free. Information is tailored to the specific quit date provided.</td>
</tr>
<tr>
<td>Challenge a friend to quit</td>
<td>Participants are encouraged to challenge a friend to quit with them. Participants are provided with a sample email that can be sent to a buddy through the Web app.</td>
</tr>
<tr>
<td>Expert chat (online quit coach)</td>
<td>Trained quit coaches, available 7 days a week to answer questions or provide advice through a live chat room.</td>
</tr>
<tr>
<td>Quitline (talk to a quit coach)</td>
<td>A toll-free one-on-one consultation with a trained quit coach designed to help participants prepare for a quit and stay smoke free. Following the initial contact, the quit coach schedules five follow-up calls.</td>
</tr>
</tbody>
</table>
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completed, the majority of the men (8/9, 89%) also completed a short questionnaire evaluating the usability of the website. Every man agreed or strongly agreed that the website was easy to use, and the majority (7/8, 88%) felt very confident using the website. Half of the men agreed or strongly agreed with the statement, “I think that I would like to use this website frequently.” Participants also indicated a preference for content on the site to be phrased in the first person (eg, How much cash am I blowing on smoking? How dependent am I?), and the website was modified accordingly. The QuitNow Men website was then readied for pilot testing.

Pilot Test

**Study Design and Sample**

A one-group, pretest-posttest study design was used. Men were recruited using social media (Facebook and Twitter) and online classified advertisements (Kijiji, Craigslist, and Castanet) between June 26, 2014, and September 8, 2014. Eligible participants were male, lived in Canada, read and understood English, had a valid email address and Internet access, and currently smoked but were interested in quitting. Participants provided online informed consent prior to participation.

**Study Procedures**

All baseline and follow-up data were collected using online questionnaires administered through a secure, password-protected link. Upon completion of the baseline questionnaire, participants were provided with a unique ID and password to access the QuitNow Men website and asked to interact with the site over a 6-month period. Study participants were invited to complete follow-up questionnaires at 3 months and 6 months. Two subsequent emails were sent to non-responders at 1-week intervals reminding them to complete the questionnaire. Two intervention emails were sent out between the 3-month and 6-month follow-ups to remind participants to continue to use the website. Intervention emails included a humorous anecdote to encourage participants to return to the site as well as a link to the homepage. Participants received a maximum of CAN $50 for participating in the study ($25 gift card for completing the 3-month follow-up and $25 gift card for completing the 6-month follow-up).

**Measures**

**Baseline Measures**

Participants were asked about their current use of technology and preferences for connecting to the Internet, as well as previous use and interest in using online smoking cessation resources. Questions were included to gather data on smoking patterns, and dependence was measured using the Fagerstom Test for Nicotine Dependence [24], a standardized instrument for assessing intensity of physical addiction to nicotine. Self-efficacy to avoid smoking temptation across various situations (eg, at a party, when under stress) was assessed using Velicer et al’s [25] instrument in its 9-item version [26]. Cronbach alpha for this measure was acceptable for this sample (alpha=.810). Demographic data were also collected including age, education level, and marital status.

**Follow-Up Measures**

**Usability and Acceptability**

Participants reported on the number of visits to the website between baseline and 3 months, and between 3-month and 6-month follow-up, with the following options: not at all, once, 2-3 times, 4-6 times, more than 6 times. For each resource they reported using, men were asked to rate its helpfulness using a 3-point scale (not helpful, somewhat helpful, very helpful). Acceptability of the website was measured by assessing level of agreement with 4 statements using a 5-point Likert response format (strongly disagree to strongly agree): “QuitNow Men is easy to use;” “The design and images used on QuitNow Men are appealing;” “I intend to continue to use QuitNow Men resource,” and “I will recommend QuitNow Men to other men who want to quit smoking.”

**Smoking Behavior**

Participants were asked if they currently smoked daily, occasionally, or not at all. Those who smoked daily or occasionally were asked about number of quit attempts lasting at least 24 hours in the past 3 months, number of cigarettes per day on the days that they smoked, readiness to quit, and confidence in ability to quit during the next month. Readiness to quit was measured using the Contemplation Ladder [27], which assesses a smoker’s position on a continuum ranging from no thought of quitting (0) to being engaged in taking action to quit (10). Finally, confidence in smoking cessation was measured using a single item that asked: “If you decided to quit smoking during the next month, how confident are you that you could do it?” Responses to this item were coded “not at all confident”=1, “not very confident”=2, “somewhat confident”=3, and “very confident”= 4.

**Data Analysis**

All data were analyzed using SPSS version 22. Descriptive statistics were used to describe website usage and participant evaluations of QuitNow Men. One-way analysis of variance (ANOVA) was conducted to determine if those who dropped out of the study significantly differed in their demographic profile from those who completed both 3-month and 6-month follow-up. Repeated-measures general linear model, assuming compound symmetry, was used to investigate within-subject differences between 3-month and 6-month follow-ups on number of cigarettes smoked, quit confidence, and readiness to quit score. One-way ANOVA was conducted to assess whether or not those who quit smoking, reduced smoking, or had no change in smoking status at 6 months differed on number of website resources used at 6-month follow up. Finally, multiple logistic regression was use to investigate predictors of the number of quit attempts at 6 months. Standardized predictor variables included number of resources used on the website (at 6-month follow-up), number of visits to the website, quit confidence (at 6-month follow-up), nicotine dependence, numbers of years smoking, and age.
Results

Sample

A total of 117 men completed the baseline survey of which 67 (57.3%) completed both the 3-month and 6-month follow-up survey. The 117 men had an average age of 39.82 (SD 11.08) with a range of 21-68 years. The majority of the men (78/117, 66.7%) were 45 years of age or younger. Sample demographic characteristics at baseline are provided in Table 2. At baseline, participants reported smoking for an average of 24 years (range 2-55, SD 12.12) and smoked on average 15 cigarettes per day (range 3-40, SD 7.4). Based on Fagerstrom scores, 48% were classified as minimally dependent, followed by 27% moderately dependent, and 25% highly dependent. The average smoking self-efficacy/temptation score was 2.7 out of a possible 5, where higher scores demonstrate lower levels of self-efficacy (higher temptation). Participants reported spending an average of 2.8 hours per day on the Internet, the majority connected to the Internet via home computer (105/117, 89.7%), followed by a smartphone (89/117, 76.1%). The majority of participants (103/117, 88.0%) had not previously used a quit smoking website or websites that focus on men’s health (105/117, 89.7%). A statistically significant age difference was found between those who completed the follow-up surveys and those who dropped out ($F_{1,113}=6.75$, $P=.01$, eta squared=0.056). Those who dropped out were significantly older (mean 43.12, SD 11.53, range 23-68) than those who completed follow-up measures (mean 37.83, SD 10.18, range 21-58). As well, those who dropped out had been smoking for significantly longer than those who completed follow-up ($F_{1,113}=8.16$, $P=.005$, eta squared=0.067). Yet there were no significant differences on Fagerstrom scores ($P=.84$), average number of hours per day on the Internet ($P=.28$), number of quit attempts in the past 2 years ($P=.67$), and self-efficacy/temptation score ($P=.70$).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-45 years</td>
<td>78</td>
<td>66.7</td>
</tr>
<tr>
<td>&gt;45 years</td>
<td>39</td>
<td>33.3</td>
</tr>
<tr>
<td><strong>Cultural identity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canadian/Caucasian</td>
<td>85</td>
<td>73</td>
</tr>
<tr>
<td>First Nations/Metis/Inuit</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>Missing/Invalid</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incomplete high school</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>Complete high school</td>
<td>42</td>
<td>36</td>
</tr>
<tr>
<td>Complete non-university (vocational, technical, trade)</td>
<td>23</td>
<td>20</td>
</tr>
<tr>
<td>Complete university degree / diploma / certificate</td>
<td>34</td>
<td>29</td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>40</td>
<td>35</td>
</tr>
<tr>
<td>Single</td>
<td>39</td>
<td>33</td>
</tr>
<tr>
<td>Common law/live-in partner</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td><strong>Main activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working for pay or profit</td>
<td>71</td>
<td>61</td>
</tr>
<tr>
<td>Caring for family and working for pay or profit</td>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td>Recovering from illness or disability</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Looking for work</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Going to school</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Unemployed and not looking for work</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Caring for family</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Baseline demographics characteristics (N=117).
Website Usage and Evaluation of QuitNow Men

Of the 67 men who completed both follow-up surveys, 6-month data showed that 64 men (96%) reported using the QuitNow Men website at least once during the pilot study. Nearly half of the users (29/64, 45%) reported using the website more than 6 times, while 10 (16%) used the website 4-6 times, 24 (38%) used it 2-3 times, and 1 man (2%) used it once. At 6-month follow-up, the majority of users (45/64, 70%) reported that they were either satisfied or very satisfied with the website. In addition, they agreed or strongly agreed that the website was easy to use (51/64, 80%), the design and images were appealing (42/64, 66%), they intended to continue to use the resource (42/64, 66%), and that they would recommend QuitNow Men to others who wanted to quit (46/64, 72%). Participants reported using an average of 8.76 (SD 4.08) of the 15 resources available on the website. Figure 1 details the percentage of participants who reported using each of the QuitNow Men resources during the 6 months. Figure 2 shows men’s ratings of the helpfulness of the resources that were used.

Figure 1. Percentage of participants reporting use of resources on QuitNow Men at 6 months (n=67).

Figure 2. Percentage of participants rating resources they used on QuitNow Men as "somewhat helpful" or "very helpful" (n=64).

Use of QuitNow Men and Smoking Behavior

Self-reported smoking status at 6-month follow-up indicated that 16 of the 67 participants (24%) had quit, 27 (40%) had reduced their smoking, and 24 (36%) had not changed their smoking habits. Among those 51 men who were still smoking at 6-month follow-up, 44 (86%) reported that they had quit for 24 hours or longer since using the QuitNow Men website, with an average number of quit attempts of 3.38 (SD 2.33). The average readiness to quit score among those still smoking at 6-month follow-up was 7.61 out of a possible 10. The majority (39/51, 77%) were somewhat confident or very confident that they could quit smoking during the next month, with no significant differences between 3-month and 6-month follow-up. Repeated measures general linear model showed a significant reduction in the average number of cigarettes smoked between 3-month and 6-month follow-up ($F_{1,63}=6.41$, $P=.01$, eta squared=0.09). At 3-month follow-up, the average number of cigarettes smoked was 6.84 (95% CI 5.24-8.43) and at 6-month was 5.25 (95% CI 3.82-6.68).

Those who quit smoking, reduced smoking, or had no change in smoking status at 6 months differed on the total number of website resources used ($F_{2,64}=3.34$, $P=.042$, eta squared=0.094).
Post-hoc least significant difference analysis showed that men who reduced the number of cigarettes smoked used significantly more website resources than those that had no change between time points ($P=.024$). Means and confidence intervals can be seen in Table 3.

### Table 3. Number of website resources used by smoking status.

<table>
<thead>
<tr>
<th>Smoking status</th>
<th>Number of website resources used</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quit smoking</td>
<td>Mean 7.25</td>
<td>5.52-8.98</td>
</tr>
<tr>
<td>Reduced smoking</td>
<td>Mean 10.0</td>
<td>8.37-11.63a</td>
</tr>
<tr>
<td>No change in smoking</td>
<td>Mean 7.31</td>
<td>5.20-9.43a</td>
</tr>
</tbody>
</table>

$^aP=.03$.

Multiple logistic regression was conducted to identify if number of resources used on the website, number of website visits, quit confidence, nicotine dependence, and participant age predicted the number of quit attempts among men who were smoking at 6-month follow-up. Potential predictors were converted to Z scores. Multicollinearity diagnostics showed that the number of resources used on the website and website visits were highly correlated ($r_{xz}=65.9$, $P<.001$) resulting in unacceptably low tolerance levels ($<.865$; $1-R^2$). It was determined that examining the number of resources used on the website would be more representative of examining the number of times the user visited the website and as such, website visits was removed from the regression (see Table 4). The combination of remaining variables significantly predicted number of quit attempts ($F_{4,45}=2.73$, $P=.04$). The adjusted $R^2$ value was 0.124. Number of website resources used was the strongest predictor of quit attempts ($P=.02$).

### Table 4. Logistic regression predicting quit attempts (6-month follow-up).

<table>
<thead>
<tr>
<th>Variable</th>
<th>B (CI)</th>
<th>SE</th>
<th>$\beta$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of resources used on website at 6-month follow-up</td>
<td>.81 (0.12-1.50)</td>
<td>.34</td>
<td>.35</td>
<td>.02</td>
</tr>
<tr>
<td>Quit confidence at 6-month follow-up</td>
<td>.50 (1.2-0.20)</td>
<td>.35</td>
<td>.21</td>
<td>.16</td>
</tr>
<tr>
<td>Nicotine dependence</td>
<td>.33 (-0.33 to 1.0)</td>
<td>.33</td>
<td>.15</td>
<td>.32</td>
</tr>
<tr>
<td>Age</td>
<td>.58 (-0.14 to 1.31)</td>
<td>.36</td>
<td>.23</td>
<td>.11</td>
</tr>
<tr>
<td>Constant</td>
<td>3.34 (2.71-3.96)</td>
<td>.31</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This work adds to the small but growing field of online health promotion innovations directed specifically to promote men’s health. To our knowledge, QuitNow Men is the first men-centered smoking cessation website in the world, and the pilot study findings reveal that the site is appealing to men who want to quit and demonstrates potential as a self-guided smoking cessation resource. The majority of men reported they had quit smoking for 24 hours or longer since using the QuitNow Men website, and the number of resources used on the website and quit confidence predicted the number of quit attempts. At the 6-month follow-up, 24% reported having quit smoking. Although QuitNow Men was designed for adult men 45 years and younger, men over 45 years of age were interested in using this online resource suggesting that this approach to supporting smoking cessation may have broad appeal among men. Since older men were more likely to drop out of the study, it is possible QuitNow Men did not have the same appeal for this group given that images, text, etc, were designed for a younger audience. Nevertheless, given older men’s interest in trying this online resource, it is worth considering how an online smoking cessation resource could be tailored to reflect the life stage and needs of this group and what additional supports they may require. It should also be noted that among those men that remained in the study, the oldest was 58 years of age and multiple regression results show that age was not a significant predictor of number of quit attempts made. Overall, in the broader context of men’s utilization of eHealth apps, these results afford important empirical insights that could guide future online smoking cessation programs and provide direction to other eHealth resources aimed at reducing men’s health risks (eg, abstaining from high-fat foods, addressing alcohol overuse).

In this study, the 64 men who completed both the 3-month and 6-month follow-up surveys and used the resources on QuitNow Men rated them as helpful. This suggests that the specific design elements used in the QuitNow Men website hold value for increasing and improving men’s engagement in the core components of this self-guided intervention. For example, setting up the website to allow for quick exploration of a number of resources and strategies (as distinct from in-depth exploration) was a design element used to entice men to learn about a variety of approaches. In turn, the finding that exploring more resources increased men’s likelihood of having made a quit attempt suggests that the variety of resources included on QuitNow Men may be a key factor in the overall positive response to the site. It is interesting to note two of the least-used resources (ie, expert chat and the quitline) were the highest rated in terms of...
helpfulness among men who used them. Although few men desired personal contact with experts either through chat sessions or the quitline, these supplementary delivery modes provide an important component of Internet smoking cessation programs for men given that they offer a degree of anonymity and convenience (in comparison to face-to-face counseling) and have been found to be effective in providing proactive support to smokers [28,29]. In addition, there is empirical support for the value of including multiple modes of delivery in Internet programs to promote health behavior change [30,31]. However, determining the optimal balance between self-management resources and interactive components, as well as the relationship of activity complexity to cessation rates, warrants further investigation with a larger sample.

More broadly, the findings drawn from this pilot study remind us that the Internet provides a suitable medium for men’s health promotion and, more specifically, for delivering smoking cessation interventions to men. Tobacco reduction and cessation research has revealed strong evidence supporting therapist-led interventions, and intensive group and individual counseling interventions to assist with cessation [32-34]. These intensive interventions, however, are often dependent on primary healthcare professionals delivering or facilitating the sessions at a specific time and place, which is often inconvenient to individuals. As a result, the reach of this type of intervention is limited [35]. Although Internet-based smoking cessation interventions offer a low cost, accessible option, and have been found to be acceptable to users and effective in aiding cessation [36], we have found through experiences in our region that the majority of users of an online cessation resource for the general population are women. The QuitNow Men smoking cessation website is a promising and potentially powerful resource toward balancing this gender inequity and engaging men in taking actions to become smoke free. Determining the best means to promote the use of this novel program to male smokers will be important.

**Limitations**

The findings of this study should be considered in light of several limitations. The sample of men that participated in this study may not be representative of all male smokers. In addition, self-report measures (eg, with respect to smoking patterns, quit attempts) may have introduced recall and reporting bias. Smoking cessation outcomes were not biochemically verified. Nevertheless, the findings provide important estimates of outcomes that reflect the potential value of the QuitNow Men smoking cessation website and a basis for conducting a full-scale evaluation.

**Conclusion**

The results of this research support efforts to integrate gender-sensitive approaches in health promotion interventions. The QuitNow Men smoking cessation website is highly acceptable and engaging to men interested in reducing and quitting smoking. Results indicate that this novel resource, tailored to men, has potential to support and perhaps catalyze men’s smoking cessation efforts. Furthermore, given the tailored nature of the QuitNow Men smoking cessation website and that it caters to the specific values of a particular population (ie, men) [37-39], it has the potential to attract, engage, and retain men interested in quitting smoking.
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Abstract

Background: Recent studies have shown that people with serious mental disorders spend time online for the purposes of disclosure, information gathering, or gaming. However, coherent information on the effects of social media on treatment for people with schizophrenia is still lacking.

Objective: Our aim was to determine the effects of social media interventions for supporting mental health and well-being among people with schizophrenia.

Methods: A systematic review and meta-analysis were undertaken to determine the effects of social media interventions for supporting mental health and well-being among people with schizophrenia. Ten databases were searched, while search parameters included English-only manuscripts published prior to June 25, 2015. Study appraisals were made independently by 2 reviewers, and qualitative and quantitative syntheses of data were conducted.

Results: Out of 1043 identified records, only two randomized studies of moderate quality (three records, total N=331, duration 12 months) met the inclusion criteria. Participants were people with schizophrenia spectrum or an affective disorder. Social media was used as part of Web-based psychoeducation, or as online peer support (listserv and bulletin board). Outcome measures included perceived stress, social support, and disease-related distress. At 3 months, participants with schizophrenia in the intervention group reported lower perceived stress levels ($P=0.04$) and showed a trend for a higher perceived level of social support ($P=0.06$). However, those who reported more positive experiences with the peer support group also reported higher levels of psychological distress ($P=0.01$).

Conclusions: Despite using comprehensive searches from 10 databases, we found only two studies, whereas numerous reports have been published citing the benefits of social media in mental health. Findings suggest the effects of social media interventions are largely unknown. More research is needed to understand the effects of social media, for users with and without mental illness, in order to determine the impact on mental well-being of social media use as well as its risks.
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Introduction

People with severe mental illness, including schizophrenia, have symptoms that may seriously affect them for life. Evidence-based recommendations of current schizophrenia treatment guidelines include approaches such as medication use, psychotherapy, and family psychoeducational interventions [1]. For those with serious mental illness, online interventions have been shown to have the potential to disseminate care, support the patient’s participation in group interactions [2], and serve as an alternative for individuals [3]. Combining online psychoeducation with various other online tools, including social media, is becoming more popular, and online psychotherapy and videogames have been evaluated for validity and efficacy [4].

Recently, the online world has been experiencing a huge growth of user-generated content, which has increased the acceptance of social media [5]. Although doubts in professional discourse about Internet use [6] or the use of social media in treatment and prevention exist—mostly concerning challenges regarding controlling user behavior, accurately assessing risks, and privacy and confidentiality issues [7]—the use of online communities is increasing constantly. More than 64% of Internet users access social media services online, while social networking is one of the most popular ways to contact friends and family [8]. Currently, social media users total approximately 2.22 billion [9], and 31% of all Internet users spend their time specifically on social networking sites [10]. Facebook is the most popular social networking site, with close to 1.6 billion active users as of the fourth quarter of 2015 [11]. It has been estimated that in 2017 there will be around 2.39 billion online social network users [9]. Given the high penetration rates of social media, it is important to acquire a deeper understanding of the applications of social media in health care [12].

Investigating the trend of using social networking interventions is important, as peer-support services are viewed as best practice–based solid theory and are supported by policy makers [13-15]. Lal and Adair’s rapid review [16] indicates that many find an enormous potential for e-mental health to help address the gap between the identified need for services and the limited capacity of resources to provide conventional treatment. Numerous social networking sites have already been developed to change behavior and improve health outcomes [17]. Systematic reviews of online interventions have also been conducted, focusing on, for example, online peer support [18], Internet support groups for depression [19], online communication, social media and adolescent well-being [20], social media to address Asian immigrants’ mental health needs [21], online and social networking for the treatment of depression in youth [22], and social media and suicide prevention [7]. Although the results seem promising, the reviews share a concern about poor designs of the original studies with underpowered samples [18,19,22], mixed findings [23], or a lack of intervention studies [7]. A Cochrane review by Välimäki et al [24] also stresses the importance of high-quality studies in assessing the effects of novel interventions, in particular, the case of virtual reality for people with serious mental illness.

There are few studies that have produced coherent knowledge of the effects of social media use in treatment [7]. Research on the effects of online support for people with mental illnesses is even more scarce [25], especially when the illness is severe. Although online social media and mobile technology have shown some promise in improving positive psychotic symptoms, hospital admissions, socialization, social connectedness, depression, and medication adherence of people with psychosis, the issues of heterogeneity, poor study quality, and the early state of current research preclude any definite conclusions [26]. As far as we are aware, there have been no systematic reviews and meta-analyses to date of social media interventions for people with schizophrenia or similar disorders. Since people with psychosis spend more time in chat rooms or playing online games than other people [27], and online social networking can be used for establishing or maintaining relationships or reconnecting with people and online peer support [27], this review is important, as it presents a quantitative analysis describing relevant interventions and seeks to determine the effects of social media for supporting mental health and well-being in this group.

Methods

This systematic review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-analysis (PRISMA) [28]. The data extraction was in line with the CONSORT-EHEALTH checklist [29]. Social media interventions were extracted by using the Template for Intervention Description and Replication (TIDieR) checklist and guide [30].

Search Methodology

Ten databases (PubMed, MEDLINE, Cochrane Database of Systematic Reviews, PsycInfo, CINAHL, JBI, Scopus, ISI Web of Science, SOCIndex, Sociological abstracts) were searched for potentially relevant abstracts. These databases cover a wide range of published research from the field of health and social care. Search parameters included English-only manuscripts published (or in press) prior to June 25, 2015.

The search terms (or equivalent index terms and free-text words) for each of the databases were used to ensure a broad coverage of studies in our review. For example, search terms for schizophrenia included “schizophren*” OR “schizoaffec* disorder” OR “schizoaffect*” OR “schizophrenia-like illness” OR “schizophrenia-afffect* disorder” OR “severe mental illness” OR “severe mental illnesses” OR “serious mental illness” OR “schizophrenia and disorders with psychotic features”. Search terms for social media included “social media” OR “Internet” OR “world wide web applications” OR “blogging” OR “blog” OR “wiki” OR “facebook” OR “twitter” OR “youtube” OR “Instagram” OR “web 2.0” OR “chat” OR “chats” OR “chatting.” The detailed terms for each database were searched by the information specialist at the University of Turku. Search terms for each database are presented in Table 1.
### Inclusion and Exclusion Criteria

The review was limited to texts published in English with an abstract available (published on or before June 25, 2015). Participants were people with schizophrenia spectrum disorders. If the study included other participants, data from those people were included only if reported separately. The review topic was limited to studies concerning interactivity and social media. Interactivity refers to user-to-user contact [31], such as patients with peers, staff members, or their nearest or public social media. Social media was understood as a broader term including collaborative projects (eg, user-generated content, content communities, content sharing, and social online networking sites [5,32-34], social networking (eg, the broader concepts of Health 2.0 and Medicine 2.0) [35], or interventions involving Facebook, Twitter, YouTube, Instagram, blogs, Wiki, chats, the Internet, or Web 2.0. The concept was used in the health care domain and targeted adult persons with various schizophrenia spectrum diagnoses. If the study included adolescents, it was included only if the mean age of the participants was over 30 years. Only peer-reviewed, published papers with randomized clinical trials were included.

Studies were excluded if the information and communication technology was used only in interventions for data collection.

---

**Table 1.** Databases, search terms, and references found on June 25, 2015 (N=1043).

<table>
<thead>
<tr>
<th>Database</th>
<th>Search terms</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>(schizophrenia*) OR schizoaffective disorder* OR &quot;severe mental illness&quot; OR &quot;severe mental illnesses&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illnesses&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot; OR &quot;Schizo-affective disorders&quot; OR &quot;Schizophrenia and Disorders with Psychotic Features&quot; [Mesh] AND (&quot;Blogging&quot; [Mesh] OR &quot;Social Media&quot; [Mesh] OR &quot;Internet&quot; [Mesh] OR Social media* OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR web 2.0 OR blogging OR blog* OR chat OR chatting*)</td>
<td>324</td>
</tr>
<tr>
<td>Ovid Medline</td>
<td>((schizophrenia*) or schizoaffective disorder* or severe mental illness* or serious mental illness* or schizophrenia-like illness* or Schizo-affective disorder*).mp. and (exp Schizophrenia/) and (exp Blogging/ or exp social media/ or exp Internet/ or (Social media* or Wiki* or Facebook* or Twitter* or Youtube* or Instagram* or web 2* or blogging or blog* or chat*).mp.)</td>
<td>166</td>
</tr>
<tr>
<td>JBI</td>
<td>(schizophrenia* or schizoaffective disorder* or severe mental illness* or serious mental illness* or schizophrenia-like illness* or Schizo-affective disorder*).mp. and (Social media* or Wiki* or Facebook* or Twitter* or Youtube* or Instagram* or web 2* or blogging or blog* or chat*).mp.)</td>
<td>8</td>
</tr>
<tr>
<td>CINAHL</td>
<td>((MH &quot;Schizophrenia&quot;) OR schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot;) AND (MH &quot;Social Media&quot;) OR (MH &quot;World Wide Web Applications&quot;) OR (MH &quot;Instant Messaging&quot;) OR (MH &quot;Blogs&quot;) OR &quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2.0&quot; OR blogging OR blog* OR chat*)</td>
<td>8</td>
</tr>
<tr>
<td>Cochrane</td>
<td>(schizophrenia* or schizoaffective NEXT disorder* or severe NEXT mental NEXT illness* or serious NEXT mental NEXT illness* or schizophrenia NEXT like NEXT illness* or Schizo NEXT atractive NEXT disorder*) and (Social NEXT media* or Wiki* or Facebook* or Twitter* or Youtube* or Instagram* or web NEXT 2* or blogging or blog* or chat*)</td>
<td>24</td>
</tr>
<tr>
<td>PsycInfo</td>
<td>(SU.EXACT.EXPLODE(&quot;Schizophrenia&quot;) OR schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot;) AND (SU.EXACT.EXPLODE(&quot;Social Media&quot;) OR &quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2.0&quot; OR blogging OR blog* OR chat*)</td>
<td>276</td>
</tr>
<tr>
<td>Web of Science</td>
<td>(schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot;) AND (&quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2*&quot; OR blog* OR chat*)</td>
<td>121</td>
</tr>
<tr>
<td>Scopus</td>
<td>(schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia like illness&quot; OR &quot;Schizo affective disorder&quot;) AND (&quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2.0&quot; OR blog* OR chat*)</td>
<td>84</td>
</tr>
<tr>
<td>SCOPUS</td>
<td>(DE &quot;SCHIZOPHRENA&quot; OR schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot;) AND (DE &quot;SOCIAL media&quot; OR DE &quot;BACKCHANNELS (Social media)&quot; OR DE &quot;BLOGS&quot; OR DE &quot;COMPUTER bulletin boards&quot; OR DE &quot;ONLINE chat&quot; OR DE &quot;SOCIAL bookmarks&quot; OR DE &quot;WEB 2.0&quot; OR DE &quot;ONLINE comments&quot; OR DE &quot;ELECTRONIC discussion groups&quot; OR &quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2.0&quot; OR blogging OR blog* OR chat*)</td>
<td>12</td>
</tr>
<tr>
<td>Sociological abstract</td>
<td>(SU.EXACT.EXPLODE(&quot;Schizophrenia&quot;) OR SU.EXACT.EXPLODE(&quot;Paranoia&quot; OR &quot;Psychosis&quot; OR &quot;Schizophrenia&quot;) OR schizophrenia* OR &quot;schizoaffective disorder&quot; OR &quot;severe mental illness&quot; OR &quot;serious mental illness&quot; OR &quot;schizophrenia-like illness&quot; OR &quot;Schizo-affective disorder&quot;) AND (SU.EXACT(&quot;Computer Mediated Communication&quot;) OR SU.EXACT.EXPLODE(&quot;Internet&quot;) OR &quot;Social media&quot; OR Wiki* OR Facebook* OR Twitter* OR Youtube* OR Instagram* OR &quot;web 2.0&quot; OR blogging OR blog* OR chat*)</td>
<td>20</td>
</tr>
</tbody>
</table>
purposes (e.g., online surveys, electronic medical records), for patient education without any online social networking or to print the paper material for participants. Further, papers describing the design or the development process of the social media intervention, theoretical or methodological papers, books or book chapters, letters, dissertations, editorials, or study protocols were excluded.

In the case of multiple publications from the same study, we combined data to avoid double counting. When required, we contacted the corresponding author to acquire more detailed data if the data we were interested in were not available in the publication.

**Study Identification**

Out of 1043 hits, duplicates across all databases were removed, leaving us with 727 abstracts. First, 2 authors (MV, ML) screened titles and abstracts independently for eligibility; ineligible hits were excluded (n=720). Second, we found 4 additional papers when an additional hand search of lists of references was conducted. Third, 11 full papers were obtained and screened by the 2 authors for the inclusion and exclusion criteria. Finally, eight papers had to be excluded (see Table 2). The systematic review and meta-analysis were conducted on the three retrieved papers (two studies). In cases of discrepancy concerning the decisions made between the reviewers, the papers were discussed until a consensus was reached with the support of CA. Figure 1 outlines the search process of the literature, according to PRISMA [28].

Excluded studies (n=8) are categorized based on Higgins [36]. The specific reasons for exclusion are described in Table 2 [37-44].

<table>
<thead>
<tr>
<th>Study</th>
<th>Description</th>
<th>Reason for being excluded</th>
</tr>
</thead>
</table>
| Kilbourne et al 2013 [37] | Cluster randomized adaptive implementation trial comparing a standard versus enhanced implementation intervention to improve uptake of an effective re-engagement program for people with serious mental illness | Allocation: cluster randomization  
Participants: people with serious mental illness |
| Kim & Stout 2010 [38] | The effects of interactivity on information processing and attitude change: implications for mental health stigma | Allocation: non-randomized  
Participants: undergraduate students  
Intervention: no social media |
Participants: people with schizophrenia, schizoaffective disorder, or schizophrenia form disorder (DSM-IV-R)  
Intervention: no social media |
| Sicilia et al 2005 [40] | Effects of interactivity in a website—The moderating effect of need for cognition | Allocation: non-randomized  
Participants: consumers  
Intervention: no social media |
| Spinzy et al 2012 [41] | Does the Internet offer social opportunities for individuals with schizophrenia? A cross sectional pilot study | Allocation: non-randomized  
Participants: people with psychotic disorders and affective disorder, anxiety disorders F20-F48 (ICD-10)  
Intervention: no social media |
| Steinwachs et al 2011 [42] | A Web-based program to empower people with schizophrenia to discuss quality of care with mental health providers | Allocation: non-randomized  
Participants: people with schizophrenia (no classification code specified, ICD-10 or DSM-V)  
Intervention: no social media |
| van der Krieke et al 2012 [43] | Usability evaluation of a Web-based support system for people with schizophrenia diagnosis | Allocation: non-randomized  
Participants: people with schizophrenia or a related psychotic disorder (e.g., schizo-affective disorder, schizophreniform disorder, schizotypal disorder) (no classification code specified, ICD-10 or DSM-V)  
Intervention: no social media |
| van der Krieke et al 2013 [44] | A Web-based tool to support shared decision making for people with a psychotic disorder: Randomized controlled trial and process evaluation | Allocation: randomized  
Participants: people with non-affective psychosis (DSM-IV)  
Intervention: no social media |

---

aICD-10=International Classification of Diseases, 10th Revision; DSM-IV=Diagnostic and Statistical Manual of Mental Disorders, 4th Edition.
Data Extraction and Analyses

We created a specific data extraction matrix to collect information. Where possible, data extraction was based on the CONSORT-EHEALTH checklist [29]. First, characteristics of the studies were described (country of origin, purpose of the study, setting of patient recruitment, patient group, inclusion criteria, number of patients enrolled, follow-up period, and number of drop-outs). Second, social media interventions were extracted by using the TIDieR checklist [30] and guide. The matrix used in our extraction was based on a 12-item checklist and was constructed with the following information: brief name, why (rationale or theory), what (materials, procedures), who provided intervention, how, where, when and how much, tailoring, modifications, and how well (planned, actual) [30]. Third, outcomes and instruments used in each study were identified. Fourth, reasons for exclusion of studies were described.

For narrative analysis, data on each included study were entered into the data extraction matrix; each study was treated as a separate case. Descriptive characteristics of the studies were categorized manually. In addition, social media usage and stress after social media use were described. Quantitative analysis was undertaken using the Review Manager 5.3 [45], which is the software used for preparing and maintaining Cochrane Reviews. The data analysis was divided into two phases. First, the analysis explored the descriptive characteristics of the individual studies included. Second, for continuous outcomes we estimated the mean difference between groups. When similar scales, such as symptom checklists, were used, we presumed there was a small difference in measurement tools and combined the measurements. This decision was made to answer the overall question of whether there is evidence that social media can be an effective intervention among people with schizophrenia [36]. In this approach, standard deviations were used together with the sample sizes to compute the weight given to each study. Random effect was used instead of fixed effect because random
effect allows the outcomes of studies to vary more than fixed effects. In other words, random effects can be seen to be a more natural way of explaining outcomes [46]. Heterogeneity was checked by calculating $I^2$ statistic. Where the $I^2$ estimated was greater than, or equal to 50%, it was interpreted as indicating the presence of high levels of heterogeneity [36].

Quality Assessment
Quality of the included studies was assessed based on the Cochrane Collaboration’s tool for assessing risk of bias [36]. This tool assesses the possible bias in randomized controlled trials including random sequence generation, allocation concealment, blinding of participants and blinding of outcome assessment, incomplete outcome data, selective reporting, and other possible biases. The assessment was undertaken independently by 2 reviewers (ML, MV). Again, in cases of disagreement, differing views were discussed, decisions were documented decisions, and if necessary, authors of studies were contacted for clarification.

The data were extracted from all included studies. Data presented only in graphs and figures were extracted. In case of any discrepancy, the solution was based on discussion with the third author (CA).

Results
Characteristics of the Studies
Both studies were conducted in the United States. Participants were recruited from out-patient facilities [47,48] or using websites and e-newslists [25]. Rotondi’s study [47,48] included people with schizophrenia or schizoaffective disorder (Diagnostic and Statistical Manual of Mental Disorders IV criteria), with a mean age of 38 years (SD 11). Ten participants were male (32%), and 15 were white (48%). In the study by Kaplan et al [25], the participants were diagnosed with schizophrenia spectrum or affective disorder, their mean age was 47 years, one third were male (n=102), and 87% were white (n=260). Information about the studies’ characteristics and methodology are presented in Table 3 [25,47,48].

Intervention Characteristics
Interventions included interactivity and social media. The participants in the intervention group used peer-support forums [25,48], while the participants in the control group [48] underwent treatment as usual or were under waiting list control conditions [25]. In Rotondi at al’s study [48], “the usual care” was not further described. In Kaplan’s study [25], those who were assigned to the waitlist control condition were asked to refrain from using all forms of Internet peer support for the duration of their participation in the study. Interventions are described in detail in Table 4 [25,48].

Outcome Measures
The studies included specific outcomes: symptoms, knowledge level, recovery, quality of life, empowerment, social support, or stress. A variety of instruments were used in each study. The outcomes and instruments used in the studies are listed in Table 5 [47-58].

In addition, in Kaplan et al’s study [25], participants’ experiences with the online group were assessed with the 7-item measure (Online Group Questionnaire [OGQ], adapted from Chang et al [59]). The OGQ contained questions about how often they thought the discussion topic was relevant, whether they felt supported by the group members, or they were satisfied with the group overall.

Table 3. Study characteristics.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Country of origin</td>
<td>United States</td>
<td>United States</td>
</tr>
<tr>
<td>Purpose of the study</td>
<td>To examine use of websites and home computers to deliver online multifamily psychoeducational therapy to people with schizophrenia (and their informal supports).</td>
<td>To test the effects of unmoderated, unstructured Internet peer support for people with psychiatric disabilities.</td>
</tr>
<tr>
<td>Setting of patient recruitment</td>
<td>Community mental health centers and inpatient units.</td>
<td>Websites, e-newslists, study advertisements via mental health provider agencies and programs.</td>
</tr>
<tr>
<td>Inclusion criteria</td>
<td>People diagnosis of schizophrenia or schizoaffective disorder, 14 years of age or older, one or more psychiatric hospitalizations or emergency department visits within the previous 2 years, ability to speak and read English, living in the community at the time of study entry, and absence of physical limitations that would preclude using a computer.</td>
<td>People diagnosed with a schizophrenia spectrum or an affective disorder, access to both a computer and the Internet, no use of Internet peer support in the past year, US resident, fluent in English.</td>
</tr>
<tr>
<td>Randomization</td>
<td>Randomly assigned</td>
<td>Randomly assigned, block randomization</td>
</tr>
<tr>
<td>Number enrolled</td>
<td>31</td>
<td>300</td>
</tr>
<tr>
<td>Follow-up period</td>
<td>3, 6, and 12 months</td>
<td>4 and 12 months</td>
</tr>
<tr>
<td>Number leaving early</td>
<td>1</td>
<td>41</td>
</tr>
</tbody>
</table>
Table 4. Description of the interventions (modified based on TIDieR checklist and guide).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brief name</td>
<td>Schizophrenia Online Access to Resources (SOAR) intervention, specifically made for the study (the telehealth group).</td>
<td>Peer support Listserv or Peer support bulletin board. A Listserv and bulletin board were specifically made for the study.</td>
</tr>
<tr>
<td>Rationale/theory</td>
<td>Designed to provide key elements of family psychoeducation: empathetic engagement of participants, education about the illness and treatments, a supportive safety net, and coping strategies. Previous theoretical and empirical work: meeting and individual’s needs can reduce stress, promote better adaption to illness-related difficulties, and improve outcomes; promotion of self-efficacy, self-management, and problem solving.</td>
<td>Participation to the online support group would result in improved well-being and decreased distress.</td>
</tr>
<tr>
<td>Materials</td>
<td>Computer access to the Internet via a dial-up modem and local Internet service provider, Schizophrenia Guide website/software.</td>
<td>Computer and Internet access. Participants received a message describing how their participation was to occur, how it worked, security information, warnings, advice, resources, and contact information.</td>
</tr>
<tr>
<td>Procedures</td>
<td>Participants received dial-up Internet access and a computer (if not having already). They were granted access to the following information and services via the “Schizophrenia Guide Website”: 1. 3 online therapy groups, 2. Ask Our Experts Your Questions, 3. Questions and Answers Library, 4. Educational and Reading Materials; and 5. What’s New. Participants were interviewed and provided their subjective evaluations of the website, several aspects of social support were also accessed.</td>
<td>1. Participants assigned to the experimental Listserv group communicated anonymously with each other using a group distribution email list; 2. Participants in an experimental peer support bulletin board group were given instructions on how to use the bulletin board. The content of Listserv and the bulletin board were entirely peer directed.</td>
</tr>
<tr>
<td>Providers</td>
<td>Project team members answered the questions of “Ask Our Experts Your Questions” module; therapy forums were facilitated by experienced mental health professionals (master of social work and PhD clinicians) trained in the monitoring and management of Web-based interventions; trained interviewers collected self-report data from participants.</td>
<td>Interventions were directed for study participants only and not facilitated by staff. Research staff was available for technical help.</td>
</tr>
<tr>
<td>How</td>
<td>The website provided 3 therapy forums (one for patients, one for support persons, one for both groups), a capability for asking questions of and receiving answers from a project team within 24-48 hours. The therapist emphasized discussions that focused on problem solving, and interacting with peers to develop a supportive forum where members could work together to address problems.</td>
<td>With both the Listserv and bulletin board, individuals communicated anonymously with one another using a group distribution email list specifically created for the group. The participants were encouraged to read and respond to email messages.</td>
</tr>
<tr>
<td>Where</td>
<td>The participants worked at home (Pittsburgh area, Pennsylvania, United States) and had access to the SOAR intervention via a desktop icon.</td>
<td>The participants worked at home and had access to Listserv or the bulletin board.</td>
</tr>
<tr>
<td>When and how much</td>
<td>Telehealth participants attended a joint, 4-hour workshop. Participants were in the study for up to 1 year.</td>
<td>Participants were in the study for 12 months.</td>
</tr>
</tbody>
</table>

Table 5. Outcomes and instruments used in the studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td>Scale for the Assessment of Positive Symptoms [49]a</td>
<td>The Hopkins Symptom Checklist [50]</td>
</tr>
<tr>
<td>Knowledge level</td>
<td>Knowledge About Schizophrenia Instrument [51]</td>
<td>-</td>
</tr>
<tr>
<td>Recovery</td>
<td>-</td>
<td>The Recovery Assessment Scale [52]</td>
</tr>
<tr>
<td>Quality of life</td>
<td>-</td>
<td>The Quality of Life Interview, QoL [53]</td>
</tr>
<tr>
<td>Empowerment</td>
<td>-</td>
<td>The Empowerment Scale [54]</td>
</tr>
<tr>
<td>Social support</td>
<td>Perceived social support [55-58]</td>
<td>The Medical Outcome Study [58]</td>
</tr>
<tr>
<td>Stress</td>
<td>Self-rated stress [55-58]</td>
<td>-</td>
</tr>
</tbody>
</table>

aInformation not available.
Narrative Analysis

An analysis of social media usage was reported in both studies [25,48]. The time that people with schizophrenia spent online on the SOAR website was, in total, 43,789 minutes (730 hours); the time involved 47,630 page views. The average time spent on the SOAR website was 46 hours, with an average of 2977+/–4.5 page views [48]. The users of the SOAR website asked on average 113 questions and read 69 articles. They used an average of 124 minutes asking questions and 1643 minutes for reading articles [48].

Analysis of engagement in social media forums used in the studies [25,48] showed an engagement of people with schizophrenia. They were active in therapy forums during the 3300 sessions [48]. They also sent 11,105 messages in different bulletin board forums [25].

Kaplan et al [25] categorized the participants into “high” and “low” dose participants. The participants categorized in the “high participation” group (57/185) reported having read the messages at least weekly and sent at least 5 messages at the 12-month post baseline point. People in this “high participation” group showed significantly higher distress levels at 4 months and at 12 months, while participants in the “low participation” group reported less distress at 12 months than at baseline. Further, the participants were grouped into those who had a “positive online experience” (OGQ scores ≥³) and those with a “less positive experience” (OGQ scores <³). People who reported positive experiences using social media forums (n=90) were significantly more distressed than participants in the less positive experience group [25].

Effectiveness of the Social Media Interventions

Meta-analysis was performed on both the Kaplan et al [25] and Rotondi et al [48] studies. In Kaplan et al’s study [25], comparisons for symptoms less than 6 months from baseline showed some improvement in the social media intervention group (P<.001, median -0.14, 95% CI -0.15 to -0.13) (see Figure 2). The Rotondi et al study [48] did not provide the information required regarding symptoms, thus meta-analysis was not performed.

Comparisons for social support after 6 months from baseline [25,48] showed some improvement in the treatment as usual group (P=.03, median 0.22, 95% CI 0.02-0.42) (see Figure 3). When self-rated stress was compared 6 months from baseline, Rotondi et al [48] reported some effects in the social media intervention group (P=.01, median -0.51, 95% CI -0.90 to -0.12) (see Figure 4).

Regarding self-management, Kaplan et al [25] compared self-management between groups after 4 and 12 months from baseline. They found that the treatment as usual group was slightly more effective than the social media group (P<.001, median 0.07, 95% CI 0.07-0.089) (see Figure 5). Moreover, Kaplan et al [25] compared quality of life after 4 and 12 months from baseline and reported that participants in the social media group had significantly higher QoL scores than participants in the control group (P<.001, median 0.15, 95% CI 0.14-0.17) (see Figure 6).

Assessment of Methodological Quality

The methodological quality of the two studies varied. Incomplete details in reporting the sequence generation and allocation concealment, decreases the methodological quality of both studies. Neither study was blinded, nor was an attempt made at blinding because of the nature of the intervention. Selective reporting may be possible as study protocols were not available. Intention-to-treat analyses were used in both the Kaplan [25] and Rotondi [47,48] studies. More details about possible risk of bias can be found in Table 6 and Figure 7.
Figure 4. Stress for experimental and control groups by 6 months or less.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaplan 2011</td>
<td>1.64</td>
<td>0.41</td>
<td>16</td>
<td>2.15</td>
<td>0.63</td>
<td>14</td>
<td>180</td>
<td>100.0% -0.51 [-0.90, -0.12]</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td></td>
<td></td>
<td>16</td>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>Not applicable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect</td>
<td>Z = 2.59 (P = .010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Self-management for experimental and control groups by 4 and 12 months (total score).

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>IV, Fixed, 95% CI</th>
<th>Mean Difference IV, Fixed, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaplan 2011</td>
<td>2.94</td>
<td>0.63</td>
<td>200</td>
<td>2.97</td>
<td>0.94</td>
<td>100</td>
<td>75.0%</td>
<td>0.07 [0.08, 0.06]</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td></td>
<td></td>
<td>200</td>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>χ² = 4.80, df = 1 (P = .03), P = .80%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect</td>
<td>Z = 19.13 (P &lt; .00001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Quality of life for experimental and control groups by 4 and 12 months (total score).

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Experimental Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>IV, Fixed, 95% CI</th>
<th>Mean Difference IV, Fixed, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaplan 2011</td>
<td>4.41</td>
<td>0.07</td>
<td>200</td>
<td>4.24</td>
<td>0.11</td>
<td>100</td>
<td>55.1%</td>
<td>0.17 [0.15, 0.19]</td>
</tr>
<tr>
<td>Total (95% CI)</td>
<td></td>
<td></td>
<td>200</td>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>χ² = 5.77, df = 1 (P = .02), P = .83%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect</td>
<td>Z = 18.35 (P &lt; .00001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Outcomes and instruments used in the studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Random sequence generation (selection bias)</td>
<td>Randomly assigned. No further details.</td>
<td>Block randomization (nine in each block). No further details.</td>
</tr>
<tr>
<td>Allocation concealment (selection bias)</td>
<td>No further details.</td>
<td>No further details.</td>
</tr>
<tr>
<td>Blinding of participants and personnel (performance bias)</td>
<td>Non-blinded interviews. No further details.</td>
<td>No further details.</td>
</tr>
<tr>
<td>Selective reporting (reporting bias)</td>
<td>Perceived social support [55-58].</td>
<td>Missing outcome data balanced in numbers across 3 groups. Missing data have been imputed. Retention rate varies slightly (11-18%).</td>
</tr>
</tbody>
</table>
Figure 7. Risk of bias assessment.

Discussion

Principal Findings

To our knowledge, this is the first systematic review and meta-analysis on the effects of social media interventions for people with schizophrenia. Our search strategy allowed us to capture and screen a large number of studies and explore their characteristics, interventions, outcome measures, and quality. Only two studies (three records) fulfilled the criteria and were included, while both showed a strong engagement in social media forums. However, social media use was found to be generally less effective than treatment as usual. Nonetheless, there is not enough evidence to arrive at a definite conclusion.

Existing trials suggest that people with schizophrenia are active in therapy forums and on bulletin boards. They have high participation in social media forums, similar to the general population [8]. These findings are in line with previous research, which reports use of forums and online chats by people with psychosis and suggests that such media could play a role in reducing the risk of isolation [27]. However, people who were in the “high participation” group showed significantly higher distress levels at 4 and 12 months compared to those in the “low participation” group. Also, those who reported positive experiences using social media forums were more distressed than participants in the negative experience group. As Kaplan et al [25] discussed, some clinicians fear that patient participation in online peer support without professional moderation may cause harm by fostering anxiety. Whether these findings really demonstrate this requires more studies.

After comparing the group allocated to social media with treatment as usual, social support, self-management, and quality of life ratings were better for those in treatment as usual. However, another recent systematic review indicated that positive psychotic symptoms, hospital admissions, socialization, social connectedness, and medication adherence have the potential to improve via online and mobile-based interventions for people with psychosis [26]. Thus, although based on our review, it appears that treatment as usual might be more effective in many aspects than treatment through social media use, other systematic reviews show that online and mobile-based interventions have a positive impact [26]. In our review, social media was part of wider intervention; it was not a pure intervention used for this patient group. Therefore, it would be useful to further investigate the engagement and effects of new technologies, the Internet, and their elements, especially social media, on people with mental disorders, in order to clarify their potential effectiveness for this population.

Limitations

There are limitations to our review. Only two studies fulfilled the inclusion criteria. Using English language studies might have resulted in our results being biased toward Western countries. It is possible that analysis of studies produced in languages other than English could yield different findings, although we think this unlikely. With both studies originating from the United States, it is unclear if the same findings would be reflected in other countries or cultures. The methodological quality of the included studies was assessed, and we identified a high risk of reporting bias because of missing outcomes or non-availability of study protocols.

Conclusion

Our findings suggest the effects of social media interventions are largely unknown. Use of social media forums is ubiquitous and increasing, but the relation between social media and mental health is complex [60], not well understood, and potentially detrimental. Thus, we suggest that this is reason enough to support further investigation. Emerging evidence suggests that online social networking can be related to major mental health problems such as depression [60], but at the same time online and mobile-based interventions for people with psychosis seem to improve depression [26]. Given the constant increase of social networking sites, it is understandable that recent studies have identified the need for exploring such sites and mental health [12,34]. Future research should comprehensively assess social media use for people with mental illness to determine the impact of mental well-being for social media use, as well as its risks. In these studies, interventions should be simple and usable to ensure patient engagement. Before suggesting specific social media interventions, however, factors and elements that may
foster anxiety and distress by the use of social media should be identified. This knowledge would be an important resource for those who develop and evaluate mental health interventions involving social media, by knowing what elements to avoid in order to make patients’ engagement more pleasant and less distressful. It is also obvious that there is an absence of reliable data coming from high-quality studies to help draw clear conclusions. Thus, robust reporting of the outcome assessment and the study protocol are essential for increasing the quality of studies in this emerging field.
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Abstract

Background: Increasing physical activity is a viable strategy for improving both the health and quality of life of older adults.

Objective: The aim of this study was to assess if an Internet-based intervention aimed to increase physical activity was effective in improving quality of life of inactive older adults. In addition, we analyzed the effect of the intervention on quality of life among those participants who successfully reached their individually targeted increase in daily physical activity as indicated by the intervention program, as well as the dose-response effect of increasing physical activity on quality of life.

Methods: The intervention was tested in a randomized controlled trial and was comprised of an Internet program—DirectLife (Philips)—aimed at increasing physical activity using monitoring and feedback by accelerometry and feedback by digital coaching (n=119). The control group received no intervention (n=116). Participants were inactive 60-70-year-olds and were recruited from the general population. Quality of life and physical activity were measured at baseline and after 3 months using the Research ANd Development 36-item health survey (RAND-36) and wrist-worn triaxial accelerometer, respectively.

Results: After 3 months, a significant improvement in quality of life was seen in the intervention group compared to the control group for RAND-36 subscales on emotional and mental health (2.52 vs -0.72, respectively; \(P=0.03\)) and health change (8.99 vs 2.03, respectively; \(P=0.01\)). A total of 50 of the 119 participants (42.0%) in the intervention group successfully reached their physical activity target and showed a significant improvement in quality of life compared to the control group for subscales on emotional and mental health (4.31 vs -0.72, respectively; \(P=0.009\)) and health change (11.06 vs 2.03, respectively; \(P=0.004\)). The dose-response analysis showed that there was a significant association between increase in minutes spent in moderate-to-vigorous physical activity (MVPA) and increase in quality of life.

Conclusions: Our study shows that an Internet-based physical activity program was effective in improving quality of life in 60-70-year-olds after 3 months, particularly in participants that reached their individually targeted increase in daily physical activity.
Introduction

Increasing physical activity is a viable strategy for improving both health and quality of life in inactive older adults, who are a growing public health concern [1]. It is estimated that the proportion of adults aged 65 years and over will account for about 11% (939 million) of the total global population by 2030 [2]. Increased life expectancy is associated with an increase in multiple chronic conditions, translating into functional disability, need for assistance, reduced mobility, depression, isolation, and loneliness [3]. These outcomes are related to functioning and well-being and fall under the umbrella term quality of life [4]. Earlier efforts of health promotion have primarily focused on lower mortality rates or reduced disease risk. In the past decade, there is increasing concern that quality of life deserves attention as well [5].

Previously, we investigated the effects of a 3-month Internet-assisted intervention directed at increasing daily physical activity on objectively measured physical activity and metabolic health in 60-70-year-old inactive individuals. The intervention was tested in a randomized controlled trial and comprised of an Internet program—DirectLife (Philips)—aimed at increasing physical activity using monitoring and feedback by accelerometry and feedback by digital coaching. Results showed that the intervention was effective in increasing physical activity and in improving metabolic health [6,7].

In this study, our aim was threefold. First, we aimed to assess if the intervention was also effective in improving quality of life. Second, we analyzed the effect on quality of life among those participants who successfully reached their individually targeted increase in daily physical activity as indicated by the DirectLife program. Finally, we performed a dose-response analysis of increasing physical activity on quality of life among all participants.

Methods

Overview

Analyses were performed with data obtained from a previously reported randomized controlled trial—Nederlands Trial Register: NTR 3045—on the effects of a 3-month Internet-assisted intervention directed at increasing daily physical activity on objectively measured physical activity and metabolic health in 60-70-year-old inactive individuals. The CONSORT-EHEALTH Checklist for this trial is included as Multimedia Appendix 1 [8]. Details on study design and intervention content have been published elsewhere [6]. In short, the study recruited inactive participants aged 60-70 years from the region of Leiden, the Netherlands. The presence of an inactive lifestyle was assessed before randomization by a self-reported physical activity questionnaire: the General Practice Physical Activity Questionnaire (GPPAQ) [9]. This yielded four categories of physical activity: inactive, moderately inactive, moderately active, and active. We defined inactive as having less than 3 hours per week of exercise and cycling combined, corresponding to the inactive, moderately inactive, or moderately active category. Participants in the active category of the GPPAQ did not meet inclusion criteria for our definition of an inactive lifestyle. Participants were considered eligible if they (1) had no history of diabetes or did not use glucose-lowering medication, (2) had no disability impeding increase in physical activity, and (3) possessed and used a personal computer with Internet connection. At baseline, participants were randomly assigned to the intervention group or to a waiting list control group by the study physician or research nurse. Participants were randomized, via computerized program, into intervention versus waiting list control groups at a ratio of 1:1, with a block size of 12; stratification was performed by sex. Concealment of treatment allocation was ensured by randomizing at the end of the first study visit, after all baseline measurements and instructions at the study center were completed. Written informed consent was obtained from all participants. The study was approved by the Medical Ethical Committee of Leiden University Medical Center, the Netherlands.

Intervention

Participants in the intervention group received a commercially available Internet-based physical activity program—DirectLife (Philips, Consumer Lifestyle, Amsterdam, the Netherlands)—directed at increasing daily physical activity. The DirectLife program comprised components that are based on the stages of change and the I-Change model. Briefly, this model assumes that behavioral change is the result of individual awareness of one's behavior, motivation to change behavior and action, and taking into account the individual’s current activity level; it subsequently provides a personal goal [6,10,11]. DirectLife consists of three elements: (1) an accelerometer-based activity monitor, (2) a personal website, and (3) a personal e-coach, who provides regular updates of the individual’s physical activity status by email and gives advice on how to increase physical activity. By means of these elements, the program aims to increase awareness about one’s own physical activity behavior, to give feedback on recent actual physical activity, and to provide support to make sustainable changes in physical activity behavior. The activity monitor of DirectLife is based on the Tracmor triaxial accelerometer, and has been validated against double-labeled water for the estimation of total daily life energy expenditure [12]. The DirectLife monitor is the consumer version of the Tracmor accelerometer. Participants of the program were instructed to wear the activity monitor continuously throughout the day to measure daily physical activity.
activity. Data were uploaded through a secure Internet connection to the database of the commercial provider. After an initial 8-day assessment period starting 1 week after the study visit, in which the current level of daily activity was measured, a target was set to increase the level of daily activity during a 12-week Internet-based interactive coaching program. Personalized targets were set by the DirectLife program and were defined as the absolute increase in physical activity compared to the individual’s baseline assessment data. For the whole group, this corresponded to a mean increase of approximately 10% in daily physical activity at week 12, increasing at a linear rate per week. All participants were given the option to decrease the personalized goal, within limits (ie, minimum of 5% increase in physical activity versus 10%), or to increase their personalized end goal, dependent on physical activity level of the last week.

Participants were given a target for daily activity, which increased weekly, and data from the accelerometer were used for regular feedback. Coaching included general recommendations on physical activities and coaches were available for further questions and advice by email correspondence. The control group was placed on a 3-month waiting list after which they received access to the intervention program at the end of the study. During the trial, no specific instructions regarding daily physical activity were given to the control group.

Measurements

Enrollment and follow-up took place from November 2011 to August 2012.

Baseline Questionnaire

In preparation of the first visit to the study center, all participants completed an Internet-delivered questionnaire on education, smoking status, and medical history, including medication use. Education was categorized as low (primary education and lower vocational education), intermediate (secondary education and intermediate vocational education), or high (high vocational education and university).

Quality of Life

Health-related quality of life was assessed at baseline and at 3-month follow-up, with the use of the self-administered standard Dutch paper version of the Research And Development (RAND) 36-item health survey (RAND-36) [13]. The RAND-36 questionnaire entails eight domains of health-related quality of life pertaining to both physical and mental health. The domains of physical functioning (10 items), limitations on usual role-related activities due to physical health problems (four items), pain (two items), and general health perception (five items) comprise the physical component; the domains of vitality (four items), social functioning (two items), limitations on usual role-related activities due to emotional or mental problems (three items), and emotional or mental problems (three items) comprise the mental component. In addition to the eight subscales, participants were asked to compare their current general health with their general health one year earlier. Scores on the subscales range from 0 to 100, with higher scores indicating better health or functioning. The total RAND-36 score is the sum of the scores on the subscales and ranges from 0 to 800, where 0 is the poorest quality of life and 800 the best imaginable. The RAND-36 is a reliable and valid measure for determining health-related quality of life in the elderly [13].

Physical Activity

The primary outcome was the individual’s relative change in activity counts after the intervention compared to baseline, measured at the right wrist by the activity monitor. At baseline and 3-month follow-up, daily physical activity was measured during 7 days following the visit at the study center, using a wrist-worn triaxial accelerometer—GeneActiv (Kimbolton, Cambridgeshire, UK). To assess the primary outcome, we used accelerometers other than the one included in the intervention program to avoid interpretation of the intervention as an outcome. As a derivative outcome, we calculated from the wrist accelerometer the minutes per day spent in moderate-to-vigorous physical activity (MVPA), which has been validated against indirect calorimetry [14]. We chose not to report physical activity in counts, but in the amount of minutes spent in MVPA. For the elderly, general recommendations entail at least half an hour of MVPA at least five days a week. While the recommendations are formulated in terms of minutes spent in MVPA, the outcome of our study is better interpretable in terms of guideline adherence. In addition, minutes spent in MVPA as a derivative outcome for activity counts has been validated against indirect calorimetry. A detailed description of processing the collected accelerometer data into activity counts and average number of minutes, daily, spent in MVPA is described elsewhere [6]. Outcome assessment was done by an independent researcher who was blind to study arm allocation.

Successful Use of DirectLife Program

From the intervention group, a subgroup was created including participants who successfully reached their individually targeted increase in daily physical activity as indicated by the intervention program. An average level of physical activity per week was calculated from the last 3 weeks of the program and was compared with the personalized target of the corresponding week. Because a substantial number of participants reached the targeted personalized goals at the end of the 12-week program, but with some variation in the last 3 weeks, we labeled participants as being successful if they reached their target in at least 2 of the 3 last weeks of the program [7].

Statistical Analyses

Normally distributed data are shown as means with standard deviation, skewed data as medians with interquartile range (IQR). Between-group differences in quality of life after 3 months were analyzed by the intention-to-treat principle with an independent samples t test. For relative change in MVPA, the Mann-Whitney nonparametric test was performed. In a secondary analysis, we included only those participants in the intervention group who successfully reached the individual, personalized end goal to increase average physical activity that was set as part of the intervention program. To investigate if an increase in physical activity was associated with an improvement in quality of life, linear regression models were used, adjusted for age, sex, and body mass index (BMI) [15]. For this purpose,
physical activity was divided into tertiles based on the change in minutes spent in MVPA. All analyses were performed with SPSS version 20.0 (IBM Corp, Armonk, NY, USA). Statistical significance was accepted at \( P < .05 \).

**Results**

Figure 1 shows the flowchart of included participants. A total of 235 participants were randomized—119/235 (50.6%) intervention, 116/235 (49.4%) control—and 96.2% (226/235) completed the trial—114/226 (50.4%) intervention, 111/226 (49.1%) control. Wijsman and colleagues already reported the main intervention effects [6]. In short, significant changes in favor of the intervention group were found for minutes of MVPA, weight loss, fat percentage, and glycated hemoglobin (HbA1c) [6]. In addition, in a dose-response analysis, Vroege and colleagues showed that there was a significant association between an increase in minutes spent in MVPA and body weight loss, reduction of BMI, waist circumference reduction, increase of high-density lipoprotein (HDL) cholesterol, and lowering of low-density lipoprotein (LDL)/HDL ratio [7].

Table 1 shows the baseline characteristics of the 235 study participants. The intervention and control groups were similar for all characteristics. In both groups, most participants were male, with a mean age of approximately 65 years old. The study population was overweight, with a mean BMI of 28.9 kg/m\(^2\) (SD 4.7) and 29.1 kg/m\(^2\) (SD 4.7) in the intervention and control groups, respectively.

Table 2 describes the change in quality of life for both the intervention and control groups. After 3 months, a significant improvement in quality of life was seen in the intervention group compared to the control group for subscales on emotional and mental health (2.52 vs -0.72, respectively; \( P = .03 \), 95% CI 0.39-6.09) and health change (8.99 vs 2.03, respectively; \( P = .01 \), 95% CI 1.60-12.32). No significant between-group differences were found for all other subscales, nor for the total RAND-36 score. From the results of the main analyses of Wijsman and colleagues, we know that accelerometer data were available for 107 intervention and 109 control participants, and that after 3 months, there was a mean increase of 11.1 minutes (SE 2.1) of MVPA per day in the intervention group, compared to a mean decrease of 0.1 minutes (SE 1.5) in the control group (\( P = .001 \)) [6].

Further analysis included only those participants in the intervention group who were successful in reaching their personalized target after finishing the 3-month intervention program. This was the case for 50 (42.0%) of the 119 participants in the intervention group. Similar to the results from our primary analysis, a significant improvement in quality of life was seen in the successful intervention group compared to the control group for subscales on emotional and mental health (4.31 vs -0.72, respectively; \( P = .009 \), 95% CI 1.26-8.79) and health change (11.06 vs 2.03, respectively; \( P = .004 \), 95% CI 2.93-15.13). Overall, improvements in quality of life were larger in the successful intervention group compared to the overall intervention group for all subscales, as well as for the total RAND-36 score (see Table 2).

Table 3 describes the relationship between increase in physical activity and improvement in quality of life. Increase in physical activity in the entire sample was divided into tertiles based on the change in minutes spent in MVPA (see Table 3). Because of technical errors, data on activity counts were available for only 211 of the 235 participants (89.8%). With an increase of MVPA, the total RAND-36 score improved significantly (\( P_{\text{trend}} = .001 \), 95% CI 0.02-0.09), as well as quality of life regarding the subscales’ usual role-related activities due to emotional health problems (\( P_{\text{trend}} = .03 \), 95% CI 0.01-0.20), emotional or mental health (\( P_{\text{trend}} = .005 \), 95% CI 0.10-0.58), pain (\( P_{\text{trend}} = .008 \), 95% CI 0.06-0.38), vitality (\( P_{\text{trend}} = .004 \), 95% CI 0.11-0.54), and general health perception (\( P_{\text{trend}} = .04 \), 95% CI 0.01-0.41). Other subscales were not associated with an increase in MVPA.
Table 1. Baseline characteristics of 235 study participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=119)</th>
<th>Control group (n=116)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%),</td>
<td>47 (39.5)</td>
<td>49 (42.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD),</td>
<td>64.7 (3.0)</td>
<td>64.9 (2.8)</td>
</tr>
<tr>
<td><strong>Degree of self-reported activity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately active</td>
<td>41 (34.5)</td>
<td>48 (41.4)</td>
</tr>
<tr>
<td>Moderately inactive</td>
<td>36 (30.3)</td>
<td>34 (29.3)</td>
</tr>
<tr>
<td>Inactive</td>
<td>42 (35.3)</td>
<td>34 (29.3)</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>7 (5.9)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>45 (38.1)</td>
<td>46 (40.0)</td>
</tr>
<tr>
<td>High</td>
<td>66 (55.9)</td>
<td>67 (58.3)</td>
</tr>
<tr>
<td><strong>Clinical parameters, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height (cm),</td>
<td>173.6 (9.9)</td>
<td>172.1 (9.3)</td>
</tr>
<tr>
<td>Weight (kg),</td>
<td>87.4 (15.8)</td>
<td>86.3 (15.8)</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;a&lt;/sup&gt; (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>28.9 (4.7)</td>
<td>29.1 (4.7)</td>
</tr>
<tr>
<td><strong>Physical activity per day, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minutes spent in moderate-to-vigorous activity, median (IQR&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>16.8 (18.6)</td>
<td>14.4 (23.8)</td>
</tr>
<tr>
<td><strong>Quality of life, c mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical functioning</td>
<td>83.40 (14.98)</td>
<td>84.61 (15.05)</td>
</tr>
<tr>
<td>Social functioning</td>
<td>88.03 (17.63)</td>
<td>86.42 (18.76)</td>
</tr>
<tr>
<td>Role limitations (physical problem)</td>
<td>81.30 (32.09)</td>
<td>82.97 (29.41)</td>
</tr>
<tr>
<td>Role limitations (emotional problem)</td>
<td>85.99 (28.95)</td>
<td>86.21 (28.51)</td>
</tr>
<tr>
<td>Emotional or mental health</td>
<td>77.24 (15.52)</td>
<td>77.31 (15.58)</td>
</tr>
<tr>
<td>Vitality</td>
<td>67.48 (17.07)</td>
<td>67.03 (17.69)</td>
</tr>
<tr>
<td>Pain</td>
<td>80.04 (20.20)</td>
<td>84.29 (17.03)</td>
</tr>
<tr>
<td>General health perception</td>
<td>68.15 (16.34)</td>
<td>67.72 (14.94)</td>
</tr>
<tr>
<td>Health change</td>
<td>53.57 (20.40)</td>
<td>51.51 (13.31)</td>
</tr>
<tr>
<td>Total RAND-36&lt;sup&gt;d,e&lt;/sup&gt; score</td>
<td>630.86 (120.12)</td>
<td>639.68 (118.64)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: body mass index.
<sup>b</sup>IQR: interquartile range.
<sup>c</sup>Scores on the subscales of quality of life range from 0 to 100, with higher scores indicating better health or functioning.
<sup>d</sup>RAND-36: Research ANd Development 36-item health survey.
<sup>e</sup>The total RAND-36 score is the sum of the scores on the subscales and ranges from 0 to 800.
Table 2. Changes in quality of life in the control, intervention, and successful intervention group.

<table>
<thead>
<tr>
<th>Quality-of-life subscales&lt;sup&gt;a&lt;/sup&gt;</th>
<th>All (n=225)</th>
<th>Control group (n=111)</th>
<th>Intervention group (n=114)</th>
<th>Successful intervention group (n=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SE)</td>
<td>Mean (SE)</td>
<td>Mean (SE)</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Δ&lt;sup&gt;c&lt;/sup&gt; Physical functioning</td>
<td>1.40 (0.77)</td>
<td>0.95 (1.01)</td>
<td>1.84 (1.16)</td>
<td>3.37 (1.60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.56</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-2.14 to 3.93)</td>
<td>(-1.21 to 6.06)</td>
</tr>
<tr>
<td>Δ Social functioning</td>
<td>-0.44 (1.06)</td>
<td>-1.13 (1.62)</td>
<td>0.22 (1.37)</td>
<td>1.20 (1.95)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.53</td>
<td>.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-2.82 to 5.51)</td>
<td>(-3.04 to 7.69)</td>
</tr>
<tr>
<td>Δ Role limitations (physical problem)</td>
<td>0.11 (1.94)</td>
<td>2.03 (2.93)</td>
<td>-1.75 (2.56)</td>
<td>-1.92 (4.28)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.33</td>
<td>.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-11.44 to 3.88)</td>
<td>(-14.20 to 6.30)</td>
</tr>
<tr>
<td>Δ Role limitations (emotional problem)</td>
<td>-1.04 (1.97)</td>
<td>-2.40 (2.62)</td>
<td>0.29 (2.95)</td>
<td>0 (3.88)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.50</td>
<td>.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-5.09 to 10.48)</td>
<td>(-6.80 to 11.60)</td>
</tr>
<tr>
<td>Δ Emotional or mental health</td>
<td>0.92 (0.73)</td>
<td>-0.72 (1.19)</td>
<td>2.52 (0.83)</td>
<td>4.31 (1.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.03&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.009&lt;sup&gt;e&lt;/sup&gt;(1.26 to 8.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.39 to 6.09)</td>
<td></td>
</tr>
<tr>
<td>Δ Vitality</td>
<td>1.84 (0.83)</td>
<td>0.90 (1.09)</td>
<td>2.76 (1.24)</td>
<td>4.62 (1.89)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.26</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-1.40 to 5.13)</td>
<td>(-0.34 to 7.77)</td>
</tr>
<tr>
<td>Δ Pain</td>
<td>-0.12 (1.09)</td>
<td>-0.74 (1.50)</td>
<td>0.48 (1.58)</td>
<td>-0.47 (2.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.58</td>
<td>.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-3.07 to 5.51)</td>
<td>(-4.87 to 5.40)</td>
</tr>
<tr>
<td>Δ General health perception</td>
<td>0.42 (0.77)</td>
<td>0.22 (1.22)</td>
<td>-0.09 (2.29)</td>
<td>0.38 (3.32)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.86</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-3.83 to 3.21)</td>
<td>(-4.22 to 4.54)</td>
</tr>
<tr>
<td>Δ Health change</td>
<td>5.56 (1.38)</td>
<td>2.03 (1.44)</td>
<td>8.99 (2.29)</td>
<td>11.06 (2.28)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.01&lt;sup&gt;f&lt;/sup&gt;(1.60 to 12.32)</td>
<td>.004&lt;sup&gt;e&lt;/sup&gt;(2.93 to 15.13)</td>
</tr>
<tr>
<td>Δ Total</td>
<td>2.75 (5.55)</td>
<td>-0.89 (7.57)</td>
<td>6.28 (8.13)</td>
<td>11.48 (11.96)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.52</td>
<td>.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-14.75 to 29.09)</td>
<td>(-14.80 to 35.54)</td>
</tr>
<tr>
<td>RAND-36&lt;sup&gt;g,h&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Scores on the subscales range from 0 to 100, with higher scores indicating better health or functioning.

<sup>b</sup>Independent samples <i>t</i> test.

<sup>c</sup>Difference between control and intervention group.

<sup>d</sup>Difference between control and successful intervention group.

<sup>e</sup>Represents change in subscale score from baseline to follow-up.

<sup>f</sup><i>P</i> values in italics represent significant values.

<sup>g</sup>RAND-36: Research ANd Development 36-item health survey.

<sup>h</sup>The total RAND-36 score is the sum of the scores on the subscales and ranges from 0 to 800.
Table 3. Dose-response relationship of the change in minutes spent in moderate-to-vigorous physical activity with quality of life.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Tertiles of Δ(^a) moderate-to-vigorous physical activity (minutes per day)</th>
<th>(p^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low (n=69)</td>
<td>Middle (n=72)</td>
</tr>
<tr>
<td>Δ Moderate-to-vigorous physical activity (minutes per day), median (IQR(^c))</td>
<td>-7.80 (10.65)</td>
<td>2.20 (3.20)</td>
</tr>
<tr>
<td>Quality-of-life subscales, (^e) mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ Physical functioning</td>
<td>1.64 (1.39)</td>
<td>0.73 (1.36)</td>
</tr>
<tr>
<td>Δ Social functioning</td>
<td>-1.22 (1.88)</td>
<td>-0.84 (1.84)</td>
</tr>
<tr>
<td>Δ Role limitations (physical problem)</td>
<td>-4.01 (3.60)</td>
<td>1.15 (3.51)</td>
</tr>
<tr>
<td>Δ Role limitations (emotional problem)</td>
<td>-3.62 (3.49)</td>
<td>-2.73 (3.41)</td>
</tr>
<tr>
<td>Δ Emotional or mental health</td>
<td>-0.73 (1.35)</td>
<td>0.78 (1.32)</td>
</tr>
<tr>
<td>Δ Vitality</td>
<td>1.98 (1.49)</td>
<td>0.62 (1.45)</td>
</tr>
<tr>
<td>Δ Pain</td>
<td>-2.53 (1.97)</td>
<td>0.47 (1.93)</td>
</tr>
<tr>
<td>Δ General health perception</td>
<td>-2.29 (1.62)</td>
<td>1.07 (1.59)</td>
</tr>
<tr>
<td>Δ Health change</td>
<td>5.14 (2.40)</td>
<td>2.37 (2.35)</td>
</tr>
<tr>
<td>Δ Total RAND-36(^g)(^h) score</td>
<td>-10.77 (9.93)</td>
<td>1.24 (9.71)</td>
</tr>
</tbody>
</table>

\(^a\)Represents change in values from baseline to follow-up.
\(^b\)Linear regression, adjusted for sex, age, and body mass index (BMI).
\(^c\)IQR: interquartile range.
\(^d\)N/A: not applicable.
\(^e\)Scores on the subscales range from 0 to 100, with higher scores indicating better health or functioning.
\(^f\)\(P\) values in italics represent significant values.
\(^g\)RAND-36: Research ANd Development 36-item health survey.
\(^h\)The total RAND-36 score is the sum of the scores on the subscales and ranges from 0 to 800.
Discussion

Principal Findings

In this randomized controlled trial assessing the effect of an Internet-based intervention on improving quality of life in inactive older adults, we found a significant improvement in quality of life in the intervention group compared to the control group for subscales on emotional or mental health and health change of the RAND-36 health survey. Improvements in quality of life were particularly observed in those participants in the intervention group who had successfully reached their personalized target with the intervention. Furthermore, our results show that more MVPA is associated with higher quality-of-life levels.

Earlier, we found that the DirectLife intervention led to significant improvements of metabolic health and showed a significant association between an increase in minutes spent in MVPA and metabolic health outcomes [6,7]. Given the observed dose-response relationship we have shown between physical activity and the majority of subscales of quality of life, we are confident that the DirectLife program has induced an improvement in quality of life through an increase in physical activity. Our results are in accordance with results from previous experimental studies that showed that an increase in physical activity had a positive effect on quality of life in older adults [16,17]. These studies performed no subgroup analyses that included successful intervention adopters only. Evidence from a series of randomized controlled trials conducted with frail older adults to test the effects of physical activity on quality of life has indicated that there is a positive effect on emotional and social functioning in particular, and that physical activity did not exacerbate perceptions of pain [18]. Our results also confirm these findings, as the intervention particularly induced an improvement of mentally related subscales of the RAND-36 and did not lead to increased perceptions of pain. It is actually noteworthy that the effects of DirectLife induced the largest increases in subscales regarding the emotional component of quality of life. One of the explanations for this might be the type of intervention. DirectLife primarily focused on personal goal setting, aiming for an increase of perceived control, self-efficacy, and mastery, which probably will induce an improvement of mental functioning in particular [1,19,20]. Secondly, our sample contained inactive older people, who will probably more directly experience improvement of mental functioning, rather than physical functioning. As the empirical evidence regarding the mechanisms underlying the association between increased physical activity and quality of life is limited, these hypotheses remain speculations and further research on this topic is warranted.

Assuming that an increase of ≥5 points in any of the RAND-36 subscales is clinically relevant [21], the clinical relevance of the significant increases in the emotional or mental health (2.52 points) and health change (8.99 points) subscales in the intervention group is moderate to high. Baseline scores on the RAND-36 were higher than scores observed in a healthy Dutch population in a similar age category, particularly for physical functioning and limitations on usual role-related activities due...
to physical health problems [13]. Apparently, inactive 60-70-year-olds do not feel hampered in daily functioning because of physical limitations. For that reason, it is less likely that scores on these subscales could have increased to a higher level. This so-called ceiling effect could have contributed to the lack of intervention effect on RAND-36 subscales regarding physical functioning.

A limitation of this study arises from the representativeness of our study sample. Participation was voluntary, which unintentionally could have led to an overrepresentation of participants who are highly motivated to increase physical activity. Also, selecting participants who were able to use the Internet led to a sample with a relatively high education level. As a consequence, generalizability of the results toward the general elderly population is limited. On the other hand, our study sample contained overweight, inactive older adults with comorbidities—with exclusion of diabetes—which is representative of the general population and consequently leads to increased generalizability. Adults in our study sample are categorized as being inactive, moderately inactive, and moderately active based on the GPPAQ categories and corresponds with less than 3 hours of physical exercise and/or cycling per week. According to the official GPPAQ guidance document, the active category is taken as consistent with achieving goals set by the physical activity (PA) guidelines relating to time spent in MVPA or vigorous physical activity (VPA) [9]. It is important to mention that all other categories require a PA intervention, which was the rationale behind our choice for this GPPAQ-guided cutoff point for inclusion in the DirectLife study. The relative short duration of the DirectLife program (ie, 3 months) should be considered while interpreting the results of this study. Although the effects found on quality of life seem promising, these need to be reinforced by results from a longer-term study. In addition, we have not specifically emphasized the unraveling of determinants of quality of life in this study, such as socioeconomic status, family support, computer literacy, type of environment, and housing status. An in-depth and adequately designed determinant study would be useful to unravel the influence of these determinants on physical activity, biomedical outcomes, and quality of life.

An important strength is that we used validated instruments to measure physical activity and quality of life. However, although accelerometry is one of the state-of-the-art objective measurements of physical activity, two comments are noteworthy. First, our choices for wearing the accelerometers on the right side, as well for considering an assessment day as valid if >10 hours were registered, were arbitrary. A study by Masse and colleagues critically used the criteria of different algorithms to reduce accelerometer data on physical activity and showed that the algorithm we used—minimal amount needed: 5 days; minimal daily wear: 10 hours—will not lead to different MVPA scores in comparison to more or less stringent algorithms [22]. Second, the conversion of accelerometer data into an accurate and reliable PA measurement is an evolving topic in PA research. Whether accelerometer data should be used in the evaluation of PA guideline adherence remains under doubt [23]. In our study, still-limited information is available on the type of physical activity that was performed. Knowing whether reduced sitting time or increased cycling or walking time are responsible for improvements of metabolic outcomes and quality of life could contribute to more individually tailored advice on how to improve health and quality of life in the elderly. For example, ankle-worn accelerometers might yield data that is more predictive for other types of physical activity, such as cycling. Activity counts assessed with use of ankle-worn accelerometers are available from a subset of our study population. This topic has our attention and is one of the planned further investigations with data from the study.

Our findings show the feasibility and potential of Internet-assisted physical activity interventions in an older adult population. Based on our findings, we encourage further implementation of the DirectLife program. The DirectLife program 2.0 could function as an open-access, Web-based lifestyle advice tool that can be referred to by general practitioners and medical specialists, or can be consulted by inactive older adults. Further development of the program, however, requires reinforcement of the found effects at a longer-term and optimization of the personally tailored advice by including more determinants of physical (in)activity, such as sitting time.

Conclusions

Our study shows that an Internet-based physical activity program was effective in improving health-related quality of life among inactive 60-70-year-olds that successfully reached their individually targeted increase in daily physical activity after 3 months, as indicated by the intervention program. Our results indicate that significant improvements in physical activity can lead to an improvement of mental functioning in particular.
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Abstract

Background: Most hospitals use paging systems as the principal communication system, despite general dissatisfaction by end users. To this end, we developed an app-based communication system (called Hark) to facilitate and improve the quality of interpersonal communication.

Objective: The objectives of our study were (1) to assess the quality of information transfer using pager- and app-based (Hark) communication systems, (2) to determine whether using mobile phone apps for escalation of care results in additional delays in communication, and (3) to determine how end users perceive mobile phone apps as an alternative to pagers.

Methods: We recruited junior (postgraduate year 1 and 2) doctors and nurses from a range of specialties and randomly assigned them to 2 groups who used either a pager device or the mobile phone-based Hark app. We asked nurses to hand off simulated patients while doctors were asked to receive handoff information using these devices. The quality of information transfer, time taken to respond to messages, and users’ satisfaction with each device was recorded. Each participant used both devices with a 2-week washout period in between uses.

Results: We recruited 22 participants (13 nurses, 9 doctors). The quality of the referrals made by nurses was significantly better when using Hark (Hark median 118, range 100–121 versus pager median 77, range 39–104; \(P=.001\)). Doctors responded to messages using Hark more quickly than when responding to pagers, although this difference was not statistically significant (Hark mean 86.6 seconds, SD 96.2 versus pager mean 136.5 seconds, SD 201.0; \(P=.12\)). Users rated Hark as significantly better on 11 of the 18 criteria of an information transfer device (\(P<.05\)) These included “enhances interprofessional efficiency,” “results in less disturbance,” “performed desired functions reliably,” and “allows me to clearly transfer information.”

Conclusions: Hark improved the quality of transfer of information about simulated patients and was rated by users as more effective and efficient, and less distracting than pagers. Using this device did not result in delay in patient care.
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communication; mobile phone; pager; applications; apps; escalation of care; simulation
Introduction

Failures in communication can have serious and damaging implications for patient safety [1,2]. Data published by The Joint Commission in the United States has consistently highlighted errors in communication as the most common root cause of sentinel events, with handoff errors in particular being implicated in as many as 80% of all adverse events [3-6]. As such, there is a need for health systems to prioritize the improvement of communication skills and modalities within acute health care settings.

In hospitals worldwide, the most widely used communication system continues to be the 1-way pager device, first introduced over 50 years ago [7]. Despite its widespread adoption, users of pagers report the devices to be highly disruptive and inefficient [8-10]. In most paging systems, a member of staff sends an alert to a colleague requesting to be called back. The alert is received as a loud sound with an extension number to be called shown on the pager’s display. As the only information displayed by the pager is a number to be called, pagers do not effectively allow the urgency of a message to conveyed. Furthermore, information cannot be transferred until the receiver returns the call. Delays in response to a page can cause frustration, prompting additional pages [11]. The frequent interruptions caused by repeated pages alongside ineffective information transfer lead directly to adverse events and safety events [12,13]. More generally, frontline clinicians report that pagers have a negative impact on communication, quality of work, and efficiency [11].

The negative sentiment toward pagers in parallel with advances in communication technologies has encouraged many hospitals to explore alternative solutions to pager systems. Such solutions include 2-way alphanumeric pagers, secure short message service (SMS) text messaging platforms, and task management systems [14-17]. While an ideal communication tool would enable bidirectional, rapid, secure, and nondisruptive transmission of content-rich messages, existing systems have different limitations that fall short of this ideal [18].

As a result, the uptake of the new technologies in the health care setting is not yet widespread. Rogers proposed that new innovations diffuse through five distinct sections of consumer in the process of widespread adoption: innovators, early adopters, early majority, late majority, and laggards. Health care organizations have invested heavily in older communication systems that are still functional and have been slow to transition to emergent technologies. New technologies have therefore not moved beyond the innovators and early adopters [19,20]. In contrast, in hospitals where pagers remain the principal method of communication, health professionals are increasingly taking things into their own hands and using personal mobile phones to communicate with colleagues. This can be through a combination of voice calls, SMS messages, and increasingly messaging platforms such as WhatsApp (WhatsApp Inc, Mountain View, CA, USA) [21,22].

Previous systematic reviews of communication systems have demonstrated improvements in clinicians’ perception of communication when using communication systems other than pagers. [14] A more recent randomized controlled trial highlighted the greater employee satisfaction when using mobile phones for intrateam communication [15]. Mobile phones, therefore, present a significant opportunity for advances in interprofessional communication. Clinicians recognize the advantages that mobile phones offer over paging devices, specifically increased accessibility, clearer communication, and the ability to triage messages based on urgency [23,24].

To address the shortcomings of existing communication systems and take advantage of widespread access to mobile phone devices, an app-based communication system (ABCS) called Hark has been developed by Imperial College London, London, United Kingdom. Hark runs over mobile phones and tablet devices to support clinical task management. In doing so it builds on the specifications we defined to reduce adverse events associated with clinical handoff, prioritization of clinical tasks, failure to rescue, and escalation of care [3,11,25,26].

Hark was designed and developed by a multidisciplinary team of researchers, clinicians, technologists, and software developers according to the Imperial clarify, design, and evaluate approach to the development of digital health (mHealth) solutions [27]. It was developed building on extensive feedback from focus group discussions with multiple stakeholders (including nursing staff, doctors, and hospital managers) to ensure that all features of the app are tailored toward end users [11].

Through its design, Hark aims to address the shortcomings of the pager and the negative perceptions of users specifically around the time taken to respond to communication episodes and the quality of information transferred through the device [10,11,25]. This study aimed to assess the feasibility of using Hark in the clinical environment by determining whether the identified shortcomings had been addressed and whether using an alternative communication system would result in additional delays to patient care.

The aims of this study were (1) to assess the quality of information transfer using pager-based and app-based communication systems, (2) to determine whether using a mobile phone app for escalation of care would result in additional delays in communication, and (3) to determine how end users perceive mobile phone apps as an alternative means of communication to pagers.

Methods

Participants

We approached doctors and nurses working at a 500-bed tertiary hospital for participation in the study. Participants were recruited against the following criteria. Inclusion criteria were (1) being a doctor or nurse working in the hospital and (2) working in a specialty that serves inpatients. Exclusion criteria were (1) being a medical or nursing student, (2) being a nurse not directly involved with the routine care of inpatients (eg, operating room staff, scrub nurses), (3) being agency (temporary) staff, and (4) being computer illiterate. Before recruitment, we deemed a sample size of a minimum of 40 data points to be sufficient on the basis of previously published literature involving simulation in the methodology [28-32].
Study Design
This study used a randomized crossover design. Participants were randomly assigned into 1 of 2 groups according to a random number generator. We asked one group to use a conventional pager device to transfer information and the other to use Hark. Once participants completed the task, they underwent a 2-week washout period before being asked to perform similar tasks using the other device. By using such a study design, we obtained a greater number of data points using a smaller sample size. Furthermore, as all participants used both devices, they acted as their own internal control to minimize sampling bias between the groups. Figure 1 illustrates the study design.

Data Collection
Participants were requested to use either a pager or Hark to give or receive information about simulated patients. We produced 6 scenarios, each describing a patient who required input from a doctor. In order to allow both urgent escalation of care and routine task management functions to be investigated, the scenarios varied in terms of the how quickly they required a response. In the 6 scenarios, 2 patients required immediate attention, 2 required urgent attention, and 2 required routine attention. All participants sent or received information about all 6 scenarios. Figure 2 details the scenarios.

In clinical practice referrals are usually made from nurses to doctors [8]; therefore, we presented nurse participants with the above scenarios and asked them to refer the patient to a member of the research team, who acted as a doctor. Referrals were made using either a paging device or Hark.

We asked doctor participants to carry a device, either a pager or a mobile phone with Hark installed, during a typical day at work. A member of the research team then randomly contacted them through the device to refer the patients from the scenarios. Doctors were able to differentiate messages sent for simulated patients from those about actual patients, as all pages were sent from a single telephone number reserved for the purposes of the study. All messages sent through Hark were about simulated patients.

These tasks were designed to model the day-to-day use of a pager device for doctors and nurses. Each participant was asked to perform the tasks on 2 separate occasions: once using a pager device and another time using Hark.

We collected data from observation and monitoring of participants during the task and from feedback questionnaires given to participants after the task was completed.
**Features of Hark**

A full overview of the Hark platform and product overview can be seen at the Hark website [33]. Individuals register with Hark, creating a user profile from which they are able to send or receive messages. Their profiles contain information about their clinical role, experience level, and contact details.

To assign a task to colleagues, senders first select a patient and then enter details about the task required into a “new task” form.
in the app. As Hark integrates with the hospital’s electronic medical records, the form is prepopulated with the selected patient’s demographic information, recent vital signs, and test results. Users complete the remaining fields by selecting the type of task required and filling in free-text spaces with details about the task. At the end of the form, the sender selects a colleague to whom to send the task, indicating the urgency of the task by selecting a time frame for completion.

Once the form is sent, the colleague to whom the task was assigned receives a notification that a task has been sent to him or her. As soon as the recipient opens the form in the app, a notification is generated on the requesting device that the task has been read. The receiver can choose to accept the task, delegate it to another colleague, or send comments to clarify any further questions about the task. Once the task is completed it is marked as complete on the devices of both the sender and the receiver. A full audit trail of all communication episodes is made providing a contemporaneous record of all events associated with a clinical task.

Measures

We created specific measures to allow the aims of the project to be achieved. To determine whether the quality of referrals differed between the devices, we audio-recorded the referrals made by nurses using the pager while the data from referrals made by using Hark were automatically recorded on the app itself. We then assessed the data against a previously validated assessment tool called the Quality of Information Transfer Tool (QUIT) [26]. The QUIT is a 25-item, 7-category assessment tool comprising core components to measure the quality and content of information transfer. To ensure consistency when using the QUIT, 2 independent researchers rated each referral.

The time taken for doctors to respond to referrals was recorded to determine whether using a new technology for escalation of care results in additional delays in communication. For the pager, we defined this as the time between when a page was sent and when a call was received in response to the page. For Hark, we defined this as the time between when a task was sent and when the device received a “message read” notification. The message read notification was deemed appropriate as a response, as this was the point (when using Hark) where information has been transferred from the sender to the receiver. By reading the message, the receiver can decide how quickly he or she needs to reply on the basis of that information. For nonurgent task requests, it would be appropriate for them to prioritize completing an urgent task in front of them above immediately replying on Hark. Furthermore, the message read notification provides assurance to the sender that the information has been viewed and appropriate action will be taken.

As referrals are usually made from nurses to doctors, we asked only nurses to make referrals, and therefore we used the QUIT only for nurse participants. Similarly, as we asked only doctors to respond to referrals, we collected data about the time taken to respond only for doctor participants.

Finally, to determine how end users perceive mobile phone apps as an alternative means of communication to pagers, we asked all participants to complete a questionnaire. The questionnaire asked participants to express their degree of agreement with 18 statements on a 5-point Likert scale. The statements correlated with the key requirements of a communication system that emerged from previously published research [11]. We sought trust ethical approval from the Imperial Joint Research Compliance Office, but because it was a simulated study that didn’t involve real patients, project approval alone was advised to be sufficient.

Data Analysis

We analyzed data using SPSS statistics version 22 (IBM Corporation). We conducted descriptive analysis of the sociodemographic information.

Statistical analysis was performed to assess whether any significant differences existed in the performance of either device according to the QUIT scores, response times, and participants’ feedback. Aside from the time taken to respond to messages, the data were not normally distributed; therefore, we report median values and used the Wilcoxon test for within-group analysis. For the time taken to respond, we report mean values and used the paired-samples t test for within-group analysis. Spearman correlation coefficient was used to assess whether there was any relationship between the participants’ age and their evaluation of the device.

Statistical significance was accepted at a level of $P<.05$.

Results

Participants and Demographics

We included a total of 22 participants in the study, of whom 9 were doctors and 13 were nurses. All participants used both Hark and the pager device, which gave a total of 44 data points.

All doctors who participated were junior doctors (postgraduate year 1 and 2) with a mean age of 25 (range 24–28) years. Of the 9 doctor participants, 7 were female and 2 were male.

The seniority of nurses ranged from licensed practical nurses (pay scale band 5 in the United Kingdom) to advanced practice registered nurses (band 8) with a mean age of 38 (range 25–55) years. Of the 13 nurse participants, 7 were female and 6 were male.

The sample included representatives from medical and surgical specialties, along with psychiatry and pediatrics.

Statistical Analyses

Quality of Information Transfer

The quality of the referrals made by nurses was significantly better when using Hark, with higher overall scores when using Hark than when using a pager device (Hark median 118, range 100–121 versus pager median 77, range 39–104; $P=.001$) (Figure 3). For all 7 categories, nurses were found to perform significantly better when using Hark ($P<.05$). Furthermore, 22 of the 25 QUIT items were conveyed significantly more frequently when using Hark. There was no significant difference in the frequency of communicating the “patient name,” “patient location,” “responsible consultant [clinician],” and “current
treatment to date.” These results provide good evidence that Hark improves the quality of referrals (see Table 1).

**Time Taken to Respond to Device**

Doctors responded to messages using Hark more quickly than when responding to pagers, although this difference was not statistically significant (see Table 2). There was also no statistically significant difference when comparing response times to messages requiring immediate, urgent, and nonurgent response.

**Evaluation of the Device**

Hark was found to perform significantly better on 11 of the 18 criteria of an information transfer device ($P<.05$; Table 3). These included “enhances interprofessional efficiency,” “results in less disturbance,” “performed desired functions reliably,” and “allows me to clearly transfer information.” On the remaining 7 items, users rated Hark as better than or equal to the pager, but the difference was not statistically significant. Users also reported a greater overall satisfaction when using Hark, although this difference was also not significant (Hark median 4, range 1–5 versus pager median 3.5, range 1–5; $P=.24$).

Older users were more likely to rate the pager highly on enabling them “to both send and receive communications” (correlation coefficient 0.538 $P=.01$). Age did not correlate with ratings of either device on any other criteria (Table 4).

**Figure 3.** Box plots of overall quality of information transfer (QUIT) scores between devices. Asterisks and dot represent outliers.
Table 1. Quality of information transfer scores for use of Hark versus a pager.

<table>
<thead>
<tr>
<th>Categories and items</th>
<th>Hark</th>
<th>Pager</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>Range</td>
<td>Median</td>
<td>Range</td>
</tr>
<tr>
<td>1) Communicator identities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly communicates initiator identity (include grade and specialty)</td>
<td>5</td>
<td>5–5</td>
<td>4</td>
</tr>
<tr>
<td>Clearly confirms appropriate receiver identity (include grade and specialty)</td>
<td>5</td>
<td>5–5</td>
<td>2</td>
</tr>
<tr>
<td>Establishes rapport and mutual respect</td>
<td>5</td>
<td>1–5</td>
<td>3</td>
</tr>
<tr>
<td>2) Patient identity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly communicates patient name</td>
<td>5</td>
<td>4–5</td>
<td>4</td>
</tr>
<tr>
<td>Clearly communicates patient location</td>
<td>5</td>
<td>1–5</td>
<td>5</td>
</tr>
<tr>
<td>Clearly communicates responsible consultant</td>
<td>1</td>
<td>1–3</td>
<td>1</td>
</tr>
<tr>
<td>Clearly communicates age/date of birth</td>
<td>5</td>
<td>4–5</td>
<td>1</td>
</tr>
<tr>
<td>3) Clinical details</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly articulates working diagnosis</td>
<td>5</td>
<td>3–5</td>
<td>4</td>
</tr>
<tr>
<td>Clearly communicates relevant history (including recent operation and date)</td>
<td>5</td>
<td>1–5</td>
<td>4</td>
</tr>
<tr>
<td>Outlines current treatment to date</td>
<td>5</td>
<td>2–5</td>
<td>3</td>
</tr>
<tr>
<td>4) Problem</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly describes current problem with patient</td>
<td>5</td>
<td>5–5</td>
<td>4</td>
</tr>
<tr>
<td>Communicates relevant vital signs and fluid balance</td>
<td>5</td>
<td>3–5</td>
<td>4</td>
</tr>
<tr>
<td>Describes patient assessment and examination findings</td>
<td>5</td>
<td>2–5</td>
<td>3</td>
</tr>
<tr>
<td>Outlines relevant investigation results to date</td>
<td>5</td>
<td>3–5</td>
<td>3</td>
</tr>
<tr>
<td>Effectively prioritizes clinical issues</td>
<td>5</td>
<td>5–5</td>
<td>2</td>
</tr>
<tr>
<td>Clearly communicates degree of urgency</td>
<td>5</td>
<td>5–5</td>
<td>2</td>
</tr>
<tr>
<td>5) Plan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clearly defines the reason for the call (eg, advice, patient review, transfer)</td>
<td>5</td>
<td>3–5</td>
<td>4</td>
</tr>
<tr>
<td>Definitively resolves questions and ambiguities about patient care</td>
<td>5</td>
<td>4–5</td>
<td>3</td>
</tr>
<tr>
<td>Agrees plan for ongoing care for patient</td>
<td>5</td>
<td>3–5</td>
<td>4</td>
</tr>
<tr>
<td>6) Overall quality of information presentation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses clear, understandable language throughout</td>
<td>5</td>
<td>5–5</td>
<td>4</td>
</tr>
<tr>
<td>Presents information in a structured and logical order</td>
<td>5</td>
<td>5–5</td>
<td>3</td>
</tr>
<tr>
<td>Used available documentation to structure handoff</td>
<td>5</td>
<td>3–5</td>
<td>5</td>
</tr>
<tr>
<td>Selected and communicated all relevant information</td>
<td>5</td>
<td>5–5</td>
<td>3</td>
</tr>
<tr>
<td>Completed information transfer without digressing</td>
<td>5</td>
<td>5–5</td>
<td>3</td>
</tr>
<tr>
<td>Overall quality of information transfer</td>
<td>5</td>
<td>4–5</td>
<td>3</td>
</tr>
<tr>
<td>Total score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>118</td>
<td>100–121</td>
<td>77</td>
<td>39–104</td>
</tr>
</tbody>
</table>

Table 2. Time taken to respond to various types of messages transmitted by Hark versus a pager.

<table>
<thead>
<tr>
<th>Type of message</th>
<th>Hark</th>
<th>Pager</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>SD</td>
<td>Range</td>
<td>Mean</td>
</tr>
<tr>
<td>All messages, time in seconds</td>
<td>86.6</td>
<td>96.2</td>
<td>2–416</td>
</tr>
<tr>
<td>Immediate messages, time in seconds</td>
<td>126.0</td>
<td>128.4</td>
<td>2–416</td>
</tr>
<tr>
<td>Urgent messages, time in seconds</td>
<td>68.1</td>
<td>84.3</td>
<td>4–286</td>
</tr>
<tr>
<td>Nonurgent messages, time in seconds</td>
<td>65.8</td>
<td>52.9</td>
<td>8–195</td>
</tr>
</tbody>
</table>
Table 3. Performance of Hark versus a pager as evaluated by agreement on a 5-point Likert scale with criteria for an information transfer device.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Hark Median</th>
<th>Range</th>
<th>Pager Median</th>
<th>Range</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I do not need to be in a specific location within the hospital to initiate or receive communication through this system</td>
<td>5</td>
<td>1–5</td>
<td>5</td>
<td>1–5</td>
<td>.15</td>
</tr>
<tr>
<td>I am able to send or receive sufficient levels of detail through this system</td>
<td>5</td>
<td>1–5</td>
<td>4</td>
<td>1–5</td>
<td>.31</td>
</tr>
<tr>
<td>It enhances interprofessional collaboration and efficiency</td>
<td>4</td>
<td>1–5</td>
<td>3</td>
<td>2–5</td>
<td>.01</td>
</tr>
<tr>
<td>It results in fewer interruptions</td>
<td>5</td>
<td>2–5</td>
<td>2</td>
<td>1–5</td>
<td>.001</td>
</tr>
<tr>
<td>It results in less disturbance from interruptions</td>
<td>4</td>
<td>2–5</td>
<td>2</td>
<td>1–5</td>
<td>.003</td>
</tr>
<tr>
<td>It minimizes the time between sending a message and receiving the desired response</td>
<td>4</td>
<td>1–5</td>
<td>3</td>
<td>1–5</td>
<td>.22</td>
</tr>
<tr>
<td>It makes it easy to contact colleagues in times of need</td>
<td>4</td>
<td>1–5</td>
<td>3.5</td>
<td>2–5</td>
<td>.37</td>
</tr>
<tr>
<td>It discourages transfer of unnecessary information</td>
<td>4</td>
<td>1–5</td>
<td>3</td>
<td>1–5</td>
<td>.07</td>
</tr>
<tr>
<td>It is simple to operate</td>
<td>4</td>
<td>2–5</td>
<td>4</td>
<td>2–5</td>
<td>.75</td>
</tr>
<tr>
<td>It allows me to both send and receive communication</td>
<td>5</td>
<td>1–5</td>
<td>4</td>
<td>1–5</td>
<td>.003</td>
</tr>
<tr>
<td>It allows me to clearly transfer information about tasks and patients</td>
<td>5</td>
<td>1–5</td>
<td>4</td>
<td>1–5</td>
<td>.01</td>
</tr>
<tr>
<td>It allows me to easily delegate tasks or patients to colleagues</td>
<td>5</td>
<td>3–5</td>
<td>3</td>
<td>1–5</td>
<td>.001</td>
</tr>
<tr>
<td>It allows me to access patient information</td>
<td>4</td>
<td>2–5</td>
<td>2</td>
<td>1–5</td>
<td>.001</td>
</tr>
<tr>
<td>It allows me to prioritize messages according to urgency</td>
<td>5</td>
<td>1–5</td>
<td>2.5</td>
<td>1–5</td>
<td>.002</td>
</tr>
<tr>
<td>It performs the desired functions reliably, with minimal occurrence of malfunctions</td>
<td>4</td>
<td>2–5</td>
<td>3.5</td>
<td>1–5</td>
<td>.01</td>
</tr>
<tr>
<td>It can be stored as evidence that communication occurred</td>
<td>5</td>
<td>1–5</td>
<td>2</td>
<td>1–5</td>
<td>.001</td>
</tr>
<tr>
<td>It can allow a third person to differentiate between different senders and receivers</td>
<td>5</td>
<td>1–5</td>
<td>2</td>
<td>1–5</td>
<td>.001</td>
</tr>
<tr>
<td>I would be satisfied if this was the primary system used for communication between wards staff and doctors</td>
<td>4</td>
<td>1–5</td>
<td>3.5</td>
<td>1–5</td>
<td>.24</td>
</tr>
</tbody>
</table>
Table 4. Correlation between age of participants and their rating of a device by agreement with evaluation criteria.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Hark</th>
<th>P value</th>
<th>Pager</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I do not need to be in a specific location within the hospital to initiate or receive communication through this system</td>
<td>0.160</td>
<td>0.48</td>
<td>-0.125</td>
<td>0.58</td>
</tr>
<tr>
<td>I am able to send or receive sufficient levels of detail through this system</td>
<td>-0.162</td>
<td>0.47</td>
<td>0.155</td>
<td>0.49</td>
</tr>
<tr>
<td>It enhances interprofessional collaboration and efficiency</td>
<td>0.118</td>
<td>0.60</td>
<td>0.196</td>
<td>0.38</td>
</tr>
<tr>
<td>It results in fewer interruptions</td>
<td>-0.175</td>
<td>0.44</td>
<td>0.381</td>
<td>0.08</td>
</tr>
<tr>
<td>It results in less disturbance from interruptions</td>
<td>-0.203</td>
<td>0.37</td>
<td>0.417</td>
<td>0.05</td>
</tr>
<tr>
<td>It minimizes the time between sending a message and receiving the desired response</td>
<td>0.032</td>
<td>0.89</td>
<td>0.216</td>
<td>0.34</td>
</tr>
<tr>
<td>It makes it easy contact colleagues in times of need</td>
<td>0.100</td>
<td>0.66</td>
<td>-0.260</td>
<td>0.24</td>
</tr>
<tr>
<td>It discourages transfer of unnecessary information</td>
<td>0.096</td>
<td>0.67</td>
<td>0.400</td>
<td>0.07</td>
</tr>
<tr>
<td>It is simple to operate</td>
<td>-0.051</td>
<td>0.82</td>
<td>0.172</td>
<td>0.45</td>
</tr>
<tr>
<td>It allows me to both send and receive communication</td>
<td>-0.301</td>
<td>0.17</td>
<td>0.538</td>
<td>0.01</td>
</tr>
<tr>
<td>It allows me to clearly transfer information about tasks and patients</td>
<td>-0.076</td>
<td>0.74</td>
<td>0.041</td>
<td>0.86</td>
</tr>
<tr>
<td>It allows me to easily delegate tasks or patients to colleagues</td>
<td>-0.013</td>
<td>0.96</td>
<td>0.417</td>
<td>0.05</td>
</tr>
<tr>
<td>It allows me to access patient information</td>
<td>-0.087</td>
<td>0.70</td>
<td>0.287</td>
<td>0.20</td>
</tr>
<tr>
<td>It allows me to prioritize messages according to urgency</td>
<td>0.066</td>
<td>0.77</td>
<td>0.075</td>
<td>0.74</td>
</tr>
<tr>
<td>It performs the desired functions reliably, with minimal occurrence of malfunctions</td>
<td>-0.147</td>
<td>0.51</td>
<td>0.254</td>
<td>0.26</td>
</tr>
<tr>
<td>It can be stored as evidence that communication occurred</td>
<td>-0.376</td>
<td>0.09</td>
<td>-0.394</td>
<td>0.07</td>
</tr>
<tr>
<td>It can allow a third person to differentiate between different senders and receivers</td>
<td>-0.405</td>
<td>0.06</td>
<td>0.262</td>
<td>0.24</td>
</tr>
<tr>
<td>I would be satisfied if this was the primary system used for communication between wards staff and doctors</td>
<td>0.035</td>
<td>0.88</td>
<td>0.271</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Discussion

Our study aimed to investigate the efficiency of a user-centered ABCS compared with a pager device for interprofessional communication in hospitals. It compared the quality of information transfer during a patient referral, the time taken for users to respond to referrals, and user perceptions of interprofessional communication using mobile phone apps as an alternative means of communication to pagers.

We found the quality of information transfer to be higher when using the Hark app than when using the pager. Further analysis of the results revealed that, aside from 3 parameters (patient name, location, and responsible clinician), all relevant pieces of information were transferred significantly more frequently when using Hark than when using a pager. To transfer information using Hark, users must complete several fields, each of which corresponds to a piece of information that needs to be transferred. As such, the task entry form is a template with each field serving as a prompt to ensure more complete information transfer [34]. This is in contrast to the pager, where the only information transferred is a number to be called back (see Figure 4).

There was no field for entering the name of the responsible clinician, which may explain the equal frequency of information transfer of this parameter when using Hark or the pager. The other 2 parameters that we found to be nonsignificant (patient name and location) were so essential and intuitive for a referral that prompting should not be necessary to ensure transfer of the information.

The data demonstrated no significant difference in the time taken to respond to messages sent through either device. Is it noteworthy that, despite using a newer device with little training and limited prior experience of it, users did not take longer to respond to referrals sent using Hark. It should be noted that the time taken to respond to messages was defined differently according to the device used. When using Hark, response time was defined as the time taken to receive a message read notification. When using the pager, this was defined as the time taken for the receiver to return the call. This may introduce some bias in favor of Hark; however, this is a reflection of how reading a message through Hark results in earlier transfer of information. This suggests that in a clinical setting using Hark would not result in any additional delay over using a pager when contacting colleagues for escalation of care purposes. Indeed, Joseph et al found that at a hospital that used mobile phones in the clinical environment, users reported a reduction in physician response time to both routine and critical patients compared with when using pagers [23].

Users of Hark reported that it performed significantly better than the pager on most of the parameters we assessed.
Specifically, they perceived Hark to be significantly better at enhancing interprofessional collaboration, reducing disruption, enabling task prioritization, and improving reliability. There were no instances in which users reported better performance when using the pager. This suggests that the participants of this study would support switching the devices used on wards from pagers to app-based systems [35]. These findings support the conclusions of other studies in the literature that explore alternatives to the pager. Interventions such as 2-way alphanumeric pagers, task management systems, and secure text messaging platforms all result in users reporting improved efficiency in communication and reduced disruption [14,15,36].

Using an ABCS offers several benefits for patients, health care professionals, and managers alike. As we have shown, using Hark results in a higher quality of information transfer, which results in clearer communication and may lead to improved patient care. Using Hark allows health care professionals to communicate more effectively, resulting in greater interprofessional collaboration and less disruption to their work. As all communication is stored and indexed according to the type of tasks requested, Hark offers managers fresh insights about the most frequent types of tasks performed in their hospitals and thus supports decision making about resource workforce management. The audit trail provided by Hark would also facilitate incident investigation and keeping staff portfolios and logbooks. It is important to be aware of possible unintended consequences when using an ABCS. As more information is transferred over the technology, the number of verbal and face-to-face communications may decrease, negatively affecting workplace relationships. Furthermore, complex situations may be oversimplified when communicated over an ABCS, resulting in greater back-and-forth messaging for clarification [37].

While there are many demonstrable benefits of using an ABCS, some essential pieces of infrastructure need to be in place before it can be widely adopted in the health care setting. First, there must be secure Internet or mobile phone coverage throughout the hospital to allow users to be able to send and receive information regardless of their location. This is particularly important if time-critical information regarding deteriorating patients is to be sent over Hark, as delays in escalation of care are associated with adverse outcomes [25]. Second, as the ABCS requires a mobile phone for use, all health care workers must have access to a mobile phone or tablet device. Although most health care workers already carry personal mobile phones, provision of mobile phones or tablets should be considered for staff who do not have access to a device [38]. Third, the app must be constantly running on the mobile phone device, which will challenge the battery life of most popular devices. As such, hospitals that use Hark must ensure widespread access to mobile phone charging facilities.

**Figure 4.** Information about a simulated patient displayed in messages sent over Hark and a pager.

**Limitations**

This study has certain limitations, which future research should seek to address. First, this was a single-center study in a simulated setting. Hark should be tested across other sites in different geographic areas to determine whether the results obtained in this study can be replicated. As the study used 6 simulated cases as opposed real patient situations, participants may have evaluated the devices differently from how they would have if we used in real clinical scenarios. In particular, users...
may have found Hark to be less disruptive when using these 6 scenarios than they would have when considering more cases with real clinical care.

Doctors’ awareness before responding to all cases were about simulated patients may have influenced how quickly they responded to messages during our study. They may have deprioritized their response to messages about simulated patients or may have responded more quickly when using a preferred technology. To minimize this preference bias, we did not tell participants that we would be monitoring their response time. Future studies could aim to minimize this bias further by blinding participants between messages about simulated and actual patients.

It should also be noted that the sample of doctors who participated in this study consisted only of junior doctors. Although our results did not demonstrate a relationship between age and evaluation of the devices used, future research should include all grades of doctor to minimize any potential bias introduced by the age of the participant. It should also be noted that, although the study had a limited sample size of 22, the crossover design of the study allowed a larger number of data points to be collected from a smaller number of participants. The sample size was therefore sufficient to provide the required number of data points. The crossover design provided the additional benefit of minimizing bias between groups.

The implication of this study is that teams using Hark in clinical practice can transfer information more effectively so that clinicians can potentially prioritize their patients using objective, physiological parameters. This may result in fewer treatment delays and prevent avoidable harm [39-41]. Future research should aim to assess how the ABCS performs in a clinical environment when in use as a principal modality of communication and should include analysis of whether use of Hark has an impact on error rates and avoidable adverse events. Using the ABCS first in a pilot ward and then expanding from there may facilitate these efforts.

Conclusions
This study has investigated an alternative to the pager system for information transfer and task management. Hark has been demonstrated to improve the quality of information transfer and has been rated by users as more effective on several important measures, without any reduction in user satisfaction in a simulated environment. Using this device resulted in no delay in patient care. As one of the vital components of safe clinical care, improving interprofessional communication is a priority, and systems such as Hark can support this aim.
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Abstract

Background: Dementia is a major public health problem, and repeated cognitive data from large epidemiological studies could help to develop efficient measures of early prevention. Data collection by self-administered online tools could drastically reduce the logistical and financial burden of such large-scale investigations. In this context, it is important to obtain data concerning the comparability of such new online tools with traditional, supervised modes of cognitive assessment.

Objective: Our objective was to compare self-administration of the Web-based NutriNet-Santé cognitive test battery (NutriCog) with administration by a neuropsychologist.

Methods: The test battery included four tests, measuring, among others aspects, psychomotor speed, attention, executive function, episodic memory, working memory, and associative memory. Both versions of the cognitive battery were completed by 189 volunteers (either self-administered version first, n=99, or supervised version first, n=90). Subjects also completed a satisfaction questionnaire. Concordance was assessed by Spearman correlation.

Results: Agreement between both versions varied according to the investigated cognitive task and outcome variable. Spearman correlations ranged between .42 and .73. Moreover, a majority of participants responded that they “absolutely” or “rather” agreed that the duration of the self-administered battery was acceptable (184/185, 99.5%), that the tasks were amusing (162/185, 87.6%), that the instructions were sufficiently detailed (168/185; 90.8%) and understandable (164/185, 88.7%), and that they had overall enjoyed the test battery (182/185, 98.4%).

Conclusions: The self-administered version of the Web-based NutriCog cognitive test battery provided similar information as the supervised version. Thus, integrating repeated cognitive evaluations into large cohorts via the implementation of self-administered online versions of traditional test batteries appears to be feasible.
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Introduction

More than one third of the population in more developed world regions will be aged 60 years and older by the year 2050, according to estimates published in a United Nations report [1]. This population aging is taking place worldwide and is associated with a significant increase in the burden of age-related cognitive decline [2]. According to the 2009 World Alzheimer Report [3], the number of dementia cases is estimated to double every 20 years. Given the major social and economic consequences of dementia, age-related cognitive decline is one of the key public health problems of our time.

Current evidence consistently indicates that Alzheimer’s disease diagnoses are preceded by a very long pre-dementia phase [4-8]. Moreover, various studies suggest that this phase begins relatively early in life, indicating that studies on determinants of cognitive aging should focus on midlife factors [9-15]. Hence, longitudinal studies with available data on midlife risk factors and with repeated cognitive data are well adapted for the investigation of potential targets for early preventive measures [11]. Yet, the high logistical and personnel-related costs of traditional neuropsychological evaluations (ie, neuropsychological interviews or paper-and-pencil tests with supervision by trained personnel [16]) present major feasibility problems for epidemiological studies with large sample sizes. Thus, there has been a growing interest in the development of computerized cognitive evaluations as these allow for standardized, repeated procedures, systematic scoring, and automated saving or data management [17,18].

Two recent reviews of the literature have counted a total of 13 different computerized cognitive test batteries that are adapted to the context of age-related cognitive impairment or dementia [17,18]. Of these, only four are fully self-administered: the Computer-Administered Neuropsychological Screen for Mild Cognitive Impairment (CANS-MCI) battery, the Central Nervous System Vital Signs (CNS Vital Signs) battery, the MicroCog: Assessment of Cognitive Functioning (MicroCog) battery, and the Computer Assessment of Mild Cognitive Impairment (CAMCI) battery. One further battery, the Cambridge Neuropsychological Test Automated Battery (CANTAB) was described as “largely independent of verbal instructions.” Such fully self-administered batteries that do not rely on examiners to explain instructions or to supervise the completion of tasks are of interest for multiple reasons. Logistical and personnel costs can be further reduced, effort and time investment for participants are lower (since testing can be done at home), and an integration of cognitive evaluations into large-scale epidemiological studies is possible. However, it is important to assess the concordance of such a fully self-administered mode of administration with a “supervised” mode of administration. A supervised mode of administration is characterized by the presence of a trained examiner who gives test instructions, supervises the completion of the battery, and is available to help in the case of comprehension problems.

The objective of this study was to compare these two types of administration (fully self-administered versus supervised) with respect to a cognitive test battery (ie, NutriCog) that was specifically developed for the French NutriNet-Santé cohort.

Methods

Choice of the Cognitive Tasks to Include in the NutriCog Battery

The selection of the cognitive tasks included in our battery was based on a literature review of available computerized neuropsychological batteries [17,18]. Three important considerations guided our choices. First, the tasks had to be feasible in the context of an entirely Web-based battery (in relation to connection speed limitations, the use of mouse and keyboard instead of stylus pens, etc). Second, given our objective to study long-term age-related cognitive decline starting from midlife, the tasks had to reflect cognitive processes that have been shown to show slight functional changes in early aging (ie, episodic memory, attention/working memory, and highly integrated executive functions) [16,19]. Third, the selected tasks had to be derived from robust, previously validated neuropsychological paradigms. The tasks that were finally chosen to be part of our battery are described in Table 1. Briefly, the first task (“Click”) consists of connecting numbers (in ascending order) as fast as possible, the second task (“Maze”) consists of discovering a labyrinth route while respecting a certain number of rules, the third task (“Cards”) is a matching-to-sample task presented as a card game, and the fourth task (“Marbles”) consists of memorizing and recalling the color pattern of several marbles with a specific location on the screen. The specific realizations of all tasks except the Click-task are randomly generated at the beginning of each session and were thus not identical across the two modes of administration (fully self-administered/supervised). For example, participants were confronted with distinct labyrinth routes for each of the two completions of the test battery (fully self-administered/supervised).
intermission of about 2 months (mean 73.2, SD 17.2 days) in self-administered mode and the supervised mode), with an battery, we conducted a comparison study in a subsample of individuals with diversified characteristics were necessary to conduct a comparison study in a subsample of individuals with diversified characteristics. Moreover, multiple rounds of pilot testing within samples of neuropsychologists, epidemiologists, and computer scientists were conducted. The operational version of our battery includes the importance of operational version of our battery includes the importance of adaptability, calibration of display times, for example, messages during the adaptation of the task instructions to a self-administered battery. The following working steps were undertaken: (1) adaptation of the task instructions to a self-administered computerized framework, (2) prototype development, (3) pilot testing, and (4) revision of the prototype. Pilot testing consisted of assessing comprehensibility of the instructions, timing, and potential technical glitches. These pilot tests have been conducted in our research institute, within a sample of individuals with varying age, education level, and sex.

Lessons that we have learned during the development of the operational version of our battery include the importance of constructive exchanges within an interdisciplinary team of neuropsychologists, epidemiologists, and computer scientists in order to find solutions that are relevant in terms of neuropsychological paradigms, the planned epidemiological investigations, and feasibility in terms of software development. Moreover, multiple rounds of pilot testing within samples of individuals with diversified characteristics were necessary to identify software errors and comprehensibility problems, and to calibrate the display times, for example, messages during the Maze task or cards during the Cards task.

**Design of the Comparison Study**

In order to compare the self-administered mode of the NutriCog Web-based cognitive battery to a supervised mode of this same battery, we conducted a comparison study in a subsample of the NutriNet-Santé cohort. Each participant of this subsample was asked to perform the test battery twice (ie, in both the self-administered mode and the supervised mode), with an intermission of about 2 months (mean 73.2, SD 17.2 days) in between the two realizations. In order to account for learning effects that have to be expected when repeatedly administering cognitive tests [16], we randomized participants into two study groups, differing in the order of administration of the test battery version. The respective study groups were named SA-SU (self-administered version first, supervised version second) and SU-SA (supervised version first, self-administered version second). The NutriCog test battery was available on the NutriNet-Santé personal Internet page of each participant. The volunteers were asked to use at least 12-inch monitors for optimal visualization of the tests, to use a mouse, and to be in a quiet place without any disruption.

Prior to administering the battery of cognitive tests, the participants were asked to complete a short questionnaire assessing their current mood. At the end of each round of assessment (ie, self-administered version and supervised version), participants were presented with a process evaluation questionnaire in order to provide feedback on the test battery. The expected time to complete the battery in full was 20-25 minutes (15-20 minutes for the cognitive tests and 5 minutes for the questionnaires). Finally, after the participants had completed both versions of the test battery, they were presented with a satisfaction questionnaire, designed to collect information on the acceptability of the duration of each version of the battery, the difficulty of the tasks, the presentation and comprehensibility of the instructions, and the overall appreciation of the test battery.

**Administration of the Two Versions of the Test Battery**

The self-administered version was completed by the volunteers while alone, following the instructions given on the webpage. The supervised version was completed with assistance by a trained neuropsychologist, who made a home-visit appointment.
with each volunteer. The instructions were given orally by the neuropsychologist, who was also available to answer any upcoming questions concerning the instructions. All administrations of the supervised version of the battery were realized by the same neuropsychologist. There were no other differences between the two assessment rounds.

**Selection of Participants for the Comparison Study**

The selection process for our study sample is presented in Figure 1. We selected a subsample of 1416 participants of the NutriNet-Santé cohort, via a stratified randomization procedure, using sex, age group (<50 years, ≥50 years), and educational level (≤2 years of higher education, >2 years of higher education) as stratification variables. Among those subjects who agreed to participate, we selected 208 individuals with varying sex, age, and educational level (our pre-defined objective was to obtain a final sample of approximately 200 participants) and randomly attributed them to the two study groups. Of these 208 subjects, 14 were excluded because they did not validate both versions of the test battery, and 5 individuals were excluded because serious technical (ie, computer-related) problems had occurred as they completed the battery. Thus, our final study sample consisted of 189 participants (group SA-SU: n=99; group SU-SA: n=90).

**Figure 1.** Selection of participants and attribution to the study groups SA-SU (self-administered version first, supervised version second) and SU-SA (self-administered version first, supervised version second).

---

**Statistical Analyses**

**Creation of Composite Variables**

For the Cards and Marbles tasks, composite variables relating the number of incorrect answers to the time taken were created, as both the quality of the responses and the rapidity of task completion are important for the evaluation of performances on these tasks. The following formula was applied in order to relate incorrect answers to time while obtaining readable (ie, not too small) values and improving the normality of the distribution: \(\frac{1}{(\text{incorrect answers}+1000)} / \text{time} \times 100,000\). For these composite variables, higher scores indicate higher performances, while for all other variables, lower scores indicate higher performances.

**Descriptive Analysis**

Participant characteristics were presented as n and % or p50 and p25, p75 (ie, 50th and 25th, 75th percentile) and differences across study groups were tested via chi-square tests and (nonparametric) Wilcoxon rank-sum tests, respectively. In order to detect potential learning effects, median performances on the first administration and on the second administration of the battery were tabulated and compared via nonparametric paired tests (Wilcoxon signed-rank tests). Furthermore, we tabulated median performances according to test battery version (self-administered, supervised) as p50 and p25, p75. Finally, Spearman correlations between the different cognitive outcomes variables were tabulated.

**Concordance Analysis**

Concordance between the two versions of the test battery was estimated via Spearman correlation coefficients (presented with their \(P\) values). We decided to use Spearman correlations as our main statistical indicators in order to facilitate a comparison of our results with other methodological articles on computerized cognitive test batteries, which mostly report Pearson or Spearman correlations \([18]\). Spearman correlations were more adapted to our data than Pearson correlations as the cognitive outcome variables were not normally distributed.

Spearman correlations were presented for the whole study sample and stratified by age (<50 years, ≥50 years), educational level (≤2 years of post-high school education, >2 years of post-high school education), sex, and Web experience (Web novice, Web expert). Participants reporting that they were “inexperienced” or “beginners” in terms of Internet knowledge were designated as “Web novices” and participants report “advanced” or “expert” Internet knowledge were designated as “Web experts.” Finally, participants’ responses to the satisfaction questionnaire were tabulated as n and %. All analyses were conducted with
SAS, version 9.3, and all statistical tests were two-sided with a significance level of .05.

Results

Our study sample had a median age of 57 years and 61.9% of the participants were women. Participant characteristics according to study group are presented in Table 2. Individuals in the SA-SU group were younger than participants in the SU-SA group and more frequently reported an advanced or expert level in Internet knowledge. In terms of gender, educational level, occupational category, and type of Internet connection, no significant differences between groups were observed.

Table 3 presents performances on the different cognitive tasks according to time of administration of the cognitive battery (first administration versus second administration). Except for the time taken on the “Click” task and for the “Marbles” task composite variable, the performances on the cognitive tasks were systematically better for the second administration.

For illustrative purposes, performances on cognitive tests according to version of the test battery (self-administrated, supervised) are presented in Multimedia Appendix 1. Multimedia Appendix 2 shows Spearman correlations among the different cognitive test variables for the self-administered version of the test battery.

Table 4 shows Spearman correlation coefficients as measures of concordance between cognitive performances according to version. Spearman correlations ranged between .42 and .73. The lowest correlations were observed for the outcome variables “mean number of clicks” and “mean number of total errors” of the Maze task (Maze A and Maze B): here, Spearman correlation coefficients ranged between .42 and .43.

Multimedia Appendix 3 shows Spearman correlation coefficients stratified by age group, educational level, sex, and Web experience. The coefficients ranged from .21-.80 and tended to be highest among participants who were higher educated and who had better Internet knowledge. However, these trends were not consistent across all outcome variables.

Tables 5 and 6 present the responses of participants to the satisfaction questionnaire. Notably, a majority of participants responded that they “absolutely” or “rather” agreed that the duration of the self-administered battery was acceptable (184/185, 99.5%), that the tasks were amusing (162/185, 87.6%), that the instructions were sufficiently detailed (168/185, 90.8%) and understandable (164/185, 88.7%), and that they had globally enjoyed the test battery (182/185, 98.4%). On the other hand, 81.1% (150/185) of participants reported to have preferred the supervised version of the self-administered version.
Table 2. Participant characteristics (N=189).

<table>
<thead>
<tr>
<th></th>
<th>Self-administered version first (n=99)</th>
<th>Supervised version first (n=90)</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n or p50&lt;sup&gt;a&lt;/sup&gt;</td>
<td>% or p25; p75&lt;sup&gt;a&lt;/sup&gt;</td>
<td>n or p50&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age</td>
<td>55.0</td>
<td>40.0; 65.0</td>
<td>59.0</td>
</tr>
<tr>
<td>Gender</td>
<td>.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>34</td>
<td>34.3</td>
<td>38</td>
</tr>
<tr>
<td>Female</td>
<td>65</td>
<td>65.7</td>
<td>52</td>
</tr>
<tr>
<td>Education level</td>
<td>.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2 yrs post–high school education</td>
<td>34</td>
<td>34.3</td>
<td>33</td>
</tr>
<tr>
<td>≥2 yrs post–high school education</td>
<td>65</td>
<td>65.7</td>
<td>57</td>
</tr>
<tr>
<td>Occupational category</td>
<td>.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>13</td>
<td>13.1</td>
<td>7</td>
</tr>
<tr>
<td>Employee</td>
<td>8</td>
<td>8.1</td>
<td>10</td>
</tr>
<tr>
<td>Intermediate profession</td>
<td>12</td>
<td>12.1</td>
<td>8</td>
</tr>
<tr>
<td>Managerial staff&lt;sup&gt;c&lt;/sup&gt;</td>
<td>38</td>
<td>38.4</td>
<td>32</td>
</tr>
<tr>
<td>Retired</td>
<td>28</td>
<td>28.3</td>
<td>33</td>
</tr>
<tr>
<td>Self-evaluated Web knowledge &lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>.049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web novice</td>
<td>6</td>
<td>6.1</td>
<td>13</td>
</tr>
<tr>
<td>Web expert</td>
<td>92</td>
<td>93.9</td>
<td>74</td>
</tr>
<tr>
<td>Type of connection &lt;sup&gt;d&lt;/sup&gt;</td>
<td>.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;512k</td>
<td>9</td>
<td>9.2</td>
<td>9</td>
</tr>
<tr>
<td>≥512 and &lt;1024k</td>
<td>18</td>
<td>18.4</td>
<td>16</td>
</tr>
<tr>
<td>≥1024k</td>
<td>48</td>
<td>49.0</td>
<td>39</td>
</tr>
<tr>
<td>Do not know</td>
<td>23</td>
<td>23.5</td>
<td>23</td>
</tr>
</tbody>
</table>

<sup>a</sup> Values for age are not n and %, but median and 25<sup>th</sup>, 75<sup>th</sup> percentile.

<sup>b</sup>P value for the difference between both administration order groups, from Wilcoxon rank-sum nonparametric tests for age and chi-square tests for other variables.

<sup>c</sup>Or intellectual profession.

<sup>d</sup>185 subjects (98 for the self-administered first and 87 for the supervised version first) returned the satisfaction questionnaire, thereby providing this information.

<sup>e</sup>Novice: “inexperienced” or “beginner” level; expert: “advanced” or “expert” level.
Table 3. Performance on cognitive tests: first versus second administration (N=189)\(^a\).

<table>
<thead>
<tr>
<th>Test(^b)</th>
<th>Variable</th>
<th>First administration</th>
<th>Second administration</th>
<th>(P)(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>p50</td>
<td>p25; p75</td>
<td>p50</td>
</tr>
<tr>
<td>Click</td>
<td>Time in seconds, mean</td>
<td>4.29</td>
<td>3.64; 5.49</td>
<td>4.32</td>
</tr>
<tr>
<td>Maze A</td>
<td>Time in seconds, mean</td>
<td>118.66</td>
<td>86.95; 168.67</td>
<td>101.16</td>
</tr>
<tr>
<td></td>
<td>Clicks, mean n</td>
<td>59.00</td>
<td>53.00; 70.33</td>
<td>54.00</td>
</tr>
<tr>
<td></td>
<td>Total errors, mean n</td>
<td>17.33</td>
<td>13.33; 25.00</td>
<td>14.00</td>
</tr>
<tr>
<td>Maze B</td>
<td>Time in seconds</td>
<td>85.35</td>
<td>62.87; 112.64</td>
<td>72.11</td>
</tr>
<tr>
<td></td>
<td>Clicks, n</td>
<td>48.00</td>
<td>42.00; 55.00</td>
<td>44.00</td>
</tr>
<tr>
<td></td>
<td>Total errors, n</td>
<td>10.00</td>
<td>7.00; 15.00</td>
<td>8.00</td>
</tr>
<tr>
<td>Cards</td>
<td>Composite variable(^d)</td>
<td>1.26</td>
<td>1.09; 1.36</td>
<td>1.28</td>
</tr>
<tr>
<td>Marbles</td>
<td>Composite variable(^d)</td>
<td>2.21</td>
<td>1.48; 3.31</td>
<td>2.40</td>
</tr>
</tbody>
</table>

\(^a\)Objective of this comparison: identification of potential learning effects. Lower scores indicate better performances, except for the Cards and Marbles composite variables, where higher scores indicate better performances.

\(^b\)Maze A: Sum of the initial three rounds of the Maze task. Maze B: Final (fourth) round of the Maze task.

\(^c\)Wilcoxon signed-rank test (nonparametric paired test).

\(^d\)[1/(incorrect answers+1000) /time] * 100,000.

Table 4. Concordance of cognitive tests performances according to version (N=189)\(^a\).

<table>
<thead>
<tr>
<th>Test(^b)</th>
<th>Variable</th>
<th>Spearman correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(r)</td>
</tr>
<tr>
<td>Click</td>
<td>Time in seconds, mean</td>
<td>.73</td>
</tr>
<tr>
<td>Maze A</td>
<td>Time in seconds, mean</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>Clicks, mean n</td>
<td>.43</td>
</tr>
<tr>
<td></td>
<td>Total errors, mean n</td>
<td>.43</td>
</tr>
<tr>
<td>Maze B</td>
<td>Time in seconds</td>
<td>.53</td>
</tr>
<tr>
<td></td>
<td>Clicks, n</td>
<td>.43</td>
</tr>
<tr>
<td></td>
<td>Total errors, n</td>
<td>.42</td>
</tr>
<tr>
<td>Cards</td>
<td>Composite variable(^c)</td>
<td>.64</td>
</tr>
<tr>
<td>Marbles</td>
<td>Composite variable(^c)</td>
<td>.51</td>
</tr>
</tbody>
</table>

\(^a\)Self-administered version versus supervised version.

\(^b\)Maze A: Sum of the initial three rounds of the Maze task. Maze B: Final (fourth) round of the Maze task.

\(^c\)[1/(incorrect answers+1000) /time] * 100,000.
<table>
<thead>
<tr>
<th>Questions</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The duration is acceptable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>145</td>
<td>78.4</td>
</tr>
<tr>
<td>I rather agree</td>
<td>39</td>
<td>21.1</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>The exercises can be rapidly finished</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>64</td>
<td>34.6</td>
</tr>
<tr>
<td>I rather agree</td>
<td>112</td>
<td>60.5</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>8</td>
<td>4.3</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>The exercises are too simple</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>4</td>
<td>2.2</td>
</tr>
<tr>
<td>I rather agree</td>
<td>89</td>
<td>48.1</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>87</td>
<td>47.0</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>5</td>
<td>2.7</td>
</tr>
<tr>
<td><strong>The exercises are amusing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>51</td>
<td>27.6</td>
</tr>
<tr>
<td>I rather agree</td>
<td>111</td>
<td>60.0</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>23</td>
<td>12.4</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>The instructions are sufficiently detailed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>80</td>
<td>43.2</td>
</tr>
<tr>
<td>I rather agree</td>
<td>88</td>
<td>47.6</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>17</td>
<td>9.2</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>The instructions are understandable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>69</td>
<td>37.3</td>
</tr>
<tr>
<td>I rather agree</td>
<td>95</td>
<td>51.4</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>20</td>
<td>10.8</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Overall, I have appreciated the test battery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>83</td>
<td>44.9</td>
</tr>
<tr>
<td>I rather agree</td>
<td>99</td>
<td>53.5</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>3</td>
<td>1.6</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>I have had problems visualizing the graphics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I absolutely agree</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>I rather agree</td>
<td>7</td>
<td>3.8</td>
</tr>
<tr>
<td>I rather don’t agree</td>
<td>49</td>
<td>26.5</td>
</tr>
<tr>
<td>I absolutely don’t agree</td>
<td>127</td>
<td>68.7</td>
</tr>
<tr>
<td><strong>If I was proposed to repeat the test battery, I would agree</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Questions | n | %
---|---|---
I absolutely agree | 155 | 83.8
I rather agree | 30 | 16.2
I rather don’t agree | 0 | 0.0
I absolutely don’t agree | 0 | 0.0

Table 6. Participant satisfaction with the two versions of the cognitive test battery, questions concerning the supervised version, and comparison of the two versions (N=185).  

*aOnly 185 out of the 189 participants of the study completed the satisfaction questionnaire.

### Discussion

#### Principal Findings

The aim of this comparison study was to assess the concordance of the fully self-administered mode of the Web-based NutriCog test battery with a supervised mode of the same battery, characterized by the presence of a trained neuropsychologist. Nine different outcome variables were evaluated to measure the performance of participants on four different tasks (Click, Maze, Cards, and Marbles). Spearman coefficients for the correlation between the two modes of administrations, in terms of cognitive test performances, ranged between .42 and .73. Correlation coefficients were lower for the Maze task (Mazes A and B) than for the other tasks. This could indicate potential problems concerning the comprehensibility of the Maze task instructions in the absence of a supervisor. However, based on suggestions made by the participants and by the neuropsychologist who was present during the supervised version of the test battery, these instructions have been slightly revised (after the comparison study was completed), in order to enhance understanding.

The observed correlation coefficients varied according to educational level and Web knowledge. Correlations tended to be higher among higher educated participants and among those with higher Internet knowledge. However, as can be expected in the context of an entirely Web-based study, there were only very few individuals who reported being “inexperienced” or having a “beginner level” with respect to Web knowledge.

Overall, in the context of this comparison study, very high values of concordance could not be expected due to multiple circumstances. First, we observed a clear learning effect, with test results that were almost systematically better at the second administration of the test battery, independently of the mode of administration. If such learning effects were of similar magnitude for the whole study sample, this would not affect the calculated Spearman correlations. On the other hand, differential learning effects would have lowered the observed concordance values in our sample. Further, cognitive performances are subject to a rather large amount of intra-individual variation [21].

To the best of our knowledge, no other study has yet investigated the concordance of a fully self-administered version of a cognitive test battery with a supervised version of the same test battery. However, the context of our study is similar to studies investigating test-retest reliability (ie, the correlation of performances on a first and a second administration of the same test battery), which have been conducted for multiple computerized cognitive batteries. A systematic review of the...
literature by Tierney et al identified 11 computerized cognitive test batteries [18], of which nine had information on the test-retest reliability for each subtest. The respective ranges of (Pearson or Spearman) correlation coefficients were .30-.74 (CAMCI) [22], .65-.88 (CANS-MCI) [23], .56-.90 (CNS Vital Signs) [24], .53-.93 (Cognitive Drug Research Computerized Assessment System for Dementia, COGDRAS-D) [25], .23-.79 (Cogstate) [26], .68-.80 (CSI) [27], .59-.98 (short form of the MicroCog battery) [28], and .40-.84 (Mindstreams Mild Impairment Battery) [29]. For the CANTAB battery, intraclass correlation coefficients were reported instead of Pearson or Spearman correlations, with a range of .09-.86 [30]. Of note, in our study, intraclass correlation coefficients (which were calculated after applying transformations to improve normality) ranged from .36-.65 (data not shown).

In this study, lower correlation coefficients than for such test-retest investigations had to be expected as we compared two different modes of administration. Although very high values of ≥.9 for specific subtests (as observed for the CNS Vital Signs, COGDRAS-D, and Microcog batteries) were not obtained in this investigation, the range of correlation coefficients found in our study (.42-.73) is roughly comparable to the ranges found in other studies.

Another element that supports the use of our Web-based cognitive battery in a fully self-administered mode is the fact that a majority (88.7%) of participants evaluated the test instructions as sufficiently detailed and understandable. As stated above, in order to further improve the comprehensibility of the test battery, the instructions concerning the Maze task have been slightly modified by taking into account the suggestions of participants of this comparison study. Besides, 81.1% of participants preferred the supervised version of the battery to the self-administered version. However, this is probably largely due to the fact that social interaction with a health professional was perceived as a more pleasant situation than completing the test battery alone.

Strengths and Limitations
A certain number of limitations to this study have to be considered. First, the observed learning effect between the first and second administration of the test battery is difficult to separate from differences in cognitive performances that are related to the mode of administration. Second, this comparison study aimed only to compare the fully self-administered mode of the battery to a supervised mode of administration. Data on the ability of the battery to accurately discriminate normal cognitive function from impaired cognitive function are not available. An important strength of our study is its originality, as to the best of our knowledge, no other study has yet compared full self-administration to supervised administration of cognitive batteries. Moreover, the study was conducted within a rather large sample of 189 participants of varying age, sex, and educational level. Finally, the concordance between the two modes of administrations was assessed for the whole population as well as for specific subgroups.

Conclusions
The concordance of the self-administered version and the supervised version of the Web-based NutriCog cognitive test battery was roughly similar to that observed for test-retest investigations of other test batteries. This indicates that these two different modes of administration provide similar information. In large epidemiological studies like the NutriNet-Santé cohort, the objective of cognitive evaluations is not to provide data with high validity in a clinical context, but to measure cognitive performances in a rapid and simple manner, with sufficient quality to permit valid conclusions on the population level. Given the drastic reduction of the logistical and financial burden that can be obtained by using fully self-administered tools, Web-based cognitive test batteries such as NutriCog provide interesting alternatives to supervised tools in the context of large cohort studies.

Acknowledgments
The NutriNet-Santé study is supported by the French Ministry of Health, the Institut de Veille Sanitaire, the Institut National de Prévention et d’Éducation pour la Santé, the Fondation pour la Recherche Médicale, the Institut National de la Santé et de la Recherche Médicale, the Institut National de la Recherche Agronomique, the Conservatoire National des Arts et Métiers, and the Paris 13 University.

None of the funding bodies had any involvement in study design, in the collection, analysis and interpretation of the data, in writing the manuscript, or the decision to submit.

KEA was supported by a doctoral fellowship from the University of Paris 13.

We thank all the scientists, dietitians, technicians, and assistants who helped carry out the NutriNet-Santé study. We especially thank the computer scientists, Younes Esseddik, Yasmina Chelghoum, Mohand Ait Oufella, Paul Flanzy, and Thi Hong Van Duong, and the statisticians, Veronique Gourlet, Charlie Menard, Fabien Szabo, Nathalie Arnault, Laurent Bourhis, and Stephen Besseau. We are grateful to the volunteers of the NutriNet-Santé study.

Authors’ Contributions
EKG and HA designed the comparison study (development of the concept, design and protocol of the study and coordination of data collection) and the investigated cognitive test battery (choice of tests to be included, coordination of the technical development, and the pilot testing). MB was responsible for the practical coordination and realization of the comparison study. KEA performed
the statistical analysis and wrote the article. EKG, HA, and MB provided methodological guidance. SH is the principal investigator of the NutriNet-Santé study. KEA, MB, ACL, PG, SG, HA, and EKG were involved in interpreting the results and editing the manuscript for important intellectual content. EKG, SH and HA had full responsibility for the final content, including the presentation of the NutriCog test battery and its development. All authors read and approved the final manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Performance on cognitive tests according to version.

[PDF File (Adobe PDF File), 31KB - jmir_v18i4e68_app1.pdf]

Multimedia Appendix 2
Spearman correlations between the different cognitive test variables for the self-administered version of the cognitive test battery NutriCog.

[PDF File (Adobe PDF File), 37KB - jmir_v18i4e68_app2.pdf]

Multimedia Appendix 3
Concordance of cognitive tests performances according to version: Spearman correlation coefficients, stratified by participant characteristics.

[PDF File (Adobe PDF File), 136KB - jmir_v18i4e68_app3.pdf]

References

Abbreviations

CAMCI: Computer Assessment of Mild Cognitive Impairment
CANS-MCI: Computer-Administered Neuropsychological Screen for Mild Cognitive Impairment
CANTAB: Cambridge Neuropsychological Test Automated Battery
CNS Vital Signs: Central Nervous System Vital Signs
COGDRAS-D: Cognitive Drug Research Computerized Assessment System for Dementia
MicroCog: MicroCog: Assessment of Cognitive Functioning
SA-SU: self-administered version first, supervised version second
SU-SA: supervised version first, self-administered version second
Is Participatory Design Associated with the Effectiveness of Serious Digital Games for Healthy Lifestyle Promotion? A Meta-Analysis

Ann DeSmet1, PhD; Debbe Thompson2, PhD; Tom Baranowski2, PhD; Antonio Palmeira3, PhD; Maïté Verloigne1, PhD; Ilse De Bourdeaudhuij1, PhD

1Ghent University, Department of Movement and Sport Sciences, Ghent, Belgium
2Baylor College of Medicine, United States Department of Agriculture/Agricultural Research Service (USDA/ARS) Children’s Nutrition Research Center, Houston, TX, United States
3University of Lisbon, Universidade Lusófona de Humanidades e Tecnologias, Faculty of Physical Education and Sports and Interdisciplinary Centre for the Study of Human Performance (CIPER) – Faculty of Human Movement, Lisbon, Portugal

Corresponding Author:
Ilse De Bourdeaudhuij, PhD
Ghent University
Department of Movement and Sport Sciences
Watersportlaan 2
Ghent, 9000
Belgium
Phone: 32 92646311
Fax: 32 92646484
Email: ilse.debourdeaudhuij@ugent.be

Abstract

Background: Serious digital games can be effective at changing healthy lifestyles, but large differences in their effectiveness exist. The extent of user involvement in game design may contribute to game effectiveness by creating a better fit with user preferences. Participatory design (PD), which represents active user involvement as informant (ie, users are asked for input and feedback) or codesigner (ie, users as equal partners in the design) early on and throughout the game development, may be associated with higher game effectiveness, as opposed to no user involvement or limited user involvement.

Objective: This paper reports the results of a meta-analysis examining the moderating role of PD in the effectiveness of serious digital games for healthy lifestyle promotion.

Methods: Four databases were searched for peer-reviewed papers in English that were published or in press before October 2014, using a (group-) randomized controlled trial design. Effectiveness data were derived from another meta-analysis assessing the role of behavior change techniques and game features in serious game effectiveness.

Results: A total of 58 games evaluated in 61 studies were included. As previously reported, serious digital games had positive effects on healthy lifestyles and their determinants. Unexpectedly, PD (g=0.075, 95% CI 0.017 to 0.133) throughout game development was related to lower game effectiveness on behavior (Q=6.74, P<.05) than when users were only involved as testers (g=0.520, 95% CI 0.150 to 0.890, P<.01). Games developed with PD (g=0.171, 95% CI 0.061 to 0.281, P<.01) were also related to lower game effectiveness on self-efficacy (Q=7.83, P<.05) than when users were not involved in game design (g=0.384, 95% CI 0.283 to 0.485, P<.001). Some differences were noted depending on age group, publication year of the study, and on the specific role in PD (ie, informant or codesigner), and depending on the game design element. Games developed with PD were more effective in changing behavioral determinants when they included users in design elements on game dynamics (beta=.215, 95% CI 0.175 to .256, P<.01) and, more specifically, as an informant (beta=.235, 95% CI .079 to .329, P<.01). Involving users as informants in PD to create game levels was also related to higher game effectiveness (Q=7.02, P<.01). Codesign was related to higher effectiveness when used to create the game challenge (Q=11.23, P<.01), but to lower game effectiveness when used to create characters (Q=4.36, P<.05) and the game world (Q=3.99, P<.05).

Conclusions: The findings do not support higher effectiveness of games developed with PD. However, significant differences existed among PD games. More support was found for informant roles than for codesign roles. When PD was applied to game dynamics, levels, and game challenge, this was associated with higher effectiveness than when it was applied to game aesthetics.
Since user involvement may have an important influence on reach, adoption, and implementation of the intervention, further research and design efforts are needed to enhance effectiveness of serious games developed with PD.
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Introduction

Serious digital games are a form of organized play, using a digital device, intended to be both entertaining and educational [1]. Serious games have shown promising effects in promoting healthy lifestyles [2,3]. Healthy lifestyles can prevent a wide range of diseases, such as some cancers, cardiovascular diseases, stroke, dementia, mental illness, and diabetes [4-7], and having effective interventions to promote these lifestyles is therefore of great public health importance. A recent meta-analysis of serious games for healthy lifestyle promotion revealed that serious games were effective at changing (1) behavior (eg, number of steps taken per day), (2) individual determinants of this behavior (eg, knowledge, attitudes, social norms, self-efficacy, skills, and perceived environmental barriers or facilitators), and (3) clinical outcomes (eg, body mass index). Although the effects were small, they were in line with the magnitude of effects found for other computer-delivered interventions [8,9]. These effects applied across health behaviors (eg, physical activity, illness self-management, and social behavior). Games were also equally effective for both men and women and for all age groups [2]. Apart from being effective, serious games are also well liked by their target group: adolescent users preferred serious games to traditional educational approaches, such as classroom teaching [10]. Being enjoyable, absorbing, and intrinsically motivating [1,11], serious games may overcome motivational barriers that health promotion programs often encounter [12-14].

Despite their potential, large variations exist in serious game effectiveness that are not well understood [15]. The recent meta-analysis of serious games for healthy lifestyle promotion, which showed games were effective, also investigated the role of theory, individual tailoring, and sample and study characteristics in game effectiveness [2]. A game was considered effective if it reached its goal of improving healthy lifestyles (eg, being more physically active), improving the health outcomes related to these lifestyles (eg, reducing obesity), or improving determinants predictive of a healthy lifestyle (eg, having a positive attitude toward physical activity). Randomized controlled trials were included in the meta-analysis. To be deemed effective, the gain in these health-related outcomes had to be higher in the condition receiving the intervention (ie, the game) than in the control condition. Independent variables included theory, individual tailoring, study quality, health behavior, and study and sample characteristics. Theoretical foundation reflected the theory used to guide intervention development (eg, behavior change theories and game-based learning theories) and was a significant moderator of game effectiveness. Individual tailoring reflected the degree to which the intervention content or appearance was adjusted to match the individual user’s characteristics (eg, girls would receive a different game challenge than boys) and was also a significant moderator of effectiveness. Of the investigated study characteristics (eg, average time during which they were exposed to the game), only the time duration between the end of the intervention and the measurement of effects affected game effectiveness.

Other characteristics, such as specific type of health behavior (eg, physical activity, preventive behavior and illness-self-management, and mental health promotion and social behavior) and study quality (ie, study validity and reliability, such as sampling method, measures, and blinding) did not affect game effectiveness.

Heterogeneity in effectiveness, however, remained that could not be fully explained by these moderators, pointing to the need to explore other potential moderators of serious game effectiveness. The extent to which serious games were developed in participatory design (PD) between users and professionals may be an important moderator, as appreciation of game features may differ by target group [16-18]. This may be particularly important when professionals do not share the same characteristics as the target group [19]. Involving end users in design should increase game fit with user preferences, which has been hypothesized to enhance game effectiveness [20].

Participatory design is a broad term that comprises several purposes, methods, and intensities of user involvement. An overarching PD principle is that users should be involved in the development of tools designed to benefit their quality of life [21]. In a pragmatic perspective, PD is considered beneficial via its potential to improve program effectiveness and user adoption [22]; our study reflects this perspective. Other perspectives on user participation consider PD to be useful regardless of its potential contribution to program effectiveness. PD is also regarded as a moral imperative motivated by its potential effects on community empowerment, giving communities (ie, groups of people with shared interests, needs, or identities) more control over their lives by active involvement in program design [22].

PD has similarities to other concepts of user involvement in game design. It is closely related to the concept of user-centered design (UCD), which emphasizes continuous user involvement at every design stage with iterative testing. UCD considers PD to be one of its approaches [23]. Formative research is also frequently mentioned as a way to involve users in health game development [24]. Formative research generally refers to collecting data among target users to ensure the intervention is acceptable and appropriate for them, for example, at a cultural
or cognitive level [25]. This type of formative research resembles the UCD-specified role for the user as informant. However, power imbalances between users and professionals may be maintained in formative research [26]. Formative evaluation may be one method used within PD, but does not necessarily constitute PD [27].

In this paper, user involvement is an umbrella term describing the degree to which the end user influences game design. User involvement can take several forms: users, testers, informants, and codesign partners [28]. As users or testers, the target group is observed during game play. They are asked for acceptability and/or usability of an early version of the game developed without user input—also known as alpha testing [29,30]. These forms of user involvement are not considered PD, since the experts initiated the design and made the final decisions without user involvement. In the mode of informant—users are asked for input and feedback—or codesigner—users as equal partners in the design—here considered forms of PD, users are actively involved and are asked for input starting at an early stage of design, prior to product development [28].

Active user involvement in the development of health promotion interventions has been advocated to ensure user concerns are adequately reflected in the program [31], to integrate user and professional expertise for mutual learning [32], and to increase community acceptability and adoption of the intervention [19,32]. The benefits of user involvement on program effectiveness are rarely assessed [33]. Collecting hard evidence on the value of PD is difficult, as its fuzzy processes are considered irreconcilable with commonly used research methods for outcome measurements [22]. An experimental design with and without user participation may not be practically feasible, since insights into which factors to control in a comparison condition may surface only during the PD process [22]. Funding bodies, nevertheless, often require evidence of the contribution that PD has made to effectiveness [19,22].

A meta-analysis may advance our understanding of how PD relates to game effectiveness by quantifying and comparing differences across studies and by overcoming small sample sizes in individual studies [34]. This can add to the limited evidence of the value of PD in serious game design and effectiveness.

Several game design elements (eg, levels, challenge, feedback, and tailoring) may contribute to game effectiveness [12,35]. PD in educational games showed that users were focused on design elements, such as narrative, sounds, setting, and characters, but struggled with integrating other design elements in gameplay, such as educational content [36]. Since a recent meta-analysis on serious games indicated that only certain design elements (eg, levels and adaptive game challenge) were associated with game effectiveness (data available upon request from the authors), we could expect user involvement in these design elements to be more strongly associated with game effectiveness. This study conducted a meta-analysis and meta-regression analysis to investigate the role of user involvement and PD in the effectiveness of serious games for healthy lifestyle promotion. The research questions included the following: (1) Does game effectiveness differ by user involvement (ie, no involvement, tester only, or PD)?, (2) Does the influence of user involvement on effectiveness differ by age group (ie, average participant age <18 years or ≥18 years) or by publication year of the study (ie, game studies published before 2010 or between 2010 and 2014)?, (3) Does PD relate differentially to game effectiveness depending on the design role for users (ie, informant or codesigner) ?, and (4) Does PD relate differentially to game effectiveness depending on the design element (eg, educational content, game challenge, or narrative) in which it was applied?

Methods

Overview

The research protocol was inspired by Cochrane guidelines [37]. Meta-analysis reporting was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [38], with the exception of sensitivity analyses and effectiveness data per study, which are reported elsewhere. Effectiveness data for this study were obtained from a meta-analysis evaluating the role of game design elements in serious game effectiveness. This meta-analysis was an update—search was updated for papers between 2013 and 2014—for a previous meta-analysis. For background information on effectiveness calculations, we refer the readers to an earlier meta-analysis by DeSmet et al [2].

Search Strategy and Study Selection

Inclusion and Exclusion Criteria

The following were the inclusion and exclusion criteria for the studies:

1. Studies were included if they investigated serious digital games, defined as organized play with a set of rules by which to play and a goal, which created a challenge, provided feedback or showed outcomes, entailed interaction, and had a topic [1]. Studies were excluded if they investigated commercial off-the-shelf games, multimedia programs with no interaction (eg, only watching a video without a challenge), and board games.

2. Studies were included if they were designed for healthy lifestyle promotion aiming to improve health behaviors, such as healthy diet (eg, fruit and vegetable consumption), physical activity (eg, number of steps taken per day), social behavior (eg, emotion recognition and not bullying others), health responsibility and maintenance (eg, illness self-management and not smoking), and stress management or self-actualization (eg, personal growth and mental health promotion) [39]. Studies were excluded if they investigated games that only targeted an increased skill level but did not target lifestyle change (eg, athletic performance), that were only used in a therapeutic context and with no intent to create a lifestyle change (eg, treatment support), or that were used for professional education (eg, teaching medical skills).

3. Studies were included if they reported outcomes on behavior or its determinants (eg, knowledge and attitudes). Studies were excluded if they only consisted of usability evaluations, player experiences, or case studies or that only reported effects on clinical outcomes, not healthy lifestyles.
4. Studies were included if they provided data that allowed the computation of effect sizes. Studies were excluded if there were no data available in the article or after consulting authors allowing an effect size to be calculated.

5. Studies were included if they used a research design with a control condition to which either individuals or groups of individuals were randomly assigned. Studies were excluded if they consisted of a one-group, pretest post-test design or a one-group, post-test-only design.

6. Studies were included if they were reported in English.

**Search Strategy**

Four databases were searched for peer-reviewed publications since the creation of the journal databases until October 2014: PubMed (1966), Web of Science (1926), Cumulative Index to Nursing and Allied Health Literature (CINAHL) (1937), and PsycINFO (1887). The search was conducted using the keywords games, video games, or interactive multimedia and health. Search results were complemented with hand-searching studies reported in reviews, examining the table of contents of relevant specialized journals and databases (ie, Computers in Human Behavior, CyberPsychology, Behavior and Social Networking, Games for Health Journal, JMIR Serious Games, Telemedicine and E-Health, and Health Games Research database), and by requesting qualifying manuscripts from the local Digital Games Research Association (DiGRA) chapter. Authors were contacted for more information when data for coding or effect size calculation were lacking. When unclear, the coding frame was presented to the authors for completion or review and correction.

**Coding Frame**

**Primary and Secondary Outcomes**

The following primary outcomes were studied: behavior and behavioral determinants (ie, knowledge, attitudes, subjective norm, perceived barriers, skills, self-efficacy, and behavioral intention). These behavioral determinants are considered the key changeable influences on behaviors [40]. Whatever the authors identified as attitudes, skills, etc, were counted in those categories. As secondary outcomes, clinical effects (eg, weight and depression score) were included, when applicable. These outcomes could relate to several healthy lifestyles, in accordance with the Health-Promoting Lifestyle Profile scale [39]: healthy diet, physical activity, social skills and behavior, health responsibility and maintenance, and stress management and self-actualization.

**User Preferences**

A coding frame for PD of serious games was based on the items listed in Table 1 [12,28,41-43].

To provide an index of PD for mechanics, dynamics, and aesthetics, the number of aspects in which users were involved as informant or as codesigner were summed per area. User involvement could relate to the choice to include certain features and/or to how these features were designed. The user group was defined as the end users for whom the intervention was intended, not as the stakeholders who were important in facilitating the implementation of the intervention (eg, teachers and health professionals). Stakeholder involvement in PD was coded separately.

Also coded were the number of consultations with the users (ie, exact number or constant involvement) and stakeholders (ie, exact number or constant involvement), the method used to involve users (eg, focus groups), and the sampling strategy to recruit the user and stakeholder groups (see Multimedia Appendix 1). These process measures may indicate reliability and validity of the findings from consulting the target group [19]. The full coding frame can be found in Multimedia Appendix 1.

Two coders (ADS, Wendy Van Lippevelde) independently coded user involvement for a random selection of one-third of the game studies, showing good coder agreement (κ=.83). All authors of the included PD studies were offered an opportunity to review and, if necessary, adjust the more detailed coding sheet for their study to guarantee coding accuracy.

**Textbox 1. Coding frame for participatory design upon which serious games were based.**

A coding frame for PD of serious games was based on the following:

1. The degree of user involvement. Users were either (1) not involved, (2) involved as testers only (of a finalized version), or (3) involved in PD, as either informants at an early stage (ie, preferences and suggestions are elicited prior to and during development) or as codesigners who were part of a design team and in charge of one or more parts of game development [28].

2. When users were involved in PD as informants or codesigners, we coded the following aspects:

   - The design elements in which they were involved, inspired by the Mechanics, Dynamics, Aesthetics (MDA) framework [41].
     1. Mechanics included controls (eg, push buttons and mouse) and actions or interactivity (eg, jump and run).
     2. Dynamics included rewards (eg, points and badges) and levels (eg, number of levels and how to level up or down).
     3. Aesthetics included narrative (eg, story), challenge (eg, game type), character looks (eg, clothing style), game world looks (eg, colors and setting), and language (eg, jargon and phrases).

   - The involvement of users in choosing behavioral change strategies employed in serious games (eg, individual tailoring [12] and feedback [42,43]).

   - The involvement of users as informants or codesigners of educational content.
Meta-Analytic Procedure

Game effectiveness was defined as an improvement in healthy lifestyles, behavioral determinants, or clinical outcomes associated with these lifestyles. Reported effects on behavior reflect average effects on the entire category of healthy lifestyles (eg, physical activity and healthy diet). Reported effects on behavioral determinants also show average effects on all behavioral determinants considered as one category (eg, knowledge and attitudes). Similarly, all clinical outcomes are considered as one category across health areas (eg, body mass index and depression scores). Hedges’ g was calculated as the effect size index, which corrects for small sample sizes [44]. A positive or a negative Hedges’ g indicated that the serious game respectively increased or reduced adoption of a healthy lifestyle or its determinants. In cases where the intervention targeted a reduction of unhealthy lifestyles, the computed sign of the effect size was reversed so all positive differences reflected an improvement in healthy lifestyles for the treatment group compared to the control group.

Study results were pooled using a random effects model. Tests for significance of the effect size are indicated in Table 1 by the mention "within category." Two \( P \) values per row are reported: one for Hedges’ g effect sizes (considered significant at \( P < .05 \)) and one for Cochran’s Q values, testing for heterogeneity among studies in this category (considered significant at \( P < .05 \)). A significant \( P \) value for Hedges’ g indicated a significant effect of the games in this category, whereas a significant \( P \) value for Cochran’s Q indicated that large variations existed between these studies’ effectiveness.

Moderator analyses were conducted to explain differences in effect sizes between studies. For all moderator analyses, a mixed-effects model was used, and Cochran’s Q test and \( I^2 \) [45] were reported to investigate the degree of heterogeneity in effect sizes. Moderator analyses test whether heterogeneity can be explained by differences between several categories on the moderating variable, indicated in Table 1 by the mention "between categories." A significant \( P \) value associated with the Q test indicated the moderator was able to explain some heterogeneity between the studies’ effectiveness. Moderator analyses were only conducted with the categories that contained a sufficient sample. A sufficient sample was defined as having at least three studies in a category, or a minimum sample size of 250 participants per category. A sample size smaller than this was shown not to have sufficient power to detect even large, homogeneous moderator effects [46]. This minimum sample size was thus chosen to make meaningful moderator analyses, without being overly restrictive. It should be emphasized, however, that this sample size may still be underpowered to detect small or heterogeneous moderator effects, and not finding significant moderator effects should hence not be interpreted as evidence for no effect [46]. When a category did not have a sufficient sample, it was excluded from the moderator analysis, which was then performed only on the remaining categories where possible—two or more categories. When a moderator was not relevant for a study (eg, narratives are not used, as they do not fit within certain game types), the study was not included in that particular moderator analysis.

Meta-regression (ie, method-of-moments procedure) was performed for continuous moderators [47], where the slope (beta) and its \( P \) value indicated the importance of this moderator in understanding linear changes in effect sizes. To maintain the independence of the data, whenever necessary, effect sizes were averaged across different outcomes. All analyses were performed with Comprehensive Meta-Analysis software, version 3 (Biostat Inc, Englewood, NJ, USA). Effect sizes of 0.20-0.49 were considered small effects, 0.50-0.79 were considered moderate, and \( \geq 0.80 \) were considered large [48]. The research protocol for this study is available in Multimedia Appendix 2.

Results

Overview

The database search was conducted at two time points: once for papers published or accepted until July 2013, and once updated for papers published or accepted until October 2014 (see Figure 1). In total, the search yielded 8261 hits, from which 1742 (21.09%) duplicates were removed. Next, 6098 articles out of 6519 (93.54%) were deleted after reading the abstract and title. After reading the full texts of the remaining articles (n=421) and adding studies from other sources (n=18), such as a search in specialized journals and databases and requests via professional networks, 58 out of 439 (13.2%) game papers were retained that fit our inclusion/exclusion criteria.
Descriptive Information
A total of 58 games were studied in a total of 61 evaluations—3 papers studied more than one game and 3 games were also evaluated in more than one paper. Most studies came from North America (43/61, 71%), with the remainder originating from Europe (16/61, 26%) and Asia Pacific (2/61, 3%), including Australia and New Zealand. None came from Africa or Central or South America, possibly related to the English language restriction in our inclusion criteria. Most evaluated games for children (32/61, 53%) or adolescents (30/61, 49%). Around a third (21/61, 34%) evaluated games for adults, whereas only one game targeted the elderly. Over half the game studies were published in 2010 or later (33/61, 54%).

Moderating Role of User Involvement—None, Tester, or Participatory Design—in Game Effectiveness
For 8 out of 61 studies (13%), no information on target group involvement could be obtained. Of the remaining 53 evaluations, more than half of the game evaluations involved the target group in the game design (36/53, 68%). Of these 36 studies involving the target group, 11 (31%) game evaluations only pilot-tested a finished version, and 25 out of 36 (69%) involved the target group in PD. As previously reported, serious game studies were effective in changing healthy lifestyle behavior, behavioral determinants, and clinical outcomes [2].

Table 1 lists game study effect sizes and the role of user involvement as a moderator in explaining differences between these effect sizes. Results were organized by type of outcome: behavior, behavioral determinants, and clinical outcomes. Table 1 contains several analyses per outcome. The Total row reports the effect sizes for all included game studies that measured effects on a particular outcome. The row, User involvement (between categories), shows the results of a moderator analysis testing for differences in effect sizes between game studies of different categories of user involvement (eg, for behavior, user involvement was a significant moderator in explaining heterogeneity between game studies [Q=6.74, \(P=.03\)]. The ensuing rows show the average effect sizes of game studies within each category of user involvement (eg, for game studies where users were not involved, effects on behavior were not significant [\(g=0.540, P=.17\)], but large differences existed in effect sizes of game studies belonging to this category [Q=324.39, \(P<.001\)].
Table 1. User involvement as moderator in game study effectiveness.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Sample size, n</th>
<th>k, n</th>
<th>Hedges' g, 95% CI</th>
<th>$P_g$</th>
<th>$Q^d$</th>
<th>$P_Q$</th>
<th>I², %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>317,582</td>
<td>24, 0.216</td>
<td>(0.113 to 0.319)</td>
<td>&lt;.001</td>
<td>408.37</td>
<td>&lt;.001</td>
<td>94</td>
</tr>
<tr>
<td>User involvement (between categories)</td>
<td>11,684</td>
<td>22, 0.540</td>
<td>(-0.230 to 1.311)</td>
<td>.17</td>
<td>324.29</td>
<td>&lt;.001</td>
<td>99</td>
</tr>
<tr>
<td>No involvement</td>
<td>3238</td>
<td>4, 0.520</td>
<td>(0.150 to 0.890)</td>
<td>.01</td>
<td>10.21</td>
<td>.02</td>
<td>71</td>
</tr>
<tr>
<td>Involvement only as tester</td>
<td>430</td>
<td>4, 0.075</td>
<td>(0.017 to 0.133)</td>
<td>.01</td>
<td>14.67</td>
<td>.33</td>
<td>11</td>
</tr>
<tr>
<td>Involvement as informant or codesigner</td>
<td>8016</td>
<td>14, 0.075</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavioral determinants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>22,366</td>
<td>51, 0.317</td>
<td>(0.244 to 0.391)</td>
<td>&lt;.001</td>
<td>219.72</td>
<td>&lt;.001</td>
<td>77</td>
</tr>
<tr>
<td>User involvement (between categories)</td>
<td>13,000</td>
<td>44, 0.288</td>
<td>(0.161 to 0.414)</td>
<td>&lt;.001</td>
<td>39.26</td>
<td>.001</td>
<td>62</td>
</tr>
<tr>
<td>No involvement</td>
<td>4649</td>
<td>16, 0.420</td>
<td>(0.278 to 0.562)</td>
<td>&lt;.001</td>
<td>9.97</td>
<td>.19</td>
<td>30</td>
</tr>
<tr>
<td>Involvement only as tester</td>
<td>1335</td>
<td>8, 0.265</td>
<td>(0.170 to 0.361)</td>
<td>&lt;.001</td>
<td>49.37</td>
<td>&lt;.001</td>
<td>62</td>
</tr>
<tr>
<td>Involvement as informant or codesigner</td>
<td>7016</td>
<td>20, 0.265</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>14,564</td>
<td>21, 0.227</td>
<td>(0.130 to 0.324)</td>
<td>&lt;.001</td>
<td>86.14</td>
<td>&lt;.001</td>
<td>77</td>
</tr>
<tr>
<td>User involvement (between categories)</td>
<td>6398</td>
<td>20, 0.384</td>
<td>(0.283 to 0.485)</td>
<td>&lt;.001</td>
<td>2.73</td>
<td>.91</td>
<td>0</td>
</tr>
<tr>
<td>No involvement</td>
<td>1545</td>
<td>8, 0.305</td>
<td>(0.283 to 0.654)</td>
<td>.09</td>
<td>6.80</td>
<td>.03</td>
<td>71</td>
</tr>
<tr>
<td>Involvement only as tester</td>
<td>434</td>
<td>3, 0.171</td>
<td>(0.061 to 0.281)</td>
<td>.002</td>
<td>22.60</td>
<td>.004</td>
<td>65</td>
</tr>
<tr>
<td>Involvement as informant or codesigner</td>
<td>4419</td>
<td>9, 0.071</td>
<td></td>
<td>.001</td>
<td>8.08</td>
<td>.62</td>
<td>0</td>
</tr>
<tr>
<td><strong>Clinical outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>9488</td>
<td>11, 0.071</td>
<td>(0.031 to 0.111)</td>
<td>.001</td>
<td>8.08</td>
<td>.62</td>
<td>0</td>
</tr>
<tr>
<td>User involvement (between categories)</td>
<td>1084</td>
<td>7, 0.071</td>
<td></td>
<td>.001</td>
<td>8.08</td>
<td>.62</td>
<td>0</td>
</tr>
<tr>
<td>No involvement</td>
<td>119</td>
<td>2, -0.036</td>
<td>(-0.402 to 0.330)</td>
<td>.85</td>
<td>0.20</td>
<td>.66</td>
<td>0</td>
</tr>
<tr>
<td>Involvement only as tester</td>
<td>384</td>
<td>3, 0.034</td>
<td>(-0.168 to 0.236)</td>
<td>.74</td>
<td>0.63</td>
<td>.73</td>
<td>0</td>
</tr>
<tr>
<td>Involvement as informant or codesigner</td>
<td>700</td>
<td>4, -0.001</td>
<td>(-0.217 to 0.216)</td>
<td>.99</td>
<td>5.63</td>
<td>.13</td>
<td>47</td>
</tr>
</tbody>
</table>
There were significant differences \((Q=6.74, P=.03)\) between the game studies’ effects on behavior depending on the nature of target group involvement. Game studies for which the target group was involved in PD \((g=0.075, P=.01)\) were significantly less effective in changing behavior than game studies that were only pilot-tested among the target group after design \((g=0.520, P=.01)\). Effects of game studies developed in PD with the target group showed no significant differences with game studies that had not involved the target group \((g=0.540, P=.17)\) (see Table 1). We assessed whether this applied to both older (ie, published before 2010) and more recent (ie, published between 2010 and 2014) game studies. When analyzing older and recent game studies separately, the difference in effectiveness on behavior by levels of active user involvement was only significant for recent game studies \((Q=3.87, P=.049)\), but not for older game studies \((Q=1.15, P=.28)\). As in the full sample analysis, games where users were involved merely as testers were more effective \((g=0.577, P=.03)\) than games where users were involved in PD \((g=0.066, P=.09)\). There were insufficient observations available here for comparison with studies without user involvement (see Multimedia Appendix 3, Tables A3-1 and A3-2).

We also assessed whether this applied both to game studies evaluated among a younger audience (ie, average age of participants <18 years) and among an adult audience (ie, average age of participants ≥18 years). This difference was only significant in studies with, on average, adult participants \((Q=4.39, P=.04)\). Game studies among adult participants where the target group had only been involved as testers were more effective \((g=0.577, P=.03)\) than studies developed in PD \((g=0.009, P=.92)\). There were insufficient observations available here for comparison with studies without user involvement (see Multimedia Appendix 3, Tables A3-3 and A3-4).

There were no significant differences between the effects on behavioral determinants. When examining determinants separately, user involvement only significantly moderated effects on self-efficacy \((Q=7.83, P=.02)\). Game studies for which the target group had been involved in PD \((g=0.171, P=.002)\) were less effective in increasing self-efficacy than game studies for which the target group had not been involved in the design \((g=0.384, P=.001)\), but showed no significant differences with game studies where the target group had been involved in pilot testing \((g=0.305, P=.09)\) (see Table 1). When examining this by the publication year of the studies, this difference only appeared significant \((Q=21.14, P=.01)\) for recent game studies (ie, published between 2010 and 2014) and not for studies published prior to 2010 \((Q=2.63, P=.11)\). Recent game studies (ie, published 2010-2014) for which the target group had been involved in PD \((g=0.098, P=.17)\) were less effective in increasing self-efficacy than game studies for which the target group had only been involved as testers \((g=0.483, P<.001)\), but showed no significant difference with game studies where users were not involved in the design \((g=0.281, P=.04)\) (see Multimedia Appendix 3, Tables A3-1 and A3-2).

We also assessed whether this applied both to game studies evaluated among a younger audience (ie, average age of participants <18 years) and among an adult audience (ie, average age of participants ≥18 years). This difference was only significant in studies with, on average, younger participants \((Q=9.66, P=.002)\). Game studies among children and adolescents where the target group had not been involved were more effective \((g=0.377, P<.001)\) than studies in this age group developed in PD \((g=0.127, P=.03)\). There were insufficient observations available here for comparison with studies where users were only involved as testers (see Multimedia Appendix 3, Tables A3-3 and A3-4). Differences in effects on clinical outcomes could only be assessed between two levels of involvement. This difference in effects between levels of user involvement was not significant (see Table 1).

In summary, PD was associated with less health behavior change than when users only pilot-tested a finalized game version—all game studies and those with average sample age ≥18 years. There were no significant differences in game studies where users had not been involved in the design process. Games developed in PD also related to lower effects on self-efficacy than when users were not involved in any phase of the game design—all game studies and those with average sample age <18 years—or when users were only involved in pilot testing—recent game studies.

### Differential Moderating Role of Participatory Design in Game Study Effectiveness by Design Elements

#### Descriptive Information

A total of 25 out of 36 (69%) game studies involved users in PD, either as informants or codesigners, and were available for a more in-depth exploration of the role of PD in game effectiveness. For 3 studies reported in 2 papers [49,50], no detailed information could be obtained from the authors; therefore, they were not included in the moderator analyses (see Table 2). This resulted in a total of 22 game studies for which detailed information was available.

Focus groups were the most frequently used method to consult users in the serious game development (14/22, 64%) [51-64]. A range of 2-16 focus groups informed game design. Out of 22 studies, 4 (18%) involved users via interviews [65-68], 2 (9%) via classroom discussions [58,69], and 1 (5%) via a survey [70]. In 3 studies out of 22 (14%), a user technical advisory board was established [55,57,62], and in 3 studies (14%) reported in 2 papers, target group users were recruited as members of the design team [70,71].
On average, 97.17 (SD 127.72) users per study were involved in PD of the game studies. Users were recruited via purposive sampling in 12 out of 22 studies (55%) [51-54,58,59,61,65,68,69,71], via a self-selected convenience sample (eg, flyers) in 8 studies out of 22 (36%) [55-57,60,62,63,66,70], and/or via snowball sampling in 4 out of 22 studies (18%) [55,57,62,64]. For one study, no information could be obtained on sampling method [67]. For some studies, the number of stages in which users were involved was unclear. A total of 6 out of 22 studies (27%)—discussed in 5 papers—mentioned continuous user involvement [59,70,71] or involvement in several stages [62,64]. For other studies, there was a range of 2-20 consultations, but it was unclear if these related to different design stages. Other stakeholders (eg, health professionals, parents, and teachers) were consulted in 13 out of 22 game studies (59%) [52,53,55-64,68]; on average, 24.91 (SD 22.24) other stakeholders were consulted.

Table 2. User involvement in game design elements.

<table>
<thead>
<tr>
<th>Study</th>
<th>Nb</th>
<th>Ch</th>
<th>CLV</th>
<th>GL</th>
<th>LW</th>
<th>R</th>
<th>L</th>
<th>Co</th>
<th>IA</th>
<th>F</th>
<th>T</th>
<th>LCm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campbell et al, 1999 [65]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yawn et al, 2000 [64]</td>
<td>C0</td>
<td>C</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baranowski et al, 2003 [69]</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campbell et al, 2004 [66]</td>
<td></td>
<td></td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jago et al, 2006 [53]</td>
<td>I</td>
<td>I</td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kato et al, 2008 [68]</td>
<td>I</td>
<td>I</td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trepka et al, 2008 [63]</td>
<td>I</td>
<td>I</td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thompson et al, 2009 [61]</td>
<td>I</td>
<td>I</td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tortolero et al, 2010 [62]</td>
<td>I</td>
<td></td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baranowski et al, 2011 [51]</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dias and Aganti, 2011 [67]</td>
<td>I</td>
<td>C</td>
<td></td>
<td>I</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sapouna et al, 2011 [58]</td>
<td>I</td>
<td>C</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swartz et al, 2011 [60]</td>
<td>I</td>
<td></td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Markham et al, 2012 [55]</td>
<td>I</td>
<td></td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molnar and Kostkova, 2012 [56]</td>
<td>I</td>
<td></td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brown et al, 2012 [52]</td>
<td>I</td>
<td>I</td>
<td>C</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schotland and Littman, 2012 [59]</td>
<td>I</td>
<td>C</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Christensen et al, 2013 [70]</td>
<td>I</td>
<td>C</td>
<td>I</td>
<td>I</td>
<td>C</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Majumdar et al, 2013 [54]</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Song et al, 2013 (a-b) [71]</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>I</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>Peskin et al, 2014 [57]</td>
<td>I</td>
<td></td>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Studies are chronologically organized by publication year.
Nb: narrative.
Ch: challenge.
CLV: character looks/voice.
GL: game world looks.
LW: language, wording.
R: rewards.
L: levels.
Co: controls.
IA: interactivity/action.
F: feedback.
T: tailoring.
LC: learning content.

Two different types of games (a-b) were evaluated in this paper.
Moderating Role of Involvement as Informant or Codesigner in Game Study Effectiveness

As these analyses only related to some of the studies mentioned above (i.e., 25 studies using PD), too few observations were available to analyze several of the moderators. This was the case for the moderating role of PD in game study effectiveness on clinical outcomes and for the moderating role of PD in game effectiveness on specific behavioral determinants (e.g., attitudes and self-efficacy). Detailed analyses to assess the effectiveness of PD characteristics among PD studies by groups of publication year or average sample age were also not conducted due to insufficient observations.

Moderator analyses for PD as one category, considering informant and codesigner together, are described in the following text. Results from detailed moderator analyses for the role as informants or as codesigner separately are summarized in the following text and described in detail in Multimedia Appendix 3 (Table A3-5).

The total number of aspects in which users were involved as informant or as codesigner was summed. There was no significant relationship between the number of areas in which users were involved as informants or as codesigner and effectiveness on behavior (beta=.002, 95% CI -.026 to .029, P=.91, k=14, n=8016), nor on behavioral determinants (beta=.045, 95% CI -.009 to .098, P=.10, k=16, n=6155). Similar results were noted when analyzing the relationship between PD in these areas with effectiveness, separately for involvement as informant or as codesigner (see Multimedia Appendix 3, Table A3-5).

Moderating Role of Involvement as Informant or Codesigner in Mechanics, Dynamics, Aesthetics, or Educational Content in Game Study Effectiveness

There were insufficient studies (k=1) available to perform moderator analyses where users were involved in feedback or tailoring decisions.

Summed Mechanics, Dynamics, Aesthetics Areas

There were no significant relationships between degree of PD in mechanics (beta=-.030, 95% CI -.117 to .056, P=.20, k=14, n=8016), dynamic aspects (beta=.074, 95% CI -.040 to .187, P=.20, k=14, n=8016), or aesthetic aspects (beta=-.001, 95% CI -.038 to .035, P=.94, k=14, n=8016) and effectiveness on behavior.

There were also no significant relationships between degree of PD in mechanics (beta=-.078, 95% CI -.343 to .188, P=.57, k=16, n=6155) or aesthetic aspects (beta=.046, 95% CI -.030 to .121, P=.24, k=16, n=6155) and effectiveness on behavioral determinants. There was, however, a positive, significant relationship between the degree of PD in dynamics and effectiveness on behavioral determinants (beta=.215, 95% CI .075 to .356, P=.003, k=16, n=6155). Similar results were noted when analyzing the relationship between PD in these areas with effectiveness, separately for involvement as informant (beta=.235, 95% CI .079 to .329, P=.003, k=16, n=6155), but not for involvement as codesigner (see Multimedia Appendix 3, Table A3-5).

Specific Mechanics, Dynamics, Aesthetics Areas

We examined the role of PD as informant or codesigner in specific MDA areas of game design in explaining game study effectiveness. Significance of moderators is summarized in Table 3. Full information on these moderator analyses is provided in Multimedia Appendix 3 (Tables A3-7 to A3-15).
Table 3. Overview of significance of moderator analyses for the role of participatory design in specific Mechanics, Dynamics, Aesthetics design elements in game study effectiveness.

<table>
<thead>
<tr>
<th>Comparisons between categories of involvement and no involvement</th>
<th>Informant/ codesigner</th>
<th>Informant</th>
<th>Codesigner</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q^2$</td>
<td>$P$</td>
<td>$Q$</td>
</tr>
<tr>
<td>Behavior (between categories)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Narrative</td>
<td>0.05</td>
<td>.82</td>
<td>0.05</td>
</tr>
<tr>
<td>Challenge</td>
<td>1.07</td>
<td>.30</td>
<td>1.07</td>
</tr>
<tr>
<td>Characters</td>
<td>0.36</td>
<td>.55</td>
<td>1.80</td>
</tr>
<tr>
<td>Game world</td>
<td>0.25</td>
<td>.62</td>
<td>0.25</td>
</tr>
<tr>
<td>Language</td>
<td>0.79</td>
<td>.37</td>
<td>0.79</td>
</tr>
<tr>
<td>Rewards</td>
<td>0.85</td>
<td>.36</td>
<td>0.85</td>
</tr>
<tr>
<td>Levels</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Controls</td>
<td>0.37</td>
<td>.54</td>
<td>0.37</td>
</tr>
<tr>
<td>Action/interactivity</td>
<td>0.11</td>
<td>.74</td>
<td>0.54</td>
</tr>
<tr>
<td>Behavioral determinants (between categories)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Narrative</td>
<td>0.43</td>
<td>.51</td>
<td>1.35</td>
</tr>
<tr>
<td>Challenge</td>
<td>2.93</td>
<td>.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Characters</td>
<td>1.17</td>
<td>.28</td>
<td>1.27</td>
</tr>
<tr>
<td>Game world</td>
<td>0.32</td>
<td>.57</td>
<td>0.05</td>
</tr>
<tr>
<td>Language</td>
<td>0.01</td>
<td>.93</td>
<td>0.46</td>
</tr>
<tr>
<td>Rewards</td>
<td>2.07</td>
<td>.15</td>
<td>0.20</td>
</tr>
<tr>
<td>Levels</td>
<td>7.02</td>
<td>.008</td>
<td>7.02</td>
</tr>
<tr>
<td>Controls</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Action/interactivity</td>
<td>0.48</td>
<td>.49</td>
<td>0.48</td>
</tr>
</tbody>
</table>

$^a$Cochran’s Q test: homogeneity statistic (mixed effects).

$^b$N/A: not applicable/not available due to insufficient observations.

PD in designing narratives, language, rewards, controls, and actions or interactivity did not relate significantly to game study effectiveness on behavior or its determinants. Significant differences were found for PD for creating the challenge, levels, character looks, and game world design. Involving users in PD on the challenge and levels related to higher game study effectiveness, whereas involvement in PD in character looks and game world design was associated with lower game study effectiveness. These differences in effects are discussed more in detail below.

When creating the challenge, there was a significant difference when considering codesign separately. Game studies where the challenge was codesigned with users ($g=0.791$, 95% CI 0.447 to 1.135, $P<.001$, $k=4$, $n=318$) were significantly more effective ($Q=11.23, P=.001, k=12, n=5837$). A significant relationship was also noted between user involvement as either informant or codesigner and game study effectiveness on behavioral determinants. Game studies where users were involved in the creation of levels as either informants or codesigners ($g=0.771$, 95% CI 0.347 to 1.196, $P<.001$, $k=3$, $n=231$) were significantly more effective ($Q=7.02, P=.008$) than game studies where users were not involved as informants or codesigners in level design ($g=0.191$, 95% CI 0.130 to 0.253, $P<.001$, $k=13$, $n=5294$). The same significant finding was noted when analyzing user involvement as informants separately, but could not be assessed for codesigners separately.

User involvement as codesigner, in the creation of characters, related to a significant difference in game study effectiveness on behavior. Game studies where users were involved in codesign of the characters ($g=-0.022$, 95% CI -0.128 to 0.083, $P=.68$, $k=4$, $n=1485$) were significantly less effective ($Q=4.38, P=.04$) at changing behavior than game studies where users were not involved in codesign ($g=0.107$, 95% CI 0.047 to 0.168, $P<.001$, $k=10$, $n=6531$). Differences in game study effectiveness on behavior were not significant when users were involved only as informants ($Q=1.70, P=.18$). Similarly, there was a significant difference in game effectiveness on behavior when only considering codesign.

Game studies where users had been involved in codesign of the game world ($g=-0.075$, 95% CI -0.232 to 0.082, $P=.35$, $k=1$, $n=624$) were significantly less effective ($Q=3.99, P=.046$) at changing behavior than game studies where users had not been
involved in codesign (g=0.095, 95% CI 0.039 to 0.150, P=.001, k=13, n=7392). Note that this finding is based on only one study, albeit with a sufficient sample size, where codeign had been applied in creating the game world. Differences in game study effectiveness on behavior were not statistically significant when users were involved only as informants (Q=0.05, P=.83).

Educational Content
There were no significant differences (Q=0.01, P=.94) between the effectiveness of game studies on behavior when users were involved in PD of the educational content (g=0.084, 95% CI 0.030 to 0.144, P=.003, k=11, n=7027) or where users were not involved (g=0.078, 95% CI -0.144 to 0.301, P=.49, k=3, n=989). There were also no significant differences (Q=1.56, P=.21) between the effectiveness on behavioral determinants where users were (g=0.196, 95% CI 0.113 to 0.278, P<.001, k=11, n=4269) or were not involved in PD of educational content (g=0.381, 95% CI 0.102 to 0.659, P=.007, k=5, n=1886). Similar results were noted when analyzing the relationship between PD in educational content with effectiveness, separately for involvement as informant or as codesigner (see Multimedia Appendix 3, Table A3-6).

Discussion
Principal Findings
This study assessed whether user involvement PD in serious games for healthy lifestyle promotion related to game study effectiveness, and if this relationship varied by target group and study characteristics, by the design role and areas in which users were active participants. To our knowledge, this is the first study that conducted a meta-analysis of the relationship of user involvement and PD with serious game effectiveness.

More than half of the game studies involved users to some extent, with 25 out of 61 (41%) game studies having involved users as either informants or codesigners. User involvement in early stages of game design was previously reported to be low [72]; we did not find this in our study. However, this discrepancy may be influenced by the large number of recent game studies included in our study, since user involvement in serious game design was suggested to be on the rise recently [72].

Our first research question examined whether user involvement related significantly to game study effectiveness. Findings showed that serious game studies where the target group was involved in PD (ie, as informants or as codesigners) were, surprisingly, less effective in changing health behavior than when the target group was only involved as testers in the game. This was especially so for recent game studies and for game studies evaluated among an, on average, adult audience. Games developed with PD were also less effective at increasing self-efficacy (ie, how competent users perceive themselves to be in adopting a healthy lifestyle) than games developed without user involvement, in recent game studies and in studies evaluated among an, on average, younger audience. These results deviate from conclusions from a systematic review on nongame interventions, where higher community participation in the design process was associated with a higher achievement of health outcomes [73]. These conclusions, however, were obtained from vote counting (ie, correlation between number of outcomes achieved and degree of community engagement) and were not meta-analytic findings, which would have taken sample sizes and strength of effects across studies into account.

Several hypotheses can be advanced to explain these unexpected findings. First, users may need to be more than just a member of the target group; for example, they need sufficient subject-domain or design expertise to create a successful partnership with game designers [74]. This expertise may help avoid the risk of users focusing on irrelevant aspects, or on ideas that conflict with the pedagogical goals of the game [28,36]. Information on expertise level could be surmised for only two studies, where users were full members of the design team. Future teams intending to build a serious game with PD may test selecting users with content or design expertise, adjusting for lack of expertise, for example, by choosing appropriate techniques [75], or taking time to create user expertise [28,75]. Lack of experience with PD on the professional side, for example, not providing clear instructions or expectations, insufficient positive reinforcement, and not succeeding in creating a shared goal, could also lower the success of PD [76,77], which may have been operating in the studies included in this meta-analysis. Studies using PD in a school context noticed that without clear guidance, instructions, or encouragement from educators, children only did the minimum required, did not use all functionalities, and were reluctant to experiment and revise. When users did the bare minimum, they seemed to not know or share the overarching goal of the design process [76,77]. These findings also applied to adults where, additionally, not feeling recognized for their intellectual contribution could hinder the success of PD [77]. Information on these issues was not available for this review.

As a second hypothesis, codesign techniques (eg, storyboarding and paper prototyping) may need to be adjusted to the level of user design experience, users’ cognitive abilities, and stage of game development [74,75]. This was not described in most included studies, but may be associated with the quality of idea generation [75], and may overcome several barriers influencing codesign, such as users tending to think along familiar lines instead of exploring new avenues, or forgetting or being afraid to bring up ideas when generating ideas in a group [75]. Future serious game studies using PD should more clearly describe the process and techniques used [22], to further advance our understanding of how PD may relate to game effectiveness.

Some age differences were noted. Although PD related to lower effectiveness in both age groups, this lower effectiveness was shown in different outcomes. PD related to a lower effectiveness on self-efficacy for a younger audience, and a lower effectiveness on behavior for an, on average, adult audience. While informant design and codesign are classifications that apply both to PD with children and adults [75], the specific techniques used within these approaches (eg, comic boarding and sticky notes) may not be equally effective among children and adults. It could be hypothesized that younger participants may be tempted to add game features that enhanced the game experience and enjoyment. However, these may lead to an increased cognitive load, ultimately decreasing learning outcomes [78] and perceived competence in performing the...
target behavior. Adults involved in PD may not have been aware of a gap between positive behavioral intentions and behavioral performance and the methods needed to bridge this gap, such as goal-setting techniques [79]. Further research and possibly adjustment of techniques by age group are therefore warranted. More detailed descriptions of the process and techniques used in PD may also aid in understanding the lower effectiveness of PD in recent game studies. It seems from Table 2 that older game studies used more informant design, whereas newer studies used more codesign. These codesign methods may not be as well established as informant design methods or, given a recent proliferation of PD during game development [72], may not be adequately applied or used after insufficient training in PD. These are hypotheses that remain to be tested in future research.

Third, since our findings showed significant effectiveness differences by forms of PD, further examination of differences between roles of informants and codesigners might provide an explanation for differences in effectiveness. Case studies have suggested involving users as informants is more beneficial than involving them as codesigners [80, 81], since users are often unable to consider game characteristics in relation to the learning objectives [81]. Our meta-analysis showed that the number of design elements where users were involved as informant or as codesigner did not significantly relate to game effectiveness on behavior or behavioral determinants.

Differences were found between involvement as informant or as codesigner in dynamics and game effectiveness on behavioral determinants. When examining user roles separately, a positive association was only significant when users were involved as informants and not when they were codesigners. This confirms observations from case studies that involving users as informants or as codesigner may be more effective than as codesigners in certain design elements [80, 81].

User involvement as codesigner related to higher game effectiveness when involved in creating the game challenge, but to lower effectiveness if users were involved as codesigners in creating characters or in designing the looks of the game world. Different methods in PD, such as Informant Design [80], Bonded Design [75], and Co-design or Cooperative Inquiry [74], vary in the roles participants take in the process [75]. In Informant Design, users are asked to provide input and feedback at some, but not all, development stages. They provide suggestions, but do not carry out the design itself. In both Bonded Design and Cooperative Inquiry, users are involved in the creation of the material itself, and are considered integral design partners. In Bonded Design, user involvement may span a shorter time or may be restricted to certain development stages, whereas in Cooperative Inquiry, users are partners throughout the whole development process [75]. Our findings seem to provide more support for Informant Design than for Bonded Design (ie, shorter periods as codesigner) or Cooperative Inquiry (ie, continuous codesigning). Involving the target group as codesigners requires a lengthy iterative process compared to Informant Design, and compared to only pilot-testing a finalized version [28]. Possibly, there was insufficient time available in serious game design projects to properly execute codesign. Only 6 games using PD in our meta-analysis involved users throughout the entire design process, whereas 7 studies involved users in only one design element. This may indicate that most studies using codesign partners opted for Bonded Design rather than full and continuous cooperation.

Lastly, when users were involved in design decisions on game dynamics, specifically on creating levels, or were involved in creating the challenge, effectiveness at changing behavioral determinants was higher. Most game studies, however, involved users in the aesthetic parts of the design, such as character, narrative, or game world creation. These did not relate to game study effectiveness, or even related negatively to effectiveness. The positive relationship of PD in creating the game challenge, game levels, and dynamics with game study effectiveness may derive from the fact that these elements are more important to game study effectiveness in general. Involving users in trivial aspects not associated with effectiveness may be counterproductive and difficult to defend from a cost-effectiveness point of view.

The importance of user involvement in game dynamics may also be explained by the need to adjust the game demands to the cognitive and technical abilities of the users, since PD may help in creating better tools by assessing the cognitive processes of how users interact with technology [82].

In summary, our findings demonstrated that informant roles may have a stronger link to effectiveness than codesign, depending on the design element. Users should be involved in decisions that relate to the game dynamics (eg, levels) and to the challenge (eg, game type). Although PD in serious games for healthy lifestyle promotion was associated with lower effectiveness than only pilot-testing a version developed by professionals, several recommendations were made to increase effectiveness of PD in serious game design. Since other health interventions indicated that early user involvement was important to achieve reach, adoption, and sustained implementation of the intervention [83], it is essential to more fully understand the role of PD in serious games and how to optimize it, as all these elements together—see, for example, the Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) framework—determine the public health impact of health-promoting interventions [84, 85].

Limitations and Directions for Future Research

Some limitations to this meta-analysis need to be noted. First, "no evidence for an effect" does not equal "evidence for no effect." In some areas, analyses were likely statistically underpowered or were not available due to insufficient observations (eg, codesign roles per design element). Second, moderator analyses are equivalent to correlational analyses. There is always the possibility of a hidden, third variable. For example, a lower effectiveness for game studies developed in codesign may be influenced by lack of time in the project for optimal execution of codesign, insufficient user expertise, and a mismatch between techniques and user roles, expertise, and design phase. A more rigorous description of PD processes and of the application of recommended methods and techniques is needed in future PD game research, which would also enable a uniform coding based on what is reported in papers. Third, publication bias on the effects for behavioral determinants was
noted, as reported elsewhere [2]. The reported effect sizes for these outcomes may be overestimated as a result. Lastly, no information was available on the impact of the input provided by users on the eventual game. Given often-conflicting opinions and goals between users and professionals [23], it is possible users’ input was not integrated into final versions of the games included in the meta-analysis.

Conclusions

Our findings indicate that serious game studies for healthy lifestyle promotion developed with PD were less effective than game studies where users only pilot-tested a version designed by professionals. However, significant differences existed between the effectiveness of game studies developed with PD, suggesting certain types of PD may be more effective. This was the case for game studies where users were involved as informants in the design of game dynamics (eg, game levels). Involving users as codesigners for character or game world creation was less effective than not involving users in codesign for these game features. User involvement in designing the game challenge as informant or codesigner, on the other hand, related to higher game study effectiveness. These findings suggest PD should be mostly focused on areas crucial for general game study effectiveness, such as game dynamics and the challenge, whereas involvement in more trivial aspects, such as other aesthetic components, may be counterproductive. Involving users in user testing and informant roles may be more beneficial than as codesigners. Further research is needed to more fully explore how to incorporate PD into serious game design.
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Abstract

Background: Digital maturity is the extent to which digital technologies are used as enablers to deliver a high-quality health service. Extensive literature exists about how to assess the components of digital maturity, but it has not been used to design a comprehensive framework for evaluation. Consequently, the measurement systems that do exist are limited to evaluating digital programs within one service or care setting, meaning that digital maturity evaluation is not accounting for the needs of patients across their care pathways.

Objective: The objective of our study was to identify the best methods and metrics for evaluating digital maturity and to create a novel, evidence-based tool for evaluating digital maturity across patient care pathways.

Methods: We systematically reviewed the literature to find the best methods and metrics for evaluating digital maturity. We searched the PubMed database for all papers relevant to digital maturity evaluation. Papers were selected if they provided insight into how to appraise digital systems within the health service and if they indicated the factors that constitute or facilitate digital maturity. Papers were analyzed to identify methodology for evaluating digital maturity and indicators of digitally mature systems. We then used the resulting information about methodology to design an evaluation framework. Following that, the indicators of digital maturity were extracted and grouped into increasing levels of maturity and operationalized as metrics within the evaluation framework.

Results: We identified 28 papers as relevant to evaluating digital maturity, from which we derived 5 themes. The first theme concerned general evaluation methodology for constructing the framework (7 papers). The following 4 themes were the increasing levels of digital maturity: resources and ability (6 papers), usage (7 papers), interoperability (3 papers), and impact (5 papers). The framework includes metrics for each of these levels at each stage of the typical patient care pathway.

Conclusions: The framework uses a patient-centric model that departs from traditional service-specific measurements and allows for novel insights into how digital programs benefit patients across the health system.

Trial Registration: N/A

Keywords:
digital maturity; evaluation; health information exchange; patient-centered care

(J Med Internet Res 2016;18(4):e75) doi:10.2196/jmir.5047

http://www.jmir.org/2016/4/e75/
Introduction

Digital technologies are transforming health services by providing new mechanisms for accessing personal medical records, submitting incident reports, and communicating across care settings. In England, the government has placed the role of these technologies high on the agenda by setting a 3-year target for a fully paperless National Health Service (NHS). The *NHS Five Year Forward View*, which sets the strategic direction for the health service in England, focuses heavily on improving NHS digital technology with the aim of integrating all electronic medical records (EMRs) [1]. Furthermore, the continuing ambition of integrating health and social care relies on connected information technology (IT) systems. Amid this political climate, and the influx of digital technologies, the potential for improvement is vast and certainly not limited to service operations; there is also scope to significantly improve the patient experience. There is an opportunity to depart from traditional service arrangements, overcome geographical boundaries, and even reconfigure services around the patients and their needs by harnessing digital technologies. However, these are not automatic byproducts of augmented IT programs. Like any care intervention, digital technologies need to be rigorously evaluated and monitored to ensure they operate in the way they are intended and cultivate a better experience across patient pathways. To conduct constructive appraisals, an evaluation framework is needed to make sure each factor that influences a digital system’s success is captured.

Digital maturity—the extent to which digital technologies are used as enablers to deliver a high-quality health service—is an emerging concept across developed health care systems, and there is no established measurement that accounts for all of its intricacies [2]. The adoption of digital solutions for EMRs across care services in Canada (facilitated by the Canada Health Infoway) provides existing examples of digital systems that have achieved a high level of maturity. However, the discourse surrounding digital maturity is dominated by ideas for its potential to improve services in the future. For instance, digital maturity is extensively cited as an aspirational goal necessary to join IT systems across care settings in order to effectively integrate health and social care services [3].

Example frameworks for evaluation from the health sector often focus on the operational benefits that individual services receive from digital technologies [4-6]. However, digital maturity is not about the success of one technological system and the benefits to one service’s particular stakeholders; rather, it is the advancement of the entire health service. To improve patient experience across care pathways, digital maturity must be measured in a way that addresses all the intersections it has across care settings and must be conceptualized in a way that dissolves the entrenched, service-specific standard for how digital systems are assessed.

The aim of our study was to propose a novel framework for evaluating digital maturity based on these principles. We summarized the existing evidence about how best to evaluate digital maturity and its component parts, and the merits of current digital maturity evaluations. Moreover, we synthesized evidence around what should be reflected in evaluations and developed a new framework capable of measuring digital maturity across the patient pathway and presenting it as a patient-centric, sectorwide achievement.

Theory of Digital Maturity

The concept of digital maturity originated in the field of public service improvement. As more government services became IT enabled, they did so in siloes, meaning a single user (the citizen) would have to attempt to access information or obtain services from several different departments. Although the term digital maturity was not used at the time, the framework proposed by Layne and Lee in 2001 had 4 stages of integration to bring about citizen-centric e-government [7]. Their framework demonstrates that at its most mature level e-government represents the advancements and interworking of an entire field for the citizen; in health care this would be translated into the advancement of an entire field respectful of the way patients experience care. Digital maturity builds on existing evidence about digital literacy. In healthcare this can primarily be captured in the idea of eHealth literacy or the ability of people to use information and communications technologies to improve or enable health care [8]. For health systems to support advancement of digital maturity, staff must be digitally literate and help patients improve their digital literacy. It is important to note, however, that while digital literacy can facilitate digital maturity, digital maturity should also be responsive to the whole patient population and account for their needs regardless of their digital literacy.

Gottschalk [9] and colleagues’ research moved beyond the concept of usability and linked the concept of maturity to greater interoperability. Their research posited a trajectory for how the content of interoperability tends to evolve—or mature—over time from the simplest level to more advanced, more integrated levels organized around the citizen. Because of the shift to organize services around the citizen, organizations would need to be increasingly interoperable, not just in terms of technical issues, but also in realizing benefits and setting goals. This is also mirrored in the health service as it becomes more integrated and individual services are required to communicate effectively across the patient pathway.

According to this research, digital maturity encompasses not only the resources and ability to use a system, but also how interoperable it is with other systems and ultimately its impact on the public. To understand how these aspects of digital maturity can be measured in the health service, a substantial body of literature provides guidance on how to build an evaluation framework for an information system.

Methods

Search Strategy

We searched the PubMed database for literature relevant to constructing a digital maturity evaluation framework and reports about the most prominent international examples of existing evaluation frameworks. The search strategy for locating sources included broad terms such as “evaluate” AND “digital maturity,” as well as more specific terms such as “health information
exchange” AND “evaluation.” These specific terms were essential because, in the health service, digital maturity is usually misrepresented and not thought of as a universal advancement, but rather is defined by the individual digital systems or programs that aim to support maturity. Health information exchanges (HIEs), while still only a part of digital maturity, share similar goals with overall maturity in that they aim to mobilize health care information electronically across systems. Therefore, HIE was a useful proxy term for digital maturity in this literature search. We filtered results for relevance to health care and medicine. Finally, we intentionally made the search strategy broad to return papers about all evaluations of digital maturity whether they were specific to one care setting or across care pathways. We searched the PubMed database for literature published between 1995 and 2015 using the following Boolean search strings: (1) “evaluate” AND “digital maturity”, (2) “monitor” AND “digital maturity”, (3) “health information exchange” AND “evaluation”, (4) “health information exchange” AND “monitor.”

**Review Strategy**

As the flow chart in Figure 1 shows, the search strategy returned over 110 papers, but most were either irrelevant to the goals of the review or did not provide information that contributed to a better understanding of digital maturity evaluation. Inclusion criteria specified that papers must be pertinent to the health service and maintain a focus on the evaluation and some component of digital maturity, such as HIEs. We applied exclusion criteria if papers solely concerned the experience or outcomes associated with digitally mature systems rather than evaluation. Papers were also excluded if they only reported the results of an evaluation and contained no methodological insight. The search returned 18 peer reviewed papers, from which snowballing techniques yielded 7 more peer reviewed papers and 3 relevant reports, totaling 28 included sources.

**Figure 1. Literature search and review strategy flow chart.**

Analysis and Framework Development

We analyzed the papers to draw out their contribution to digital system evaluation. This included identifying how to evaluate systems, what to measure, and at what point. It also included a specific examination of how the patient perspective was accounted for within the evaluation. For instance, this included exploring whether the evaluation methodology discussed how to make sure a system was evaluated across the patient pathway or if indicators of success were relevant to patients.

We then used the results from the literature search and review to construct a framework. During the analysis we drew out 5 themes (these themes and associated papers are discussed in the Results section). We translated these themes into the levels of analysis for the evaluation framework and used the indicators within the themes as individual scoring points within each level of analysis (see Framework Development subsection in the Discussion). The resulting framework is situated within a patient-centered paradigm, meaning it measures each of the levels at each major point along the care pathway. This is a
departure from existing measurements of digital systems that are rooted in the service-specific goals and are therefore limited in their scope to provoke improvements across the whole care pathway.

**Results**

We analyzed findings from the 28 papers identified in the literature search and grouped them into 5 themes to generate the skeleton of a new digital maturity framework: general evaluation methodology, resources and ability, usage, interoperability, and impact. These are detailed in Figure 2.

The literature review confirmed the importance of measuring digital maturity in a way that accounts for its multidimensional nature. The 28 papers reviewed fell into 5 distinct themes, similar to those identified in the background about the concept of digital maturity. The 5 themes—general evaluation methodology, resources and ability, usage, interoperability, and impact—received varying levels of attention in the literature, with the final 2 being the most limited. We discuss these themes, and their associated indicators identified from the literature, in detail to provide context to the development of the evaluation framework. Across all of these themes most papers did not refer to the patient centricity of their approach but rather assumed a service-centric approach, meaning the evaluation considered only one or two settings of care. Although some indicated the importance of certain indicators to patients, any discussion about how the evaluation accounted for success across entire care pathways was distinctly absent.

Figure 2. Themes from literature review.

**General Evaluation Methodology**

Many papers emphasized the multifaceted nature of digital maturity specifically for HIEs and the deliberate way evaluations must account for this. Similar to the depictions of digital maturity above, not only do HIEs have many different components, but they also take different forms and have different capacities as they mature [10-13]. Barriers to development, issues around leadership, and commitment are paramount to early-stage evaluations, while stakeholder motivations for engaging with the system are more important as the system advances [11]. As Hripcsak [14] noted,

*An HIE project undergoes a series of steps, from early conception to mature maintenance. Reviewing the steps can uncover possible unintended and unexpected effects.*
Following a United Hospital Fund (New York, USA) meeting in 2006 to review the best practice for evaluating HIE programs, a series of research projects made inroads into a common evaluation approach and established that their evolutionary nature must be central to appraisals [14]. In other words, using a rigid scoring system or a single metric to evaluate such dynamic and fluid systems is untenable; rather, evaluations must use a comprehensive framework approach [15]. Although a framework should aim to be as objective as possible, considerable evidence suggests that mixed methods add invaluable richness to the data and improve its ability to drive improvement policy [11,16]. Given that assessing how much digital maturity has improved health care quality is very complex, an evaluation framework needs to incorporate nuanced, qualitative feedback from staff and patients [11]. One influential proposal for evaluating digital systems comprehensively and incorporating mixed methods was the “smallball” approach, which disaggregates the components of HIEs and measures them individually across different points in time [17]. Ultimately, digital maturity and the details of operational strategy ought to be closely linked. Just as there can be no single metric for strategy evaluation, findings from the literature explain the futility in narrowing an evaluation framework. A narrow framework would compromise its ability to measure the entirety of digital maturity across the patient pathway in delivering on strategic health system priorities.

In addition to these evaluation strategies, the literature also reveals that HIEs and digital maturity have a wide range of stakeholders to whom each of the components matter differently. Comprehensive evaluation is not just the inclusion of a variety of metrics, but also separate assessments of those metrics as they pertain differently to patients, providers, and policy makers. A framework must span care settings and produce measures from all service levels, as well as the regional and national levels [18].

Resources and Ability
The studies described above compel the development and use of a multifaceted evaluation framework, and a related body of literature suggests what metrics the framework should incorporate. This research indicates the importance of including readiness measures as a way to assess the extent to which HIEs evolve within an environment conducive to their success. This includes measures of organizations’ existing technology, cultural norms, and leadership to provide context to system functioning and user uptake [10].

More specifically, studies demonstrate the value of gathering information about institutional resources and existing programs that, if insufficient or hostile to the entrance of an HIE, hinder the success of digital systems [19,20]. This refers to finances, staff capacity, experience and willingness, and the existing protocols for information exchange [21]. For instance, inconsistent goals, project rework, and underdeveloped resources are chronic barriers to HIE success, which should be accounted for in the evaluation [12]. Further research explains the importance of quantifying implementation effort when the system is younger, and advancing into usage and then cost metrics only as the system matures [22].

Usage Measures
Usage can be evaluated in a variety of ways: it can be defined as the volume of information transmitted, the duration and specific activity of users, or simply as the number of login sessions [23,24]. Campion and colleagues [24] used login sessions to explore 3 communities in New York State and the differences in usage among the various stakeholders. They explained that one important measure is whether patient summary data are displayed by default on logging into the system, as this was one of the most significant predictors of patient usage [24].

One of the largest studies about measuring HIE usage demonstrates that usage measurements can be more robust and meaningful when differentiated by activity during use [25]. Vest and Jasperson [25] stratified usage into 5 classifications: minimal usage, repetitive searching, clinical information, mixed information, and demographic information. These types of usage varied by the user’s role. For instance, minimal usage was highest among physicians and clinical information was highest among nurses. This is critical to include in an evaluation framework, as it quantifies how the system is being used and to whom changes would be most impactful [25]. These different types of usage, and their associations with specific roles, help target improvement strategy and evaluate where return on investment can be maximized.

Usability needs to be at the forefront of design, as engendering use is the crux of system development and, without it, indicators at later stages of maturation might be irrelevant [26]. Some evaluation strategies already exist to measure this area. For instance, the information benefits evaluation framework, a nonindustry-specific evaluation model used to evaluate HIEs in Canada, addresses usage and usage type extensively [4,27]. However, while it is appropriate for measuring usage, this framework is not necessarily suitable for measuring digital maturity as a sectorwide advancement for patients, as it neglects organizational, cultural, policy, and other external factors [27]. DeLone and McLean, authors of the parent system, more recently conducted a 10-year review of the system and suggested that a renovated system should include service quality as a new dimension of information system success, which is intended to enhance its applicability throughout the health service [28,29].

Interoperability
Moving beyond usage, studies have suggested measures for evaluating digital systems’ ability to communicate across settings, as this is central to range and depth of their impact in an integrated, patient-centric health service. In addition to syntactic interoperability, this also includes semantic interoperability. Semantic interoperability, or the harmonization of clinical terminology across care providers, settings, and systems, is particularly important for developing a workable exchange of information [30].

The interoperability of systems for all stakeholders is vital to the systems’ effectiveness in terms of achieving an apparatus for patient centricity; however, research suggests that HIEs are often faulty, with poor ability to communicate across service settings and care sectors [31]. Additionally, evaluating to what
extent HIEs are connected across geographic regions is crucial to appraising digital maturity in its entirety, rather than a series of one-off exchanges of information [32].

A health care-specific model for evaluating digital systems is the continuity of care maturity model, which addresses the “convergence of interoperability, information exchange, care coordination, patient engagement and analytics” [6]. It builds on the EMR adoption model, a framework that helps services benchmark their success in using EMRs. This model does move toward a whole systems approach, as it demonstrates the importance of measuring each point along the digital maturity continuum, from establishing electronic systems, to making sure they are interoperable, to evaluating their effectiveness. However, at its core it is designed to be used by individual services to improve their digital functioning, and consequently it has no mechanism for detecting holes in maturity in other services or care settings that might affect overall maturity of the system. This undermines its ability to capture digital maturity holistically and generate improvements that will be relevant across the patient pathway.

Impact

Moving toward impact, studies suggest that it is necessary to depart from service-specific measures and assess impact across the health care landscape [26]. This can be done by determining how the information structure or other digital program offers public utility [33]. Impact in terms of cost can also be evaluated across stakeholders. Cost metrics focus on the functionalities enabled by HIEs that save money, including HIEs’ ability to generate alerts when there are orders placed for expensive medications or redundant laboratory orders [34]. A systematic review of HIE cost evaluations demonstrates that cost savings were associated with HIE use to a small degree, but there needed to be better, more standardized ways of measuring and reporting cost evaluations [35].

Canada’s Health Informatics Association (COACH), as Figure 3 [5] shows, reviewed 4 impact evaluations of EMR systems. They proposed an EMR-specific evaluation framework that progresses from serial to iterative stages. Although this evaluation model exemplifies measuring a system across a variety of metrics over a period of maturity, it also does not necessarily capture digital maturity as a multiservice or whole systems concept. As a result, it cannot always indicate whether the digital system under investigation is compromised by lags in other care settings.

**Figure 3.** Canadian electronic medical records (EMR) adoption and maturity model. Reproduced with permission from Canada’s Health Informatics Association (COACH) [3].
Discussion

Limitations
The remit of PubMed (the database we used to search for papers) includes publications on health care, life sciences, and biomedicine; while it is unlikely that PubMed excluded any relevant sources, we could have augmented the results of the literature review through searching in other databases. More important, relevant sources may exist in harder-to-identify gray literature. Furthermore, although we broadened the search terms to be as inclusive as possible, there is still bias toward digital maturity for information exchange rather encompassing digital maturity application in all aspects of service delivery.

Analysis
Despite the wealth of information in the literature about how best to evaluate the components of digital maturity, there have not been synthesized into a digital maturity evaluation framework. The first theme, the general evaluation methodology, demonstrates a strong emphasis in the literature on digital maturity being a multidimensional concept. Furthermore, it is clear from the other 4 themes—resources and ability, usage measures, interoperability, and impact—that these must all be captured to evaluate digital maturity holistically. Equipped with the general evaluation methodology and indicators of the 4 levels of maturity, it is necessary to establish at what level they should be measured. The literature also exposes the range of stakeholders who benefit from digital maturity and the growing need in the health service to account for each of the 4 dimensions across different points along the care pathway.

However, our analysis found no evidence in the existing literature of attempts to evaluate digital maturity across the entire care pathway despite the fact that this is necessary to account for all indicators of success. The tendency of existing evaluations, as evidenced by the information benefits framework, the continuity of care maturity model, and the COACH models, is that they place the goals of a specific service at the center of the evaluation, or otherwise fail to capture information about maturity across the whole system. When a framework like this is applied at the service level, or to assess the maturity of a single program within a single service, it risks overlooking the external issues that are most fundamental to the success of a system and overall digital maturity. For instance, these models do not capture where there are resource shortages in one setting or poor interoperability in another. This is critical, as evidence suggests substantial disparities in the quality and use of digital technologies across care settings. A recent survey (Centre for Health Policy, Imperial College London, unpublished data, 2015) demonstrated that IT in secondary care lags the IT systems in primary care, and that secondary care doctors do not have access to all necessary records from primary care. This is not only because primary care records are not interoperable, but also because the digital resources within secondary care are not as advanced.

The evaluation of digital maturity should be able to map the advances of digital systems such that they can facilitate integrated care, better coordination, and improved patient experience across a whole pathway. Measures produced from existing frameworks cannot indicate improvements that would have a sectorwide benefit and be most meaningful to patients who experience care as a pathway, not an individual service. The framework proposed below is designed to measure digital maturity as a driver of integration and improved patient experience. It works from a paradigm with patients at the epicenter, surrounded by their community, primary care, and secondary care to mirror the patient pathway and measure digital maturity across it.

Framework Development
As opposed to current approaches, this paradigm enables a new way of thinking about the 4 primary areas of digital maturity across a patient pathway. Thinking about the service landscape like this, with the goals and needs of the patient at the center, it becomes possible to envisage new digital solutions that cross the boundaries of traditional service arrangements. Our framework for evaluating systems across all care settings promotes more holistic quality improvement and surpasses frameworks that assess the impact for patients in only one portion of their pathway. We used the 5 themes we identified in the literature review to build a comprehensive framework; we used the general evaluation methodology theme to inform the approach to framework construction, while we translated the other 4 themes into 4 levels of maturity to measure across the patient pathway.

The framework (Multimedia Appendix 1) presents open-ended questions for an evaluator to answer. The open-ended quality is deliberate, as it is meant to provide a standard set of questions but allow for nuances to be captured. The scope for qualitative appraisal is important to measure the evolving progress of digital maturity; however, it is also useful to apply a metric for success. The framework operates in a user-friendly way, in that each question can receive a score for a positive answer, meaning each column and row will have a total score. Evaluators can pinpoint areas for improvement by looking at individual negative scores and can identify broader areas of need across the column and row scores. The overall score out of 58 also provides a comprehensive score for longitudinal benchmarking. For example, it is possible to analyze mHealth in this framework. mHealth uses phones or tablets to collect patient data including vital signs and general personal health monitoring. mHealth technology can then be used to relay these data to clinicians and community health workers in near real time. Data can also be shared between health settings. If applied well, mHealth technologies have a distinct potential for digital maturity. Such technologies could be evaluated in the home setting to see whether they work for the target population, are easy to use for all patients in the target population, whether they work with the devices patients already have and know how to use, and whether they make a difference without an overwhelming cost or burden. The maturity of the mHealth technologies could then be evaluated at the community level for data transferred to community health workers and the primary and secondary care levels to understand its maturity across the care pathway.

While this framework could be used to evaluate the success of a digital system at 1 service level by isolating 1 row, the overall maturity score is dependent on a sectorwide patient
understanding. It highlights where gaps in maturity exist, which presents an opportunity to address the specific shortcomings. This allows subsequent improvement work to be thoroughly patient centric, as it will be intended to support digital maturity across their care pathway. If there is a gap in any box, a solution can be designed that will have a ripple effect and bolster the whole maturity score; this precipitates digital maturity along a patient pathway, so that success in one area is not stymied by failure in another.

Next Steps
Understanding the utility of this framework will require a trial period of applying it in different health care contexts and comparing scores on certain digital systems. This will help identify whether any areas are missing from the framework. Furthermore, it will be important to gather feedback from evaluators to make sure that the framework is user friendly and well received. Application of the framework has the potential to introduce a standard approach to evaluating digital maturity and mobilize internal benchmarking of digital systems' maturity.

Conclusion
The idea that digital maturity is a sectorwide advancement centered on a principal group has been established in other sectors as evidenced by the citizen-centric method of evaluation in e-government. However, in the health sector the progression and success of digital systems has been measured primarily within the confines of individual services’ or care settings’ performance. This does not capture the entirety of digital maturity but, more important, it does not indicate whether a new digital system is capable of helping patients at all points along their pathway.

In order for advancements in digital technologies to proliferate patient benefit in terms of care coordination and enhanced information, digital maturity needs to be conceptualized as a sectorwide, patient-centric measure. Using the literature available on theories behind how to measure the parts of digital maturity, best practice on how to gather indicators of its component parts, and examples of existing evaluation frameworks, our study proposes a contemporary framework that captures 4 key domains of digital maturity across the patient pathway, to pinpoint how digital maturity can be most meaningfully improved.
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Abstract

Background: Patient portals are being used to provide a clinical summary of the office visit or the after-visit summary (AVS) to patients. There has been relatively little research on the characteristics of patients who access the AVS through a patient portal and their beliefs about the AVS.

Objective: The aim was to (1) assess the characteristics of patients who are aware of and access the AVS through a patient portal and (2) apply the Theory of Planned Behavior (TPB) to predict behavioral intention of patients toward accessing the AVS provided through a patient portal.

Methods: We developed a survey capturing the components of TPB (beliefs, attitude, perceived norm, and perceived behavioral control). Over a 6-month period, patients with a patient portal account with an office visit in the previous week were identified using our organization’s scheduling system. These patients were sent an email about the study and a link to the survey via their portal account. We applied univariate statistical analysis (Pearson chi-square and 1-way ANOVA) to assess differences among groups (aware/unaware of AVS and accessed/did not access AVS). We reported means and standard deviations to depict belief strengths and presented correlations between beliefs and attitude, perceived norm, and perceived behavioral control. We used hierarchical regression analysis to predict behavioral intention toward accessing the AVS through the portal.

Results: Of the 23,336 patients who were sent the survey, 5370 responded for a response rate of 23.01%. Overall, 76.52% (4109/5370) were aware that the AVS was available through the patient portal and 54.71% of those (2248/4109) accessed the AVS within 5 days of the office visit. Patients who accessed the AVS had a greater number of sessions with the portal (mean 119, SD 221.5) than those who did not access the AVS (mean 79.1, SD 123.3, P < .001); the difference was not significant for awareness of the AVS. The strongest behavioral beliefs with accessing the AVS were being able to track visits and tests (mean 2.53, SD 1.00) followed by having medical information more readily accessible (mean 2.48, SD 1.07). In all, 56.7% of the variance in intention to access the AVS through the portal was accounted for by attitude, perceived norm, and perceived behavioral control.

Conclusions: Most users of a patient portal were aware that the AVS was accessible through the portal. Patients had stronger beliefs about accessing the AVS with the goal of timely and efficient access of information than with engaging in their health
care. Interventions to improve patient access of the AVS can focus on providers promoting patient beliefs about the value of the AVS for tracking tests and visits, and timely and efficient access of information.

(J Med Internet Res 2016;18(4):e77) doi:10.2196/jmir.5207
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Introduction
The adoption and use of patient portals tethered to electronic health records (EHRs) has accelerated in the last decade. A primary driver of this growth has been the Medicare and Medicaid EHR Incentive Program, widely referred to as the EHR Meaningful Use (MU) program, introduced in the Health Information Technology for Economic and Clinical Health (HITECH) provision of the American Recovery and Reinvestment Act of 2009 [1,2]. The objectives of the MU program are to increase the adoption of EHRs and the meaningful use of EHRs to improve delivery of care, decrease medical errors, improve efficiency of care, and enhance patient centeredness of care [2]. The MU program is being implemented in three stages with the criteria for achieving meaningful use of the EHR becoming more rigorous with each stage. Patient portals are expected to play a key role in the MU program by providing patients with timely and efficient access to information, engaging patients in their care, and enhancing patient centeredness of care [3,4]. One of the core objectives of the MU program is to allow patients to view online and download their health information, such as test results, problem and medication lists, and medication allergies. For example, the Blue Button initiative has been implemented by a number of organizations to allow patients to download a copy of their health information by clicking on a blue circle on the patient portal page [5].

Patient portals are also being used to provide a clinical summary of the office visit or the after-visit summary (AVS) to patients. The Centers for Medicare and Medicaid Services (CMS) has defined the AVS as a clinical summary that “provides a patient with relevant and actionable information and instructions” such as the provider’s office contact information, date and location of visit, an updated medication list, updated vitals, reason(s) for visit, procedures and other instructions based on clinical discussions that took place during the office visit, any updates to a problem list, immunizations or medications administered during visit, summary of topics covered/considered during visit, and time and location of next appointment/testing, if scheduled [6]. Stage 1 of the MU program specified that the AVS should be provided to patients for more than 50% of all office visits within three business days.

The AVS requirement was controversial in the physician community and, in spite of the Stage 1 requirement of the MU program for the provision of the AVS, there has been relatively little research on how patients view the AVS. In a survey of the printed version of the AVS provided at an office visit, Neuberger and colleagues [7] reported that 88% of respondents said the information on the AVS was easy to understand and 84% said that the AVS was helpful. Chung and colleagues [8] reported similar results in their survey of a printed version of the AVS: 93% of patients agreed that they understood the information on the AVS and 93% agreed that having the AVS was helpful. Ralston and colleagues [9] reported that the AVS was the fastest growing use of their organization’s patient portal and may reflect the patient’s desire for information about their care plan and needs. Pavlik and colleagues [10] found patient satisfaction with the MU version of the AVS did not differ significantly from other content versions of the AVS. In this study, 30% of the patients reported that they plan to keep the AVS for their next appointment.

Although these studies provide some understanding of patient opinions about the AVS, we know relatively little about predictors of patient access to the AVS through the patient portal, such as do younger and more highly educated patients access (ie, retrieve) the AVS more through the patient portal compared to older and less educated patients, and what role does patient experience with the patient portal play in their accessing the AVS through the portal? There is also a lack of evidence on patient beliefs and attitude toward accessing the AVS. Do patients believe that accessing the AVS through the patient portal will provide information in a timely manner, allow them to track their visits and tests, and reinforce their provider’s instructions? This study contributes to the sparse literature on patient portals and the AVS by addressing the following objectives: (1) assess the characteristics of patients who are aware of and access (retrieve) the AVS through a patient portal and (2) apply the Theory of Planned Behavior (TPB) to evaluate beliefs, attitude, perceived norm, perceived behavioral control, and predict behavioral intention of patients toward accessing the AVS provided through a patient portal.

Methods
Theoretical Model
In a previous study, we pointed to the lack of application of theoretical models in the study of patient adoption and use of patient portals [11]. In that study, Rogers’ Diffusion of Innovation model was successfully applied to assess patient perceptions of a patient portal. The perceived attributes of ease of use and relative advantage of the portal emerged as significant predictors of portal adoption and value. Another technology adoption model, the Unified Theory of Adoption and Use of Technology, was successfully applied by Turvey and colleagues [12] in their study of use of the Blue Button at the Department of Veterans Affairs patient portal, MyHealthEvet. In that study, factors such as knowledge and usability of the Blue Button emerged as significant barriers to the use of the Blue Button associated with the patient portal. However, we continued to find a lack of application of theoretical models in the study of patient portals. Furthermore, there was a need for theoretical
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models that could predict behavioral intention and behavior toward the use of patient portals and the specific functionality associated with portals such as the AVS. The application of such models could also yield useful prescriptive implications for practitioners who are interested in improving patient use of patient portals.

In this study, we applied a prominent theoretical model, the Theory of Planned Behavior (TPB), to patient portals with a focus on predicting patients’ behavioral intention toward accessing the AVS provided through the portal. According to TPB, three major factors lead to the formation of a patient’s intention to perform a behavior: attitude toward the behavior, perceived norm, and perceived behavioral control [13]. Underlying each of these factors is a set of beliefs: behavioral beliefs about the positive or negative consequences of accessing the AVS (determines attitude), normative beliefs that important people would approve or disapprove of the patient accessing the AVS or that these referents themselves are accessing the AVS (determines perceived norm), and control beliefs that facilitate or impede the patient accessing the AVS through the patient portal (determines perceived behavioral control). Behavioral intention is a direct predictor of the behavior of accessing the AVS through the patient portal. However, factors such as skills and environmental factors may influence the relationship between intention and behavior. For example, a patient may lack the computer skills to access the AVS through the portal even if they form an intention to access the AVS. Finally, background factors such as education, age, and race may indirectly influence beliefs about accessing the AVS. Over the last three decades, TPB has been successfully applied to predict intention across a wide range of health and risk behaviors, including exercise, breast self-examination, eating a low-fat diet, condom use, alcohol consumption, smoking, and using drugs [13,14].

Survey Instrument
To apply TPB to predict patients’ intention to access the AVS through the patient portal, we developed and implemented a cross-sectional survey that captured the different components of TPB. We followed the approach recommended by Fishbein and Ajzen [13] in developing our survey instrument. First, we conducted a pilot study to gather data on the beliefs related to patients’ accessing the AVS through the patient portal. In TPB, the behavior of interest is defined by four elements through the principle of compatibility: the action performed, the target at which the action is directed, the context in which it is performed, and the time at which it is performed [13]. In our pilot study, we defined the behavior of interest as accessing (action) the AVS (target) through the patient portal (context) within 7 days of the visit (time). Our pilot survey consisted of three questions related to this behavior of interest: (1) asking patients to list the advantages and disadvantages of accessing the AVS through the patient portal within 7 days of the visit to identify behavioral beliefs, (2) asking patients to list individuals or groups who would approve or disapprove of their accessing the AVS through the patient portal to identify injunctive normative beliefs, and (3) asking patients to list the factors or circumstances that would make it easy or difficult for them to access the AVS through the patient portal to identify control beliefs. Based on the responses to the pilot survey, we created the items for our survey. Additionally, we changed the time component for accessing the AVS to within 5 days of the visit. Multimedia Appendix 1 lists the survey items on TPB we developed for our study.

Recruitment
The study was implemented in the ambulatory care practices of an academic medical center affiliated with Partners HealthCare, an integrated delivery system located in Eastern Massachusetts. Partners developed its own patient portal, Patient Gateway, following its strategy of developing and implementing its own EHR, the Longitudinal Medical Record. The patient portal has functionality similar to other vendor portals, including requests for appointments, prescription refills and referrals, access to certain components of the EHR (eg, laboratory results), and secure messaging with the practice and provider. The AVS is made available to patients through the portal. Patient portal transactions are stored permanently in the Partners clinical information systems and can be accessed for research purposes after institutional review board approval. Over a 6-month period, patients with a patient portal account and an office visit in the previous week were identified using the Partners scheduling system. These patients were sent an email about the study through their portal account. The email included a link to the survey. After 7 days, patients were sent a reminder email with another link to the survey. Patients were not compensated for the survey. All study materials and methods were approved by the Partners Health Care Institutional Review Board.

Statistical Analysis
We present frequencies and means of sociodemographic characteristics and factors related to portal experience for the different groups: aware of AVS / unaware of AVS and accessed AVS / did not access AVS. To assess for differences between the groups, we conducted chi-square tests for categorical data (Pearson chi-square for dichotomous and nominal variables) and robust 1-way ANOVA for continuous variables. We employed multiple regression analysis using a forced entry method to assess predictors of patient satisfaction with the AVS. To test the application of TPB, we computed Cronbach alpha for the major factors (attitude, perceived norm, and perceived behavioral control). We then created scales for each factor using the mean of the scores of the items for each scale. We also computed Cronbach alpha and created a scale for behavioral intention to access the AVS through the patient portal. We present means and standard deviations for the belief items captured through our survey and correlations of the belief items with respective factors. Finally, we conducted hierarchical regression analysis to predict behavioral intention from the major factors of TPB as well as external factors such as sociodemographics and portal experience.

Results
Response Rate
Of the 23,336 patients who received the online survey, 5370 responded for a response rate of 23.01%. Table 1 shows the characteristics of the responders and nonresponders. Overall,
61.79% (3318/5370) of responders and 62.51% (11,231/17,966) of nonresponders were female; 90.76% (4874/5370) of responders were white compared to 86.44% (15,530/17,966) of nonresponders ($P<$ .001). Responders were older (mean 56.6, SD 14.0 years) than nonresponders (mean 50.4, SD 15.4 years, $P<$ .001). Responders also had a portal account for a longer time (mean 3.5, SD 3.3 years) compared to nonresponders (mean 2.8, SD 2.9 years) and sent a greater number of messages (mean 7.7, SD 20.1) compared to nonresponders (mean 4.3, SD 13.8). Given the large sample sizes of responders and nonresponders, the statistically significant differences should be viewed with caution.

Table 1. Characteristics of responders and nonresponders (N=23,336).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Responders n=5370</th>
<th>Nonresponders n=17,966</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>3318 (61.79)</td>
<td>11,231 (62.51)</td>
<td>.34</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.6 (14.0)</td>
<td>50.4 (15.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race (white), n (%)</td>
<td>4874 (89.76)</td>
<td>15,530 (86.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Selected problems on problem list, $a$</td>
<td>2.1 (1.2)</td>
<td>2.0 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Years with patient portal account, mean (SD)</td>
<td>3.5 (3.3)</td>
<td>2.8 (2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sessions with patient portal, mean (SD)</td>
<td>100.4 (173.5)</td>
<td>57.9 (109.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Messages sent via patient portal, mean (SD)</td>
<td>7.7 (20.1)</td>
<td>4.3 (13.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$a$ The selected problems included hypertension, hyperlipidemia, diabetes, cancer (any), coronary artery disease, congestive heart failure, asthma, osteoarthritis, rheumatoid arthritis, and depression.

Awareness and Access of the After-Visit Summary

Among the 5370 responders of the survey, 4109 (76.52%) reported that they were aware of the availability of the AVS through the patient portal and 1169 (21.77%) reported that they were not aware of the availability of the AVS through the portal (2/5370, 1.71% did not respond to this question). Table 2 shows characteristics of patients who were aware and unaware of the AVS; 61.35% (2521/4109) of female patients were aware of the AVS and 63.99% (748/1169) of female patients were unaware of the AVS. Patients who were aware of the AVS had a mean age of 56.4 (SD 14.0) years compared to a mean age of 57.1 (SD 13.7) years for patients who were unaware of the AVS. In all, 90.58% (3722/4109) and 91.79% (1073/1169) of patients who were aware and unaware of the AVS, respectively. In all, 67.78% (2452/3618) of patients who were aware of the AVA and 67.7% (674/995) who were unaware of the AVS reported their marital status as married or an unmarried couple; 51.11% (1873/3655) of patients who were aware of the AVS and 50.65% (508/1003) who were unaware of the AVS reported their health status as very good or excellent. The proportion of patients who reported that they were a 4-year college graduate or more was lower in the aware group (67.54%, 2461/3644) compared to the unaware group (79.42%, 795/1001, $P<$ .001). The proportion of patients who reported total household income from all sources as US $75,000 or more was also lower in the aware group (62.55%, 2036/3255) compared to the unaware group (66.4%, 570/858, $P$=.04). Patients who were aware of the AVS had a portal account for a mean of 3.4 (SD 3.3) years compared to a mean of 4.0 (SD 3.4) years for patients who were not aware of the AVS ($P<$ .001). The two groups did not differ on the number of sessions with the portal or the number of messages sent via the portal. Satisfaction with the portal was significantly higher in the AVS aware group (45.28%, 164/3653 reporting excellent) compared to the unaware group (30.1%, 299/993, $P<$ .001).
Of the 4109 patients who were aware of the AVS, 2248 (54.71%) reported that they accessed the AVS through the patient portal within 5 days of the visit and 1805 (43.93%) did not access the AVS (56/4109, 1.4% did not respond). The top two reasons provided for not accessing the AVS through the portal were did not have a need for the AVS (45.43%, 820/1805) and did not remember that AVS was available through the portal (31.63%, 571/1805). Another 14.68% (265/1805) reported that they had received a copy of the AVS from their doctor’s office. Only 3.49% (63/1805) reported that they did not know how to access the AVS through the patient portal.

In total, 61.30% (1378/2248) of patients who accessed the AVS through the patient portal were female and 61.61% (1112/1805) of patients who did not access the AVS through the portal were female (Table 3). Mean age of patients who accessed the AVS was 56.5 (SD 14.1) years and mean age was 56.3 (SD 13.8) years for patients who did not access the AVS. In all, 90.52% (2035/2248) of patients who accessed the AVS and 90.47% (1633/1805) of patients who did not access the AVS were white. Of patients who accessed the AVS, 66.08% (1325/2005) had a 4-year college degree or more compared to 69.22% (1102/1592) of patients who did not access the AVS. Also, 62.85% (1132/1801) of patients who accessed the AVS and 62.18% (878/1412) of patients who did not access the AVS had a total household income of US $75,000 or more. Patients who accessed the AVS had a greater proportion reporting a status as a married or unmarried couple (69.69%, 1391/1996) compared to patients who did not access the AVS (65.44%, 1032/1577, \( P < .001 \)). Patients reporting health status of very good or excellent was similar in both groups (50.59%, 1022/2022 in access group and 51.75%, 827/1598 in did not access group). Patients who accessed the AVS had a portal account for a greater number of years (mean 3.6, SD 3.3) compared to patients who did not access the AVS (mean 3.1, SD 3.3, \( P < .001 \)). Patients who accessed the AVS also used the portal more than patients who did not access the AVS (mean 119, SD 221.5 sessions vs mean 79.1, SD 123.3 sessions, \( P < .001 \); mean 8.2, SD 20.8 messages sent via the portal vs mean of 6.6, SD 18.2 messages sent via the portal, \( P < .01 \)). Patients who accessed the AVS reported greater satisfaction with the portal (excellent: 51.03%, 1032/2022) compared to patients who did not access the AVS (excellent: 38.00%, 602/1584, \( P < .001 \)).
Table 3. Characteristics of respondents who accessed or did not access the after-visit summary (AVS).^a

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Accessed AVS n=2248</th>
<th>Did not access AVS n=1805</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>1378 (61.30)</td>
<td>1112 (61.61)</td>
<td>.84</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.5 (14.1)</td>
<td>56.3 (13.8)</td>
<td>.73</td>
</tr>
<tr>
<td>Race (white), n (%)</td>
<td>2035 (90.52)</td>
<td>1633 (90.47)</td>
<td>.95</td>
</tr>
<tr>
<td>Education (≥4-year college degree), n (%)</td>
<td>1325/2005 (66.08)</td>
<td>1102/1592 (69.22)</td>
<td>.046</td>
</tr>
<tr>
<td>Income (≥US $75,000), b n (%)</td>
<td>1132/1801 (62.85)</td>
<td>878/1412 (62.18)</td>
<td>.70</td>
</tr>
<tr>
<td>Marital status (married or unmarried couple), n (%)</td>
<td>1391/1996 (69.69)</td>
<td>1032/1577 (65.44)</td>
<td>.007</td>
</tr>
<tr>
<td>Health status (very good or excellent), c n (%)</td>
<td>1022/2020 (50.59)</td>
<td>827/1598 (51.75)</td>
<td>.49</td>
</tr>
<tr>
<td>Selected problems on problem list, d mean (SD)</td>
<td>2.2 (1.2)</td>
<td>2.1 (1.1)</td>
<td>.03</td>
</tr>
<tr>
<td>Years with patient portal account, mean (SD)</td>
<td>3.6 (3.3)</td>
<td>3.1 (3.1)</td>
<td>.001</td>
</tr>
<tr>
<td>Sessions with patient portal, mean (SD)</td>
<td>119.0 (221.5)</td>
<td>79.1 (123.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Messages sent via patient portal, mean (SD)</td>
<td>8.2 (20.8)</td>
<td>6.6 (18.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Satisfaction with patient portal (excellent), e n (%)</td>
<td>1032/2022 (51.03)</td>
<td>602/1584 (38.00)</td>
<td>.001</td>
</tr>
</tbody>
</table>

^a Data presented for patients who were aware that the AVS was available through the patient portal.

^b In total household income from all sources before taxes.

^c Rating of overall health was captured as excellent (5), very good (4), good (3), fair (2), or poor (1).

^d The selected problems included hypertension, hyperlipidemia, diabetes, cancer (any), coronary artery disease, congestive heart failure, asthma, osteoarthritis, rheumatoid arthritis, and depression.

^e Satisfaction with patient portal was captured as excellent (5), very good (4), good (3), fair (2), or poor (1).

Satisfaction With After-Visit Summary

We assessed patient satisfaction with the AVS by asking patients to rate the AVS on a scale from 1 (poor) to 5 (excellent). The mean satisfaction with the AVS was 3.9 (SD 1.12). Patients 65 years and older reported greater satisfaction with the AVS (mean 3.9, SD 1.1) than patients younger than 65 years of age (mean 3.8, SD 1.1, P=.02). Nonwhite patients reported greater satisfaction (mean 4.0, SD 1.0) than white patients did (mean 3.9, SD 1.1, P=.04). Patients who reported very good or excellent health status reported greater satisfaction with the AVS (mean 4.0, SD 1.1) than patients who reported other (poor/fair/good) health status (mean 3.8, SD 1.2, P=.02). Patients who had less than a 4-year college degree reported greater satisfaction (mean 4.1, SD 1.0) than patients who had a 4-year college degree or more (mean 3.8, SD 1.2, P<.001). We fitted a multiple regression (forced entry) with satisfaction with AVS as the dependent variable and sociodemographics and portal-related variables as predictors (Table 4). Satisfaction with the patient portal was the most significant predictor of satisfaction with the AVS (beta=.679, P<.001). The number of portal sessions was also a significant predictor of the AVS (beta=.095, P<.001). Among sociodemographic variables, age, gender, race, and education were significant predictors of satisfaction with AVS. Finally, patient-reported health status was a significant predictor of satisfaction with AVS.

The Theory of Planned Behavior

Components of Theory of Planned Behavior

Table 5 shows results of reliability analyses for the three main factors in TPB and for the outcome variable of behavioral intention. Cronbach alpha was very good for all the factors. We created scales for each of the factors using a mean of the scores of the items pertaining to each factor.
Table 4. Multiple regression with satisfaction with after-visit summary as the dependent variable.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Beta (standardized coefficient)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>.039</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>.002</td>
<td>.002</td>
</tr>
<tr>
<td>Gender</td>
<td>-.036</td>
<td>.003</td>
</tr>
<tr>
<td>Race</td>
<td>-.031</td>
<td>.008</td>
</tr>
<tr>
<td>Health status</td>
<td>.037</td>
<td>.003</td>
</tr>
<tr>
<td>Education</td>
<td>-.069</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Income</td>
<td>-.018</td>
<td>.19</td>
</tr>
<tr>
<td>Marital status</td>
<td>-.017</td>
<td>.20</td>
</tr>
<tr>
<td>Years with patient portal account</td>
<td>-.003</td>
<td>.82</td>
</tr>
<tr>
<td>Sessions with patient portal</td>
<td>-.095</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Messages sent via patient portal</td>
<td>.002</td>
<td>.89</td>
</tr>
<tr>
<td>Satisfaction with patient portal</td>
<td>.679</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Reliability analysis for attitude, perceived norm, perceived behavioral control, and behavioral intentions.

<table>
<thead>
<tr>
<th>TPB factor</th>
<th>Items</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>My accessing the visit summary report via patient gateway within 5 days of the visit is bad/good; pleasant/unpleasant, harmful/beneficial, useless/useful</td>
<td>.87</td>
</tr>
<tr>
<td>Perceived norm</td>
<td>Most people who are important to me think that I should access the visit summary report via patient gateway within 5 days of the visit; most people whose opinions I value would approve of my accessing the visit summary report via patient gateway within 5 days of the visit; most people I respect and value will access the visit summary report via patient gateway within 5 days of the visit; most people like me will access the visit summary report via patient gateway within 5 days of the visit</td>
<td>.86</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>I am confident that I can access the visit summary report via patient gateway within 5 days of the visit; my accessing the visit summary report via patient gateway within 5 days of the visit is completely up to me; if I really wanted to, I can access the visit summary report via patient gateway within 5 days of the visit; I have complete control over whether or not I access the visit summary report via Patient Gateway within 5 days of the visit</td>
<td>.88</td>
</tr>
<tr>
<td>Behavioral intention</td>
<td>I intend to access the visit summary report via patient gateway within 5 days of the visit; I will access the visit summary report via patient gateway within 5 days of the visit; how likely or unlikely is it that you will access the visit summary report via patient gateway within 5 days of the visit; I plan to access the visit summary report via patient gateway within 5 days of the visit</td>
<td>.96</td>
</tr>
</tbody>
</table>

Table 6 shows results for behavioral belief strength, outcome evaluation, and the product of behavioral belief strength and outcome evaluation for the behavioral beliefs included in this study. Mean belief strength was on the positive side for all the behavioral beliefs. The most strongly held beliefs were patients’ ability to track visits and tests, and patients’ having medical information more readily accessible. The two beliefs that were lowest in strength were clarifying issues with their doctor and reinforcing doctor’s instructions. These two beliefs also had the lowest outcome evaluation and the greatest variation in belief strength and outcome evaluation. The mean behavioral belief strength×outcome evaluation products show that the three beliefs with the strongest positive impact on attitude were being able to track visits and tests, having medical information more readily accessible, and a more efficient way to obtain medical information. The correlations between behavioral belief strength×outcome evaluation and attitude were positive and significant and ranged from .45 to .52.

Table 7 shows results for normative belief strengths, motivation to comply, and the product of normative belief strengths and motivation to comply for the three referents included in the study. Mean normative belief strength was positive for all three referents. The strongest belief strength was associated with the patients’ doctor. Motivation to comply was also positive with the strongest motivation to comply associated with the patient’s doctor. Correlations between normative belief strength×motivation to comply and injunctive norm were all positive and significant.

Table 8 shows results for control beliefs, power of factor, and the product of control beliefs and power of factor. The strongest control belief was that the patient will have access to the Internet within 5 days of the visit. This was followed by the control belief “it will be easy for me to access the AVS via the patient portal” and the belief “I will remember the user ID and password for the patient portal.” Correlations between the product of control belief and power of factor and perceived behavioral control were all positive and significant. The strongest
correlation was for the control belief “it will be easy for me to access the AVS via the patient portal.”

### Table 6. Behavioral beliefs, outcome evaluation, and correlations with attitude.

<table>
<thead>
<tr>
<th>Belief</th>
<th>Belief strength, mean (SD)</th>
<th>Outcome evaluation, mean (SD)</th>
<th>Belief strength×outcome evaluation</th>
<th>r &lt;sup&gt;a&lt;/sup&gt;</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>My accessing the visit summary report of my office visit via patient gateway within 5 days of the visit will result in:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My obtaining medical information (laboratory results, test results) in a more timely manner</td>
<td>2.38 (1.18)</td>
<td>2.55 (0.93)</td>
<td>6.62 (3.60)</td>
<td>.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>My having up to date medical information</td>
<td>2.40 (1.16)</td>
<td>2.57 (0.94)</td>
<td>6.74 (3.50)</td>
<td>.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>My having medical information more readily accessible</td>
<td>2.48 (1.07)</td>
<td>2.58 (0.92)</td>
<td>6.93 (3.36)</td>
<td>.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Being able to clarify issues with my doctor</td>
<td>2.21 (1.27)</td>
<td>2.42 (1.10)</td>
<td>6.17 (3.73)</td>
<td>.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>My being able to track my visits and tests</td>
<td>2.53 (1.00)</td>
<td>2.60 (0.87)</td>
<td>7.06 (3.23)</td>
<td>.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>My being able to view all my medical information in one location</td>
<td>2.38 (1.21)</td>
<td>2.53 (1.04)</td>
<td>6.74 (3.58)</td>
<td>.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reinforcing my doctor’s instructions</td>
<td>2.18 (1.30)</td>
<td>2.37 (1.12)</td>
<td>6.11 (3.76)</td>
<td>.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A more efficient way to obtain my medical information</td>
<td>2.41 (1.14)</td>
<td>2.54 (0.98)</td>
<td>6.84 (3.41)</td>
<td>.49</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup> Correlation between behavioral belief strength×outcome evaluation and attitude.

### Table 7. Injunctive normative beliefs, motivation to comply, and correlations with injunctive norm.

<table>
<thead>
<tr>
<th>My _______ thinks that I should access the visit summary report of my office visit via patient gateway within 5 days of the visit</th>
<th>Normative belief strength, mean (SD)</th>
<th>Motivation to comply, mean (SD)</th>
<th>Normative belief strength×motivation to comply</th>
<th>r &lt;sup&gt;a&lt;/sup&gt;</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spouse/Partner</td>
<td>0.92 (1.77)</td>
<td>0.57 (1.77)</td>
<td>2.49 (3.92)</td>
<td>.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctor</td>
<td>1.66 (1.55)</td>
<td>2.12 (1.24)</td>
<td>4.38 (4.27)</td>
<td>.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nurse</td>
<td>1.19 (1.59)</td>
<td>1.49 (1.46)</td>
<td>2.87 (3.97)</td>
<td>.38</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup> Correlation between normative belief strength×motivation and injunctive norm.

### Table 8. Control beliefs, power of factors, and correlations with perceived behavioral control.

<table>
<thead>
<tr>
<th>Belief</th>
<th>Control belief strength, mean (SD)</th>
<th>Power of factor&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>Control belief strength×power of factor</th>
<th>r&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>I will receive a reminder email after the office visit that the visit summary report is available via patient gateway</td>
<td>2.08 (1.42)</td>
<td>6.07 (1.42)</td>
<td>15.02 (7.94)</td>
<td>.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I will have all my medical information in the visit summary report after the office visit</td>
<td>2.08 (1.33)</td>
<td>6.08 (1.33)</td>
<td>14.57 (8.08)</td>
<td>.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I will have access to the Internet within 5 days of the office visit</td>
<td>2.76 (0.70)</td>
<td>6.76 (0.70)</td>
<td>17.85 (6.59)</td>
<td>.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I will remember my patient gateway user ID and password</td>
<td>2.51 (0.98)</td>
<td>6.51 (0.98)</td>
<td>16.62 (7.28)</td>
<td>.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I will understand the information in the visit summary report</td>
<td>2.39 (0.93)</td>
<td>6.39 (0.93)</td>
<td>14.07 (9.26)</td>
<td>.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>It will be easy for me to access the visit summary report via patient gateway</td>
<td>2.64 (0.81)</td>
<td>6.64 (0.81)</td>
<td>16.95 (6.90)</td>
<td>.33</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup> Power of factor measured on a scale from 1 (likely) to 7 (unlikely) and then reverse coded.

<sup>b</sup> Correlation between control belief × power of factor and perceived behavioral control.
Predictors of Behavioral Intention

We employed hierarchical multiple regression to assess predictors of behavioral intention with respect to accessing the AVS through the patient portal and to test the TPB model (Table 9). Given the TPB model, we entered attitude, perceived norm, and perceived behavioral control in the first model. In the second and third models, we entered variables external to the TPB model: variables related to patient portal use were entered in the second model and sociodemographic variables and health status were entered in the third model. The first model consisting of the direct predictors of behavioral intention, attitude, perceived norm, and perceived behavioral control was significant and accounted for 56.7% of the variance in behavioral intention. The second model with portal variables was also significant but added only 5%. Years with portal account, number of sessions, and satisfaction with the AVS were significant predictors in this model. The third model was also significant and added another 3%. Age was the only sociodemographic variable that was significant in this model (beta=.049, \( P < .001 \)).

Table 9. Hierarchical multiple regression analysis predicting behavioral intention.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Beta (standardized coefficient)</th>
<th>( R^2 ) change</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TPB factors</strong></td>
<td></td>
<td>.567</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attitude</td>
<td>.432</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived norm</td>
<td>.291</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>.206</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>TPB factors and patient portal factors</strong></td>
<td></td>
<td>.005</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attitude</td>
<td>.415</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived norm</td>
<td>.285</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>.197</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of years with patient portal account</td>
<td>.040</td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Number of sessions with patient portal</td>
<td>.039</td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Number of messages sent via patient portal</td>
<td>-.008</td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Satisfaction with patient portal</td>
<td>.003</td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Satisfaction with AVS</td>
<td>.044</td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td><strong>TPB factors, patient portal factors, sociodemographics, and self-reported health status</strong></td>
<td></td>
<td>.003</td>
<td>.004</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attitude</td>
<td>.412</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived norm</td>
<td>.284</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>.197</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of years with patient portal account</td>
<td>.030</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Number of sessions with patient portal</td>
<td>.035</td>
<td></td>
<td>.008</td>
</tr>
<tr>
<td>Number of messages sent via patient portal</td>
<td>-.004</td>
<td></td>
<td>.75</td>
</tr>
<tr>
<td>Satisfaction with patient portal</td>
<td>.003</td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Satisfaction with AVS</td>
<td>.042</td>
<td></td>
<td>.009</td>
</tr>
<tr>
<td>Age</td>
<td>.049</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>.019</td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Race</td>
<td>.012</td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Health status</td>
<td>-.001</td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Education</td>
<td>-.011</td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Income</td>
<td>-.008</td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Marital status</td>
<td>.010</td>
<td></td>
<td>.40</td>
</tr>
</tbody>
</table>
Discussion

In this study, we assessed patient awareness and access of the AVS provided through a patient portal. A large majority of users of the portal were aware that the AVS was available through the portal. Of those who were aware, just over half reported that they accessed the AVS through the portal within 5 days of an office visit. There were no differences between the groups with respect to sociodemographics (eg, age, gender, race, and self-reported health status). Education and income were related to awareness of the AVS but in a reverse direction than expected: users of the portal with more education and higher income were more likely to be unaware of the availability of the AVS through the portal. However, these differences did not carry over to the access of the AVS through the portal. Given these findings on race, income, and education, our study does not find a digital divide in the case of both awareness and access of the AVS through the patient portal. In a previous study on the digital divide associated with the adoption and use of the patient portal, we found that the digital divide did not carry over to portal use, specifically the relationship between income and the frequency of secure messaging through the portal [15]. In this study, accessing the AVS through the patient portal yields a similar finding: once patients have adopted the portal and are using it, issues of digital divide may not persist at least with respect to some of the functionality of the portal. However, there is a need for additional research on the digital divide with respect to use of portal functionality.

Although previous studies have reported high levels of satisfaction overall with patient portals, there has been little research on satisfaction with the use of specific portal functionality such as the AVS. Our study found a high level of satisfaction with the AVS similar to the finding by Pavlik and colleagues [10]. At the same time, overall satisfaction with the patient portal was positively and significantly related to both awareness and access of the AVS through the patient portal. Satisfaction with the portal was also the most important predictor of satisfaction with the AVS. We agree with the need for empirically measuring a quality indicator such as patient satisfaction with the portal because it appears to be a driver of patient satisfaction with specific functionality of the portal such as the AVS [4].

We do not know of other work that has previously applied TPB to assess patients’ beliefs and predict behavioral intention toward accessing their AVS through a patient portal and our findings support the use of the theoretical model in this area. The correlations between beliefs about accessing the AVS through the patient portal and the major determinants of the TPB model (attitude, perceived norm, and perceived behavioral control) were positive and significant, and similar to those reported in studies on other health behaviors. Ajzen [16] reported mean correlations between the expectancy-value index of beliefs and a direct attitude measure ranging from .50 to .53 based on the findings of two meta-analyses of studies applying TPB to health behaviors. The correlations in our study (Table 5) ranged from .45 to .50 with a mean of .48. McEachan and colleagues [14] conducted a meta-analysis of 237 prospective tests of the TPB applied to health behaviors. They reported a corrected (for sampling and measurement error) mean correlation of .57 between attitude and intention, a mean correlation of .54 between perceived behavioral control and intention, and a mean correlation of .40 between subjective norm and intention. In our study, correlation between attitude and intention was .65, perceived behavioral control and intention was .47, and perceived norm and intention was .58. The prediction of behavioral intention to access the AVS through the patient portal from attitude, perceived norm, and perceived behavioral control yielded similar findings to other applications of TPB in the health arena. Ajzen [16] reported a meta-analysis showing the mean multiple correlation between the three major determinants of TPB and behavioral intention to range from .59 and .66. In terms of prediction of intention, McEachan and colleagues [14] reported that 44.3% of the variance in intention was accounted by attitude, subjective norm, and perceived behavioral control. Attitude was the strongest predictor (beta=.35) followed by perceived behavioral control (beta=.34) and subjective norm (beta=.15). In our study, 56.7% of the variance in intention was accounted by attitude, perceived norm, and perceived behavioral control. Attitude was the strongest predictor of intention (beta=.43) followed by perceived norm (beta=.29) and perceived behavioral control (beta=.21).

In terms of specific beliefs, our study found that behavioral beliefs related to patient access of information through the AVS, specifically the ability to track visits and tests, have medical information more readily accessible, and obtain medical information more efficiently, were more important than beliefs about patient engagement in their health care, such as clarifying issues with their doctor or reinforcing instructions. This finding is similar to the finding obtained in studies on patients accessing their doctor’s notes that patients value access to their information [17-20]. In the VA Open Notes study, patients accessed their doctor’s notes to be better prepared for clinic visits, remember their care plan better, and feel more in control of their health [17,18]. Delbanco and colleagues [19,20] also found patients accessed their doctor’s notes to be better prepared for future visits and have a greater sense of control over their health. In their organization, Ralston and colleagues [9] noted the AVS may serve patient’s information and care needs better because it provides a focused plan of care combined with educational materials hyperlinked to other sources. The question of when patients prefer to access their AVS compared to their doctor’s notes through a patient portal, and the relative value of these uses of the portal, are important topics for future research.

In the case of normative and control beliefs, the strongest normative belief and motivation to comply were associated with the patient’s doctor. Patients believe that their doctor thinks they should access the AVS and they want to do what their doctor thinks. The importance of clinician encouragement of patients using online tools such as patient portals has been identified in several studies [9,11,21]. Our study finds that clinicians also have an important role in encouraging patients to access specific functionality of portals such as the AVS. In the case of control beliefs, the ease of accessing the AVS through the patient portal was identified as an important belief. The importance of ease of access and use of patient portals has been well documented in empirical and scoping studies.
Our study finds that even after patients have adopted patient portals, ease of access of specific functionality of the portals can facilitate or impede intention and behavior to use the functionality.

This study had two objectives: (1) assess the characteristics of patients who are aware of and access the AVS through a patient portal and (2) apply TPB to evaluate beliefs, attitude, perceived norm, perceived behavioral control, and predict behavioral intention of patients toward accessing the AVS through a patient portal. A majority of users of a patient portal selected for this study were aware that the AVS was accessible through the portal, but almost a third did not remember that the AVS was available and therefore did not access it. Patients may need to be reminded that the AVS is accessible through the portal at the time they leave their office visit, especially if patient preference is to receive information through the patient portal. In terms of patient characteristics, we did not find evidence of a digital divide with respect to income or education in either awareness or access of the AVS in our portal users. On the other hand, portal users in one setting who accessed their doctor’s notes were more educated than those who did not access the notes [18]. Additional research is needed on issues of digital divide with respect to different uses of the patient portal, such as accessing the AVS or doctor’s notes.

With respect to the meaningful use of EHR incentive program, two goals were envisioned related to EHR functionality such as the AVS [1,2]: (1) provide patients with timely and efficient access to their health information and (2) motivate patients to engage in their health care. Other studies have also identified patient engagement in their health care (eg, shared decision making with their doctor) as an important purpose of the AVS [24]. Our study found that patients had stronger beliefs about the AVS with respect to timely and efficient access of information than with engaging in their health care. This finding may reflect patients’ value of the AVS as a permanent personal record to review whenever the need arises [25]. On the other hand, it is possible that the use of the AVS to engage patients in their health care is not being promoted. Pavlik and colleagues [10] noted the need for concerted efforts to remind patients of important information available through the AVS than simply providing the AVS to patients. Such efforts can lead to patient activation and the use of information by patients to undertake recommended treatment plans and self-management, both of which are important goals for the AVS [24]. Although Stage 1 of the MU program included a core requirement for the provision of the AVS, Stage 2 of the MU program no longer includes this core requirement. This is unfortunate given the value of the AVS for providing timely and efficient access of information as reported by patients in our study.

We found TPB to be a suitable theoretical model to predict behavioral intention of patients toward accessing the AVS through a patient portal. Our findings match applications of TPB for predicting intention with respect to a variety of other health behaviors. Thus, this study provides an important contribution to the application of theoretical models to the study of patient portals and extends some of the prior theoretical work on this topic [11,12]. Beyond its theoretical contribution, the application of TPB can suggest interventions that are relevant to practitioners. For example, Fishbein and Ajzen [13] recommend interventions that target and change relevant salient beliefs or make new beliefs salient in support of recommended behavior. Our study found that the strongest behavioral beliefs related to accessing the AVS through the patient portal are those related to tracking visits and tests, and having medical information more readily and efficiently accessible. Our study also found that doctors are an important social agent for patients with respect to accessing the AVS. For those patients who are not accessing the AVS through the patient portal, a simple intervention that organizations can implement would be to encourage doctors and support staff to discuss with patients the advantages of accessing the AVS through the portal, such as tracking visits and tests. This intervention would also help those patients who do not remember that the AVS is available through the portal. Similarly, doctors can ask patients to use the AVS for clarifying instructions and engaging in shared decision making. Engaging patients in a dialog about the use of the AVS may also help facilitate two important factors identified by us in a survey of physician beliefs about the AVS: (1) enhancing physician satisfaction with the AVS and (2) promoting positive beliefs about the effect of the AVS on patient outcomes and the care the physician personally delivers [26].

Although this study yielded valuable insights into awareness and access of the AVS through a patient portal and the application of TPB to this area, it is associated with some limitations. The response rate in our study was low. We relied on a self-report of patients accessing the AVS through the patient portal. With respect to the time component, we chose 5 days from the office visit as the period within which the patient accessed the AVS. There is a need to assess other time periods after an office visit in which the patient could access the AVS. The study was conducted in the setting of a Northeast academic medical center and the results may not be generalizable to other regions and patient populations. However, we have no reason to suspect that the beliefs identified in this study and their respective strengths would differ across different institutional settings in which the AVS is available through a patient portal (academic medical center vs other) or across different platforms (homegrown vs vendor patient portals).
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Abstract

Background: Electronic health records are widely acknowledged to provide an important opportunity to anonymize patient-level health care data and collate across populations to support research. Nonetheless, in the wake of public and policy concerns about security and inappropriate use of data, conventional approaches toward data governance may no longer be sufficient to respect and protect individual privacy. One proposed solution to improve transparency and public trust is known as Dynamic Consent, which uses information technology to facilitate a more explicit and accessible opportunity to opt out. In this case, patients can tailor preferences about whom they share their data with and can change their preferences reliably at any time. Furthermore, electronic systems provide opportunities for informing patients about data recipients and the results of research to which their data have contributed.

Objective: To explore patient perspectives on the use of anonymized health care data for research purposes. To evaluate patient perceptions of a Dynamic Consent model and electronic system to enable and implement ongoing communication and collaboration between patients and researchers.

Methods: A total of 26 qualitative interviews and three focus groups were conducted that included a video presentation explaining the reuse of anonymized electronic patient records for research. Slides and tablet devices were used to introduce the Dynamic Consent system for discussion. A total of 35 patients with chronic rheumatic disease with varying levels of illness and social deprivation were recruited from a rheumatology outpatient clinic; 5 participants were recruited from a patient and public involvement health research network.

Results: Patients were supportive of sharing their anonymized electronic patient record for research, but noted a lack of transparency and awareness around the use of data, making it difficult to secure public trust. While there were general concerns...
about detrimental consequences of data falling into the wrong hands, such as insurance companies, 39 out of 40 (98%) participants generally considered that the altruistic benefits of sharing health care data outweighed the risks. Views were mostly positive about the use of an electronic interface to enable greater control over consent choices, although some patients were happy to share their data without further engagement. Participants were particularly enthusiastic about the system as a means of enabling feedback regarding data recipients and associated research results, noting that this would improve trust and public engagement in research.

This underlines the importance of patient and public involvement and engagement throughout the research process, including the reuse of anonymized health care data for research. More than half of patients found the touch screen interface easy to use, although a significant minority, especially those with limited access to technology, expressed some trepidation and felt they may need support to use the system.

Conclusions: Patients from a range of socioeconomic backgrounds viewed a digital system for Dynamic Consent positively, in particular, feedback about data recipients and research results. Implementation of a digital Dynamic Consent system would require careful interface design and would need to be located within a robust data infrastructure; it has the potential to improve trust and engagement in electronic medical record research.
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Introduction

The National Health Service (NHS) provides health care for over 60 million citizens throughout their lives, with vast amounts of information about patients’ treatments and outcomes collected in their medical records. Such real-world data is an important asset for UK health research: patients’ “cradle to grave” records are increasingly captured within electronic patient record (EPR) systems, providing the opportunity to anonymize patient-level health care data and collate across populations to support research. The importance and vast opportunity of sharing health care data for research is explicit within the UK government’s Strategy for UK Life Sciences [1]. This has been supported by the recent cross-funder investment to establish the Farr Institute, a network of academic eHealth Centres of Excellence [2].

There is a reasonable expectation in society that the sensitive and personal nature of health care data requires that it should be carefully managed and access to it should be restricted only to those with a legitimate purpose. As a consequence, the UK legal regime has conditions for the use of health care data but at the same time allows certain exemptions for research carried out in the public interest. Under the Data Protection Act (1998), patient consent is not required when anonymized data are used for research, although there may be societal concerns that “go beyond compliance with the requirements of formal regulation” [3]. Health care data are highly personal and are usually of a sensitive nature, making it difficult to anonymize data effectively to maintain the privacy of patients. The Data Protection Act also has a fair processing obligation that requires patients to be informed about what happens to their data that applies to all kinds of data [4]. This aligns with a shared societal expectation that patients have a right to know how their data are being used and should be given the opportunity to consent but also object to their data being shared with others, even in the case of “anonymized” data.

The UK government’s care.data initiative, a program intended to enable sharing of anonymized primary care health records with "researchers and organizations outside the NHS" [5] for research and service improvement, was paused in 2014 due to a loss of public trust [3]. Trust is often taken as the measure of an individual’s willingness to be vulnerable to the actions of another person on the basis that the trustee will act according to the trustor’s confident expectations [6]. Different forms of trust include deterrence-based trust, where the trustor is confident that the trustee will act as expected because sanctions for breach of trust are very high; calculus-based trust, where the trustor evaluates the reputation/certification of the trustee; relational trust that arises when repeated interactions have gone well; and institution-based trust, which combines calculus and relational trust through the proxy of the trusted institution [7]. Although health care institutions can normally assume a high level of institutional trust [8], if lost, it can be difficult to repair [9]. Reasons cited for this loss of public trust included concerns that personal health care data might be used inappropriately (eg, sharing with insurance companies or being sold for profit [10], as well as lack of clarity as to how patients should opt out). The population-level approach of the above campaign failed to reassure many patients about potential misuse of data and, although recent studies have shown that most patients support confidential reuse of health data, concerns have also arisen surrounding security, privacy, and control over access of EPRs [11-13]. Previous research has highlighted that the UK public has little knowledge of how their EPRs are used for medical research purposes [13] and the lack of transparency and engagement with patients is viewed to undermine public trust with implications for acceptable models of consent [14-16]. The Nuffield Council on Bioethics, in their review of the care.data plans, recommended that health authorities track the use of patient data, give people greater access, and say how their data is used [17]. This is important for maintaining trust and requires the opportunity and process for opting out of data sharing to be clear. Furthermore, an independent review of the care.data program by the National Data Guardian has asked of any future system, "How can patients check, update, or change their preferences and see that their choices have been respected?" [18].
to facilitate a more explicit and accessible opportunity to opt out, whereby patients can tailor preferences about whom they share their data with, and can change their preferences reliably at any time preventing any further data sharing [19,20]. This is achieved technically by binding patient information with consent expressions [19]. In addition, via the same digital interface, patients can be provided with information as to the recipients of their data plus other information, such as results of research derived from their data contribution. Demonstrating to patients how sharing their data has contributed to improved care within the population could build community trust, and show how patients are already contributing to research within the NHS: a pledge within the NHS Constitution [21]. A prototype Dynamic Consent interface has been developed by the Ensuring Consent and Revocation (EnCoRe) project [20]. This was initially designed in the context of biobanking to allow patients to consent for the collection of biobank tissue and data, but the same principles, architecture, and philosophy could be used to facilitate the trusted sharing of EPR data for research. Implementing such a system for this purpose, however, faces some unknowns. While previous surveys have suggested that patients are willing to share their EPR for research [11], would they wish to express consent preferences using a digital system? Would patients value feedback information about who the recipients are and the results of the research via such a system? There is also a need to address the feasibility and barriers for using such a system, and how it could best be implemented.

The purpose of this study was to undertake qualitative research to (1) explore patient perspectives on the use of anonymized health data for research purposes and (2) to evaluate patient perceptions of a Dynamic Consent model and electronic system to enable and implement ongoing communication and collaboration between patients and researchers in this context.

Methods

Participants and Methods

A combination of qualitative in-depth interviews and focus groups were used to first explore patients’ perspectives on the use of anonymized personal health data for research, before introducing the model of Dynamic Consent and feedback and seeking patients’ views. Interviews and focus groups were also conducted to seek patient views on an electronic prototype system to collect consent and provide feedback. Focus groups are considered a valuable approach for exploring a range of public and patient views in health research, especially where the goal is to explore and develop a new intervention or service [22]. Combining interviews and focus groups enabled us to maximize recruitment because people could choose whether they wanted to take part in an interview or focus group. Interviews were effective in allowing in-depth discussions related to personal views and experiences. The interaction within focus groups generated some level of debate and consensus, as well as creative ideas about data and information sharing and the potential use of an electronic system.

Participants were recruited from a rheumatology outpatient clinic in a large teaching hospital (n=35) and from a patient and public involvement (PPI) health research network (n=5), both based in Salford, Greater Manchester in the United Kingdom. Within the clinic, unselected patients were identified by members of the clinical team and directed to the research associate (KS) for further information. All participants were provided with a patient information sheet describing the study. The sample was to some extent a convenience sample based on who responded to advertisements via the PPI network. However, we were able to purposively sample via the outpatient clinic to ensure maximum variation, including a mixture of men and women of various ages with varied levels of illness and health care experiences [23]. The final sample also had varied occupational, educational, and social circumstances, which were referred to in interviews and focus group discussions.

Three focus groups were conducted, consisting of 4-6 participants along with a moderator and note taker, and lasted approximately 90 minutes. Participants were organized into focus groups pragmatically according to when they consented and were available. A total of 26 semi-structured interviews were conducted with patients, each lasting between 45 and 60 minutes. The focus groups and interviews were audiotaped with permission from participants; written informed consent was obtained prior to the start of any discussion. The study received ethical approval from Liverpool East Research Ethics Committee (Ref: 13/NW/0722). A patient and public involvement group comprised of five members was established at the start of the project. This group convened quarterly to inform aspects of the study, such as the design of information and interview guides, and to discuss and refine emerging findings from the focus groups and interviews.

Procedure for Interviews/Focus Groups

An interview/focus group topic guide was developed initially from the literature and subsequent topics were added if they arose during data collection. Topics discussed during the interviews and focus groups included the following: previous knowledge and understanding of how health data are stored and shared beyond the NHS, views and concerns regarding the storage and sharing of EPRs for research purposes, willingness of participants to share their health data and with whom, views about a Dynamic Consent model for reuse of anonymized health data, and views about a prototype electronic system for Dynamic Consent using a tablet device. As we were unsure as to the level of knowledge that participants held relating to their electronic patient records and how they might be anonymized and collated to benefit research, we developed a short 5-minute film that informed participants of current practice within the United Kingdom [24]. Included were visual examples of a clinical consultation involving entry of patient-level data into an EPR system followed by large anonymized datasets being used by university researchers. This was presented on the tablet device during individual interviews and via a projector during focus group discussions. Following initial discussion focused on understanding and views about storage and use of health data, the moderator introduced the Dynamic Consent prototype on a tablet interface with touch screen technology. The interface screens included the ability for patients to state their willingness (or not) to share their anonymized records with specific groups, for example research institutes or private companies—entitled My consent choices. Additional screens provided details of
which groups had accessed their shared data, research studies using participants’ data, as well as links to published research and relevant news items (see Figures 1-3 for screenshots of the Dynamic Consent interface). The prototype interface was intended to provide sufficient detail to elicit patients’ views about the concept of Dynamic Consent. Details within the interface, such as how best to categorize research groups or optimal methods for patient feedback, were not tested but will form the basis of future research.

**Figure 1.** Screenshot of the Dynamic Consent prototype interface: My consent choices.

**Figure 2.** Screenshot of the Dynamic Consent prototype interface: When and why have my electronic patient records been used.
Figure 3. Screenshot of the Dynamic Consent prototype interface: Research related to my clinical data.

Data Analysis
Interviews and focus groups were transcribed verbatim and NVivo version 10 software (QSR International) was used to facilitate analysis. Data were analyzed thematically using some key techniques of a grounded theory approach, including open coding and constant comparison to identify key (ie, selective) codes [25]. An iterative and inductive approach to analysis was followed so that analysis started in parallel with the data collection; initial results informed subsequent data collection as themes and issues were identified and informed further questions and probing around these emerging themes. For example, a key focus for initial discussions had been the model of Dynamic Consent and the associated interface to specify preferences. However, initial findings demonstrated that while people valued the potential for an opportunity to opt out of specific research, they were more enthusiastic to discuss the research feedback components of the system. Further discussions and questions about this enabled understanding of why this component was considered a priority for a diverse group of participants. Memos and documents were written about emerging categories, to summarize a point, to critique information, and to relate emergent theories to existing literature [25]. Authors KS, CS, and WGD met on a regular basis to discuss the development of codes, themes, categories, and theories about the phenomenon being studied. Recruitment ceased once data saturation was established.

Results
Overview
Of the 40 participants, 23 (58%) were women and 17 (43%) were men. Ages ranged from 23 to 88 years (mean 61, SD 13). With the exception of one white Canadian participant, participants described themselves as white British. All were suffering from a chronic rheumatic disease. Three key themes characterized participants’ views on the use of anonymized EPRs for medical research and their perceptions of Dynamic Consent: (1) the role of trust and perceived social responsibility to share health data, (2) transparency through Dynamic Consent and patient feedback and the potential for enhanced control and patient engagement, and (3) operational and technological scope and challenges for participation.

The Role of Trust and Perceived Social Responsibility to Share Health Data
Individuals often indicated a high degree of trust in the NHS, for example stating, "I trust the NHS to store my information confidentially" (Participant #4) or "I'm generally quite trustful of hospitals and [general practitioners] GPs" (Participant #11). These and additional comments (see Textbox 1) indicate a sense of institutional trust in the health care system, as well as medical professionals. Most participants felt confident that electronic health records were managed securely and anonymity was preserved when used for research. Respondents tended to express a greater concern about security of financial data compared to health data. There was acknowledgement that there may have been some decline in public trust of the NHS and the medical profession in the wider population, but a number of people viewed the media to be responsible for overinflating a sense of public concern due to the "negative press coverage" (Participant #2) allowing "distractions from actual issues" (Participant #5). While the majority expressed satisfaction toward governance arrangements within the NHS, there was an expressed view that no system could be completely secure. A small minority of participants described concern about risk to their privacy, speculating that patients with more sensitive health conditions may be "more guarded of what happens with their health information" (Participant #11) due to fear of stigmatization. There was a general fear of detrimental consequences if data were to fall into the wrong hands, such as insurance companies, suggesting a more nuanced calculative
sense of trust that went beyond trust in health care institutions. However, 39 out of 40 (98%) participants considered that the benefits of storing and sharing EPRs for medical research outweighed any perceived risk in terms of data security. Most participants appreciated the importance of medical research and the importance of sharing their EPR for the benefit of medical progress and the health of future generations (see Textbox 1). Only one participant held a contrary view, preferring not to share his data:

Textbox 1. Quotations representing the role of trust and perceived social responsibility to share health data.

<table>
<thead>
<tr>
<th>Quotation</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>If researchers or health care professionals, or anybody were to look at my own personal records...I trust that they [NHS] have those skills to keep it anonymized.</td>
<td>Participant #2</td>
</tr>
<tr>
<td>I think most of my electronic record is pretty safe in the NHS, I trust them to protect my identity and look after the information.</td>
<td>Participant #18</td>
</tr>
<tr>
<td>I would never do personal banking because I'm of the age group that doesn't trust things. But things like National Health, I would say yes.</td>
<td>Participant #14</td>
</tr>
<tr>
<td>There's always going to be the pros and cons with [storing and sharing health data]. However, for me personally, the pros outweigh the cons.</td>
<td>Participant #5</td>
</tr>
<tr>
<td>I don't care what people know about my health...I suppose for insurance for stuff and things like that, could bother some people.</td>
<td>Participant #12</td>
</tr>
<tr>
<td>I mean I can trust the doctors and all...but other people, no. Once it leaves the NHS, I'd be wondering where it's going and who's looking at it.</td>
<td>Participant #19</td>
</tr>
<tr>
<td>Once you have been in receipt of the excellent kind of care and treatment that I've had, I think you have a social responsibility that if you can help the next generation by having your information provided to the researchers to [do] some good.</td>
<td>Focus group #3</td>
</tr>
<tr>
<td>I am happy to share my health records. As long as it benefits other people.</td>
<td>Participant #28</td>
</tr>
<tr>
<td>I understand that advances can't be done in medical science, unless people like me and others are taking part in research.</td>
<td>Participant #1</td>
</tr>
</tbody>
</table>


Despite the high level of institutional trust and sense of social responsibility, participants reported low levels of awareness about how their personal health data was currently stored and shared for medical research. Importantly, respondents highlighted that fear can come from the unknown causing people to be “very fearful, because you don’t know what’s going on, you don’t know if it’s identifiable” (Focus group #1). Some respondents referred to the need for greater information so that “you’re dealing with the information, rather than all these things that might be not true” (Participant #29), again highlighting the limits in high-level and more abstract institutional trust. The desire for greater transparency and engagement regarding the use of their data was reflected in repeatedly positive responses regarding the potential use of the digital interface as a useful tool to enable insight into how data is used for specific research studies. Respondents were mostly positive about the potential use of the interface to enable greater control over consent for specific studies because "it gives you choices" (Focus group #1), although some were happy to share their data without wanting to engage further (see below). Despite a clear introduction, patients did not talk about the time-varying nature of consent preferences, instead talking about the value of using the system to make a one-off decision if they wanted to opt out. Most respondents did not raise concerns about changing their minds at a later point and this was not explicitly asked about by researchers. Where respondents did give an example of wanting to reverse inclusion of their data, they assumed this would be possible. Many respondents thought they would try out using the system if invited, and comments indicated that participants were particularly enthusiastic regarding the feedback component of the interface. As indicated in the previous section, respondents understood the need for using health data to enable medical progress; however, they had previously had very little insight into outcomes of research using health records. The electronic system was in this context considered to be especially valuable in providing a mechanism to enable detailed transparency and feedback on relevant research, which may also improve trust and public engagement in research. For example, the patient quoted in the previous section who said he would opt out viewed the Dynamic Consent interface as a useful tool to improve patient control:

If there’s a trail and you can see where it’s being used...you can find out who is using it, what it’s being used for, and why it’s being used. And then, you know, you could stop it being used. [Participant #15]
Participants commented on the positive benefits of gaining feedback of where and when their health data had contributed to published articles or breaking news items (see Textbox 2).

Despite the many positive benefits of the system described and the value of feedback, there were a number of respondents who stated that they would not want to use the system for either consent or feedback. They instead reiterated views that they trusted the NHS and researchers to use their data appropriately:

Well, honestly, [laughingly] I don't think I would really bother [with the Dynamic Consent interface], but I don't mind anybody having the information to benefit, you know, other people. [Focus group #1]

We've got to have research so we can make things better, I mean, what benefit would it be for me to check that feedback. Because they've got the information then, and then they know how to treat me...telling me wouldn't benefit me. Giving me the end product would benefit me. [Participant #28]

Textbox 2. Quotations representing transparency through Dynamic Consent and patient feedback, and the potential for enhanced control and patient engagement.

I like the idea of the Dynamic Consent where you can opt in for bits of it, say, they sent me something online and said we want you to take part in this study, this is what it’ll involve, X, Y and Z...I might say well, I’m happy to do X and Y but not Z...I quite like that. [Participant #3]

Well, I think it’s good, you know, to be able to get involved and to be able to track and control what is happening. [Focus group #3]

I think a lot more people would like to know where their health information was being used. Some people might refuse getting involved [in research] because there’s a fear of where the information is going. [Focus group #2]

[It] lets you know what's happening. And you might find out it's [health data] somewhere where you don’t want it to go, but at least you’d know about it. [Participant #12]

I just love this idea [Dynamic Consent], the updates they’re great. If I was involved with something [research] and it got published, I could go on the Internet and click on that [dynamic interface] and it would give me all the published papers on it. [Participant #4]

I thought, oh, that’s nice to see the actual papers that have been written on things that you contributed to. [Participant #5]

I think this [Dynamic Consent] would encourage more people to get involved with research. Yes, definitely it will improve people’s trust. [Focus group #3]

Operational and Technological Scope and Challenges for Participation

Easy usability of the interface was another positive aspect of Dynamic Consent described by participants. In trying out the interface in the focus groups or interviews, many individuals commented that it was easy to use, describing it as "simple and quick" (Participant #16) with the touch screen viewed as "straightforward [for] people with a variety of conditions" (Participant #2). During focus groups and the PPI groups, participants demonstrated that it was easy to use for people with arthritis involving their hands. Some participants, who had no previous experience of using a tablet device, were able to navigate the prototype easily while being directed to various parts of the app. Participants expressed surprise at how easy it was to use, and said they would be enthusiastic to try a live version. However, a number of respondents also expressed a view that they or others, especially older people, may need initial support to be introduced to using the system. A minority of participants (10/40, 25%) described their potential inability to use the Dynamic Consent interface due to either lack of access to IT platforms at home or lack of confidence in utilizing new information technologies.

These less positive comments were mainly from participants that did not have access to a home computer, never used the Internet, and confessed to being less comfortable utilizing digital technology such as the touch screen interface (see Textbox 3).

Out of these 10 participants, 4 (40%) further discussed their willingness to receive support (eg, from a volunteer or a member of staff who could talk through use of the system) to enable use of the system. The remaining few considered they were too old and/or ill—two with terminal cancer—to engage with the technology. A few participants did express they would be happy to complete an alternative paper copy to give consent.

Textbox 3. Quotations representing operational and technological scope and challenges for participation.

It is, you know, very straightforward, most people could use it, with a variety of conditions, so it’s accessible in terms of that. [Participant #2]

Well, it’s very easy to use, isn’t it, the touch screen, it’s a lot easier than a computer. [Focus group #1]

It’s hard to take this new technology in, you know, when you get to our age you’re thinking why bother. [Focus group #1]
Discussion

Principal Findings

Patients in this study were highly supportive of sharing their anonymized electronic patient record for research and perceived a Dynamic Consent system for consent and feedback to be valuable if implemented. The three key themes characterized by the participants' views were as follows: trust and social responsibility play a major role in patients' views about sharing health care data; there is scope for a Dynamic Consent system to facilitate transparency and patient engagement in reuse of health care data that would be highly valued, and would help mitigate concerns about institutional trustworthiness by enhancing individual control and empowerment [26]; and there are some technological and operational challenges for implementing an electronic system for Dynamic Consent. The discussion is structured around these three core themes below.

The findings echo previous research that patients tend to be supportive of the use of their personal health data for research [11,27,28] and reflect a sense of social responsibility and altruism, as well as potential personal benefits associated with medical research [29]. However, while there was a high level of institutional trust in the NHS and health professionals, similar to other studies, there were concerns about security and potential recipients, especially private companies, who might use data inappropriately if it were exported outside of the NHS [14]. Some participants in this study expressed a view that the media were responsible for overinflating the degree of opposition to reuse health data. Nonetheless, views also demonstrated that trust is not universally assumed, and people want reassurance that the conditions underpinning trust are preserved. Such conditions, including values of reciprocity, nonexploitation, and the public good [3], go beyond the established legal framework; current arrangements mean that people lack necessary information and opportunities for greater control over consent and engagement with research based on reused EPRs.

The findings in this study regarding the value of increased transparency and engagement of patients in the reuse of anonymized health care data reflect recent recommendations of the Caldicott 2 review [4] and the recent Nuffield Council on Bioethics report on "The collection, linking, and use of data in biomedical research" [17]. The recommendations aim to "[provide] greater clarity for members of the public about ways that their biomedical data are used" by providing patient-level information about the recipients of their data and the results thereof. Although research is currently conducted using anonymized health care data without consent, few people are aware of this—a finding reinforced throughout our discussions with patients. Such transparency is deemed an important prerequisite for maintaining public trust [16], providing a rationale for greater openness and engagement with patients. The Dynamic Consent system was considered valuable in this respect and could be viewed to enable the black box around consent and the reuse of health care data to be opened.

The initial emphasis when designing the adapted Dynamic Consent prototype for the reuse of health care data, instead of its original purpose of biobanking, was for enabling patients to have greater control over the reuse of their data. However, during the course of the study and analysis of data it has been apparent that patients particularly valued the feedback components enabling greater transparency of how their data were used. They thought this would give insight into previously hidden research of relevance to their health care, which would make them feel valued as participants. There was much less emphasis from participants on the potential for the system to enable greater control regarding consent. This resonates with other research findings that patients valued explicit consent for use of health data and that this was associated mostly with an interest and a curiosity in the kind of research to which they were contributing [14], as well as the opportunity to engage more closely with the research environment [26]. This also aligns with the major emphasis placed on public and patient involvement in research and provision of health care, making patients feel like active participants in a research active nation [30]. In practice, provision of feedback on research using EPRs requires an infrastructure that can support an audit trail of which users have accessed the data. It also requires that the system collect lay summaries of the research findings with a link back to the patient participants. Data access agreements would require research groups to upload their results at the end of their studies. No such infrastructure currently exists and would be challenging to implement nationally. However, it aligns well with the recent investment in four national eHealth Centres of Excellence and plans for developing safe havens for health care data for research [2]. Establishing a patient view into such a research infrastructure could deliver a trusting relationship between the patient community and the data repository and its users.

When the touch screen interface was presented, there were examples of enthusiastic engagement, which was balanced against a notable minority who found the technology daunting. This is a common finding in various studies of IT-based interventions to support home monitoring [31] and some have found major barriers associated with nonadoption of IT-based initiatives [32]. Despite some concern about using the system discussed in this study, participants often stated that they would be willing to use the system in a clinical setting if support was provided. Additionally, patients with chronic rheumatic disease can have problems with dexterity and were thus a good population in which to test the touch screen interfaces. While this initial study provided the encouraging results that
participants did not demonstrate limitations due to physical functioning, future implementation would need to consider other groups of patients with special needs, such as poor vision. A minority of participants expressed a view that they would not want to use the electronic system even with support because they had no experience or even preferred to avoid using IT devices. However, this is an important issue to consider in planning for implementation of this model of consent and feedback. Because they expressed willingness to engage with aspects of the system—expressing consent preferences and receiving feedback—use of alternative formats or methods for support need further consideration in refining the design of the system. We have since held an implementation workshop with 35 patients to consider further practical issues around implementation. During this positive and supportive meeting, similar and additional considerations were raised, including the need for enabling hands-on support, paper versions of lay research summaries, and tiered options for the depth of information provided to suit varied literacy levels and levels of interest.

The study was conducted among a specific population of patients with chronic rheumatic disease, and thus we need to consider the generalizability of the study. Patients with a chronic disease might be more motivated to share data compared to those with better general health; conversely, a more extensive medical history could make people reluctant to share personal information. Some have reported variations in views regarding requirements for consent that can be influenced by sociodemographic factors and medical history. For example, previous research has shown that patients may be reluctant to share other aspects of health care, such as sexual history or mental health history [33]. Indeed, one participant speculated that people with more sensitive health conditions might be "more guarded of what happens with their health information" (Participant #11). Depression is a common comorbidity in rheumatic diseases such as rheumatoid arthritis [34]. Consequently, our population might represent a group less willing to share their data than the general population. No patients raised concerns specifically about sharing their rheumatology records. Willingness to join the study may have been influenced by an underlying support for data sharing from participants, although it is equally possible that people opposed to data sharing may have been motivated to join. Our experience suggested that few of the participants understood how health care data were currently shared for research and this potential bias is likely to be small. All of our participants were white, reflecting the local demographic. This may bias the study toward more favorable results, as previous studies have suggested privacy concerns may be higher in black and minority ethnic groups [12]. Recruitment from within a clinical setting may have influenced responses toward higher levels of trust. However, views were similar between participants recruited from the clinic and participants from the PPI research network. Implementation of a Dynamic Consent system would need to consider how the setting (eg, touch screens in clinical settings with endorsement from clinical teams versus Web-based systems from home) might influence uptake, engagement, and consent preferences. The implementation plans would also need to extend testing into other population groups.

Conclusions

In conclusion, this study has generated promising results: a willingness for patients to share their anonymized EPR data for research and a favorable view of a technical solution to meet the needs of recent national recommendations to bring greater transparency and patient engagement in the reuse of EPRs. While uncertainty remains about the degree to which patients will specify consent options in practice, the system offers a potentially valuable technical solution to the challenges of maintaining public trust when sharing medical records for research. This work has provided important insights that will inform the future design of the intervention. We plan to include further codeign [34] in order to maximize the potential for successful implementation and piloting in practice. It represents a first step toward implementation that requires thoughtful development and evaluation, necessarily in a setting with supportive infrastructure. Nonetheless, recent commitment to eHealth research within the government and from funders makes this vision plausible and achievable.
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Abstract

Background: Excess weight gain affects nearly half of all pregnancies in the United States and is a strong risk factor for adverse maternal and fetal outcomes, including long-term obesity. The Internet is a prominent source of information during pregnancy; however, the accuracy of this online information is unknown.

Objective: To identify, characterize, and assess the accuracy of frequently accessed webpages containing information about weight gain during pregnancy.

Methods: A descriptive study was used to identify and search frequently used phrases related to weight gain during pregnancy on the Google search engine. The first 10 webpages of each query were characterized by type and then assessed for accuracy and completeness, as compared to Institute of Medicine guidelines, using crowdsourcing.

Results: A total of 114 queries were searched, yielding 305 unique webpages. Of these webpages, 181 (59.3%) included information regarding weight gain during pregnancy. Out of 181 webpages, 62 (34.3%) contained no specific recommendations, 48 (26.5%) contained accurate but incomplete recommendations, 41 (22.7%) contained complete and accurate recommendations, and 22 (12.2%) were inaccurate. Webpages were most commonly from for-profit websites (112/181, 61.9%), followed by government (19/181, 10.5%), medical organizations or associations (13/181, 7.2%), and news sites (12/181, 6.6%). The largest proportion of for-profit sites contained no specific recommendations (44/112, 39.3%). Among pages that provided inaccurate information (22/181, 12.2%), 68% (15/22) were from for-profit sites.

Conclusions: For-profit websites dominate the online space with regard to weight gain during pregnancy and largely contain incomplete, inaccurate, or no specific recommendations. This represents a significant information gap regarding an important risk factor for obesity among mothers and infants. Our findings suggest that greater clinical and public health efforts to disseminate accurate information regarding healthy weight gain during pregnancy may help prevent significant morbidity and may support healthier pregnancies among at-risk women and children.

(J Med Internet Res 2016;18(4):e81) doi:10.2196/jmir.5138
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Introduction

Appropriate weight gain during pregnancy has important health implications for both mothers and infants [1]. Excess weight gain in pregnancy is associated with adverse obstetric and fetal/neonatal outcomes, including hypertensive disorders of pregnancy, gestational diabetes, excessive fetal growth, prolonged labor, birth injury, and cesarean delivery [2,3]. Furthermore, excess weight gain in pregnancy may be associated with long-term increased risk of obesity in both mother and child [4-7].

In 2009, the Institute of Medicine (IOM) updated its guidelines for weight gain in pregnancy, recommending more stringent weight gain with increasing prepregnancy body mass index (BMI) [1]. However, many women are unaware of these guidelines [8,9]. In the United States, only 32% of women gain the appropriate amount of weight during pregnancy based on the IOM guidelines, while 47% of women gain excessive weight and 21% gain inadequate weight [10]. Although the American Congress of Obstetricians and Gynecologists (ACOG) recommends discussing appropriate weight gain, diet, and exercise at the initial visit and periodically throughout pregnancy, clinicians caring for pregnant women often do not follow this recommendation [11,12]. In one recent study of over 300 women, only 12% reported being counseled correctly by their health care provider regarding how much they should gain during pregnancy [11]. Clinicians may be unaware, unfamiliar, or unaccepting of the guidelines, or reluctant to discuss the sensitive topic of weight gain with their overweight or obese patients [13-15].

The Internet is a common source of health information among pregnant women, with nearly all women (94%) using the Internet for pregnancy-related information [16-19]. Among these women, nearly all (98%) begin their online health inquiries using search engines such as Google [18]. Most women (99%) search online because they want to find out more information on their own, beyond the information that is provided to them by their health care provider [18]. Pregnant women commonly seek information about topics such as antenatal complications, childbirth, pregnancy symptoms, and health promotion/lifestyle issues, including nutrition and physical activity during pregnancy [18-20]. In general, pregnant women consider online health information to be of reasonable quality and reliable, and information found online plays a significant role in women’s decision-making during pregnancy [17-19].

Despite widespread online health information seeking during pregnancy, relatively little is known about whether online sources accurately reflect the latest IOM guidelines for weight gain in pregnancy. The objective of this study was to characterize the type of website and accuracy of information of the most frequently accessed websites containing information about weight gain in pregnancy.

Methods

Identification of Commonly Accessed Webpages

The authors identified 13 initial search queries that included keywords and phrases related to weight gain during pregnancy based on clinical experiences with pregnant patients (ie, “Am I gaining enough weight during pregnancy?,” “Healthy weight gain during pregnancy,” and “Am I gaining too much weight during pregnancy?”). To help ensure the queries used by our study reflected how people actually search on this topic, we expanded the initial set of 13 queries into 114 variants based on query suggestions produced by Google’s autocomplete feature (see Multimedia Appendix 1). The autocomplete feature suggests similar queries that have been typed before by Google users, or that occur as content on the Web [21].

Each query was entered into the Google search engine to yield a list of webpages on August 8, 2014. A website is defined as a set of webpages typically served from a single Web domain [22]. A Windows 8 Pro (64-bit) machine using the US English locale and running Google Chrome (v46) from Ann Arbor, Michigan, was used for all search results retrieval and processing. A new Google account was used with personalization not activated, so that search history did not influence the results. Safe search was also not activated.

The first 10 webpages that resulted from each search were included in this study, as these represent the websites most likely to be viewed by actual users; webpages ranked 11 or greater on a Google search received less than 5% of overall traffic [23]. Paid advertisements/webpages at the top of the Google search result were not included. Duplicate websites were removed to create the list of the most commonly accessed websites resulting from Google searching for information on weight gain during pregnancy.

Data Collection

Crowdsourcing as Data Collection Method

Crowdsourcing was used in our study to characterize the type and accuracy of the commonly accessed webpages. Crowdsourcing is the process of “obtaining needed services, ideas, or content by soliciting contributions from a large group of people, and especially from the online community, rather than from traditional employees or suppliers” [24]. This online data collection method is increasingly used in health-related research and is an ideal method for this study for two reasons: (1) crowdsourcing obtains the judgments of individuals who are likely more similar to patients than medical experts and (2) crowdsourcing employs several layers of validation to ensure a high level of accuracy in data collection [25-28]. In our case, Crowdflower.com [29] was used to identify US residents to complete microtasks, or small tasks online that involved identifying simple ideas or phrases from webpages. People who complete microtasks online are called contributors and receive a small reimbursement for the tasks they complete. Contributors were instructed to evaluate only the body of the webpage (“corpus”) and to disregard any advertisements or pop-ups. Contributors were paid between US $0.05 and $0.15 for each microtask completed, depending on the difficulty of the task.
Crowdflower Tasks
Each webpage was analyzed independently by three Crowdflower contributors. Contributors were drawn from the pool of millions of Crowdflower contributors and webpages were assigned randomly. Thus, the three contributors assigned to each webpage varied. Each of the following three questions was a separate task used to evaluate each of the webpages:

1. Task 1: Is the webpage about weight gain during pregnancy?

2. Task 2: What type of website is this (eg, for-profit company, government, news, medical organization, blog, university, nonprofit/foundation, or medical journal)?

3. Task 3: Did this webpage include the Institute of Medicine guidelines information for total weight gain for each pre-pregnancy weight group [1]?

These three tasks were completed between September 20, 2014, and December 3, 2014. Textbox 1 contains the abstraction questionnaire with the exact questions and answer choices used by contributors to evaluate each webpage.

Textbox 1. Abstraction questionnaire, including questions and answer choices.

<table>
<thead>
<tr>
<th>Task 1: Does this webpage include information about healthy weight gain DURING pregnancy?</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Yes</td>
</tr>
<tr>
<td>• No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task 2: Which description below best describes the type of webpage this is?</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Government (.gov)</td>
</tr>
<tr>
<td>• News (primary goal of site is to report news)</td>
</tr>
<tr>
<td>• University or academic center with associated hospitals/clinics (examples: Mayo Clinic, Kaiser Permanente)</td>
</tr>
<tr>
<td>• Company (for-profit business, examples: babycenter.com, WebMD)</td>
</tr>
<tr>
<td>• Blog</td>
</tr>
<tr>
<td>• Medical organization or associations (examples: Institute of Medicine [IOM], the American College of Obstetricians and Gynecologists [ACOG])</td>
</tr>
<tr>
<td>• Medical journal (example: American Journal of Obstetrics and Gynecology)</td>
</tr>
<tr>
<td>• Nonprofit/foundation (example: March of Dimes)</td>
</tr>
<tr>
<td>• Other</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task 3: Which of the following SPECIFIC recommendations for TOTAL weight gain during pregnancy were mentioned, if any? Select all that apply.</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Underweight women (or women with body mass index [BMI] less than 18.5 kg/m$^2$) are recommended to gain 28-40 pounds</td>
</tr>
<tr>
<td>• Normal-weight women (or women with BMI 18.5-24.9 kg/m$^2$) are recommended to gain 25-35 pounds</td>
</tr>
<tr>
<td>• Overweight women (or women with BMI 25-29.9 kg/m$^2$) are recommended to gain 15-25 pounds</td>
</tr>
<tr>
<td>• Obese women (or women with BMI ≥30 kg/m$^2$) are recommended to gain 11-20 pounds</td>
</tr>
<tr>
<td>• Recommendations were given in pounds (lbs), but were different than what is listed above for one or more groups of women</td>
</tr>
<tr>
<td>• Recommendations were only given in kilograms (kg)</td>
</tr>
<tr>
<td>• No SPECIFIC recommendations for total weight gain during pregnancy were given</td>
</tr>
<tr>
<td>• No SPECIFIC recommendations for total weight gain during pregnancy were given in the text, though there is an ONLINE CALCULATOR</td>
</tr>
<tr>
<td>• Recommendations were only given for multiple pregnancies (twins)</td>
</tr>
</tbody>
</table>

Quality Control of Crowdflower Responses
The authors used three methods to ensure the accuracy of contributors’ work. First, Crowdflower itself provides a quality-control mechanism by maintaining historical trust levels for each contributor, based on their performance from previous jobs. These trust levels are used to maintain a high-quality pool of potential contributors. Second, before they could contribute to the study, potential contributors were required to successfully complete a training session in which they correctly evaluated at least two of three gold standard test webpages. These test webpages were a subset of the total webpages, for which gold standard responses to the three abstraction form questions were previously agreed upon by two investigators (TC, TS, BV, or LK). Third, additional gold standard test webpages—unidentified to contributors—were interspersed randomly throughout the full sample of webpages for each task. Contributors were required to maintain at least 65% accuracy of these test questions to be considered trusted contributors. The process of determining accuracy was automated by Crowdflower and reported to contributors in real time. If a contributor’s accuracy decreased below this threshold, they were removed from the job and their prior responses were disregarded.
**Task Flow for Crowdsourced Data Collection**

Despite the use of specific search terms, some webpages were determined not to be about weight gain during pregnancy and were excluded from further analyses using the question in Task 1. For this task, if at least two of three contributors determined the webpage to be about weight gain in pregnancy, it was considered a relevant webpage for further analysis.

The remaining webpages that did include information about weight gain during pregnancy were then evaluated using questions in Tasks 2 and 3. For Task 2, if at least two of three contributors agreed on the website type, this was considered the correct answer. If three contributors answered differently in Task 2, the webpage was reviewed by two investigators (TC, TS, BV, or LK) to determine the correct website type.

For Task 3, each contributor could select more than one response and each response selected by at least two of three contributors was deemed correct. Two investigators (TC, TS, BV, or LK) also reviewed any webpages that had no majority consensus in order to determine a final answer. Weight gain recommendations that were reported in kilograms were evaluated for accuracy using the technique described above. Webpages that only included recommendations for multiple gestations (eg, twins) were removed from our sample (n=1).

**Researcher Assessment of Crowdflower Results**

Each webpage’s recommendations for total weight gain were classified as complete and accurate (consistent with IOM recommendations for each prepregnancy BMI category), incomplete but accurate (consistent with IOM recommendations but exclusive of one or more of the BMI categories), inaccurate (inconsistent with IOM recommendations, such as an incorrect range; recommendation listed was outside of the range; or incorrect BMI categories), no recommendation (no specific recommendations of weight gain ranges based on prepregnancy BMI), or no recommendation but calculator (for webpages that include a calculator to determine a user’s recommended weight gain, but do not include specific recommendations in the text of the page).

Inaccurate webpages were reviewed by one investigator (TC) to determine whether the webpage was reporting recommendations that were higher or lower than recommended by the IOM, or if the inaccuracy was related to errors or omission in reporting prepregnancy BMI ranges for their recommendation.

Descriptive statistics were used to describe the distribution of the type of sites, and the accuracy and completeness of webpages. This article was developed using publicly available information. No human participants took part in any protocol and, as such, this study was deemed exempt from review by the University of Michigan Institutional Review Board.

**Results**

After querying the 114 search terms and aggregating the top 10 website results of each query and removing any duplicates, 305 unique webpages remained. Of these 305 unique webpages, 181 (59.3%) included information regarding weight gain during pregnancy. Webpages were most commonly from for-profit websites (112/181, 61.9%), followed by government (19/181, 10.5%), medical organizations or associations (13/181, 7.2%), and news sites (12/181, 6.6%) (see Table 1).

Inaccurate webpages were reviewed by one investigator (TC) to determine whether the webpage was reporting recommendations that were higher or lower than recommended by the IOM, or if the inaccuracy was related to errors or omission in reporting prepregnancy BMI ranges for their recommendation.

Descriptive statistics were used to describe the distribution of the type of sites, and the accuracy and completeness of webpages. This article was developed using publicly available information. No human participants took part in any protocol and, as such, this study was deemed exempt from review by the University of Michigan Institutional Review Board.

**Results**

After querying the 114 search terms and aggregating the top 10 website results of each query and removing any duplicates, 305 unique webpages remained. Of these 305 unique webpages, 181 (59.3%) included information regarding weight gain during pregnancy. Webpages were most commonly from for-profit websites (112/181, 61.9%), followed by government (19/181, 10.5%), medical organizations or associations (13/181, 7.2%), and news sites (12/181, 6.6%) (see Table 1).

Overall, one-third (62/181, 34.3%) of all websites that contained information regarding weight gain during pregnancy gave no specific recommendations for total weight gain during pregnancy. The largest proportion of webpages overall were from for-profit sites that contained no specific recommendations (44/181, 24.3%). Among pages that provided inaccurate information (22/181, 12.2%), 68% (15/22) were from for-profit sites (see Table 2). Among pages that provided accurate and complete information (41/181, 22.7%), 41% (17/41) were from for-profit sites, 22% (9/41) from government sites, and 17% (7/41) from medical organizations. Please see Multimedia Appendix 2 for a list of the top 10 accurate webpages by frequency of appearance in Google searching.

**Table 1.** Frequency of each type of website (n=181).

<table>
<thead>
<tr>
<th>Type of website</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company (for-profit business)</td>
<td>112 (61.9)</td>
</tr>
<tr>
<td>Government</td>
<td>19 (10.5)</td>
</tr>
<tr>
<td>Medical organization or association</td>
<td>13 (7.2)</td>
</tr>
<tr>
<td>News</td>
<td>12 (6.6)</td>
</tr>
<tr>
<td>Personal blog</td>
<td>10 (5.5)</td>
</tr>
<tr>
<td>Nonprofit/foundation</td>
<td>8 (4.4)</td>
</tr>
<tr>
<td>University or academic medical center</td>
<td>6 (3.3)</td>
</tr>
<tr>
<td>Medical journal</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>
Of inaccurate webpages, 18% (4/22) recommended more than the recommended amount of weight, 14% (3/22) recommended less, and 64% (14/22) of webpages included errors or omissions in reporting prepregnancy BMI ranges for their recommendations. The 4 pages out of 22 (18%) that recommended more weight gain reported between 2 and 5 pounds more than the recommended amount. For example, askdsears.com [30] reported, “If you begin pregnancy slightly above your ideal weight, a healthy weight gain is 20 to 25 pounds; if you are obese, less than 20 pounds,” while the correct recommendation for overweight women is 15-25 pounds. For the 3 pages out of 22 (14%) that recommended less weight gain, they ranged from 1 to 8 pounds less. For example, sharecare.com [31] reported, “The recommended weight gain is 25-30 lbs for average weight women. 15-20 lbs if overweight.” Again, the recommendation for overweight women is 15-25 pounds. Among the webpages that included errors or omissions in reporting BMI ranges, errors in the prepregnancy BMI category deviated from the correct definition by 1-2 BMI points (kg/m²). Out of 22 websites, 4 (18%) combined the overweight and obese groups and combined the recommendations (i.e., “Women with pre-pregnancy BMI >25 can gain between 11-25 pounds”).

Among inaccurate webpages, most recommendations either were within a few pounds of the IOM recommendations or incorrectly defined prepregnancy BMI categories by just 1-2 points (kg/m²). However, some webpages combined recommendations for overweight and obese women. This is concerning because obese women may be at highest risk of obstetric complications from excessive gestational weight gain. More concerning may be that nearly one-third of webpages had no recommendations despite appearing in the top 10 results of a Google query for information regarding weight gain during pregnancy. This creates a significant knowledge gap for pregnant women and can have long-term health consequences for mother and baby.

Patients may receive no or inaccurate information on weight gain in pregnancy not just from the Internet, but also from their clinicians, friends, and family. Studies have shown that patients want specific information on weight gain during pregnancy, and they trust and rely on information given by clinicians [32,33]. Clinicians also have the advantage of providing face-to-face information to their patients. However, clinicians are often incomplete information sources regarding weight gain during pregnancy because they fail to address the topic or provide information that is not aligned with the IOM guidelines [34,35]. Perhaps the same reluctance among clinicians to discuss the sensitive subject of weight may also apply to online contributors who may not want to offend their pregnant readers by discussing specific weight gain guidelines on their websites. This lack of information, from both clinicians and the Internet, may be compounded by misinformation, such as the widespread cultural belief of “eating for two,” that is often perpetuated and reinforced by pregnant women’s friends and family members [36-39].

Our findings underscore the inadequacy of online resources—key sources of health information for pregnant women—in addressing weight gain in pregnancy [10]. These findings also suggest two specific ways to improve awareness...
of the IOM weight gain guidelines, for both pregnant women and the people who influence them:

1. Clinicians and caregivers need to fill the knowledge gap. At this time, clinicians and those that provide support and care for pregnant women cannot depend on the Internet to transmit accurate information about healthy weight gain during pregnancy. As a trusted and preferred source of health information, clinicians, nurses, and public health workers should anticipate a knowledge gap about this topic and strive to discuss healthy weight gain with every pregnant woman [32,33]. Robust data from systematic reviews and meta-analyses have demonstrated the efficacy of motivational interviewing, behavioral self-monitoring, goal setting, structured moderate physical exercise programs, and dietary counseling [40-44]. Ideally, providers of prenatal care should address healthy diet and exercise habits early in pregnancy, including discussions of individualized goals for total weight gain across the pregnancy. The frequency of prenatal visits allows for revisiting this topic and drawing on clinical support resources, such as nurses, nutritional counselors, and social workers, to augment the clinician’s efforts.

In addition, because of the known challenges in patient-clinician communication regarding weight gain during pregnancy, research should also investigate effective communication approaches that work for both clinicians and at-risk patients. These approaches could include how the topic should be framed, what information should be presented, and the optimal timing of this counseling.

2. Accurate webpages must be more accessible. For-profit webpages dominate online search results because they know how to market their websites. Academic and government websites, on the other hand, do not seem to be using the techniques that ensure a webpage appears as a top result in Google searching. These techniques include optimizing the keywords used in the website, so that they are in the file name and headings and are used throughout the page, especially in the beginning of the first sentence; creating sitemaps (ie, a list of pages of a website accessible to crawlers or users); and including related links that can be detected and indexed to create greater visibility for the website and the health message [45]. By employing these techniques, websites with accurate information can become more accessible by appearing higher in Google searching, something shown to improve Web traffic to those sites [23]. These techniques can have an exponential effect as other sites can link to them and spread the accurate and usable knowledge. Furthermore, visible and easily searchable sites can help to educate not only pregnant women, but other influential people, such as family and friends who often search on behalf of their friends and loved ones [46].

Limitations
This study describes the text that is contained in the webpage, not whether a patient understood the text, as we did not evaluate the presentation or readability of the information. Also, the specific characteristics and motivations of contributors on Crowdflower are unknown and may bias their judgments, though we believe this bias is limited by the multiple layers of quality control described in the Methods. We also did not analyze the accuracy of online calculators, though they were a small proportion of webpages (8/181, 4.4%). Finally, only the Google search engine results were evaluated in this study, which may limit the generalizability of our findings.

Conclusions
In conclusion, frequently accessed online information regarding weight gain during pregnancy does not reflect the latest IOM guidelines, with a large proportion of webpages displaying inaccurate or incomplete information, or no recommendations. Accurate information regarding healthy weight gain during pregnancy is vital during the prenatal period to prevent long-term morbidity in mother and baby. Our study adds insight into a potential modifiable factor that may contribute to a large proportion of US women gaining an unhealthy amount of weight during pregnancy and the vital role of clinicians and medical organizations in educating and supporting women during this critical window for maternal and child health.
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Abstract

Background: The use of the Internet for seekers of health-related information provides convenience and accessibility to diverse sources (of variable quality) for many medical conditions. There is a suggestion that patients may find empowerment by engaging with Internet health care strategies and communities. The profile of consumers of online health information on knee pain has not been explored.

Objective: Our objective was to identify the characteristics and motivations of online health information-seekers accessing the online health community, KNEEguru (KG). The study was designed to obtain the respondents' sociodemographic profile, together with their main reasons and motivations for joining such a community, their health information-seeking behavior, the extent of their knee problems, and their general Internet usage.

Methods: We undertook an online questionnaire survey, offered to users of the KG website from June to July 2012. A mix of open and closed questions was used to facilitate inductive enquiry. Quantitative responses were analyzed using univariate analysis; qualitative thematic analysis of the open responses was completed and a conceptual model was developed.

Results: One-hundred and fifty-two respondents took part (11.56% response rate, 152/1315), with a mean age of 40.1 years. Of this cohort, 61.2% were female, 68.4% were in domestic partnerships, 57.2% were employed, 75.0% had higher education qualifications, and 80.3% were of white/Caucasian ethnicity. Females were associated with joining KG in order to get emotional support from other users (OR 2.11, 95% CI 1.04 - 4.27, P=.04). Respondents’ self-perception of health was associated with reported quality of life (OR 10.86, 95% CI 3.85 - 30.43, P<.001). Facebook users were associated with joining KG to share experiences (OR 2.34, 95% CI 1.04 - 5.56, P=.03). Post-surgery respondents were associated with joining KG to compare symptoms with other users (OR 7.31, 95% CI 2.06 - 39.82, P<.001). Three key themes were induced: condition, emotion and support. Respondents expressed distress and frustration at uncertainty of prognosis around various knee conditions, with some users preferring to initially observe rather than engage. Conversely, a strong desire to inform and support other community members was stated with reciprocation of ideas and experiences. KG was conceptualized as a filter that takes an individual’s condition and emotional response to that condition as basis for support; this filter facilitated validation as the outcome of engagement.

Conclusions: This study, in line with wider literature, suggests that users of an online knee-specific community are typically female, middle-aged, white/Caucasian, married, employed, and have attained a level of higher education. These users demonstrate a pragmatic approach to health care information with altruistic motivations and a desire to share experiences as a means of validation. This finding emphasizes a means of promoting efficient and appropriate online health care, and demonstrates the benefits of the Internet as a viable complement to clinical engagement.

(J Med Internet Res 2016;18(4):e84) doi:10.2196/jmir.5374
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Introduction
The use of the Internet for seekers of health-related information provides convenience and accessibility to diverse sources of variable quality [1]. There is a suggestion that patients may find empowerment by engaging with Internet health care strategies [2]. There is also some perceived skepticism in seeking medical information online due to doubts about accuracy, reliability and bias [3]; this is further compounded with the potential danger that Internet health provision medicalizes the trivial and engenders the sick role [4]. Despite concerns regarding potential misinformation, online health communities (OHCs) continue to thrive with growing clinician moderation [5] to add credibility to the health-related information generated via social media [6]. This clinician-validated approach, alongside adherence to the Health on the Net Foundation code of conduct [7] and online assessment tools such as DISCERN instrument [8], are establishing quality benchmarks for online health care information [3].

OHCs and Internet-based health care strategies are as varied as the specific conditions they represent [9,10,11,12] and the multi-media aspects of the Internet are also being explored and assessed [13]. There are a number of joint-replacement and osteoarthritis (OA) resources online [10,14], which are purported to have a beneficial impact on patient/practitioner shared-decision making. Knee-related Internet resources and attitudes of the online communities of knee pain sufferers are not widely reported; this is despite self-care programs demonstrating efficacy for controlling pain and maintaining function [15]. Fifty percent of people aged 50 and over will report knee pain during any one year, with one quarter describing this joint pain as severe and disabling [16]. Increasing age, gender, and obesity are identified as risk factors for progression of knee OA in people older than 50, contributing to OA as the sixth most disabling condition globally [17]; younger individuals are more likely to suffer knee pain as a result of acute injury, repetetive strain, or rare juvenile onset of OA [18].

KNEEguru (KG) is an OHC with over 33,000 members. KG is stated as a resource for the general public with knee problems, particularly those who have had or are contemplating knee surgery, and is overseen by a range of clinical experts [19]. Previous studies have investigated activity levels of consumers on the KG website with regard to articular cartilage repair procedures and suitability of specific knee outcome measures to patients [20,21]. While the profile of general online health care consumers has been reported in adult populations [22,23,24], the profile and experiences of individuals who would selectively engage with knee-specific OHC are not known.

Aims & Objectives
This study sought to explore the expressed motivations of participants seeking specific online health information regarding the knee. The extent to which the perceived benefits and quantifiable motives were related to characteristics of respondents was also assessed. Relating this to theorized benefits and challenges of Internet health could potentiate further perspectives on knee-pain sufferers and how their profiles compare with other OHC users.

Methods
Design
A self-administered, cross-sectional survey of individuals registering on the KG website was undertaken from June to July 2012. Participants were self-selecting and opportunity sampling was deployed; invitation was via a pop-up window that appeared upon navigating to the KG registration page. The sole exclusion criterion was participants under 18 years of age. Informed consent was given by participants explicitly indicating agreement to complete the survey, and no incentive for participation was offered.

The questionnaire was hosted on the Bristol Online Survey (University of Bristol, UK) software platform and initially piloted for face validity. The instrument was designed to identify the characteristics and motivations of users of the website both quantitatively and qualitatively. The survey consisted of 30 main questions, four of which were open responses, and the remainder were closed or Likert scale questions (74 items including sub-questions). Anonymized participants’ demographic and health status characteristics, extent of knee pain, reasons for registering on the website, and questions related to health information-seeking behavior were captured. There was no adaptive or conditional logic in the response processing, and the open qualitative questioning allowed respondents to directly elaborate on their experiences and motivations for engaging with KG (the instrument is included in Multimedia Appendix 1).

The procedures for handling, processing, storage, and destruction of the data were compliant with the Data Protection Act 1998. The University of Kent ethics committee provided approval for this study.

Analysis
A mix of open and closed questions was used to facilitate inductive enquiry. Summary statistics were calculated to report sociodemographic data, reasons and motivations for joining KG, Internet and social media usage, knee problem demographics, and participants’ perception of health and quality of life. Cross-tabulations for quantitative responses were analyzed using a χ², Fisher’s Exact test, and odds ratios to examine differences in proportions by responders’ characteristics. Significance levels were set at P<.05 for the Pearson χ² and Fisher’s exact tests; for all odds ratio calculations, a 95% confidence interval was calculated. Qualitative thematic analysis of the open responses was completed using a framework approach and iterative open coding. This technique was used to create an initial descriptive representation of themes and sub-themes encountered in the participants’ narrative. Triangulation of inducted themes was completed by two
Results

Qualitative Questionnaire Responses

One-hundred and fifty-two respondents took part (11.56 % response rate from 1315 registrants approached) with a mean age of 40.1 years. Of the 152 respondents, 61.2% (93/152) were female, 68.4% (104/152) were in domestic partnerships, 57.2% (87/152) were employed, 75.0% (114/152) had higher education qualifications and 80.3% (122/152) were of white/Caucasian ethnicity. The United States was the most represented domicile (55.3%, 84/152) followed by the United Kingdom (21.7%, 33/152), alongside a global selection of other nations. The highest proportion of responders (57.9%, 88/152) reported the sharing of experience as the important motivation for engaging with KG (Table 1).

Table 1. Responses to reasons for engagement questions.

<table>
<thead>
<tr>
<th>Question of motivation for engagement</th>
<th>Percentage rating as importanta</th>
</tr>
</thead>
<tbody>
<tr>
<td>To get emotional support from others</td>
<td>38</td>
</tr>
<tr>
<td>To vent out emotions related to the knee problem</td>
<td>31</td>
</tr>
<tr>
<td>To validate my experience</td>
<td>43</td>
</tr>
<tr>
<td>To seek recognition</td>
<td>12</td>
</tr>
<tr>
<td>To offer emotional support to others</td>
<td>42</td>
</tr>
<tr>
<td>To share my experience with others</td>
<td>58</td>
</tr>
</tbody>
</table>

a: “Important” and “Very Important” grouped together compared to “Neither important or non-important”, “Not important at all”, “Not relevant”, and “Not very important”.

Gender was not typically statistically significant as a determinant of response; females were associated with joining KG in order to get emotional support from other users (OR 2.11, 95% CI 1.04 - 4.27, P=.04) but no difference existed when looking for information about health or use of social media. Respondents’ self-perception of health was significantly associated with reported quality of life (OR 10.86, 95% CI 3.85 - 30.43, P<.001). Facebook users demonstrated an association with joining KG to share experiences (OR 2.34, 95% CI 1.04 - 5.56, P=.03). Post-surgery respondents were associated with joining KG to compare symptoms with other users (OR 7.31, 95% CI 2.06 - 39.82, P<.001) rather than compare recovery (OR 2.34, 95% CI 0.75 - 8.72, P=.14). Education to a minimum of graduate level was seen as an indicator of high daily Internet usage when compared to secondary level attainment only (OR 13.29, 95% CI 1.26 - 67.28, P=.01).

Thematic Analysis of Qualitative Responses

Four themes and 43 sub-themes were initially derived from all 152 responses to the mandatory question: Why are you registering with KNEEguru? These responses were rarefied into three overarching themes and 24 sub-themes, outlined in Textbox 1: condition (8 sub-themes), emotion (9 sub-themes), and support (7 sub-themes). Inter-rater agreement on overarching- and sub-themes was 100% and 64% respectively. The thematic content will be discussed in turn with reference to illustrative quotes in Multimedia Appendix 2.
Textbox 1. Major themes and grouped sub-themes.

- **Condition** – relating to reported situation and extenuating circumstances
  - Prognosis/progression
  - Procedure/treatment
  - Symptom
  - Diagnosis
  - Resolution/recovery
  - Cost
  - Quality of life/debilitation
  - Quality of practitionership

- **Emotion** – relating to emotional impact on the lives of the responders
  - Confusion
  - Anxiety/frustration
  - Pragmatism/stoicism
  - Altruistic
  - Empathy
  - Empowerment/inspiration
  - Trust/confidence
  - Validation
  - Expectation

- **Support** – relating to perceived merit of engaging with the OHC
  - Shared experience
  - Surrogate
  - Guidance/contextualization/informed decision-making
  - Proactivity/self-management/locus of control
  - Voyeuristic
  - Future of healthcare
  - Beneficence

**Condition**
Participants were compelled to describe their predisposing knee-related issues, as a rationale for engagement. A major motivational factor reported was the issue surrounding prognosis or progression; individuals were either concerned at potential outcomes of their condition or recounted the prognostic information gained from medics or their own research. Sequelae of traumatic events alternated between positive and negative experiences (I.a) with potentially distressing outcomes also described (I.b). The rate of progression was closely monitored by some individuals and posted as a potential measure for comparison (I.c); limitation of specific procedures was then reported within the context of resolution (I.d).

Perceptions of condition effect and progress were intimately bound with an underlying causative incident or procedure often aligned to a specific diagnosis. Participants were erudite and well-versed in medical terminology from an informed and critical stance (I.e). Further context was provided by individual descriptions of symptoms both prior to intervention and in chronic situations (I.f). A rich thread of narrative illustrated participants’ perspectives on perceived effects of their complaint. These physical manifestations were often cited as a primary reason for seeking guidance (I.g).

Resolution and recovery of participants’ knee issues were key motivations for engagement with the KG forum. Many respondents expressed a strong desire to expedite a return to full function, or had regained appropriate functional status (I.h). Some individuals presented positive outcomes, potentially related to their prior standing (I.i). This finding was a counterpoint to the overarching cost, both financially and in terms of the quality of life, that participants emphasized. Individuals depicted insidious, limiting effects of their condition and resultant anxiety (I.j) leading to further distress, despondency and isolation (I.k).
The final concepts informing perception around participants’ knee conditions were the quality of practitioner and consistency of patient-handling. The reported standard of care was highly variable relative to individual experience (I.I). Others stated satisfaction with the level of guidance around treatment (I.m) but competency was seen as an issue in the context of surgery, rehabilitation, and expectation (I.n, I.o).

**Emotion**

A strong emotional response to injury, treatment, and follow-up care was professed by most participants with varying degrees of impact. The sub-themes embodied were confusion around conflicting advice and anxiety and frustration at uncertainty of their situation, which was occasionally offset by pragmatism and stoicism. A strong altruistic tendency with empathetic reciprocation of experience was regularly articulated. The experience of engaging with the OHC was seen as empowering and inspirational, feeding off the legitimate shared experience of participants. This result engendered trust and confidence, which led to validation of the experience. The management of participants’ expectations was then informed by this validation.

Participants expressed confusion with regard to their situation and the guidance provided from health care resources (I.a), exacerbated by the lack of support material found elsewhere on the Internet (I.b). The issue of uncertainty of diagnosis, when compounded by conflicting information, was also voiced (I.c). This confusion was seen to underpin anxiety and frustration, which prompted engagement with the community; standards of care and lack of progress incited further exasperation (I.d).

Specific technical issues around medical procedures were cited as causes of distress and concern by a number of participants (I.e). The general uncertainty or lack of clarity around impending procedures and their outcomes motivated some individuals (I.f); similarly, nuanced response to surgery prompted further need for counsel (I.g). Individuals offset these issues of anxiety and uncertainty with a pragmatic and stoic response. Experience provided a resigned attitude to outcome for some (I.h), while others were keen to avoid surgery with a reserved approach (I.i). Pragmatism and resignation were also described with a sense of personal responsibility regarding knee health (I.j) and resultant psychological impact (I.k).

A strong desire to inform and support other community members was stated with reciprocation of ideas and perspective. The altruistic desire to help others as a result of sharing the benefit of individual experience was expressed (I.I), and reciprocation of experience was expected (I.m). This altruism was seen as a determinant of empowerment and inspiration. Participants clearly described the motivation derived from engaging in the OHC as mitigating the effects of their knee problems (I.n). This result was framed by issues of trust and confidence influenced by internal and external factors. Internal factors were expressed as the uncertainty of the medical prognosis or rationalization of participants’ condition (I.o, I.p). External influences were felt to be the direct consequences of medical staff and, as previously stated, variable standard of care (I.q, I.r).

Participants entrusted the authenticity of experiences described, often in counterpoint to their mistrust of practitioners. A common outcome described was validation of experience based around exposure to the OHC. The community mentality facilitated sharing and rationalization of experiences of knee pain via a self-determined process (I.s, I.t). This validation was explicit in terms of palliation of fear (I.u), while others saw a direct need for affirmation of their predicament (I.v). Many participants described their expectations of outcomes from KG interaction or previously unmet expectations. Generally increasing awareness and achieving an informed perspective were described (I.w). Participants anticipated management of their own expectations via collaboration with KG users (I.x), potentially avoiding prognostic changes eliciting concern (I.y).

**Support**

The emotional response to individuals’ knee conditions engendered various concepts of support. Responses commonly manifested as descriptions of shared experience with the outcome of validation and awareness (III.a). Sharing information was seen as a pathway to substantiate participants’ experience (III.b) and this reciprocity was anticipated as a consequence of involvement (III.c). Engagement was often undertaken by surrogates demonstrating concern and exploring outcomes for close relatives; the individual’s enquiries were often necessitated as a primary carer (III.d). The process of support and guidance was emphasized in respect to trauma (III.e); these complications of events around others were often the cause for concern that prompted action (III.f).

The sub-theme of guidance and contextualization was readily expressed as part of the information-seeking behavior. Participants were avid consumers of knee health care (III.g). Others were motivated by existing discussion material and suitably consoled to pursue further support (III.h). Guidance sought was often tempered by the progress reported by others (III.i). The expectation expressed was that the process of guidance would lead to informed decision-making regarding procedures or prognoses (III.j). The participants rationalized this advice and guidance as a means for reassurance and affirmation (III.k).

A key element of support was seen as facilitating proactivity via a forum for self-management and autonomy (III.l, III.m). Respondents declared a growing need for establishing a locus of control through the community (III.n). The need to achieve a sense of authority over their knee condition was important to some participants (III.o). Certain individuals adopted a voyeuristic approach to engagement and chose to pursue material without full access to the OHC (III.p). Participants declared a history of observation with burgeoning extenuating circumstances dictating a course of action (III.q), while others simply declared a curiosity around fellow OHC consumers, stating that the sole reason for interaction was verification of users (III.r).

Interaction with web-based technology was identified as the future of health care by some respondents (III.s), and seen as being vital and trail-blazing (III.t). The general perception of an accessible, informed, and knowledgeable community (underpinned with expert advice) was seen as highly beneficial.
This sub-theme of beneficence was described in terms of assistance and well-being (III.u). Mitigation of fear, distress, and symptom-response was also volunteered (III.v) with immersion within the OHC seen to establish a true community spirit (III.w).

The interlinked themes of condition, emotion, and support were seen to be related within the context of KG. Participants declared a condition-based knee issue and their consequent emotional response which demanded support. This framework led to the development of a final conceptual model (Figure 1):

The personal experience of engagement with the OHC is viewed with KG as a filter that takes an individual’s condition, and emotional response to that condition, that drives the need for support. Processing through this filter facilitates validation as the outcome of engagement. This validation is established through the community nature of KG and is seen to have a major beneficial effect for participants.

Figure 1. Conceptual model of engagement with online health communities.

Discussion

Principal Results

This study sought to explore the characteristics and expressed motivations for participants seeking specific online health information regarding complaints of the knee. The extent to which the perceived benefits and quantifiable motives were related to characteristics of respondents was also established. The participants were seen to have an emotional response to their knee conditions that prompted support through KG; this engagement proved to be a validatory experience.

While females were more represented in the cohort of responders, in line with other reports of OHC participants [22], gender was not always significant as a determinant of response. Female participants were associated with joining KG in order to get emotional support from other users. A higher incidence of females has been seen to engage with online support communities for combating depression [25]. This gender-related tendency is seemingly supported in anxiety-inducing behavior reported across various physical conditions such as cancer, flu, and respiratory disorders [26,27,28,29]. Qualitative emotional responses were described in detail by both our male and female respondents, potentially mitigating the gender selection bias commonly reported [23].

Our study respondents also demonstrated that no differences existed between genders when searching directly for information about health. This result may relate to the specificity of the OHC and musculoskeletal focus offered by KG. Musculoskeletal pain frequency is reportedly higher in females [30], alongside incidence of knee OA [31]. This tendency is mirrored by severity of knee pain reported for certain female populations [32], potentially mediated by biomechanics and progressive decline in estrogen [33]. Females have less functionality and activity
following knee replacement in Western countries [34], while Asian populations seemingly have less gender-specific outcomes post-surgery [35]. Our demographic did not describe explicit issues experienced around gender as a motivational factor for engaging with KG. Community support for their presenting condition was highly regarded and accessible, but seemingly lacked recognition of the latest evidence describing the characteristics that influence knee pathology [36]. This trend may suggest that the decisions influenced by OHC are not always clinically rational, and females may be more likely to prevaricate in seeking a resolution for joint-related morbidity [37].

There may be a perceived inevitability regarding the condition of OA that marks this as a particularly nuanced area of health care [38,39]. The descriptions of being resigned to the outcome of the disease process reported by our participants may be an indication of awareness and expectations being influenced by wide-ranging sources [40]. Specific patient decision aids, akin to OHC, have been seen to have positive effects on patient choice and awareness, but have not led to significant differences in surgical outcomes [41]. Long-term patient expectations for OA may lead to the contemplation of surgery, but pain management and functional outcomes are more revered; generalized optimism for long-term outcomes prevail over short-term response [42]. Potential conflicts between informed patients’ and clinicians’ expectations, where the former value symptom relief and the latter prioritize safety [43], may also account for our study’s dissonant theme of dissatisfaction with variable standards of health care.

This finding of criticality of clinical health encounters may be further supported by our finding of association between higher education and greater Internet usage, and wider implications of health-seeking information [44]. Further studies reporting on online behavior demographics show mixed issues regarding influences and participation with social media and subsequent outcomes [45,46]. The context and necessity of engagement would seem to be crucial with uptake of technology, and social networking, demonstrably related to age and generational cohort. The perceived ubiquity of technology in developed cultures is presented as both beneficial and maleficient in equal measure [40,47]. The disenfranchised, technologically-challenged individual may adopt a deterministic view that has no locus of control [48]. Our study’s indication regarding education and online activity within Generation X (mean age 40 years) suggests a utilitarian adaption to keep pace with the digital natives of Generation Y born after 1980 [48].

Facebook users demonstrated an association with joining KG to share experiences; previous studies demonstrate the frequency of social networking site use was not a significant predictor of supportive interaction [49]. Facebook users have previously been shown to be more willing to engage with student and community activities [50,51]. Facebook’s platform has also been successfully explored as a potential medium to disseminate knowledge-transfer of health care information regarding OA [52]. As Facebook has developed as an intranet within the Internet, it is quickly facilitating information exchange through selective sharing, interaction, and self-monitoring of activities [53]. The implications for general health care are still to be fully understood or widely adopted [54,55], but the facilitation of patient empowerment is a major development [56]. Arguably, as supported in our study, social networks acting as introducers for secure OHCs is a model that can authenticate patient experience and mitigate concerns surrounding privacy and social anxiety [57,58].

Participants’ emotional responses were well-described, although this was not directly supported in our quantitative findings. Emotional support is reported across a range of conditions, with various blogging platforms and communities specifically created for provision of guidance and advice [59]. Emotional support is seen as more valuable, and likely to engender and prolong engagement, than informational support [60]. The outpouring of emotion in our thematic content suggested a catharsis borne out by the validatory statements. Online communities would seem to provide an outlet for greater unfiltered expression, and exchange of sympathy, unrivalled by the clinical encounter alone [61]. The ideas of relatedness, mutual respect, and engendering competency that are purported to underpin OHC [62] can be seen as antecedents of shared-decision making, influencing primary health care and challenging paternalism [63]. The burgeoning OHC are informing patients’ decisions and their impact is being felt across multiple conditions and scenarios [64,65,66].

Respondents’ self-perception of health was significantly associated with reported quality of life (QOL). While seemingly obvious, concepts of health between patients and practitioners are rarely reported; it would appear that there is congruence but patients describe how they value the professional over the profession they represent [67]. This attitude was reported by our respondents with stated predilection for supporting clinicians based on personal preference. With relation to knee and hip OA, QOL has been influenced by attitudes to health and social support transactions outside of clinical encounters [68]. Our study’s findings of the validatory experience offered by OHC participation elucidates the wider finding of social support components mitigating effects of OA and the negative impact on QOL [69,70].

Post-surgery respondents were associated with joining KG to compare symptoms with other users rather than compare recovery, which may be supported by psychological impact of symptoms on post-surgical knee outcomes [71]. The implications of anxiety and pain catastrophization around surgical procedures can spur further self-motivated desire to engage in social activity [72]. The descriptions of validating experience from our study potentiate the mitigation of postoperative pain predicted by catastrophizing [73]. Wider quantitative findings suggest the level of education, tangible support, problem-solving, coping, and internal locus of control reported in our study are predictive of functional outcome following knee surgery [74].

The qualitative responses provided further evidence of surgical outcome denoting condition as a motivation for engagement. The emotional impact of this was well-documented in our study and reflects wider reports of pre-surgical anxiety [75]. Self-efficacy measures are indicated as vital to postoperative psychological and functional outcomes [76]; the use of OHC as part of this self-determination demands greater scrutiny. The
full package of care around knee conditions needs to be further developed to integrate recommended use of validated online communities that are proving to be viable resources to complement clinical rehabilitation and patient autonomy.

Limitations
Only 11.56% (152/1315) of registrants agreed to take part in the survey, which may limit generalization of the quantitative findings. The richness of the qualitative responses may be subject to a Pygmalion Effect [77]; individuals believing that appeasing expectations of the pedagogue (or researcher/clinician in this case) would provide them with greater subsequent consideration. The low response rate may indicate bias, but closer scrutiny suggests the respondent characteristics are representative of samples reported in similar studies. There is also evidence of concordance between the quantitative and qualitative findings.

Conclusions
This study, in line with wider literature, suggests that users of an online knee-specific community are typically female, middle-aged, white/Caucasian, married, employed, and have attained a level of higher education. Respondents demonstrate a pragmatic approach to health care information with altruistic motivations and a desire to share experiences as a means of validation. This finding emphasizes a means of promoting efficient and appropriate online health care, and demonstrates the benefits of the Internet as a viable complement to clinical engagement. Consideration of integrated packages of care around knee health should include the recommendation of OHC support in future.
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Abstract

Background: Sleepio is a proven digital sleep improvement program based on cognitive behavioral therapy techniques. Users have the option to join an online community that includes weekly expert discussions, peer-to-peer discussion forums, and personal message walls.

Objective: The aim of this study was to conduct an online survey to (1) explore the reasons for deciding to engage with the Sleepio online community, (2) explore the potential benefits arising from engagement with the online community, and (3) identify and describe any problematic issues related to use of the online community.

Methods: We developed an online survey and posted an invitation to the community discussion forum inviting users to participate. In addition, we sent an email invitation to 970 individuals who had previously or were currently working through the Sleepio program to participate in this study.

Results: In total, 100 respondents (70/100, 70% female; mean age 51 years, range 26–82 years) completed the online survey. Most respondents had started Sleepio with chronic sleep problems (59/100, 59% up to 10 years; 35/100, 35% >10 years) and had actively engaged with the online community (85/100, 85%) had made a discussion or wall post). At the time of the survey, respondents had used Sleepio for a median of 12 weeks (range from 3 weeks to 2 years). We analyzed responses to the open-ended questions using thematic analysis. This analysis revealed 5 initial drivers for engagement: (1) the desire to connect with people facing similar issues, (2) seeking personalized advice, (3) curiosity, (4) being invited by other members, and (5) wanting to use all available sleep improvement tools. Advantages of engagement included access to continuous support, a reduced sense of isolation, being part of a nonjudgmental community, personalized advice, positive comparisons with others, encouragement to keep going, and altruism. We found 5 potential disadvantages: design and navigation issues, uncertain quality of user-generated content, negative comparisons with others, excessive time commitments, and data privacy concerns. Participants related their community experiences to engagement with the Sleepio program, with many stating it had supported their efforts to improve their sleep, as well as helping with adherence and commitment to the program. Despite some concerns, members regarded the Sleepio community as a valuable resource.

Conclusions: Online communities may be a useful means through which to support long-term engagement with Web-based therapy for insomnia.
Introduction

Epidemiological studies suggest that the prevalence of clinical insomnia disorders ranges from 10% to 12% worldwide [1,2], and problems are often long lasting [3]. Insomnia disorder is defined as a combination of difficulty initiating and maintaining sleep, but it also has a significant negative impact on daytime functioning [4]. A range of negative daytime consequences are typically linked to insomnia, including increased fatigue, diminished work productivity, lower quality of life, and lower relationship satisfaction, as well as increased incidence of poor health [5]. Furthermore, the development of mental and physical health problems has been linked to chronic insomnia [6,7].

While pharmacological treatments have an evidence base for improving insomnia, patients often report a preference for cognitive behavioral therapy (CBT) [8]. Indeed, the evidence for CBT as an effective treatment is persuasive [9-11]; however, access is limited due to resource and expertise constraints [12-15]. As a result, attention has turned to the Internet as a means to deliver treatment for chronic insomnia [16]. Furthermore, accumulating evidence in recent years suggests that such interventions can provide effective treatment for patients [17-19]. For example, one of the most rigorous studies of Web-based CBT used a randomized, placebo-controlled trial design to examine the impact of participation in the Sleepio intervention. The findings revealed that CBT delivered through a media-rich Web app with automated support and a community forum was effective in improving the sleep and associated daytime functioning of adults with insomnia disorder [19,20].

Sleepio is a subscription-based, fully automated digital sleep intervention that delivers CBT-based content to patients with chronic insomnia via the Web and mobile phones [21]. The course is delivered through 6 weekly sessions, facilitated by an animated character, “The Prof.” As each session begins, The Prof reviews progress, and examines the diary data submitted during the week, current sleep status and pattern, and progress made toward goals previously set. Automated algorithms tailor CBT content, incorporating behavioral (eg, stimulus control), cognitive (eg, thought restructuring), and lifestyle (sleep hygiene) components, to individual participant’s responses. Throughout the course, participants are also provided with the opportunity to engage with an optional community that comprises weekly discussions with a sleep expert (live text-based question-and-answer sessions), peer-to-peer discussion forums, and personal message walls. Comments on the Sleepio community can be rated by other users according to helpfulness, and color coding is used to signpost the most helpful users. On completion of the first 6 core sessions with The Prof, users become “graduates” and gain access to a graduate-only discussion forum. Active and consistently helpful graduates are identified by an external moderator and invited to volunteer to become “greeters,” which means they are able to send a welcome greeting to new users when they start Sleepio.

Several factors have been associated with greater levels of engagement with and lower rates of attrition from Web-based interventions, including interactivity, tailored content, social networking, and reminders [22-24]. However, there has been little evaluation of the role of online communities that are embedded within specific intervention programs, such as the Sleepio community. Understanding the user experience of such communities may provide useful insights for researchers, clinicians, and developers keen to maximize engagement with Web-based programs and reduce dropout.

The aim of this study was to explore, using a qualitative methodology, the experiences of individuals undertaking the Sleepio intervention who chose to engage with the optional online community. In particular, the study aimed to elicit the reasons for deciding to engage with the community, as well as any perceived benefits and disadvantages.

Methods

Procedure

We developed an online survey (see Textbox 1 for questions) using Bristol Online Surveys (University of Bristol, Bristol, UK). Next, we posted an invitation to the community discussion forum inviting users to participate. In addition, we sent an email invitation to 970 individuals who had previously or were currently working through the Sleepio program to participate in this study. Included within each invitation (and reminder) was a link to the study website, which explained the nature of the research and that ethical approval had been obtained from the University of Nottingham, Nottingham, UK. Each user, after indicating their consent, also provided their Sleepio username and date of birth in order to link their usage of the program with the responses they provided in this study.

Textbox 1. Interview questions on an online survey regarding usage of the Sleepio digital sleep intervention.

1. The Sleepio community is an optional part of the program; why did you decide to access it?
2. What are the benefits to you from accessing the community?
3. What do you value most about the Sleepio community?
4. How does it help? Could you give some examples of how it has helped you?
5. Can you describe any disadvantages? If so, what are they and do you have an idea how they can be resolved?
Data Analysis
We analyzed the responses to each question according to the principles of inductive thematic analysis, as described by Braun and Clarke [25]. Each set of responses was read multiple times by 2 authors (NC and RS) in order to gain familiarity with the data and to identify potential emerging themes. Next, these 2 authors discussed their preliminary analysis and together created a thematic framework that was then used to analyze all the responses independently. After further discussion, the authors (NC and RS) confirmed a set of themes, and identified and extracted relevant data to represent each of these themes. The remaining authors then reviewed the themes for coherence.

Results
In total, 100 respondents (70/100, 70% female; mean age 51 years, range 26–82 years) completed the online survey. Most respondents had started Sleepio with chronic sleep problems (59/100, 59% up to 10 years; 35/100, 35% >10 years) and had actively engaged with the online community (85/100, 85%) had made a discussion or wall post). At the time of the survey, respondents had used Sleepio for a median of 12 weeks (range from 3 weeks to 2 years).

Reasons for Engagement With the Sleepio Online Community
Respondents described 5 key motivations that led them to engage with the online community: (1) connecting with people facing similar issues, (2) seeking personalized advice, (3) curiosity, (4) being invited by other members, and (5) wanting to use all available sleep improvement tools.

Connecting With People Facing Similar Issues
For many, the motivation to engage with the online community stemmed from a need to connect with others facing similar issues. Users described how they wanted to compare their experiences of sleep disturbance with others’, and the community would provide a platform to do this. For many, the need to connect with others who “understand” what they were going through was of critical importance. For example, one user stated, “It was important for me to connect with the community as they were the people who were actually going through the program with me” (female, 60 years).

Seeking Personalized Advice
For some, the decision to access the online community arose from the need to ask a question, clarify how to do something, or use it as an additional source of information to supplement what they had learned during the CBT sessions. This helped individuals to obtain as much information as possible to help them overcome their sleep problems, provided them with advice on the practical aspects of implementing what they had learned during the course, and clarified what may or may not work. In the words of one participant, it allowed her “to ask detailed questions about how to implement certain aspects of the Sleepio course, and to ask advice about techniques” (female, 53 years).

Curiosity
For some users, curiosity was their motivation to access the online community. In particular, some described having no previous experience of online communities, discussion forums, or social media. As a consequence, they were interested to learn more about the Sleepio community, how it works, and the content of messages posted by other users. After having browsed the discussion forum to determine its potential relevance, most recognized that it was a potentially valuable and integral part of the Sleepio course: “It was there and I was curious so went for a look, and immediately realized how potentially valuable it was to me” (female, 43 years).

Being Invited by Other Members
A small number of users mentioned receiving an email from a graduate greeter inviting them to join the online community. While some had initially thought these invitations were automatically generated, on realizing it was indeed a real person they accepted the invitation. For others, there was no initial uncertainty and the invitation motivated them to access the community: “I received a message off someone and decided to have a look” (female, 32 years).

Wanting to Use All Available Sleep Improvement Tools
Some saw the online community as an integral part of the treatment program. As a result, users described their willingness to engage with the community in order to maximize their chances of sleep improvement: “It was part of the program offered and it was so important to me to try and improve my sleeping pattern I wanted to access all that was offered to give myself the best opportunity to achieve my goals” (no gender given, 56 years).

Perceived Benefits of Engagement With the Sleepio Online Community
The benefits derived from engaging with the online community were captured in 7 themes: continuous access, reduced sense of isolation, being part of a supportive and nonjudgmental community, personalized guidance and reassurance, positive comparison with others, encouragement to keep going, and altruism.

Continuous Access
The availability of the online community, 24 hours per day and 7 days per week, was appreciated, with many users describing how they benefited by simply knowing the community was accessible whenever they needed it. Beyond this, users could access the community and engage with it, “in my own time” (female, 45 years), with some describing how this was very helpful when engaging with sleep restriction tasks (ie, one of the tasks within the therapy part of the program), for example, “fill some of the hours when I have to stay awake” (female, 63 years). Moreover, easy access to the community meant that users could quickly solicit information or advice: “The immediacy of being able to connect and get answers” (female, 61 years).
**Reduced Sense of Isolation**

On accessing the online community, one of the most immediate benefits that users described was realizing that they were not the only person to be experiencing sleep-related problems: “It made me realize the extent to which sleep deprivation is affecting so many people and that you are not unique” (female, 64 years). Furthermore, the knowledge that they were no longer alone appeared to be of comfort for several: “Knowing you are not alone in your experiences means a lot” (female, 56 years). This was particularly noted when they felt isolated and without an adequate support network: “Sleep problems and insomnia is the loneliest place in the world” (female, 44 years).

**Being Part of a Supportive and Nonjudgmental Community**

The online community was considered a safe venue through which users could obtain much needed support: “It’s a safe place to talk about sleeping problems without them being dismissed as trivial” (female, 41 years). Indeed, users described how they felt that they could ask a question, discuss a personal issue, or simply vent without fear of ridicule or judgment. As a result, engaging with the online community appeared to be as important as the actual program itself in terms of supporting their efforts to improve their sleep. Several noted the “willingness of the community to engage, especially with newcomers to the program” (female, 68 years), and how their engagement with a community of “respect,” “understanding,” and “empathy” was in itself a great comfort.

**Personalized Guidance and Reassurance**

The Sleepio community appeared to be an important source of information and advice, and many users described examples of specific questions they had, that were then answered by other users: “It gave me answers that I needed to know and how to handle different situations, such as when being away on a trip” (female, 68 years). This was particularly evident during the early stages of the course, where many users described initial concerns or uncertainties: “Helped when I didn’t understand the format especially during the first couple of weeks” (female, 56 years).

**Positive Comparisons With Others**

By reading the stories, experiences, and updates posted by others, users were able to directly compare their own progress with that of others. In so doing, users described 2 distinct types of comparison. First, some users described how they compared themselves with others who were doing better, and that this was a source of inspiration: “seeing that others have succeeded” (female, 32 years). Second, and conversely, some described how they felt better after having read that others were in a much worse position than they were: “I...realized that there were many people with much worse issues” (male, 55 years).

**Encouragement to Keep Going**

Several users described how engagement with the online community motivated them to keep going with the course. This was particularly evident during challenging aspects of the course, such as the sleep restriction task: “I value being able to read other people’s experiences, how they have coped, especially when some weeks are challenging, such as the sleep restriction part of the program. I value feedback to my comments because they have been positive and motivating, it encourages me to persevere” (female, 56 years).

**Altruism**

For several users, it appeared important to be able to provide information, advice, and support, as well as to receive it. In so doing, these users clearly wished to give something back to the community: “The opportunity to help others which I like doing, is satisfying and enables me to return some of the benefit I have gained” (female, 77 years). For some, the act of giving back also helped them address their own sleep problems: “I’ve also found that helping others gives me insights into my own sleep problems” (male, 67 years).

**Perceived Disadvantages of Engagement With the Sleepio Online Community**

The disadvantages of using the online community focused on 5 areas of concern: design and navigation issues, uncertain quality of user-generated content, negative comparisons with others, excessive time commitments, and data privacy concerns.

**Design and Navigation Issues**

Some community users felt that some aspects of the onscreen user interface could be improved and described problems they had experienced while using it. Specifically, some found the interface difficult to navigate, especially if they did not have any prior experience of using forums or other social media: “I’ve never use a community chat before so was a bit nervous and unsure of how it worked” (female, 45 years). Some felt that navigating their way through conversations was difficult: “I often found the discussions hard to follow as it was sometimes difficult to see which questions were being answered and to follow a sequence of questions and answers through when other questions and answers popped up in the middle” (female, 68 years). Additionally, it wasn’t always clear to users where to post messages or how to search for information that was relevant to their particular problem: “Maybe a better search function would be a great way to find the posts that are relevant to my problem” (male, 68 years).

**Uncertain Quality of User-Generated Content**

Within the community, a vast amount of information and advice was shared online and some users appeared critical of the scientific evidence underpinning user-generated content: “Sometimes people post suggestions (about diet, natural remedies...) that are not supported by scientific evidence which I find confusing” (female, 38 years). This disadvantage was rooted in the fact that “the community aren’t sleep research experts” (male, 39 years). Furthermore, it wasn’t always clear to users where to post messages or how to search for information that was relevant to their particular problem: “Maybe a better search function would be a great way to find the posts that are relevant to my problem” (male, 68 years).
Negative Comparisons With Others

For some users, reading about other people’s experiences was on occasion problematic. In some instances, reading about the stress, anxiety, and distress being experienced by others was in itself a source of anxiety and stress: “I saw how others struggled, found it too tough, and gave up: this just scared me, made me anxious, tense and probably worked against what the program is meant to be doing” (female, 29 years). However, some users described similar feelings when others posted about their success: “Reading how wonderful people feel now they are improving after a few days of the program!!!. Not so nice to see this if it isn’t working for you after a few weeks longer” (female, 59 years).

Excessive Time Commitments

Engaging with the online community was time consuming, and some users described feeling “overwhelmed” by the volume of messages being posted. As a result, some felt they were spending too much time in the community: “I can find myself spending way too much time or trying to make the time to see all” (female, 59 years). For others, reading messages was “addictive” and something that could “eat up time unnecessarily.” However, time spent was meaningful, as users undertook to offer advice and support through posting messages or replying to questions: “It takes a lot of time to compose a meaningful helpful message, particularly to someone who is struggling” (female, 61 years).

Data Privacy Concerns

A small number of users expressed concerns regarding the perceived privacy of the discussion forum. In particular, some felt it was not sufficiently clear that it was openly accessible, and therefore any message posted to the forum could, in theory, be read by anyone. Additional concerns were focused on the belief that user-generated content could be accessed through Internet search engines. As a consequence, some users described feeling upset and explained how this had led them to disengage from making an active contribution (ie, posting) or to be more discerning about the content they uploaded to the forum: “Even though the community is anonymous and members’ names are not public, the content of the messages is public and that was quite upsetting to discover that... I have been more careful since discovering that in terms of what I post” (female, 61 years).

Discussion

The problem of attrition within digital interventions has been widely documented [26]. Despite this, there has been little work exploring how online communities can support long-term engagement with Web-based therapy. In this study, we wished to explore Sleepio program participants’ decisions to engage with and their experiences in the optional community. What is evident from their responses is that their reasons for engaging with the community varied but that their overall experiences were broadly positive and appeared to contribute to their sustained engagement with the Sleepio program and, for some, sleep improvement.

Arguably, one of the most important features of the community is that it is available at any point of the day or night, 7 days a week, and regardless of time zone. Furthermore, it is convenient and provides an immediate source of support to individuals who, according to their own stories, may feel isolated, exhausted, frustrated, and despondent as a result of their sleep problems [27].

Our results also revealed that the Sleepio program was considered demanding, especially the sleep restriction component. Previous work has indeed identified important challenges in the delivery of sleep restriction therapy to patients with insomnia [28,29], particularly in relation to adverse events and likely implementation or adherence challenges. Therefore, as an adjunct tool for individuals engaging with Web-based therapy for insomnia, the presence of a community, and in particular an asynchronous discussion forum, may be particularly helpful in terms of providing support.

For many, the community offered a means to connect with other people who not only had sleep problems but also were undertaking the Sleepio program. Indeed, this notion of connection was also reflected in responses concerning perceived benefits of the community. These findings resonate with previous research that has demonstrated how online communities can act as important venues through which individuals facing challenging health problems can soon feel less isolated and more supported [30-32], regardless of how much they actively engage with the community. Indeed, evidence suggests that community users typically vary in their level of engagement, ranging from those who post messages regularly through to those who simply lurk (ie, read messages only), but their experience may be equally rewarding [33].

The Sleepio community was certainly an important source of information, advice, and ideas for users, and this is also consistent with previous literature [30]. In particular, users sought and received a high volume of experiential information, which appeared to be well received by others, not least because it was understandable, relevant, and credible. Previous research has found information provision to be one of the key functions within online support communities [34,35]. We found a range of information being exchanged, including factual information, advice, and personal suggestions for coping strategies and management. Going forward, it would be useful to undertake a more fine-grained analysis of the specific types of informational support requested and exchanged within such an online community and how this relates to engagement with the various components of the Sleepio program.

In addition to the aforementioned examples of how the community benefitted users, we also identified a clear motivational function. It was evident from responses that participation in the community provided the impetus to keep going, and users offered messages of support and encouragement, especially during difficult parts of the program (eg, sleep restriction). Indeed, previous research has identified poor adherence to CBT interventions for insomnia, particularly in the context of implementing behavioral advice [36]. Our results suggest that engagement with the online community may be one avenue through which user motivation and adherence can be supported. Such findings are comparatively novel within the broader literature, since the majority of online communities are either standalone or embedded within a program, but such
online communities embedded within a program have typically not been evaluated in isolation. In future, researchers may wish to examine more explicitly the means through which engagement with online communities motivates individuals to persist with Web-based therapy for insomnia; however, our findings present some useful starting points for investigation (eg, provision of information and advice, and social comparison).

Our analysis also revealed some disadvantages arising from the use of the online community. While some of these (ie, design and navigation issues, and privacy concerns) were clearly associated with operational aspects of the Sleepio community and therefore can be easily addressed, others have been reported elsewhere in the literature. For example, some users were concerned about the accuracy of information posted by other members of the community. However, our analysis did not consider the accuracy of any information exchanged between users. In the future, it would be beneficial to ascertain the extent to which user-posted information may be inaccurate, not applicable, or perhaps unsafe. Despite these concerns, other studies that have examined the accuracy of information posted by users of discussion forums suggest that this is not a common problem but may only be more problematic in communities with low levels of activity [37]. Indeed, other users swiftly correct any inaccurate information that is posted [38]. The Sleepio community, although not continuously monitored by staff, has several mechanisms in place to create a safe environment. First, posts can be flagged by other users when considered not in line with the terms of use. Second, keywords that, for example, display a medical risk or personal information, are flagged automatically. In addition, expert sessions take place on a weekly basis to provide support by a clinical psychologist.

While we found that reading about the experiences of other users could be helpful, we also found that, for some, this actually had a negative impact on their well-being. In particular, some considered reading about the “horror stories” posted by others to be unhelpful, upsetting, and distressing. Such findings have also been reported elsewhere in the literature and may reflect the fact that many individuals use discussion forums to vent [32] or offload their daily hassles and bad experiences [39]. However, for those who read such messages, the impact can be problematic. While this is a challenging issue to address, one solution may be in the design and organization of forums, where subforums may be used to channel different types of user-generated content into specific locations, for example, sleep problems while being at college, or success stories. Similar mechanisms are seen in face-to-face versions of group therapy; while groups are helpful, they can sometimes be experienced as negative.

One final challenge facing users was the amount of time it took to engage with the online community and in particular all the discussions taking place. This issue was further exacerbated when users wished to provide help and support to others, as they viewed composing a helpful and tailored message to be time consuming. As online communities, such as this, continue to flourish, this issue is likely to persist and may indeed worsen. Restructuring forums into subforums may help to address this issue as well, such that users can choose which content they wish to engage with each time they access the community.

Study Limitations
We acknowledge some limitations to this study. First, despite our best efforts to recruit participants, the sample size is modest, and therefore the extent to which the views expressed by respondents represents the entire pool of Sleepio users is debatable. One obvious concern may be that only those who held particularly positive or negative views toward the community chose to participate in this study. Similarly, since the majority of our respondents were active users of the community, future research needs to consider the experiences of those who either engaged in a limited way or not at all. Second, the data for this study were captured by a single online survey, and it could be argued that experiences, views, and attitudes toward the Sleepio community may change over time, as users move through the program. While this is arguably true, we did note a broad range of users (ie, newcomers, users enrolled on the course, and graduates of the course), as well as evidence of respondents recalling specific good or bad experiences within the community in the past. All that said, it would be useful to engage in more longitudinal work to follow the experiences of those engaging with the Sleepio program from the point of entry and to consider how participation in the community contributes to relevant outcomes and indicators of adherence to the Sleepio intervention content. Third, since the focus of this study was on users’ experiences, we know little about those who chose not to engage with the community and their reasons behind this decision.

Conclusion
Despite some concerns, members regarding the Sleepio community as a valuable resource. Online communities may be a useful means through which to support long-term engagement with Web-based therapy for insomnia.

Acknowledgments
The authors would like to thank all the participants who gave their time freely to support this work.

Conflicts of Interest
This study was supported by the Sleepio team; however, all data analysis was conducted by NC and RS.

References


27. Kyle SD, Espie CA, Morgan K. "...Not just a minor thing, it is something major, which stops you from functioning daily": quality of life and daytime functioning in insomnia. Behav Sleep Med 2010;8(3):123-140. [doi: 10.1080/15402002.2010.487450] [Medline: 20582756]


29. Kyle SD, Miller CB, Rogers Z, Siriwardena AN, Macmahon KM, Espie CA. Sleep restriction therapy for insomnia is associated with reduced objective total sleep time, increased daytime somnolence, and objectively impaired vigilance: implications for the clinical management of insomnia disorder. Sleep 2014 Feb;37(2):229-237 [FREE Full text] [doi: 10.5665/sleep.3386] [Medline: 24040493]


**Abbreviations**

CBT: cognitive behavioral therapy

©Neil S Coulson, Richard Smedley, Sophie Bostock, Simon D Kyle, Rosie Gollancz, Annemarie I Luik, Peter Hames, Colin A Espie. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 25.04.2016. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the
Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication
on http://www.jmir.org/, as well as this copyright and license information must be included.
Opportunities for Web-based Drug Repositioning: Searching for Potential Antihypertensive Agents with Hypotension Adverse Events

Kejian Wang¹, PhD; Mei Wan², MS; Rui-Sheng Wang³, PhD; Zuquan Weng², PhD

¹CoMed Technology & Consulting Co., Ltd., Hong Kong, China
²College of Biological Science and Engineering, Fuzhou University, Fuzhou, China
³Japan National Institute of Occupational Safety and Health, Kawasaki, Japan

Corresponding Author:
Zuquan Weng, PhD
College of Biological Science and Engineering
Fuzhou University
N Ring Rd
Fuzhou
China
Phone: 1 5017667350
Fax: 1 5017667350
Email: wengzq@fzu.edu.cn

Abstract

Background: Drug repositioning refers to the process of developing new indications for existing drugs. As a phenotypic indicator of drug response in humans, clinical side effects may provide straightforward signals and unique opportunities for drug repositioning.

Objective: We aimed to identify drugs frequently associated with hypotension adverse reactions (ie, the opposite condition of hypertension), which could be potential candidates as antihypertensive agents.

Methods: We systematically searched the electronic records of the US Food and Drug Administration (FDA) Adverse Event Reporting System (FAERS) through the openFDA platform to assess the association between hypotension incidence and antihypertensive therapeutic effect regarding a list of 683 drugs.

Results: Statistical analysis of FAERS data demonstrated that those drugs frequently co-occurring with hypotension events were more likely to have antihypertensive activity. Ranked by the statistical significance of frequent hypotension reporting, the well-known antihypertensive drugs were effectively distinguished from others (with an area under the receiver operating characteristic curve > 0.80 and a normalized discounted cumulative gain of 0.77). In addition, we found a series of antihypertensive agents (particularly drugs originally developed for treating nervous system diseases) among the drugs with top significant reporting, suggesting the good potential of Web-based and data-driven drug repositioning.

Conclusions: We found several candidate agents among the hypotension-related drugs on our list that may be redirected for lowering blood pressure. More important, we showed that a pharmacovigilance system could alternatively be used to identify antihypertensive agents and sustainably create opportunities for drug repositioning.

(J Med Internet Res 2016;18(4):e76) doi:10.2196/jmir.4541
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Introduction

Drug repositioning, also referred to as drug repurposing, is the process of developing new indications for existing drugs [1]. The financial advantage of drug repositioning over traditional drug development is that much of the cost and time spent in the early stage can be bypassed. In addition, the risk of failure caused by adverse reactions can be better controlled, since the toxicity of the repurposed drugs has already been tested [2]. For
these reasons, both the pharmaceutical industry and academic communities are paying particular attention to this field. An increasing number of *in silico* [3,4] and *in vitro* [5-7] approaches have been developed to efficiently scan the existing pharmacopoeia for new usage. Other than these strategies primarily focused on preclinical information, side effects data are increasingly used for rational drug repositioning [8-10], due to the direct reflection of the clinical reality of actual patients [11]. The collection of side effects information based on clinical trials is conventionally a time-consuming and labor-intensive process. Making things more difficult, most raw data are not freely available to the public. However, the big data concept and Internet-related technologies are making it easier to access and analyze side effects records.

Hypertension, characterized by aberrantly high arterial blood pressure, is a chronic medical condition affecting almost one billion people worldwide [12]. Despite the availability of several blood pressure-decreasing drugs, hypertension is not effectively controlled in more than half of patients receiving antihypertensive treatment [13]. Among the multiple reasons contributing to this unsatisfactory clinical outcome, an undeniable reality is that most pharmaceutical companies, considering the potential costs and profits, have abandoned antihypertensive drug development [14]. As drug pipelines dry up, new drug development is expensive and time consuming, thus diminishing future profitability [15]. Worse still, the high failure rate (estimated to be >90%) due to toxicity and other reasons has made new drug development a highly risky investment [16]. Therefore, alternative strategies are urgently needed to drive the productivity and cost-effectiveness of antihypertensive drug development. Assuming that hypotension, with the symptom of abnormally low blood pressure, can be regarded as the opposite condition of hypertension, then potential antihypertensive agents may be discovered among drugs that induce hypotension as a side effect.

Established by the US Food and Drug Administration (FDA), the FDA Adverse Event Reporting System (FAERS) [17] is one of the most comprehensive sources of pharmacovigilance big data worldwide. With adverse drug events spontaneously submitted by consumers and indirectly reported by health care professionals, FAERS supports not only FDA’s safety surveillance on all approved drugs, but also the research of scientists and clinicians. Each report provides a variety of clinical information, particularly the drug(s) used by the patient and the adverse reaction(s) that the patient experienced. FAERS’ raw data used to be released without sufficient formatting, thus making a high throughput analysis very difficult. Fortunately, the FDA’s Office of Informatics and Technology Innovation launched a new initiative, OpenFDA, in 2013 [18,19], whose primary goal was to facilitate public access to high-value FDA data (including FAERS) by providing user-friendly and open-source application programming interfaces. By using the OpenFDA platform and relevant statistical methods [20], we aimed to examine the co-occurrence of specific drugs and hypotension as a side effect, that is, the drug and a hypotension reaction co-occurred in the same adverse event report (Figure 1). Instead of serendipitous searching, we examined the correlation between hypotension incidence and antihypertensive property for a total of 683 unique drugs, so as to identify those that frequently co-occurred with hypotension adverse events. As an exploratory effort in systematically analyzing drug adverse events, we hoped that this study would provide a unique insight into Web-based and data-driven drug repositioning.
Figure 1. Co-occurrence of drug and adverse reaction. An adverse event with unique identifier (ID) can be queried in the US Food and Drug Administration (FDA) Adverse Event Reporting System (FAERS), which returns results as JavaScript Object Notation by default. In this illustrated adverse event (with partial content displayed), the use of metoprolol and the incidence of hypotension reaction are reported simultaneously, which is defined as co-occurrence.

```
"results": {
...
  "safetyreportid": "10007058",
...
  "patient": {
    "patientonsetage": "69.243",
    "reaction": {
      ...
        "reactionmeddrapt": "Hypotension"
      },
...
    "patientsex": "2",
...
    "drug": {
      "openfda": {
        ...
          "generic_name": [
            "METOPROLOL TARTRATE"
          ],
        ...
      }
    }
  }
},
```

Methods

FAERS Data Query

We retrieved the raw FAERS reports (from January 2004 to September 2013) from the public adverse events dataset of OpenFDA in December 2014, according to the official tutorial on query tools [9]. We primarily investigated the 1000 most commonly reported generic names. By merging multiple generic names corresponding to the same drug product (e.g., “abacavir” and “abacavir sulfate”) and excluding combinations of multiple active ingredients (e.g., “oxycodone and acetaminophen”), we identified a total of 683 unique drugs. For each drug, we searched for hypotension-related events using the terms “hypotension,” “blood pressure decreased,” and “orthostatic hypotension.”

Statistical Analysis

For each drug of interest, we constructed a 2×2 contingency table to serve as the framework for analysis of all FAERS reports. For the reports with adverse event co-occurrence with the drug, we defined the numbers of events including hypotension as n11 and excluding hypotension as n10. For the reports not related to the drug of interest, we defined the numbers of events with hypotension as n01 and without hypotension as n00. Then, we calculated the hypotension reporting odds ratio (ROR) as \( \frac{n11 \times n00}{n10 \times n01} \). We determined the statistical significance of the ROR by Fisher exact test.

Normalized Discounted Cumulative Gain

Normalized discounted cumulative gain (NDCG) measures the relevance of a document based on its position in the result list. The gain is accumulated from the top of the result list to the bottom, with the gain of each result discounted at lower ranks. We ranked each of the 683 drugs by the significance of its ROR and judged it on a relevance score, with 1 meaning approved antihypertensives and 0 meaning other, irrelevant drugs. We calculated the crude discounted cumulative gain (DCG) by equation (a) in Figure 2.

To normalize the DCG value, we produced an ideal ordering for the 683 drugs (the ranking with maximum possible DCG) to calculate the ideal discounted cumulative gain. Then the NDCG, ranging from 0 to 1, was calculated by equation (b) in Figure 2. The closer the NDGC value is to 1, the better the performance. In addition, we calculated the NDCG for the top 20 drugs (NDCG@20) by equation (c) in Figure 2. Similarly, the closer the NDGC@20 value is to 1, the better the performance in terms of identifying the top 20 drugs.
Figure 2. Equations for calculating crude discounted cumulative gain (DCG), normalized discounted cumulative gain (NDCG), and NDCG for the top 20 drugs (NDCG@20). DCG@20: DCG of the top 20 drugs; IDCG: ideal discounted cumulative gain; IDCG@20: IDCG of the top 20 drugs; rel$_1$: relevance score for approved antihypertensives; rel$_i$: relevance score.

(a) \[ \text{DCG} = \text{rel}_1 + \sum_{i=2}^{683} \frac{\text{rel}_i}{\log_2 i} \]

(b) \[ \text{NDCG} = \frac{\text{DCG}}{\text{IDCG}} \]

(c) \[ \text{DCG@20} = \text{rel}_1 + \sum_{i=2}^{20} \frac{\text{rel}_i}{\log_2 i} \]

\[ \text{NDCG@20} = \frac{\text{DCG@20}}{\text{IDCG@20}} \]

Results

Co-occurrence of Well-Known Antihypertensive Drugs and Hypotension Reports

To justify the basic assumption that hypotension events may suggest antihypertensive activity, we expected the approved antihypertensive drugs to be reported more often for hypotension. To achieve broad drug coverage, we examined 683 study drugs with a single active ingredient for hypotension adverse events (Multimedia Appendix 1). As was done previously in a series of FAERS-based studies [21,22], we calculated the significance level of the ROR [23] to assess the association between drug use and hypotension incidence, according to the numbers of hypotension and nonhypotension reports that co-occurred with the drug of interest (see Methods).

We ranked all of the 683 study drugs by the significance level (in terms of unadjusted $P$ value), which pinpointed well-known FDA-approved antihypertensives according to drug indication information that we retrieved from DrugBank [24]. We found that the approved antihypertensives were effectively distinguished from other study drugs. The approved antihypertensives were highly represented among the top significant drugs (ie, with the lowest $P$ values), and the area under the receiver operating characteristic (ROC) curve was >0.80 (Figure 3). When the percentage of nonantihypertensive drugs (ie, false-positive rate) was <10%, the proportion of approved antihypertensives was nearly 40% and the partial area under the ROC curve was 0.026. In addition, we calculated the NDCG [25-29] to measure the quality of the ranking of approved antihypertensives (see Methods). The overall NDCG and NDCG@20 of our model were 0.77 and 0.59, respectively, showing a remarkable performance. Among the approved antihypertensives, 86% (48/56) achieved an unadjusted $P<10^{-10}$. On the other hand, the percentage for other drugs was only 39.4% (247/627). Such a dramatic difference (Figure 4) (odds ratio 9.21, Fisher exact test $P=8.96\times10^{-12}$) indicated that hypotension reporting in FAERS could serve as a phenotypic indicator and effectively reflect the well-known antihypertensive activity.
Figure 3. Correlation between antihypertensive activity and hypotension reporting in the US Food and Drug Administration (FDA) Adverse Event Reporting System (FAERS), showing the classification between approved antihypertensives and other drugs.

Figure 4. Correlation between antihypertensive activity and hypotension reporting in the US Food and Drug Administration (FDA) Adverse Event Reporting System (FAERS), showing the number of drugs with significant hypotension reporting with regard to the cut-off of $P<10^{-10}$. 
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Frequent Hypotension Reporting as an Indicator of Potential Antihypertensive Agents

Since the correlation has been proved between the reporting of hypotension as a side effect and the antihypertensive indication, we speculated that the drugs still not approved for treatment of hypertension but frequently co-occurring with hypotension adverse events might lead to hidden opportunities for drug repositioning. To test this hypothesis, we preliminarily surveyed all of the top 20 drugs as ranked by the significance level (Table 1).

Among the top 11 drugs with a $P$ value close to zero, 5 are approved antihypertensive drugs: metoprolol, spironolactone, furosemide, lisinopril, and carvedilol. Surprisingly, most of the other top-ranked drugs were also reported for hypotensive effects, particularly in humans. Aspirin, in addition to its importance as a widely used analgesic and anti-inflammatory drug, has been repeatedly reported to improve blood pressure control in hypertensive patients [30-32]. Digoxin, originally indicated for arrhythmias and heart diseases, was also found in various double-blind studies to significantly decrease diastolic blood pressure during overnight sleep [33,34]. As an essential mineral in the body, potassium has been clinically proven to lower blood pressure in humans [35-37]. And according to the package inserts (ie, the warnings and precautions subsection), as approved by the FDA, the anesthetic drugs morphine [38] and propofol [39] have a warning for inducing hypotension in clinical trials. This leads to the conclusion that FAERS can be efficiently screened for additional molecules, besides the approved antihypertensive drugs, with potential antihypertensive properties of the additional molecules supported by independent clinical evidence.

Table 1. The top 20 drugs that most frequently co-occurred with hypotension adverse events.

<table>
<thead>
<tr>
<th>Drug</th>
<th>ATC code</th>
<th>$P$ value</th>
<th>ROR</th>
<th>Adverse events co-occurring with drug (n)</th>
<th>Adverse events not co-occurring with the drug (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metoprolol</td>
<td>C07AB02c</td>
<td>0</td>
<td>2.99</td>
<td>3287</td>
<td>62,998</td>
</tr>
<tr>
<td>Spironolactone</td>
<td>C03DA01c</td>
<td>0</td>
<td>3.71</td>
<td>1581</td>
<td>24,021</td>
</tr>
<tr>
<td>Furosemide</td>
<td>C03CA01c</td>
<td>0</td>
<td>3.49</td>
<td>5173</td>
<td>86,868</td>
</tr>
<tr>
<td>Lisinopril</td>
<td>C09AA03c</td>
<td>0</td>
<td>2.69</td>
<td>3465</td>
<td>73,779</td>
</tr>
<tr>
<td>Carvedilol</td>
<td>C07AG02c</td>
<td>0</td>
<td>4.11</td>
<td>1955</td>
<td>26,954</td>
</tr>
<tr>
<td>Propofol</td>
<td>N01AX10</td>
<td>0</td>
<td>7.81</td>
<td>1098</td>
<td>7903</td>
</tr>
<tr>
<td>Digoxin</td>
<td>C01AA05</td>
<td>0</td>
<td>4.44</td>
<td>2259</td>
<td>28,945</td>
</tr>
<tr>
<td>Potassium</td>
<td>N/A</td>
<td>0</td>
<td>3.51</td>
<td>1533</td>
<td>24,635</td>
</tr>
<tr>
<td>Morphine</td>
<td>N02AA01</td>
<td>0</td>
<td>3.02</td>
<td>1683</td>
<td>31,375</td>
</tr>
<tr>
<td>Warfarin</td>
<td>B01AA03</td>
<td>0</td>
<td>2.52</td>
<td>3076</td>
<td>69,491</td>
</tr>
<tr>
<td>Aspirin</td>
<td>A01AD05</td>
<td>0</td>
<td>2.46</td>
<td>6107</td>
<td>145,276</td>
</tr>
<tr>
<td>Amlodipine</td>
<td>C08CA01c</td>
<td>3.95E–315</td>
<td>2.29</td>
<td>2854</td>
<td>70,799</td>
</tr>
<tr>
<td>Isosorbide</td>
<td>C01DA14c</td>
<td>5.12E–319</td>
<td>4.16</td>
<td>1139</td>
<td>15,390</td>
</tr>
<tr>
<td>Clopidogrel</td>
<td>B01AC04</td>
<td>9.83E–306</td>
<td>2.45</td>
<td>2395</td>
<td>55,283</td>
</tr>
<tr>
<td>Acetaminophen</td>
<td>N02BE01</td>
<td>8.37E–302</td>
<td>2.51</td>
<td>2266</td>
<td>51,149</td>
</tr>
<tr>
<td>Atenolol</td>
<td>C07AB03c</td>
<td>4.26E–298</td>
<td>2.52</td>
<td>2223</td>
<td>49,993</td>
</tr>
<tr>
<td>Midazolam</td>
<td>N05CD08</td>
<td>1.30E–206</td>
<td>7.13</td>
<td>641</td>
<td>5023</td>
</tr>
<tr>
<td>Ondansetron</td>
<td>A04AA01</td>
<td>9.23E–295</td>
<td>3.51</td>
<td>1293</td>
<td>20,700</td>
</tr>
<tr>
<td>Lorazepam</td>
<td>N05BA06</td>
<td>3.13E–284</td>
<td>2.62</td>
<td>1965</td>
<td>42,386</td>
</tr>
<tr>
<td>Ramipril</td>
<td>C09AA05c</td>
<td>2.90E–275</td>
<td>2.97</td>
<td>1539</td>
<td>29,213</td>
</tr>
</tbody>
</table>

aATC: Anatomical Therapeutic Chemical Classification System.
bROR: reporting odds ratio.
cApproved antihypertensive drug.
In addition, we observed a possible correlation between the Anatomical Therapeutic Chemical (ATC) Classification System code and antihypertensive activity in the top 20 agents. As Table 1 shows, except for drugs designed for cardiac therapy (ie, indicated by the ATC first-level code C), other candidate agents were originally developed for treating the alimentary tract and metabolism (ie, ATC first-level code A), blood and blood-forming organs (ie, ATC first-level code B), or the nervous system (ie, ATC first-level code N). In particular, drugs acting on the nervous system were well represented in the top-ranked drugs, as evidence by a relatively high NDCG@20 value of 0.35 (Table 2). This observation was consistent with the commonly known interplay between blood pressure and the nervous system [40], suggesting that the hypotensive effects of nervous system agents can be detected effectively with patient-centric pharmacovigilance data. Therefore, along the direction of this study, particular attention may be paid to nervous system agents in further searches for novel antihypertensives.

<table>
<thead>
<tr>
<th>ATC code (first level)</th>
<th>Drug class</th>
<th>Ranks in top 20</th>
<th>NDCG@20b</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Nervous system</td>
<td>6, 9, 11, 15, 17, 19</td>
<td>0.35</td>
</tr>
<tr>
<td>B</td>
<td>Blood and blood-forming organs</td>
<td>10, 11, 14</td>
<td>0.17</td>
</tr>
<tr>
<td>A</td>
<td>Alimentary tract and metabolism</td>
<td>11, 18</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Discussion

In recent years, conventional target-based drug development has been facing various challenges, such as increasingly higher costs and lower productivity. In consequence, both the pharmaceutical industry and the academic community are earnestly seeking new means of drug innovation. In this process, many realize that, along with improvements in clinical informatics, the role of patients can be changed from a minimally informed recipient to a potential participant in drug development [41,42]. By providing raw download access to structured datasets, OpenFDA has created a researcher-friendly portal for quick and easy querying. With patient-centric data being a highly cost-effective and valuable resource, we can make this systematic effort and corroborate the evidence linking hypotension as a side effect to an antihypertensive therapeutic effect.

For hypertension and many other medical conditions, rationally finding unknown therapeutic agents has always been a valuable but difficult task. Even though various methods are established to accelerate the process of selecting repositioning candidates, there remains at least one major barrier between theoretical therapeutic effects and real benefits. Due to the complexity of the human body, many repositioning approaches that are focused on omics and preclinical data may not always be consistent with patients’ clinical outcomes [43]. Regarding this issue, the unique advantage of clinical informatics analysis using FAERS should be appreciable. Basically, hypotension adverse events are observations on humans, as opposed to molecular entities, cell cultures, or animal models. The antihypertensive signals suggested by FAERS tend to be more interpretable and straightforward, presenting relatively fewer challenges to bench-to-bed translation.

Pharmacovigilance data are not the only source of side effect information, since package inserts (also known as drug labels) determined by regulatory agencies have also been studied for drug repositioning [10,44,45]. However, in several ways, our study suggests that the patient-based FAERS data play an irreplaceable role in side effect analysis. As the basis of drug labeling, clinical trials are mostly conducted among a relatively small number of people and over a limited period of time. In contrast, postmarketing drug surveillance is a long-term effort that involves the general population. Therefore, the incidence of various side effects can be more comprehensively monitored through the patients’ self-reports. In addition, drug labels usually focus on the existence of certain side effects, while the prevalence is mentioned less often. However, the frequency of hypotension is an essential parameter for estimating the size of the applicable population, which is directly related to the potential profitability of the repositioned drug. In this regard, the FAERS data enabled us to calculate the significance level of the hypotension ROR for all of the study drugs, efficiently screening for the promising candidates.

Despite the richness of the information, some limitations related to the voluntary nature of FAERS merit additional attention. Since the details about the patients’ medical history and the context of adverse events may not be sufficiently addressed in many spontaneously submitted reports, the co-occurrence of a specific drug and a side effect may not be directly interpreted as a cause-and-effect relationship [46]. To address this issue, the patient-expert relationship needs to be enhanced following the concept of participatory medicine [47,48]. For instance, an Internet-based community can be established to connect patients and experts. The first-hand information reported by patients can then be promptly scrutinized and curated by clinical experts, thus improving the reliability of the raw data. Beyond being a source of information, patients can therefore play a more proactive role in clinical informatics research.

Given the lack of a novel candidate molecule, as well as a new mechanism of action, in antihypertensive drug development for a long time now, our work may have both realistic and long-term implications. First, our results provide a collection of candidate...
agents that may decrease blood pressure. Since most of the top frequently reported drugs for hypotension events are either well-known antihypertensive drugs or were proved later to show antihypertensive activity, there are grounds for believing that novel antihypertensive agents can be found among other study drugs that we identified (see Multimedia Appendix 1). We therefore suggest that the highly significant signals of certain drugs should be followed up by experimental or clinical investigations. Second, and more important, this study has shown a sustainable way of detecting potential antihypertensive agents. As numerous adverse events are consistently submitted to FAERS and periodically released through the OpenFDA platform, not only the marketed drugs addressed in this study, but also new drugs approved in the future may be highlighted for subsequent hypotension adverse events. Third, we believe the rationale of the opposite condition, linking the hypotension side effect and hypertension treatment, can be expanded to other indications with elaborate study designs. As long as FAERS continues to be updated, more opportunities for drug repositioning may be persistently discovered. Eventually, the newfound agents and the underlying mechanism of action would promote the discovery and development of various therapies.
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Abstract

Background: About 6 million people search for health information on the Internet each day in the United States. Both patients and caregivers search for information about prescribed courses of treatments, unanswered questions after a visit to their providers, or diet and exercise regimens. Past literature has indicated potential challenges around quality in health information available on the Internet. However, diverse information exists on the Internet—ranging from government-initiated webpages to personal blog pages. Yet we do not fully understand the strengths and weaknesses of different types of information available on the Internet.

Objective: The objective of this research was to investigate the strengths and challenges of various types of health information available online and to suggest what information sources best fit various question types.

Methods: We collected questions posted to and the responses they received from an online diabetes community and classified them according to Rothwell’s classification of question types (fact, policy, or value questions). We selected 60 questions (20 each of fact, policy, and value) and the replies the questions received from the community. We then searched for responses to the same questions using a search engine and recorded the results.

Results: Community responses answered more questions than did search results overall. Search results were most effective in answering value questions and least effective in answering policy questions. Community responses answered questions across question types at an equivalent rate, but most answered policy questions and the least answered fact questions. Value questions were most answered by community responses, but some of these answers provided by the community were incorrect. Fact question search results were the most clinically valid.

Conclusions: The Internet is a prevalent source of health information for people. The information quality people encounter online can have a large impact on them. We present what kinds of questions people ask online and the advantages and disadvantages of various information sources in getting answers to those questions. This study contributes to addressing people’s online health information needs.

(J Med Internet Res 2016;18(4):e95) doi:10.2196/jmir.5369
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**Introduction**

On average, about 6 million individuals in the United States search for health information on the Internet per day [1]. This number is greater than the 2.27 million physician office visits per day [1].

People look for health information on the Internet as patients or as caregivers [2]. They look for information such as a newly prescribed course of treatment, unanswered questions after visiting providers, or information about a change in diet or exercise habits [3]. Patients consult the Internet over their providers’ suggestions, or challenge their providers’ suggestions based on information these patients find on the Internet [4]. Most people who find the information they were looking for believe it is of good quality and trustworthy [5]. This could prove to be potentially problematic for situations such as when health information seekers with low health literacy skills are unable to evaluate the information they find [6]. Past research has noted the need for consumer education on Internet navigation and suggested the incorporation of decision aids into health information websites [7].

The Internet provides users access to a myriad of health-related sources, such as government and professional organization websites, medical journals, mailing lists, articles, and online support groups [5]. The Internet can put a person in touch with others with similar conditions. Especially in cases where the patient has a chronic illness, where a large part of the disease management occurs at home, social media environments provide a primary resource for people to get help from peer patients [8].

According to a Pew Research Center survey [9], 23% of patients online who have chronic illnesses have used the Internet to find others with similar health conditions. These patients found getting emotional support and quick remedies from fellow patients helpful [10]. Thus, the Internet provides a variety of resources that are advantageous for one situation over another.

In this study, we compared how 2 frequently used sources of health information on the Internet—answers from other patients (eg, replies in online health communities) and Internet search results (eg, querying search engines such as Google.com)—have unique advantages and disadvantages. We discuss implications for how online health information seekers can be further supported to receive high-quality information. Depending on the types of questions health information seekers have, search engines could provide more helpful resources than would online health communities, or vice versa. Identifying the most appropriate Internet health information resource is challenging for patients. We addressed this challenge by investigating what informative sources are most appropriate for the types of questions information seekers have.

**Background**

In 2013, the Pew Research Center found that 8 out of 10 health-related inquiries started with a search engine [2]. About 77% of online health information seekers stated they used websites such as Google, Bing, or Yahoo. Of the survey respondents, 13% visited specialized websites such as WebMD, 2% visited more general websites such as Wikipedia, and 1% began their online health information seeking with a social network through websites such as Facebook [2].

In 1996, the National Library of Medicine had reported that 7 million of their annual Internet searches were health related [11]. In 2003, Google reported that 6.75 million of their daily search logs were health related [11]. In 2012, Google accounted for around two-thirds of US Internet searching, and this share is increasing [12]. These statistics show the exponential growth of Internet health information seeking.

The Internet provides a resource for patients who have similar health conditions to connect with one another. Connecting with other patients provides them with an outlet to share similar experiences and receive informational and emotional support [3,10,13,14]. A group of researchers studied what patients posted in online health communities to understand patients’ information needs from such communities [3]. Patients needed expertise coming from clinicians as well as expertise coming from fellow patients. Some patients also posted “desperate calls for help,” such as what to do when their blood sugar monitors detected extremely high blood sugar [3,15]. As such, questions about their health concerns vary greatly. One might ask factual information about a medical condition, others’ opinions about a certain recipe, or how to maneuver through a side effect.

Researchers approached taxonomy of questions in several ways based on their study context and the purpose in classifying questions [16-19]. One taxonomy of questions classified them based on the individual’s domain knowledge level. For instance, a novel situation is where the person is unfamiliar with the domain. Thus, the person lacks prior knowledge of how to approach the problem. Misindexed knowledge refers to when the individual has prior knowledge but this information has not been correctly classified under the cues for a particular schema. Incorrect or incompletely understood knowledge is when previous experience and knowledge may have been incomplete or incorrect [16].

Based on tutoring transcripts, Nielsen et al [18] developed a taxonomy of questions built on whether the question was asking for a description, explanation, comparison, or preference. They then used these question types to automatically generate questions for educational assessment [18]. Ely and colleague’s evidence taxonomy helped to identify clinical questions requiring answers with evidence and whether the question was specific to an individual patient. Tutos and Mollá [19] applied this evidence taxonomy to identify clinical questions in a search engines context.

For questions asked in a social medium, Efron and Winget [17] developed question classification in the context of microblogging (eg, Twitter.com). They organized questions into 9 categories that address the purpose of the question being asked more than the type of question. For instance, Efron and Winget described some questions asked in microblogging as rhetorical in nature, where the questions invited action or coordinated action among the participants of a particular microblogging thread.

For our purpose of identifying the types of questions asked by patients and caregivers online, we needed a classification schema
that could encompass the variety of patients’ and caregivers’ information-seeking needs as discussed in prior work [3]. Patients’ and caregivers’ questions posed online can be unstructured and incomplete [3]. The question taxonomies discussed so far were limited for our purpose for two reasons: the taxonomies covered only a subgroup of question types seen in patients’ and caregivers’ questions online; or they assumed that the questions were structured and well formulated.

Rothwell’s classification of questions [21], primarily designed to understand questions asked in small groups, most appropriately addressed these specialized needs of classifying patients’ and caregivers’ questions online. Rothwell argued that questions could be phrased as fact, value, or policy questions. A question of fact asks whether something is true and to what extent. This question can be answered with the help of objective evidence. A question of value asks for an evaluation of the desirability of an object, idea, event, or person. Such a question cannot be answered with objective evidence, since these answers are subjective views of the responder. A question of policy asks whether a specific course of action should be undertaken to solve a problem [21].

To extract patients’ questions online, we used patients’ posts from online health communities. WebMD, one of the top 1000 websites worldwide, reported in 2012 [22] that they had 111.8 million unique monthly visitors out of the estimated 117.8 million unique monthly visitors to all general health-related sites [23]. This website was one of the most popular health discussion boards for patients available online with about 19.5 million visits as of December 2012 [24]. The website consists of multiple health communities where people ask questions and get responses from the community members.

Study Objective

Questions posed to these communities provide insights into the types of questions patients have about their health issues. Because of the diverse content of patients’ questions, what constitutes an optimal source and content to answer those patients’ questions can vary greatly. We used patients’ questions posted on the WebMD diabetes community to understand how those questions can benefit from 2 main sources of health information on the Internet: a search engine versus responses from peers in online health communities. Our research questions were (1) What health information do search engines provide versus online health communities? (2) How clinically accurate is information in search engines versus that in online health communities? (3) What is the most appropriate source of health information for different question types?

Below, we describe how we operationalized these research questions.

Methods

Collection of Questions

We collected patients’ questions and community responses from the WebMD online diabetes community. We chose the diabetes community over other communities because of the balanced amount of questions across various question types a diabetes context allows [3]. We wrote a script to download publicly available WebMD online diabetes community posts to a local MySQL database (version 5.6, Oracle) with a Sequel Pro interface (open source software under MIT license). Our institutional review board decided that our study did not require their regulation because the data were equivalent to public observation.

Our dataset contained 71,177 community posts between 2007 and 2014. These consisted of 9576 thread-initiating posts and 61,592 replies to those posts. The thread-initiating posts contained patients’ questions, emotional support-seeking messages, or information dissemination [3]. From our prior work, we learned that thread-initiating posts with shorter lengths included more patient questions than longer posts, which tended to be rapport building. We filtered the data down to 1555 thread-initiating posts with fewer than 200 characters, that is, short posts. Next, to examine the most recent questions posted by patients, we organized the posts by posting date. We coded down the list from the most recent to older posts coding for (1) whether the post was a question and, if so, (2) which type of question it was based on our codebook.

We iteratively modified Rothwell’s classification of questions to develop the following codebook:

- Questions of fact: These questions ask whether something is true and to what extent, requesting objective, factual information (eg, “What are the normal ranges for blood sugar?”; “What could it mean if you have a sweet taste in your mouth?”).
- Questions of policy: These questions ask whether a specific course of action should be undertaken to solve a problem (eg, “I just got diagnosed with type 2 diabetes. What should I do next?”; “After overnight fasting I experienced a sugar spike. What should I do to bring it back down?”).
- Questions of value: These questions ask for an evaluation of an idea, object, or event of a person (eg, “Has anyone experienced tingly fingers as a side effect to diabetes?”; “Can someone describe their experience with foot surgery and healing associated with this kind of surgery?”).

We then selected the most recent 100 thread-initiating posts. One coder (henceforth referred to as the nonclinical coder) started to code the 100 posts for whether the post was a question, starting with the most recent. If it was a question, this coder coded the question type. The coder continued the process until we had 20 questions under each question type. As a result, we had 60 patient questions in total to investigate. Half of the questions from the total of 60 questions were randomly selected and given to another coder to measure interrater reliability between the 2 coders.

The average interrater reliability between the coders was 0.79. We then convened to resolve the disagreement. We dropped the disagreed item and recoded until we found another fact question to have an equal number of questions for each question type, which resulted in 20 fact questions, 20 value questions, and 20 policy questions.

Collection of Search Engine Results

To determine what information a search engine would retrieve, we queried each of the resulting 60 questions on Google.com.
We chose Google.com because it is the most used search engine as of 2015, according to measures that measure search engine traffic (ie, alexa.com and amazon.com) based on combined measure of page views and unique site users [25]. We used the full sentence of each question as the query to mimic how an online health information seeker asks questions through a search engine [26]. Additionally, we chose to keep the questions as they were posed to keep the sentiment of the question intact, that is, whether it was a fact, a value, or a policy question.

User searches comprise both keyword-based searches and sentence-based searches. Older search engines, such as AltaVista or AOL, were based on the model of keyword-based searches. With advancing Internet use, search engines recognized supporting sentence-based searches, especially in the context of users asking for answers to their questions. Consequently, Microsoft developed a patent on parsing searches of Frequently Asked Questions pages [27]. Hence, while keyword searches might be more prevalent for general search engine use, for the specific user needs context we are addressing—asking questions on the Internet—a sentence-based search model is more appropriate. Thus, we used the questions posted in online communities to address the types of search queries that users would post in the context of getting answers.

Research has shown that people explored only the first few results through a perfunctory examination of the search results [28]. One study used eye tracking to determine how the ranking of a link in search results affected the amount of attention it received. Their results indicated that people spent almost equal time looking at the first and second links—the viewing attention span drastically dropped from the third link onward. However, substantially fewer participants clicked the second link than the first [29]. To mimic people’s practices around reading Internet search engine results, we limited our data collection to the first 3 search results for each question. We excluded search results that linked back to the WebMD online health community, because this information source would be a duplicate of our other set of data on the community responses. Searching for information through a search engine directs users to WebMD and, therefore, direct question searching on the Internet could lead individuals to information and discussions in online health communities, such as this one.

Because each question had 3 online search results, each category resulted in 60 search results. However, some searches yielded fewer than 3 results, while others resulted only in the original WebMD question and its responses. This explains the lower than 60 search results (57 results) in the fact-type questions below.

Collection of Community Responses

For each question, we returned to its original post in the WebMD community and collected the responses to these posts. The number of responses to these posts varied from 0 to 30 each. We collected all of these responses, including the responses to other responses. We did not restrict the total number of community responses per question for the analysis based on the finding that online health community users attempt to read all replies to the question unless the user deems the replies to be unrelated to the topic.

Analysis of Search Results and Community Responses

For each search result and community response, the nonclinical coder answered the following questions: (1) How complete was the answer? (2) What kind of information did it or did it not provide? Then, we organized these observations as advantages and disadvantages for each search result and community response. The second nonclinical coder followed the same analysis process for one-quarter of the search results and community answers. The 2 coders examined each other’s analyses and discussed disagreements. The resulting discussion informed the first nonclinical coder’s analysis for the rest of the search results and community answers. The third coder—a family nurse practitioner—answered the following questions for all community answers and search results: (1) Did the information answer the questions? (2) How clinically relevant is the information? and (3) How clinically valid is the information? The third coder was also given a space for adding open-ended, qualitative comments. This clinical coder will be referred to as clinician A from here onward.

We defined clinically relevant as clinical information pertinent to the question asked. Even if the information did not answer the question, if it was relevant to the question, we considered the information as clinically relevant. We defined clinically valid as the accuracy of the information provided to the posed question, based on the knowledge of a clinician. Even if the information did not answer the question, the information was clinically valid if it was accurate. Through discussion with clinician A, we concluded that the factors influencing this coder’s decision on whether a piece of information was clinically valid included the accuracy of the information on the website, the context from which the patient was posting the question, the safety (ie, level of potential harm to the patient) of the information presented, the health literacy level of the website, and whether the website was advertising a product. The website’s mode of delivery was also considered, along with whether websites required additional clicks to follow links or download videos or PDFs.

We also had a fourth coder (henceforth referred to as clinician B)—a nursing faculty member with credentials as a registered nurse and a Fellow of the American Academy of Nursing. We provided this fourth coder a random sample of 15 questions from the total 60 questions to assess agreement between the clinicians. Both clinicians followed the same method of coding search results and community findings. Once the coding was completed, we discussed disagreements and common themes among the results.

Results

In this section, we walk through the content of the collected questions for each question type. We then describe our coding results. Multimedia Appendix 1 presents sample questions for each question type, alongside search results and community responses.

Question Content Under Each Question Type

In this section, we describe what kinds of questions our dataset included under each question type. Fact questions asked about
factual information regarding diabetes medications and their effects (7/20 questions), fluctuating blood sugar level issues (7/20), diet and exercise and their effects on diabetes (4/20), blood pressure levels (1/20), and diabetes types (eg, brittle diabetes) (1/20). Value questions asked about people’s experiences with medication or medicinal devices (12/20), food products or diet supplements for diabetes (3/20), diabetes-related symptoms (3/20), and other illnesses such as a stomach virus or a suspicious mammogram (2/20). Policy questions asked what course of action should be taken regarding medication and the side effects caused by diabetes and its medication (7/20), blood sugar levels (6/20), diabetes treatments (5/20), weight loss (1/20), and diet (1/20).

Analysis of Search Results and Community Responses for the 3 Question Types

Fact Questions: Most Clinically Valid Search Results

The search results for fact questions provided a variety of information sources, including video, question-and-answer websites containing health care providers’ answers to patients’ questions, overviews of factual information about the requested topic, examples for information seekers to follow, and weblinks to other potential resources, including well-reputed sources such as the American Diabetes Association website. Some even led to online tests to help users determine an answer to their question (such as a prediabetes test). Multimedia Appendix 1 provides a complete example of a question along with all of its search results.

Among these search results, clinician A identified 19/57 results to be correctly answering the questions. The rest were coded as incorrectly answering the questions due to the following reasons: the information was tangentially relevant, it did not directly address the question, the answer was incorrectly phrased, it appeared on an unreliable tabloid or advertisement webpage, or the information was outdated or old. The clinician also commented that accessibility to information was a potential challenge in information provided by the search results, such as in the case of large videos that take a long time to download and highly technical resources that add complications to understanding the material.

Clinician A also found 28/57 search results to be clinically relevant and 37/57 to be clinically valid. For instance, the question “Can Insulin alter the efficacy of Coumadin therapy?” led to a search result about what Coumadin is. This page provided an overview of the generic form of the drug (warfarin) and its brand name drugs, including Coumadin. This page was coded by clinician A as clinically relevant but not clinically valid. This was because the information on the page was correct, according to the clinician, but did not answer the question.

Our analysis showed that these search results provided a varying quality of information in terms of how much the information answered the questions: some partially addressed the question, and others provided a complete and comprehensive answer, while some gave an overview about the question’s topic but did not fully address it. For instance, a poster’s question was “Is Byetta a non insulin medication and can it be taken with Metformin? [sic].” To this question, the top search result was a website containing information about oral and noninsulin injectable medications for diabetes. This website contained information on Byetta being a noninsulin medication but it lacked information on whether it could be consumed with metformin, which was part of what the question was asking.

Some search results did not answer the questions at all. These results included information irrelevant to the questions with large amounts of text on the page, which would be overwhelming for lay users. The search results coded as not answering questions by both the nonclinical coder and clinician A presented extraneous information such as a class study guide, commercials for products, or a response to the question but not in a diabetes context. Some search results also did not include sources or citations from which the information was derived, thereby making the validity of the information questionable.

Community responses for fact questions contained personal experiences, anecdotes, and assessment of information provided by other responders. The community responses also included reassurances and compliments to the poster, psychosocially supporting them. For instance, to the question “I am new to diabetes. I have noticed that my blood sug[a]r goes to 180–200 when I exercise. The more strenuous the exercise the higher the blood sug[a]r. Does anyone know why this happens?”, a poster responded: “Exercise is a form of stress on the body. Whenever you have stress, your liver secretes sugar. Even though it goes up during exercise, you may notice it dropping low after you are done. This does happen to me too, and I make sure to drink plenty of water while I work out.” This conversation describes how a community response answers a poster’s question while also providing personal experience with the problem and a way to resolve it based on the responder’s own method. This was the most critical difference between the search results and community responses. Another prevalent answer to posters’ questions was responders asking the posters to discuss their questions with their health care providers in case it was something that needed medical intervention. The responders also assessed the accuracy of other people’s responses. Responders also denied answering questions due to the liability of the community.

Clinician A determined that 35/66 community responses answered fact questions. Similar to fact question search results, those community responses coded as not answering questions included general encouragement for the poster only (for instance, “it is great that you are being proactive about your health now”), responses to conversations with other individuals involved in the post, or just responses that were clinically incorrect. Additionally, 37/66 of the community responses were both clinically relevant and clinically valid.

Fact question community responses not only advised a poster to visit a health professional, but also provided suggestions about what should be discussed during this visit, referred posters to external resources, gave compliments and reassurances about the difficult time the poster was going through, and even alerted a poster to incorrect or dangerous information provided by other responders.
Overall, community responses presented more information related to answering the question content than did the search results.

Finally, we calculated the interrater reliability of clinicians A and B using Cohen kappa score. The overall kappa for fact questions was .46, indicating a weak level of agreement between the 2 clinicians [30]. A more detailed discussion explaining this lower interrater reliability is at the end of the Results section.

**Policy Questions: Most Answered Through Community Responses, Least Answered Through Search Results**

Search results of policy questions included diabetes management pages, blogs, stepwise instructions on how to solve a problem, and patient forums. However, not all answers were available within an article reached through a search result—often, the information was present (fully or tangentially) in the discussion or comments section of the page. Because these were how-to questions, the search results also led to different social media platforms such as Facebook, where other similar questions fully or partially answered the poster’s question. For instance, the question “hi i just checked my blood sugar and its 490 how can i get it down my vision is blurry? [sic]” leads to a Facebook type 1 diabetes page post discussing eyesight fluctuation for a 25-year-old with newly diagnosed type 1 diabetes. This post is not an exact answer to the poster’s query, but it partially explores the poster’s questions. Furthermore, the comments the Facebook post received could help the poster get his or her answer. Some results did not answer the questions asked.

Our coding results indicated that a very low number of policy questions were answered through search results. Among the search results of policy questions, clinician A identified that 8/60 results correctly answered the questions. This coder also found that 8/60 search results were clinically relevant but 24/60 were clinically valid.

A search engine does not directly answer “what or how should I do [something]?” questions. For instance, a person asking about how to lower blood sugar first thing in the morning, due to high early-morning numbers, is led to a page describing the “dawn phenomenon”—a condition many diabetics experience wherein their morning sugar levels are higher than usual [31]. This helps patients with the information, but would not necessarily answer their question of what to do to remedy it.

Other search results included discussion pages related to the question posed, a stepwise to-do response to the question (such as ways to lose baby weight), external resources, advice on what the poster can do next (for instance, the next steps of having diabetes diagnosed), and access to social media pages displaying similar situations to the poster’s.

Community responses to policy questions provided personal experiences with similar problems and gave posters insight on how to deal with their problems. These responses also prompted posters to think about other questions related to the situation, advised them to visit their health care provider, provided additional resources, reassured posters that they were not alone, and made them aware of potential dangers. For instance, to the question “is anyone on that can tell me how to lower my blood sugar. What can I eat right now to lower it. I had to many carb’s and it’s 202 usually it’s 90 to 101 [sic]”, a response provided stated “Hi, The only way to get your BG lowered from a spike is to exercise and drink a lot of water. There are no foods to bring your glucose level down. At least this is my meager experience and if someone else has a better idea I hope they share with you. Good luck and watch those carbs [sic].”

Clinician A observed that 30/49 community responses answered the questions posed, 30/49 responses were clinically relevant, and 31/49 responses were clinically valid. This imbalance between clinical relevance and clinical validity occurred because 1 poster posed a question about having a blood sugar level of 490 and asked how to bring it down so as to get rid of blurry vision. A responder suggested this person should wash his or her hands and try again and, if the sugar reading stayed as high, should call 911 or head to the emergency room immediately. This post was marked clinically valid because all the information it provided was clinically accurate; however, it was not marked as clinically relevant, because the information was not relevant to the actual question asked and did not help answer it (ie, how to get rid of the blurry vision).

Other community responses to policy questions stressed the dangers of a situation a poster may be in; provided potential solutions to help solve a problem, including suggesting home remedies and advising the poster to visit a health professional; offered personal stories, anecdotes, and opinions; and helped detect emergencies from the situation presented by the poster.

Finally, we calculated the interrater reliability of clinicians A and B using Cohen kappa score. The overall kappa for policy questions was .52, indicating weak agreement between the clinicians [30].

**Value Questions: Community Responses With Mixed Quality Assessment by Clinicians**

Search results for value questions included personal experiences and, therefore, a lot of the search results only partially answered the question or provided an overview of the subject. Search results included products and their reviews, patients’ stories through blog posts, and discussion forums. One result helped with alleviating nervousness, while another showed how others also had similar symptoms. A portion of the questions asked about people’s experiences with medicine or health issues (as elaborated in detail above); therefore, the search results led to online stores and reviews for these products, such as Amazon, where other customers provided reviews for the health information seeker to review. Lastly, some questions were answered, but not necessarily in a diabetes context. For instance, a poster’s question was “I had my first [mammogram] last week and it came back suspicious. Had to go for more [picture] and an ultrasound and now for a biopsy. I am way past scared to death. Can anyone help me [sic]?” the first search result to this question led to a webpage discussion about mammograms in patients. This information provided encouragement to the poster as requested.

Among the search results of value questions, clinician A identified that 23/60 results correctly answered the questions. This clinician also found that 23/60 search results were clinically relevant and 29/60 were clinically valid. These results indicate
that, while some questions were answered, still others were clinically relevant and clinically valid, but did not answer the question.

Other search results for value questions included a comprehensive overview of the subject in question; discussed side effects from credible sources; had comment sections on some webpages discussing the subject; helped differentiate between myths and facts related to the question; led to question-and-answer pages that help answer the question posed; resulted in product reviews for questions about specific products, thereby informing the poster about the quality and effectiveness of the product; included personal experience stories and encouragement, which reduced posters’ nervousness; and included some results that were also backed up with statistical evidence.

Community responses, on the other hand, included details about things the question poser should be cautious about, provided side effects of medication, tips, and suggestions, conducted online searches, and found answers for the poster.

People are enthusiastic about providing their opinion. The downside of this is that there is no way to verify the answers provided. For instance, a poster posed the question “Have any of you had the Bayer Contour meter just readout “HIGH”? No numeric reading just “HIGH”. I suspect that is a very bad sign [sic].” A response to this was, “Most meters read up to about 500 or 600. Anything higher than that and it simply greets you and says “HI”. Did you test again after washing your hands? If you did call your doc and see someone immediately. This is not good [sic].”

For community responses, clinician A noted that 63/104 responses provided answered the questions posed. Additionally, 51/104 were clinically relevant and 47/104 were clinically valid.

The types of community responses received by a poster for value questions helped them be wary about new trends; informed them about medicinal side effects and provided insights about how this information was obtained; alerted people to any potential dangers; provided personal experiences, opinions and anecdotes, and tips and solutions to help resolve issues; advised the questioner to visit a health professional; corrected or clarified misinformation; redirected the poster to more resources and information; and reassured and encouraged the poster about his or her current situation.

Finally, we calculated the interrater reliability of clinicians A and B using Cohen kappa score. The overall kappa for fact questions was .46, indicating a weak agreement between the 2 clinicians [30].

Clinician Interrater Reliability

As can be noted, the Cohen kappa score between both clinicians was not very high, signifying weak interrater reliability. Some of the difference in coding between them can be explained through the following reasons. First, we found many of the search results on webpages containing large amounts of text, thereby making the process of locating the response on the page a difficult one. This sometimes led to 1 clinician coding the search result as answering the question posed, whereas the other did not. This observation depicts how different people, including clinicians, interpret different kinds of search results in terms of whether they answer the question asked. If both coders coded a question differently, the subsequent questions about clinical relevancy and clinical validity also tended to follow different paths. Sometimes, in a situation like this, the search result was coded as answering the question, but the validity or relevance of the answer was queried, therefore leading to different codes between the 2 clinicians. This variability in the results between the 2 clinicians speaks to the complexity of the problem, that is, the difficulty of defining and assessing the quality of information on the Internet.

Finally, the 2 coders interpreted the accuracy and relevance of some responses differently, therefore leading to lower kappa scores. This result points to the importance of the way information is shared and interpreted on the Internet and how better guidance and direction for gathering information is necessary. This study contributes to understanding the various factors clinicians consider and how these factors lead to their evaluations.

Table 1 summarizes the advantages and disadvantages of both sources. These are the characteristics of the overall findings of each category—every point does not apply to every finding. This is followed by an overview of clinician A’s findings in Table 2.
<table>
<thead>
<tr>
<th>Type of question</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Search results</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fact</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides some answers to the questions.</td>
<td>Does not always provide an answer to questions posed.</td>
<td></td>
</tr>
<tr>
<td>Provides an overview of the subject.</td>
<td>If question is answered, it could be only a partial response.</td>
<td></td>
</tr>
<tr>
<td>Multiple websites provide a wide range of information.</td>
<td>Can provide irrelevant responses.</td>
<td></td>
</tr>
<tr>
<td>External links can route health information seekers to various resources.</td>
<td>Can answer out of the context it is posed in (ie, out of a diabetes context).</td>
<td></td>
</tr>
<tr>
<td>Responses from reputed websites, such as the American Diabetes Association, can be assumed to be accurate.</td>
<td>Accuracy of responses is not always known.</td>
<td></td>
</tr>
<tr>
<td>Provides a test to help posters determine their answer (eg, a prediabetes test).</td>
<td>Websites can contain large amount of content, thereby preventing easy location of response.</td>
<td></td>
</tr>
<tr>
<td><strong>Policy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gives access to the discussion and conversation pages related to the question posed.</td>
<td>Some results do not answer the question directly, leaving the question poser to make extrapolations.</td>
<td></td>
</tr>
<tr>
<td>Provides step-by-step responses to the questions posed (eg, ways to lose baby weight).</td>
<td>Some results do not provide required answers, ie, are irrelevant.</td>
<td></td>
</tr>
<tr>
<td>Provides external resources to relevant information.</td>
<td>Some results answer questions partially or tangentially.</td>
<td></td>
</tr>
<tr>
<td>Provides the next steps for poster (eg, next steps of having a diabetes diagnosis).</td>
<td>Websites can contain a large amount of content, thereby preventing easy location of response.</td>
<td></td>
</tr>
<tr>
<td>Provides access to social media results, such as Facebook, showcasing similar cases.</td>
<td>Some results are commercials, leading to biased information.</td>
<td></td>
</tr>
<tr>
<td><strong>Value</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some responses answer questions precisely.</td>
<td>Some results do not provide required answers, ie, are irrelevant.</td>
<td></td>
</tr>
<tr>
<td>Some results provide a good overview of the question topic.</td>
<td>Some results answer questions partially or tangentially.</td>
<td></td>
</tr>
<tr>
<td>Some responses discuss side effects from credible sources.</td>
<td>Website can be very large and contain a lot of content, thereby preventing easy location of response.</td>
<td></td>
</tr>
<tr>
<td>The comments sections of webpages help discuss the subject.</td>
<td>Some results are commercials, leading to biased information.</td>
<td></td>
</tr>
<tr>
<td>Answers differentiate between myths and facts of the subject.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Question-and-answer pages help answer poster’s question.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some pages lead to product reviews that help answer the question.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User experiences and encouragement on different result pages help alleviate poster’s nervousness.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some results back up claims through statistical evidence.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Community responses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fact</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides personal experiences, opinions, and anecdotes.</td>
<td>Some questions do not get responses.</td>
<td></td>
</tr>
<tr>
<td>Advises poster to visit a health professional.</td>
<td>Cannot check accuracy of responses.</td>
<td></td>
</tr>
<tr>
<td>Provides examples and external resources.</td>
<td>Question may be deferred to a health professional, thereby delaying response.</td>
<td></td>
</tr>
<tr>
<td>Provides compliments and reassurances for the difficult time the poster is going through.</td>
<td>Some questions are answered only partially.</td>
<td></td>
</tr>
<tr>
<td>Alerts poster of potential dangers (including those from other people’s responses).</td>
<td>Cannot answer due to liability of the forum.</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2. Evaluation of all community answers and search results by Clinician A.

<table>
<thead>
<tr>
<th>Type of question</th>
<th>Answers the question No.</th>
<th>Answers the question %</th>
<th>Is clinically relevant No.</th>
<th>Is clinically relevant %</th>
<th>Is clinically valid No.</th>
<th>Is clinically valid %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fact</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search results</td>
<td>19</td>
<td>33</td>
<td>28</td>
<td>49</td>
<td>37</td>
<td>65</td>
</tr>
<tr>
<td>Community responses</td>
<td>35</td>
<td>53</td>
<td>37</td>
<td>56</td>
<td>37</td>
<td>56</td>
</tr>
<tr>
<td><strong>Policy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search results</td>
<td>8</td>
<td>13</td>
<td>8</td>
<td>13</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td>Community responses</td>
<td>30</td>
<td>61</td>
<td>30</td>
<td>61</td>
<td>31</td>
<td>63</td>
</tr>
<tr>
<td><strong>Value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search results</td>
<td>23</td>
<td>38</td>
<td>23</td>
<td>38</td>
<td>29</td>
<td>48</td>
</tr>
<tr>
<td>Community responses</td>
<td>63</td>
<td>61</td>
<td>51</td>
<td>49</td>
<td>47</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 2 breaks down the questions according to clinician A’s analyses. This table lists the proportion of positive responses to the selected questions in each category, that is, whether the results or responses answered the questions, were clinically relevant, and were clinically valid. For example, 19 of the 57 observed search results for fact-type questions answered the question posed. The remaining results either did not answer the question posed or contained unknown or not applicable information, such as webpages that would not open or community posts with no answers.

For example, the question “recently lost a kidney/ureter to cancer. sugar levels are moderately changed and i need to know the actual effects i can expect as my body adjusts to life with only one kidney [sic].” leads to a human anatomy textbook online, which clinician A deemed to have an “unknown” value. The community responses, on the other hand, varied in number, since we included every answer to a question posed. The total numbers indicated above are the number of responses each category of community responses received. However, there were questions with no responses at all, such as the question “Help. I just gave myself my pre dinner shot in my leg. It formed
a huge bump on my leg. Will the insulin still get in me or do I need to take my shot again???[sic]" had no responses at all and therefore clinician A marked it as “not applicable.”

**Discussion**

**Principle Findings**

Our analyses showed that community responses answered more questions than did search results across the board. These community responses were more clinically relevant than their search result counterparts. However, clinical validity varied, with search results being more clinically valid than community responses for fact and value questions, but community responses being more clinically valid than search results for policy questions. These observations show that answers from both sources contain clinically accurate information, which does not necessarily answer questions.

Search results for fact questions showed that results were often clinically valid but not clinically relevant. Fact question search results had the highest validity among all question types. Even if search results were clinically relevant, only a small portion of those results completely addressed the questions in the query. Questions left unanswered can be attributed to imprecise question phrasing. Wording questions so that their meaning is clear and concise will lead to more relevant search results than will questions with meandering and unclear content. We need mechanisms to help patients formulate queries and questions online.

We learned from the search results of policy questions that nearly half of the search results to policy questions contained clinically valid information. However, most of this information was irrelevant to answering the questions and the information was incomplete. A reason for this finding could be the way policy questions are framed. These questions require information about how or what needs to be done in a particular situation. Factoring in the multiple variables in an individual’s question would result in varied search results, none of which answer the question as required.

Analysis of value question search results showed that search results often did not answer the question posed, nor was the information clinically relevant. However, a greater number of results were clinically valid, showing that accurate information does not always lead to answers. This observation is in line with fact and policy question search results, where a larger number of results were clinically valid but did not answer the question posed.

We observed a similar pattern in the community responses to fact questions, where a greater number of questions were clinically valid and clinically relevant, but fewer questions were answered.

For community responses to policy questions, clinician A observed that a much higher number of questions were answered as compared with policy question search results. This shows how the specific nature of policy questions makes them a better fit for an audience who are familiar with the issues of the community, thereby providing posters with the information required.

Community responses to value questions were opposite to fact and policy community responses. Value questions were the only question type to which the community provided a greater number of answers, but a smaller fraction of the information provided was accurate. In comparison, fact and policy questions tended to get superfluous but clinically valid responses, leading to more unanswered questions. This finding is important because it portrays the risks of unchecked information being exchanged in online health communities. Value questions ask others for their personal experiences and evaluations, which is a warning to posters about the unmoderated nature of the information.

The combined analyses of the coders and the clinicians indicated that policy and value questions get more community responses than do fact questions. This observation could be because these 2 categories ask responders to provide their personal experiences with a situation, and knowing an answer to a question or not (as with fact questions) is not a criterion.

Community responses also make question posters feel better about their situation and remind them that they are not alone through reassurances and compliments. The responses warn question posters about potentially dangerous actions or incorrect advice they get from other responders.

We also observed that community responses consistently got a higher percentage of questions answered. as opposed to a search results. Therefore, while past research indicates that people go online and search for health-related information, these individuals are more likely to get their questions answered through online social support groups of people in similar situations to their own.

**Recommendations**

Based on the advantages and disadvantages of the search results and community responses (Table1), there are potential recommendations for stakeholders involved.

Patients must be vigilant about the information they find through search results by keeping track of the sources of websites and the validity of the information provided. Formation of the question asked in search results also plays a role in the kinds of responses it gets; therefore, posing a clear question while searching for results on the Internet is important. Community responses are provided by similar others, that is, other individuals facing health situations similar to the question poster’s. While this indicates a familiarity with a question posed or a situation described, it is important to verify medically related information or steps to be taken with one’s health care provider so as to prevent negative health consequences.

Guiding patients toward accurate information obtained through search results helps providers by not having to correct misconceptions patients build through information they gather via search results. It would be helpful to patients for providers to guide them in searching for information online and in determining whether information is trustworthy.

Online health communities play a critical role in providing social support to people going through similar health issues.
Self-management of health conditions plays an important role in management of chronic illnesses [32], such as diabetes. Introducing patients to such a resource and encouraging them to use it is helpful, for both the patient and the provider. Patients can build a network of resources additional to their providers—a support system that is available to them, preventing them from feeling isolated and being frightened of their situation. Providers can get additional time that can be allocated to patients in greater need or to themselves.

Researchers should compare different online communities to analyze information sharing for a variety of health conditions. Such health information can help technology developers create more efficient health communities, with more opportunities and resources for patients participating in them. One important finding was the sharing of incorrect or dangerous information by other participants in an online community. Developers could create a way to tag dangerous posts, based on feedback provided by other users, which would require moderators of the community to evaluate such posts and rectify the information provided as needed. Classification of questions based on our codebook may help researchers and developers in the future to tag questions needing professional evaluation. Answers to policy questions provide direction to individuals in need, and value questions give personal evaluation, both of which we have observed to have incorrect information. In future studies, researchers should also focus on the best way to formulate questions to gain the most accurate information through search results. Additionally, it is important to develop a way to help patients analyze whether the information they gather through Internet search results is accurate. Patients look for health information online in large numbers. Therefore, ensuring the accuracy of this information is crucial.

Informaticists should analyze the way information is shared in online health communities, especially through the relations between participants within these communities. Participants roles in these communities provide insights into how relationships form and how these relationships lead to an exchange of information. These insights include the kinds of information they share and receive, and whether it is clinical or social in nature. Additionally, informaticists should look into the questions posted, both those searched for on the Internet and those posted in online communities. Such an analysis would prove valuable to determine which questions would be ideally suited to be answer through a search engine versus those ideally posted in an online community (ie, which would provide the most accurate and complete information to a specific question).

Finally, the trouble faced by both of our clinicians in interpreting similar information differently is a commentary on how difficult it is to find and assess health information online. This observation is important so future websites can address this wide-ranging quality issue.

Limitations
As mentioned above, because the questions posted in the search engine came from a diabetes health community, not all of the questions mention their diabetes context. Community members assume this diabetes context. For example, an evaluation of a particular diet would not ask members to keep in mind that the diet was for a person with diabetes because it was posed in a diabetes community. Because we decided to search unaltered questions in the search engine, the answers we got could have been less efficient (answers not in a diabetes context) than if we had modified the questions to include this parameter. Future studies could make the context explicit to study the differences in answers it would produce.

Searching complete questions could misguide a search engine. Future research can focus on alternatives such as carrying out keyword searches with pertinent information from the question as opposed to using the question as an exact-phrase search. Additionally, more than 3 search results can be included in the search result answers. While most people do not venture beyond the first page of search engine results, and even there they focus on simply the first few search results [28,29], adding additional search links will give a comprehensive insight into the kind of responses available.

Finally, Google’s page ranking method ranks high-quality websites higher than other websites with a lower level of authority in the related topic (eg, the total number of incoming links from government institutions such as the US Centers for Disease Control and Prevention). As a result, our findings on the high accuracy of online health information in the first 3 search results are biased toward what Google already ranked as having high authority in the topic. However, most searchers check the first 2 search results, thereby correcting this imbalance [29].

Conclusion
We evaluated the responses people get to health information they seek online from 2 different avenues: search engine results and online community responses. Our findings indicate how question types matter for determining information quality and sources. Health care practitioners, informatics researchers, and policy makers should consider the strengths and weaknesses of each information source based on the types of questions information seekers have. Our study contributes to improving online health information quality, making self-management of health more efficient and lowering costs for medical professionals and patients.
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Abstract

Background: Preventing excessive alcohol use among adolescents is important not only to foster individual and public health, but also to reduce alcohol-related costs inside and outside the health care sector. Computer tailoring can be both effective and cost-effective for working with many lifestyle behaviors, yet the available information on the cost-effectiveness of computer tailoring for reducing alcohol use by adolescents is limited as is information on the costs and benefits pertaining to sectors outside the health care sector, also known as intersectoral costs and benefits (ICBs).

Objective: The aim was to assess the cost-effectiveness of a Web-based computer-tailored intervention for reducing alcohol use and binge drinking by adolescents from a health care perspective (excluding ICBs) and from a societal perspective (including ICBs).

Methods: Data used were from the Alcoholic Alert study, a cluster randomized controlled trial with randomization at the level of schools into two conditions. Participants either played a game with tailored feedback on alcohol awareness after the baseline assessment (intervention condition) or received care as usual (CAU), meaning that they had the opportunity to play the game subsequent to the final measurement (waiting list control condition). Data were recorded at baseline (T0=January/February 2014) and after 4 months (T1=May/June 2014) and were used to calculate incremental cost-effectiveness ratios (ICERs), both from a health care perspective and a societal perspective. Stochastic uncertainty in the data was dealt with by using nonparametric bootstraps (5000 simulated replications). Additional sensitivity analyses were conducted based on excluding cost outliers. Subgroup cost-effectiveness analyses were conducted based on several background variables, including gender, age, educational level, religion, and ethnicity.

Results: From both the health care perspective and the societal perspective for both outcome measures, the intervention was more costly and more effective in comparison with CAU. ICERs differed for both perspectives, namely €40 and €79 from the health care perspective to €62 and €144 for the societal perspective per incremental reduction of one glass of alcohol per week and one binge drinking occasion per 30 days, respectively. Subgroup analyses showed, from both perspectives and for both outcome measures, that the intervention was cost-effective for older adolescents (aged 17-19 years) and those at a lower educational level and, from a health care perspective, the male and nonreligious adolescent subgroups.
Conclusions: Computer-tailored feedback could be a cost-effective way to target alcohol use and binge drinking among adolescents. Including ICBs in the economic evaluation had an impact on the cost-effectiveness results of the analysis. It could be worthwhile to aim the intervention specifically at specific subgroups.

Trial Registration: Nederlands Trial Register: NTR4048; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4048 (Archived by Website at http://www.webcitation.org/6c7omN8wG)
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adolescents; alcohol use; cluster randomized controlled trial; game; computer tailoring; education; criminal justice; costs and cost analysis; economic evaluation; intersectoral costs and benefits

Introduction

Excessive alcohol use and alcohol use disorders are major causes of death and disability worldwide [1-4]. In 2012, approximately 3.3 million deaths, or 5.9% of all global deaths, were attributable to alcohol use [4]. In addition, alcohol use led to an estimated total of 139 million disability-adjusted life years, representing 5.1% of the global burden of disease and injury in that year [4]. For all age groups, outliers on the proportion of alcohol-related deaths can be seen in the World Health Organization European Region, varying from 10% for the population aged 80 years and older to 25% for the 20 to 39 age group. It is particularly striking that in this region 10% of adolescent deaths (those aged 15 to 19 years) were attributable to alcohol.

Apart from the impact of alcohol use on morbidity and mortality, the harmful use of alcohol may also lead to significant societal costs [3-7]. For example, in the European Union alone, alcohol-attributable costs were estimated at €125 billion in 2003 [4]. These encompass health care services, such as hospitalizations, home health care, and ambulatory care, but also costs outside the health care sector, such as costs resulting from productivity losses and costs in the criminal justice system. Examples of the latter include vehicle crashes, increased crime, and arrests. Studies have shown that youthful drinkers are at greater risk of being victimized and perpetrating youth violence, low educational attainment, and low college expectations [8,9], putting a financial burden on the criminal justice system and educational sector.

Preventing excessive alcohol use in the whole population and in the young population in particular is thus important, not only to improve the health of individuals and of the whole population, but also to reduce alcohol-related costs inside and outside the health care sector. Computer tailoring could be a means to achieve these goals. Computer tailoring is a behavioral intervention that can be effective in changing health behaviors in general, including the use of alcohol [10-15]. Within a computer-tailored intervention, the content is adapted to individual characteristics of respondents [16]. Often a questionnaire is used as a screening instrument, assessing behavior, relevant sociodemographics, and motivational factors [17,18]. Respondent answers are collected into a data file and automatically matched with tailored feedback messages [16,19]. An advantage of tailored information is that it is perceived as more relevant than nontailored information [20,21]. Moreover, through the Internet, these programs are accessible by a growing percentage of the world population—42.3% had access to Internet in 2014 in comparison to 5.9% in 2000 [22]—and can be accessed wherever and whenever it suits the respondents. For Europe and its younger population (aged 16-24 years), the current Internet penetration is even higher: 70.5% [22] and 91.0% [23], respectively. Taking advantage of this high accessibility by providing Internet-based behavior interventions might significantly limit the need for and burden on health professionals and could, in turn, lead to less administrative costs [19]. Subsequently, the resulting savings of time and resources contribute to a more efficient health care system.

Although the effectiveness of multiple Internet-based and computer-tailored interventions have been studied [24,25], limited information exists on their cost-effectiveness [26]. To date, studies which have included cost-effectiveness analyses (CEAs) focused on adults aged 18 to 65 years [21,27] and 18 to 69 years [3], whereas the cost-effectiveness of such interventions for adolescents younger than 18 years has not yet been studied. Available economic analyses of interventions aimed at reducing alcohol use among adolescents are those of interventions which are not Internet-based and not computer-tailored [28,29]. Furthermore, as acknowledged by Smit et al [3], these studies show a limitation in terms of disregarding many of the costs and benefits in sectors outside the health care sector, also known as intersectoral costs and benefits (ICBs) [30]. Excluding ICBs, such as costs and benefits in the educational and criminal justice sector, may significantly affect the results of the CEAs of interventions [30]. Moreover, including and reporting ICBs within economic evaluations could support decision making regarding the large-scale implementation of such programs. Therefore, the aim of this study is to answer the question of whether a Web-based computer-tailored intervention for adolescents for reducing the use of alcohol is cost-effective from both a health care and societal perspective, and to assess the impact of including ICBs on the outcomes of the analysis.

Methods

Design

Data used was from the Alcoholic Alert study, which was designed as a cluster randomized controlled trial (RCT) with randomization at the level of schools into two conditions [31]. Participants either played a game on alcohol awareness after the baseline assessment (intervention condition) or received care as usual (CAU), meaning they had the opportunity to play the game subsequent to the final measurement (waiting list condition). Including ICBs in the economic evaluation had an impact on the cost-effectiveness results of the analysis. It could be worthwhile to aim the intervention specifically at specific subgroups.
control condition). Providing this opportunity was due to ethical considerations. Data were recorded at baseline (T0=January/February 2014) and after 4 months (T1=May/June 2014). These were used to conduct two sets of comparative CEAs; one was performed from a health care perspective (including health care costs, excluding ICBs) and one from a societal perspective (including both health care costs and ICBs). Because of a rapid change in Dutch government policy on the minimum legal drinking age (ie, 18 years vs 17 years as of January 1, 2014), the abovementioned time frame and start date differed from the original design [31]. The Alcoholic Alert study was approved by the Medical Ethics Committee of Atrium Orbis Zuyd (METC number: 12-N-104) and was registered in the Dutch Trial Register (NTR 4048).

Randomization

Randomization was performed at school level to prevent contamination between participants. Randomization was conducted by drawing lots. After randomization, 21 schools were assigned to the intervention condition and 23 schools were assigned to the control condition.

Sample

The study population consisted of Dutch adolescents (aged 15-19 years) attending school [31]. Participants included students at schools of higher secondary education, lower secondary education, and lower vocational training. To have enough power for the evaluation, a participant target was made based on the following criteria: 10% reduction in binge drinking occasions (ie, for girls, at least four glasses or, for boys, five glasses of alcohol-containing drinks in one occasion) [32] during the preceding 30 days between the intervention and control group, with an intraclass correlation of .02, a power of 80%, and a significance level of .05. Furthermore, taking into account the drop in power due to an expected dropout of 50% at follow-up, it was estimated that at least 34 schools should be included at T0 [31].

To reach the required number of 34, schools were recruited via several media; schools first received flyers with information about the Alcoholic Alert study, after which they were contacted via telephone and email. If schools enrolled in the study, students of the schools were eligible to participate. However, they could do so only if they provided informed consent by clicking a checkbox, which preceded the Web-based questionnaire at T0 [31].

Intervention

Adolescents in the intervention condition participated in a Web-based computer-tailored alcohol reduction program called Alcoholic Alert [31]. After completing a Web-based questionnaire on the Alcoholic Alert website at T0, the participants entered a game called “Watskeburt” (Dutch slang for “What Happened?!”). In the game, the participant played a character whose goal it was to find out what happened after a night of heavy drinking. Participants received in-game questions concerning alcohol-related sociocognitive factors, including attitude, social influences, self-efficacy expectations, and action plans toward alcohol drinking. These questions were based on the I-Change model, which is an integrated model explaining motivational and behavioral change [33]. Based on their answers, they received computer-tailored feedback on these determinants. They played in three game scenarios within three sessions. A week after playing the third game scenario, the participants were asked to revisit the intervention website to answer several questions. In this fourth session, they were asked about their drinking behavior during the preceding week and then they received computer-tailored feedback on their alcohol use compared to Dutch drinking guidelines. Subsequently, the participants were asked whether they had an event (eg, party, wedding) in the upcoming 30 days then they were challenged to drink less than usual and were asked for the maximum amount they wanted to drink. An email, with a reminder of accepting the challenge, was sent to them a day before the event. Two days after the event, during a fifth session, they were asked to visit the intervention website and fill in their alcohol use. If the participant failed the challenge, they received computer-tailored feedback with tailored advice and had the opportunity to take on a new challenge. If the participant met the challenge, he or she received congratulations and the intervention was over (Figure 1).

Participants receiving CAU also filled in the Web-based questionnaire at T0 and T1, but they did not have access to the game and did not receive computer-tailored feedback until after the final measurement. Further information on the intervention can be found elsewhere [31].
Measurements and Outcomes

The measurements at T0 and T1 were performed at school after participants received instructions from their teachers [31]. The Web-based questionnaires used for the measurements included items related to alcohol drinking behavior, use of services within the health care sector, and ICBs. In addition, several background variables were measured at T0, including gender, age, educational level (higher secondary level, lower secondary level, and lower vocational), religion (Catholic, Protestant, Muslim, other religion, no religion), and ethnicity (Dutch, Antillean, Belgian, German, Surinamese, Moroccan, Turkish, other) [31].

In this study, the outcome measures were weekly alcohol use and the number of binge drinking occasions in the preceding 30 days. Weekly alcohol use was assessed by asking participants on which days in the past week they had been drinking and, if they did, how many glasses of alcohol they had on these days. Based on this information, the total amount of glasses of alcohol was calculated [17]. From this, as for binge drinking occasions, the weekly alcohol use at T1 was subtracted from the alcohol use at T0. This led to positive scores in case of a reduction in weekly alcohol use or number of binge drinking occasions, and negative scores in case weekly alcohol use or the number of binge drinking occasions increased.

Resource Use and Costing

The following costs related to the Alcoholic Alert intervention were identified as important and measured: (1) intervention costs, (2) health care costs (ie, costs for services inside the health care sector), (3) intersectoral costs (ie, costs for services outside
the health care sector), and (4) costs of substance use (eg, use of hard drugs). Because alcohol use was the outcome measure in this study, the costs of alcohol use were not included in the CEA. Doing so would have led to double counting [34].

Costs (in Euros) were measured irrespective of who bore them and were indexed for the reference year 2014 using price indexes from Statistics Netherlands [35]. Calculations for specific costs of service utilization and substance use can be obtained from the first author (RD).

**Intervention Costs**

Intervention costs were divided into costs made during the development of the intervention and costs for running the intervention. Costs incurred during the development included game development costs (€20,328) and automatic tailoring software license and development costs (€8367.15). These costs and costs for other personnel involved in the development and application of the intervention for this study, such as costs incurred contacting schools, recruiting participants, and analyzing data are sunk costs [36]. Therefore, these are not included in the CEA. This is further justified by the fact that the intervention itself is Web-based and universal for adolescents, meaning the intervention has a wide reach and the development costs per participant drop to a minimum when it is used widely and structurally.

Costs for running the intervention include hosting costs for the website, tailored feedback software, and participants’ time investments. As for the sunk costs, the website hosting costs (€300 per year) per participant drop to a minimum if used widely and are not included in the CEA. Tailored feedback software costs were €7 per participant per week. In case the participant met his or her challenge in the fifth session, he or she would receive tailored feedback over a period of 3 to 6 weeks. The mean intervention duration was 4 weeks, so the tailored feedback costs were €28. The five sessions took up 1.5 hours at school (€8.30 per hour) and 1 hour of free time (€12.50). The total of 2.5 hours was valued at €25 per participant. In sum, the total intervention costs per participant were an estimated €53.

**Health Care Costs**

Health care costs were calculated by multiplying volumes of health services by related cost prices. Health services measured included contacts with the general practitioner, emergency care, hospital stays, ambulance rides, and mental health services. Cost prices were drawn from the Dutch manual for costing in economic evaluations [37].

**Intersectoral Costs**

The ICB-related costs were calculated by multiplying volumes of services and time investments outside the health care sector with related cost prices. The ICBs were classified in sectors according to a classification scheme for ICBs by Drost et al [30]. The sectors in this scheme included education, labor and social security, household and leisure, and criminal justice system. The services and time investments measured included school absenteeism and contacts with an attendance officer (education), work absenteeism (labor and social security), failing to perform household and other activities, contacts with youth and family center and family care (household and leisure), and contacts with (youth) police services, court proceedings, and child (health) protection services (criminal justice system). Cost prices were drawn from a Dutch manual for intersectoral costs and benefits of (preventive) interventions [38]. Cost prices not mentioned in the manual were extracted from the Institute for Medical Technology Assessment (iMTA) questionnaire on intensive youth care [39]. For ICBs that required valuation of time, such as failing to perform household activities, some additional information was drawn from the Dutch report “The Netherlands in a Day” (free translation) [40].

**Costs of Substance Use**

In addition to alcohol use, use of other substances were measured as well. These included packs of cigarettes, use of soft drugs, and use of hard drugs. Cost prices were found on the website of the Jellinek Clinic, which is a renowned Dutch institution specializing in preventing and treating alcohol and substance abuse [41].

**Data Preparation**

The basis of the analysis was the dataset used for the Alcoholic Alert effect study [24]. However, because cost measures were used for conducting the economic evaluation, some additional data cleaning was required to create a dataset that was suitable for conducting the CEA.

First, because the digital questionnaires contained open-ended questions, participants had the opportunity to fill in unrealistic answers. It was a small subsample that systematically filled in these unrealistic answers, but to improve the validity of the results, these respondents were excluded from analysis. To clear the data of these respondents, limits were set for each variable. Participants breaching these limits by providing unrealistic answers were excluded from analysis. For example, because the 4-month recall period between T0 and T1 amounted to 120 days, any respondent claiming to have stayed more than 120 days in a hospital was excluded. In general, to reduce the chance of wrongfully excluding participants, limits were set high, but within the range of credibility. As for all steps during the process of data preparation and analysis, the limits were discussed in author meetings and were agreed on by all authors. A list of these limits can be obtained in Multimedia Appendix 1.

Second, the dataset was cleared of respondents who at baseline did not answer a single question related to costs. Based on these two steps, the sample at T0, and accordingly at T1, was smaller and different in composition in the CEA than the sample used for the effect study [24].

Finally, to assess the school-based part of the variance in this cluster RCT, intracluster correlation coefficients (ICCs) were calculated for both the weekly alcohol use and binge drinking occasions outcome measures. The ICCs were calculated based on the following formula: ICC or $\rho = \frac{s_6^2}{s_6^2 + s_{w}^2}$, where $s_6^2$ is the variance between clusters and $s_{w}^2$ is the variance within clusters [42]. Input for both outcome effect sizes was generated using SPSS version 20 by running linear regression mixed models. These analyses and corresponding calculations resulted in $\rho=.06$ for binge drinking occasions and $\rho=.01$ for weekly
alcohol use, which shows that the within-cluster variances for both effect sizes were much greater than the between-cluster variances [42]. Based on these results, no re-estimations of effects were required.

**Analysis**

**Descriptive Statistics**

Descriptive statistics were used to describe the characteristics of the sample at T0 and at T1. Differences between the intervention and control conditions were assessed in SPSS version 20 using independent samples t tests for continuous variables and chi-square tests for discrete variables. The same software was used to conduct stepwise linear regression analyses to assess the dependence of the outcome measures on these variables.

**Cost-Effectiveness Analysis**

The base scenario of this study included CEAs from the two perspectives mentioned earlier. We calculated costs of services utilization in three steps: (1) assessment of the services and time consumed in the 4-month period between T0 and T1, (2) calculation of the associated costs in Euros, and (3) calculation of the incremental cost-effectiveness ratio (ICER) using the formula (C_i – C_c)/(E_i – E_c). Here C represents the average total costs per participant during the 4-month period between T0 and T1 and E represents the mean difference in the number of glasses of alcohol or binge drinking occasions at T1 in comparison with the number measured at T0 in the intervention (C_i and E_i) and in the control (C_c and E_c) condition.

Stochastic uncertainty in the data was dealt with using nonparametric bootstraps. By using the bootstrapping technique, means and confidence intervals were calculated and 5000 ICERs were simulated, which were plotted in cost-effectiveness planes. These planes provided a visual representation of the probability of the intervention being cost-effective in comparison with the control condition by showing the distribution of ICERs across four quadrants: (1) more effective and more costly in the northeast quadrant (NE), (2) more effective and less costly in the southeast quadrant (SE), (3) less effective and less costly in the southwest quadrant (SW), and (4) less effective and more costly in the northwest quadrant (NW) [43].

An ICER in the SE and NW is negative, indicating that the intervention is dominant over (SE) or inferior to (NW) the control condition. An ICER in the SW or NE is positive, indicating that from a cost-effectiveness viewpoint the intervention is more favorable than the control condition only when the ICER is lower than the willingness to pay (WTP) per unit effect. Because no threshold (ie, maximum WTP) was available for the weekly alcohol use outcome measure, a cost-effectiveness acceptability curve (CEAC) was created for both perspectives. The CEAC showed the likelihood of the intervention being favorable over CAU for several hypothetical thresholds.

**Sensitivity and Subgroup Analyses**

Apart from the analyses to deal with stochastic uncertainty, several other analyses were conducted. First, to assess the impact of cost outliers, ICERs were calculated based on data in which cost outliers were excluded. Based on the output of descriptive statistics, it was decided to exclude participants when total costs were greater than €5000. Based on this approach, in the analyses that were conducted from the health care perspective, one participant was excluded. In the analyses that were conducted from the societal perspective, four participants were excluded. Second, to assess the effect of the uptake, the costs of cigarette use, and of the use of soft and hard drugs in the analyses conducted from the societal perspective, additional analyses were conducted without these costs.

Finally, given the heterogenic composition of the study sample, several subgroup CEAs were conducted based on the background variables measured at T0. These included analyses based on dichotomized background variables, including gender (male, female), age (15-16, ≥17), educational level (low, high), religion (religious, not religious), and ethnicity (Dutch, non-Dutch). Again, for all these analyses, stochastic uncertainty was dealt with using nonparametric bootstraps.

**Results**

**Dropout and Sample Characteristics**

Figure 2 shows a flowchart with the number of participating schools and adolescents at T0 and T1. In total, 44 schools were randomized into the control condition or intervention condition. Of the schools randomized to the control condition, five withdrew their participation before T0 (one secondary lower education, one lower vocational training, two secondary higher education, one secondary education mixed). In addition, three schools in the control condition (all secondary higher education) and two schools in the intervention condition (one lower vocational education, one higher secondary education) did not start the baseline assessment and did not respond to the emails and phone calls [24].

In total, 2649 adolescents from 34 schools participated in the baseline questionnaire. Of these, and different from the effect study [24], an additional 91 participants (3.4%) were excluded from analysis based on providing unrealistic answers to the cost questions. Another 65 participants were excluded from analysis because they did not answer the cost questions at T0. This resulted in 2493 adolescents who were included in the baseline analysis. Of these, 1538 were in the intervention condition and 955 were in the control condition (Figure 2). The t tests and chi-square tests conducted on the baseline sample showed that the adolescents in the two conditions significantly differed on multiple characteristics. Adolescents in the intervention condition were significantly younger, more often female, had a higher educational level, more often indicated being religious, were less likely to be a drinker, were less often a binge drinker, had less binge drinking occasions, and had a lower weekly alcohol use than adolescents in the control condition (Table 1).

Of the 2493 adolescents, 757 participated in the cost questionnaire at T1 (response rate 30.36%). Of these 757, another 27 participants (3.6%) were excluded from analysis based on having provided unrealistic answers to the cost questions. An additional 40 were excluded from analysis because
they did not answer the cost questions at T1, resulting in 690 participants to be analyzed at baseline. Of these, 387 were in the intervention condition and 303 were in the control condition. Here, adolescents in the intervention condition were more often female, had a higher educational level, more often indicated being religious, and had a lower weekly alcohol use than participants in the control condition did (Table 1).

For the T1 sample, results of the linear regression analyses show that weekly alcohol use was dependent on gender, age and educational level ($R^2=.146$). For binge drinking occasions, a significant proportion of the variance could be explained by age and educational level ($R^2=.136$).

### Table 1. Baseline characteristics and differences at T0 and at T1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total (N=2493)</th>
<th>Intervention (n=1538)</th>
<th>Control (n=955)</th>
<th>Baseline difference (T0)</th>
<th>Follow-up difference (T1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (15-19 years), mean (SD)</td>
<td>16.3 (1.2)</td>
<td>16.0 (1.1)</td>
<td>16.7 (1.2)</td>
<td>15.08 &lt;.001</td>
<td>1.78 .08</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1295 (51.95)</td>
<td>717 (46.62)</td>
<td>578 (60.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1198 (48.05)</td>
<td>821 (53.38)</td>
<td>377 (39.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>1483 (59.49)</td>
<td>1017 (66.12)</td>
<td>466 (48.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>1010 (40.51)</td>
<td>521 (33.88)</td>
<td>489 (51.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Religion, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No religion</td>
<td>1465 (58.76)</td>
<td>866 (56.31)</td>
<td>599 (62.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Religion</td>
<td>1028 (41.24)</td>
<td>672 (43.69)</td>
<td>356 (37.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catholic</td>
<td>593 (23.79)</td>
<td>397 (25.81)</td>
<td>196 (20.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protestant</td>
<td>174 (6.98)</td>
<td>130 (8.45)</td>
<td>44 (4.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Muslim</td>
<td>150 (6.02)</td>
<td>75 (4.88)</td>
<td>75 (7.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>111 (4.45)</td>
<td>70 (4.55)</td>
<td>41 (4.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>2225 (89.25)</td>
<td>1381 (89.79)</td>
<td>844 (88.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Dutch</td>
<td>268 (10.75)</td>
<td>157 (10.21)</td>
<td>111 (11.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antillean</td>
<td>5 (0.20)</td>
<td>3 (0.20)</td>
<td>2 (0.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgian</td>
<td>10 (0.40)</td>
<td>5 (0.33)</td>
<td>5 (0.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>German</td>
<td>13 (0.52)</td>
<td>10 (0.65)</td>
<td>3 (0.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surinamese</td>
<td>26 (1.04)</td>
<td>18 (1.17)</td>
<td>8 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moroccan</td>
<td>35 (1.40)</td>
<td>15 (0.98)</td>
<td>20 (2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turkish</td>
<td>48 (1.93)</td>
<td>21 (1.37)</td>
<td>27 (2.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>131 (5.25)</td>
<td>85 (5.53)</td>
<td>46 (4.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never drinkers</td>
<td>664 (26.63)</td>
<td>459 (29.84)</td>
<td>205 (21.5)</td>
<td>21.2 &lt;.001</td>
<td>0.7 .39</td>
</tr>
<tr>
<td>Binge drinkers</td>
<td>1271 (50.98)</td>
<td>724 (47.07)</td>
<td>547 (57.3)</td>
<td>24.5 &lt;.001</td>
<td>3.6 .06</td>
</tr>
<tr>
<td>Binge drinking occasions, mean (SD)</td>
<td>2.2 (4.0)</td>
<td>2.0 (4.2)</td>
<td>2.4 (3.8)</td>
<td>2.51 .01</td>
<td>1.18 .24</td>
</tr>
<tr>
<td>Weekly alcohol use, mean (SD)</td>
<td>3.9 (8.8)</td>
<td>3.2 (8.1)</td>
<td>5.0 (9.6)</td>
<td>4.96 &lt;.001</td>
<td>2.17 .03</td>
</tr>
</tbody>
</table>
Costs

Table 2 shows that the total health care costs per adolescent were lower in the intervention group (€85.65) than in the control group (€124.49). This difference can largely be explained by the difference in costs for reported hospital stays. However, costs of ICBs (€162.68) and substance use (€36.30) were higher in the intervention group than in the control group (€112.61 and €24.64, respectively). The difference in mean costs for court proceedings is noticeable and explains much of the difference in ICB-related costs. Large differences in specific costs were caused by outliers in either the intervention or the CAU arm. As indicated previously, sensitivity analyses were conducted without these outliers. When the intervention costs were included both from the health care and societal perspective, costs were higher in the intervention group. The z score for each cost category was positive and higher than the reference value of 1.96 [44], indicating that costs were skewed and tailed to the right (Table 2).
Table 2. Mean and bootstrapped median costs per adolescent measured at T1 covering a 4-month period between T0 and T1 (€, 2014) and z scores per cost category.

<table>
<thead>
<tr>
<th>Type of costs</th>
<th>Intervention group (€)</th>
<th>Control group (€)</th>
<th>Skewness (z score)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (σ²)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Intervention costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td>25.42 (3.39)</td>
<td>25.22 (11.49)</td>
<td>23.84 (4.36)</td>
</tr>
<tr>
<td>Emergency care</td>
<td>10.16 (3.14)</td>
<td>10.06 (9.86)</td>
<td>8.08 (3.74)</td>
</tr>
<tr>
<td>Hospital stays</td>
<td>27.22 (12.38)</td>
<td>26.88 (135.26)</td>
<td>67.90 (58.94)</td>
</tr>
<tr>
<td>Ambulance rides</td>
<td>7.34 (2.95)</td>
<td>6.74 (8.70)</td>
<td>9.37 (6.18)</td>
</tr>
<tr>
<td>Mental health care</td>
<td>16.07 (6.37)</td>
<td>15.59 (40.58)</td>
<td>14.16 (5.72)</td>
</tr>
<tr>
<td>Total health care costs</td>
<td>85.65 (20.62)</td>
<td>84.89 (425.18)</td>
<td>124.49 (67.91)</td>
</tr>
<tr>
<td>Total health care perspective</td>
<td>139.16 (20.77)</td>
<td>138.04 (431.39)</td>
<td>127.45 (68.64)</td>
</tr>
<tr>
<td>Educational sector costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School absenteeism</td>
<td>51.88 (7.13)</td>
<td>51.44 (50.84)</td>
<td>66.77 (11.03)</td>
</tr>
<tr>
<td>Attendance officer</td>
<td>0.03 (0.03)</td>
<td>0.04 (0.00)</td>
<td>2.53 (2.16)</td>
</tr>
<tr>
<td>Total educational sector costs</td>
<td>51.52 (7.16)</td>
<td>51.17 (51.27)</td>
<td>69.30 (11.35)</td>
</tr>
<tr>
<td>Labor and social security costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work absenteeism</td>
<td>9.67 (3.49)</td>
<td>9.20 (12.18)</td>
<td>6.03 (1.41)</td>
</tr>
<tr>
<td>Total labor and social security costs</td>
<td>9.63 (3.39)</td>
<td>9.30 (11.49)</td>
<td>6.09 (1.40)</td>
</tr>
<tr>
<td>Household and leisure costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Failure to perform household activities</td>
<td>8.58 (3.01)</td>
<td>8.31 (9.06)</td>
<td>10.92 (3.39)</td>
</tr>
<tr>
<td>Failure to perform other activities</td>
<td>25.77 (13.20)</td>
<td>24.67 (174.24)</td>
<td>8.17 (1.60)</td>
</tr>
<tr>
<td>Youth and family center</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.33 (0.34)</td>
</tr>
<tr>
<td>Family care</td>
<td>1.26 (1.27)</td>
<td>1.49 (1.61)</td>
<td>0.18 (0.18)</td>
</tr>
<tr>
<td>Total household and leisure costs</td>
<td>35.38 (14.80)</td>
<td>33.55 (219.04)</td>
<td>19.23 (4.21)</td>
</tr>
<tr>
<td>Criminal justice system costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Police services</td>
<td>4.68 (2.61)</td>
<td>4.45 (6.81)</td>
<td>6.67 (2.50)</td>
</tr>
<tr>
<td>Youth police services</td>
<td>1.58 (1.72)</td>
<td>1.91 (2.96)</td>
<td>0.28 (0.20)</td>
</tr>
<tr>
<td>Court proceedings</td>
<td>55.10 (34.45)</td>
<td>50.92 (1186.80)</td>
<td>9.95 (7.39)</td>
</tr>
<tr>
<td>Child protection services</td>
<td>0.29 (0.31)</td>
<td>0.36 (0.10)</td>
<td>0.68 (0.72)</td>
</tr>
<tr>
<td>Child health protection services</td>
<td>3.13 (3.73)</td>
<td>4.06 (13.91)</td>
<td>0.46 (0.45)</td>
</tr>
<tr>
<td>Total criminal justice system costs</td>
<td>66.32 (38.43)</td>
<td>61.51 (1476.86)</td>
<td>18.77 (9.79)</td>
</tr>
<tr>
<td>Total intersectoral costs</td>
<td>162.68 (41.85)</td>
<td>158.61 (1751.42)</td>
<td>112.61 (18.83)</td>
</tr>
<tr>
<td>Substance use costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes</td>
<td>30.68 (6.25)</td>
<td>30.46 (39.06)</td>
<td>18.82 (3.94)</td>
</tr>
<tr>
<td>Soft drugs</td>
<td>4.30 (1.95)</td>
<td>4.00 (3.80)</td>
<td>5.44 (3.01)</td>
</tr>
<tr>
<td>Hard drugs</td>
<td>1.15 (1.08)</td>
<td>1.32 (1.17)</td>
<td>0.20 (0.11)</td>
</tr>
<tr>
<td>Total costs of substance use</td>
<td>36.30 (7.58)</td>
<td>36.09 (57.46)</td>
<td>24.64 (5.85)</td>
</tr>
<tr>
<td>Total societal perspective</td>
<td>336.45 (53.31)</td>
<td>331.41 (2841.96)</td>
<td>263.52 (70.70)</td>
</tr>
</tbody>
</table>

a The presented median cost is the 50th percentile of 1000 bootstrap replications.
b The z score for each cost category is positive and higher than the reference value of 1.96 [44] indicating that costs were skewed and tailed to the right.
Incremental Costs

Table 3 shows costs per condition. Note that these means slightly differ from the costs presented in Table 2, for costs in Table 2 are bootstrapped means, whereas costs in Table 3 are means drawn from raw data. For both perspectives, costs were higher in the intervention condition. The incremental costs (ie, the difference in mean costs per adolescent between the intervention and control condition) varied per perspective, namely €13.76 from the health care perspective and €74.03 from the societal perspective.

Table 3. Summary statistics for the base case sensitivity cost-effectiveness bootstrap analyses.

<table>
<thead>
<tr>
<th>Perspective and condition</th>
<th>Costs (£)</th>
<th>Effect</th>
<th>ICER</th>
<th>NE</th>
<th>NW (inferior)</th>
<th>SW</th>
<th>SW (dominant)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base case analyses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weekly alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=303)</td>
<td>125.32</td>
<td>–1.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>139.08</td>
<td>–0.78</td>
<td>40</td>
<td>55%</td>
<td>10%</td>
<td>6%</td>
<td>30%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=303)</td>
<td>262.68</td>
<td>–1.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>336.71</td>
<td>–0.78</td>
<td>62</td>
<td>60%</td>
<td>14%</td>
<td>3%</td>
<td>23%</td>
</tr>
<tr>
<td><strong>Binge drinking occasions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=303)</td>
<td>125.32</td>
<td>–0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>139.08</td>
<td>0.16</td>
<td>79</td>
<td>60%</td>
<td>4%</td>
<td>2%</td>
<td>34%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=303)</td>
<td>262.68</td>
<td>–0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>336.71</td>
<td>0.16</td>
<td>144</td>
<td>69%</td>
<td>5%</td>
<td>1%</td>
<td>25%</td>
</tr>
<tr>
<td><strong>Sensitivity analyses excluding outliers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weekly alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=302)</td>
<td>59.47</td>
<td>–1.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>139.08</td>
<td>–0.78</td>
<td>72</td>
<td>82%</td>
<td>17%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=302)</td>
<td>193.85</td>
<td>–1.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=384)</td>
<td>269.19</td>
<td>–0.66</td>
<td>67</td>
<td>80%</td>
<td>12%</td>
<td>1%</td>
<td>7%</td>
</tr>
<tr>
<td><strong>Binge drinking occasions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=302)</td>
<td>59.47</td>
<td>–0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=387)</td>
<td>139.08</td>
<td>0.16</td>
<td>140</td>
<td>93%</td>
<td>6%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=302)</td>
<td>193.85</td>
<td>–0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=384)</td>
<td>269.19</td>
<td>0.21</td>
<td>124</td>
<td>87%</td>
<td>4%</td>
<td>0%</td>
<td>9%</td>
</tr>
</tbody>
</table>

a Bootstrap analyses were conducted from two perspectives: the health care perspective and the societal perspective.

b Mean costs per adolescent at 2014 prices.

c Reduction in per week alcohol use or binge drinking occasions between T0 and T1, with negative values indicating an increase at T1 compared to T0.

d The presented ICER is the 50th percentile of 5000 bootstrap replications of the ICER.

Incremental Effects

Table 3 shows the effects per condition. In comparison with the control condition, the intervention was incrementally effective in reducing the weekly use of alcohol and number of binge drinking occasions. At T1, adolescents in the control condition drank a mean 1.51 glasses of alcohol per week more than at T0. In the intervention condition, there was an increase of 0.78
glasses, resulting in a mean incremental effect of 0.73 glasses per week. Furthermore, in the control condition, there was an increase of 0.33 binge drinking occasions. In the intervention condition, there was a decrease of 0.16, resulting in a mean incremental effect of 0.49 binge drinking occasions per 30 days. For both outcome measures, this did not change with perspective; a change of perspective within the base case scenario stipulated only a change in costs.

**Incremental Cost-Effectiveness Ratios**

From both perspectives, the mean costs were higher for the intervention condition in comparison with the control condition. Since the intervention was more effective than CAU on both outcome measures, this resulted in positive ICERs (Table 3). However, ICERs differed for both perspectives, namely €40 and €79 from the health care perspective, and €62 and €144 from the societal perspective per incremental reduction of one glass of alcohol per week and binge drinking occasion per 30 days, respectively.

The cost-effectiveness planes (Figures 3 and 4, left side) show differences in distributions of the 5000 simulated ICERs across the four quadrants between the CEAs carried out from the two perspectives. Corresponding with the median ICERs presented in Table 3, the majority of simulated ICERs for all base case analyses are located in the NE quadrant. However, the distribution of the simulated ICERs among the quadrants differs between the perspectives. Notable is the shift of the cloud of ICERs toward the SE quadrant in the analysis carried out from the health care perspective (ie, 30% for weekly alcohol use and 34% for binge drinking occasions) in comparison to the analyses carried out from the societal perspective (ie, 23% and 25%, respectively).

The preceding percentages equal the probabilities of the intervention being cost-effective at a WTP max of €0 in the CEACs (Figures 3 and 4, right side). These results show that for low WTP thresholds the probability of the intervention being cost-effective over the control intervention is higher from a health care perspective than it is from the societal perspective. For all base case analyses, the vast majority of simulated incremental effects were in the NE quadrant; therefore, these probabilities increase to approximately 80% when the WTP max increases. The probabilities of the intervention being cost-effective do not differ much between the two perspectives for WTP thresholds greater than €500 (Figures 3 and 4, right side).

**Sensitivity and Subgroup Analyses**

The results of the sensitivity analyses (ie, excluding cost outliers) attest to the robustness of the base case analyses (Table 3). From the societal perspective, ICERs were close to similar. From the health care perspective, ICERs increased and were higher than those of the societal perspective. However, as for the base case analyses, the probability of the intervention being cost-effective remained dependent on the WTP max. The results of the analyses conducted from a societal perspective minus the costs of drugs and cigarette use were similar to the results of the analyses conducted in which these costs were included (Figures 3 and 4).

Subgroup analyses showed, from both the health care and the societal perspective, and for both outcome measures, that the intervention was cost-effective for the older adolescents and those at a lower educational level (Tables 4 and 5). From a health care perspective, it was found to be cost-effective for the male and nonreligious adolescent subgroups as well. The intervention was not cost-effective for those with a non-Dutch ethnicity or for female adolescents for the weekly alcohol use outcome measure. For all other subgroups, ICERs were positive, meaning the intervention was cost-effective depending on the WTP max. The corresponding cost-effectiveness planes and CEACs of all subgroup analyses can be obtained in Multimedia Appendices 2 and 3.
Figure 3. Cost-effectiveness planes (left side) and corresponding CEACs (right side) of the economic evaluations based on the weekly alcohol use outcome measure, which were conducted from the health care perspective (upper), societal perspective including drugs and cigarette use (middle), and societal perspective excluding drugs and cigarette use (lower).
Figure 4. Cost-effectiveness planes (left side) and corresponding CEACs (right side) of the economic evaluations based on the binge drinking occasions outcome measure, which were conducted from the health care perspective (upper), societal perspective including drugs and cigarette use (middle), and societal perspective excluding drugs and cigarette use (lower).
### Table 4. Summary statistics for the subgroup sensitivity cost-effectiveness bootstrap analyses based on the weekly alcohol use outcome measure.

<table>
<thead>
<tr>
<th>Perspective⁹ and condition</th>
<th>Costs (€)ᵇ</th>
<th>Effectᶜ</th>
<th>ICERᵈ</th>
<th>NE</th>
<th>NW (inferior)</th>
<th>SW</th>
<th>SE (dominant)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=162)</td>
<td>193.96</td>
<td>−2.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=147)</td>
<td>164.53</td>
<td>−0.80</td>
<td>Dominant</td>
<td>43%</td>
<td>2%</td>
<td>3%</td>
<td>52%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=162)</td>
<td>337.21</td>
<td>−2.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=147)</td>
<td>352.43</td>
<td>−0.80</td>
<td>21</td>
<td>56%</td>
<td>3%</td>
<td>2%</td>
<td>39%</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=141)</td>
<td>46.46</td>
<td>−0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=240)</td>
<td>123.48</td>
<td>−0.77</td>
<td>Inferior</td>
<td>48%</td>
<td>52%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=141)</td>
<td>177.04</td>
<td>−0.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=240)</td>
<td>327.09</td>
<td>−0.77</td>
<td>Inferior</td>
<td>46%</td>
<td>52%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Age subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger adolescents (15-16 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=200)</td>
<td>50.05</td>
<td>−1.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=281)</td>
<td>145.79</td>
<td>−0.73</td>
<td>108</td>
<td>80%</td>
<td>20%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=200)</td>
<td>177.07</td>
<td>−1.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=281)</td>
<td>334.90</td>
<td>−0.73</td>
<td>149</td>
<td>77%</td>
<td>20%</td>
<td>0%</td>
<td>3%</td>
</tr>
<tr>
<td>Older adolescents (≥17 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=103)</td>
<td>271.48</td>
<td>−2.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=106)</td>
<td>121.27</td>
<td>−0.92</td>
<td>Dominant</td>
<td>28%</td>
<td>5%</td>
<td>11%</td>
<td>56%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=103)</td>
<td>428.90</td>
<td>−2.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=106)</td>
<td>341.53</td>
<td>−0.92</td>
<td>Dominant</td>
<td>32%</td>
<td>7%</td>
<td>10%</td>
<td>51%</td>
</tr>
<tr>
<td><strong>Educational level subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=98)</td>
<td>263.02</td>
<td>−2.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=91)</td>
<td>117.35</td>
<td>−0.60</td>
<td>Dominant</td>
<td>31%</td>
<td>4%</td>
<td>7%</td>
<td>58%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=98)</td>
<td>435.78</td>
<td>−2.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=91)</td>
<td>282.38</td>
<td>−0.60</td>
<td>Dominant</td>
<td>26%</td>
<td>4%</td>
<td>8%</td>
<td>63%</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=205)</td>
<td>59.50</td>
<td>−1.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perspective^a and condition</td>
<td>Costs (€)^b</td>
<td>Effect^c</td>
<td>ICER^d</td>
<td>NE</td>
<td>NW (inferior)</td>
<td>SW</td>
<td>SE (dominant)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------</td>
<td>----------</td>
<td>--------</td>
<td>----</td>
<td>---------------</td>
<td>----</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Societal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=296)</td>
<td>145.76</td>
<td>−0.83</td>
<td>102</td>
<td>73%</td>
<td>26%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Control (n=205)</td>
<td>179.93</td>
<td>−1.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=296)</td>
<td>353.42</td>
<td>−0.83</td>
<td>172</td>
<td>70%</td>
<td>28%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Religion subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=97)</td>
<td>46.91</td>
<td>−2.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=181)</td>
<td>148.11</td>
<td>−0.71</td>
<td>66</td>
<td>92%</td>
<td>8%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=97)</td>
<td>155.80</td>
<td>−2.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=181)</td>
<td>336.35</td>
<td>−0.71</td>
<td>110</td>
<td>90%</td>
<td>9%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>No religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=206)</td>
<td>162.24</td>
<td>−1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=206)</td>
<td>131.13</td>
<td>−0.84</td>
<td>Dominant</td>
<td>37%</td>
<td>14%</td>
<td>13%</td>
<td>37%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=206)</td>
<td>313.00</td>
<td>−1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=206)</td>
<td>337.04</td>
<td>−0.84</td>
<td>5</td>
<td>42%</td>
<td>19%</td>
<td>8%</td>
<td>31%</td>
</tr>
<tr>
<td><strong>Ethnicity subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dutch</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=278)</td>
<td>128.83</td>
<td>−1.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=356)</td>
<td>136.90</td>
<td>−0.84</td>
<td>36</td>
<td>53%</td>
<td>8%</td>
<td>5%</td>
<td>34%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=278)</td>
<td>262.96</td>
<td>−1.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=356)</td>
<td>334.67</td>
<td>−0.84</td>
<td>57</td>
<td>60%</td>
<td>11%</td>
<td>3%</td>
<td>26%</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=25)</td>
<td>86.35</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=31)</td>
<td>164.09</td>
<td>−0.10</td>
<td>Inferior</td>
<td>32%</td>
<td>51%</td>
<td>4%</td>
<td>13%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=25)</td>
<td>259.53</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=31)</td>
<td>360.20</td>
<td>−0.10</td>
<td>Inferior</td>
<td>23%</td>
<td>49%</td>
<td>7%</td>
<td>21%</td>
</tr>
</tbody>
</table>

^a Bootstrap analyses were conducted from two perspectives: the health care perspective and the societal perspective.

^b Costs per adolescent at 2014 prices.

^c Reduction in per week alcohol use between T0 and T1, with negative values indicating an increase at T1 compared to T0.

^d The presented ICER is the 50th percentile of 500 bootstrap replications of the ICER. When an ICER is negative, then it is labeled as being either “dominant” (suggesting that the intervention is both more effective and less costly than CAU) or “inferior” (suggesting that the intervention is both less effective and more costly than CAU).
Table 5. Summary statistics for the subgroup sensitivity cost-effectiveness bootstrap analyses based on the binge drinking occasions outcome measure.

<table>
<thead>
<tr>
<th>Perspective and condition</th>
<th>Costs (€)</th>
<th>Effect</th>
<th>ICER</th>
<th>NE</th>
<th>NW (inferior)</th>
<th>SW</th>
<th>SE (dominant)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=162)</td>
<td>193.96</td>
<td>–0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=147)</td>
<td>164.53</td>
<td>0.08</td>
<td>Dominant</td>
<td>44%</td>
<td>1%</td>
<td>1%</td>
<td>54%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=162)</td>
<td>337.21</td>
<td>–0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=147)</td>
<td>352.43</td>
<td>0.08</td>
<td>46</td>
<td>57%</td>
<td>1%</td>
<td>1%</td>
<td>42%</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=141)</td>
<td>46.46</td>
<td>–0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=240)</td>
<td>123.48</td>
<td>0.21</td>
<td>179</td>
<td>81%</td>
<td>19%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=141)</td>
<td>177.04</td>
<td>–0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=240)</td>
<td>327.09</td>
<td>0.21</td>
<td>291</td>
<td>78%</td>
<td>19%</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td><strong>Age subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger adolescents (15-16 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=200)</td>
<td>50.05</td>
<td>–0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=281)</td>
<td>145.79</td>
<td>0.13</td>
<td>276</td>
<td>71%</td>
<td>29%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=200)</td>
<td>177.07</td>
<td>–0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=281)</td>
<td>334.90</td>
<td>0.13</td>
<td>343</td>
<td>68%</td>
<td>29%</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>Older adolescents (≥17 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=103)</td>
<td>271.48</td>
<td>–0.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=106)</td>
<td>121.27</td>
<td>0.94</td>
<td>Dominant</td>
<td>31%</td>
<td>0%</td>
<td>0%</td>
<td>68%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=103)</td>
<td>428.90</td>
<td>–0.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=106)</td>
<td>341.53</td>
<td>0.94</td>
<td>Dominant</td>
<td>39%</td>
<td>0%</td>
<td>0%</td>
<td>60%</td>
</tr>
<tr>
<td><strong>Educational level subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=98)</td>
<td>263.02</td>
<td>–0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=91)</td>
<td>117.35</td>
<td>1.04</td>
<td>Dominant</td>
<td>35%</td>
<td>0%</td>
<td>0%</td>
<td>64%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=98)</td>
<td>435.78</td>
<td>–0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=91)</td>
<td>282.38</td>
<td>1.04</td>
<td>Dominant</td>
<td>30%</td>
<td>0%</td>
<td>0%</td>
<td>70%</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=205)</td>
<td>59.50</td>
<td>–0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perspective(^a) and condition</td>
<td>Costs (€)(^b)</td>
<td>Effect(^c)</td>
<td>ICER(^d)</td>
<td>NE</td>
<td>NW (inferior)</td>
<td>SW</td>
<td>SE (dominant)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>----</td>
<td>---------------</td>
<td>----</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Societal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=296)</td>
<td>145.76</td>
<td>–0.10</td>
<td>231</td>
<td>69%</td>
<td>30%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Control (n=205)</td>
<td>179.93</td>
<td>–0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=296)</td>
<td>353.42</td>
<td>–0.10</td>
<td>435</td>
<td>69%</td>
<td>29%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Religion subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=97)</td>
<td>46.91</td>
<td>–0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=181)</td>
<td>148.11</td>
<td>0.32</td>
<td>148</td>
<td>96%</td>
<td>4%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=97)</td>
<td>155.80</td>
<td>–0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=181)</td>
<td>336.35</td>
<td>0.32</td>
<td>256</td>
<td>95%</td>
<td>4%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>No religion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=206)</td>
<td>162.24</td>
<td>–0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=206)</td>
<td>131.13</td>
<td>0.02</td>
<td>Dominant</td>
<td>43%</td>
<td>7%</td>
<td>6%</td>
<td>45%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=206)</td>
<td>313.00</td>
<td>–0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=206)</td>
<td>337.04</td>
<td>0.02</td>
<td>47</td>
<td>50%</td>
<td>8%</td>
<td>4%</td>
<td>37%</td>
</tr>
<tr>
<td><strong>Ethnicity subgroups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dutch</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=278)</td>
<td>128.83</td>
<td>–0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=356)</td>
<td>136.90</td>
<td>0.18</td>
<td>71</td>
<td>59%</td>
<td>3%</td>
<td>2%</td>
<td>37%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=278)</td>
<td>262.96</td>
<td>–0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=356)</td>
<td>334.67</td>
<td>0.18</td>
<td>139</td>
<td>69%</td>
<td>4%</td>
<td>1%</td>
<td>26%</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=25)</td>
<td>86.35</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=31)</td>
<td>164.09</td>
<td>0.03</td>
<td>Inferior</td>
<td>36%</td>
<td>48%</td>
<td>3%</td>
<td>13%</td>
</tr>
<tr>
<td>Societal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=25)</td>
<td>259.53</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=31)</td>
<td>360.20</td>
<td>0.03</td>
<td>Inferior</td>
<td>24%</td>
<td>48%</td>
<td>4%</td>
<td>24%</td>
</tr>
</tbody>
</table>

\(^a\) Bootstrap analyses were conducted from two perspectives: the health care perspective and the societal perspective.

\(^b\) Costs per adolescent at 2014 prices.

\(^c\) Reduction in per week alcohol use between T0 and T1, with negative values indicating an increase at T1 compared to T0.

\(^d\) The presented ICER is the 50\(^{th}\) percentile of 5000 bootstrap replications of the ICER. When an ICER is negative, then it is labeled as being either “dominant” (suggesting that the intervention is both more effective and less costly than CAU) or “inferior” (suggesting that the intervention is both less effective and more costly than CAU).
**Discussion**

**Principal Results**

To the best of our knowledge, this was the first cost-effectiveness analysis of a Web-based intervention conducted from both the health care and societal perspective that also incorporated the possible impact of ICBs on the cost-effectiveness results. From both a health care and a societal perspective, our study shows the intervention was incrementally more effective and more costly than CAU. This counts for both the analyses in which the weekly alcohol use outcome measure was incorporated and the analyses based on the binge drinking occasions outcome measure.

Although the intervention was incrementally effective in targeting weekly alcohol use, there was an increase in the number of glasses of alcohol between T0 and T1 in both arms of the trial. This can be explained based on the estimation that approximately one-third of the study sample had his or her birthday during this 4-month period between T0 and T1, of which some reached the legal drinking age of 18 years. Furthermore, all adolescents in the sample aged 4 months, which increased the chance of them starting to drink or drink more. This is also true for the younger Dutch adolescents because many start drinking before the legal drinking age [45]. However, contrary to weekly alcohol use, the number of binge drinking occasions did not increase in the intervention arm; a small decrease of a mean 0.16 binge drinking occasions was noticed compared to an increase of a mean 0.33 in the CAU arm. Therefore, relative to the overall alcohol intake and compared to CAU, it can tentatively be concluded that adolescents in the intervention arm became less irresponsible about drinking.

Our research also shows that the inclusion of ICBs in the economic evaluation impacted the cost-effectiveness results of the analysis, especially for certain subgroups. From a health care perspective, the intervention is cost-effective for the male, lower education, older adolescent, and nonreligious subgroups. However, from a societal perspective (which includes ICBs), the intervention is clearly cost-effective only for the lower education and older adolescent subgroups.

The inferiority of the intervention for certain subgroups could, among other reasons, partly be explained based on the finding that the baseline consumption for these subgroups was relatively low compared to that of their counterparts. For example, the baseline mean weekly alcohol use in the female subgroup was 1.49 glasses (SD 3.57) compared to weekly mean 4.18 glasses (SD 8.42) in the male subgroup. In so far as the following can be concluded based on an analysis of the smallest subgroup (n=56), this also goes for the non-Dutch subgroup (mean 2.16, SD 5.00 glasses and mean 1.21, SD 2.44 binge drinking occasions) versus the Dutch subgroup (mean 2.74, SD 6.48 glasses and mean 1.64, SD 2.77 binge drinking occasions). In these subgroups, there was less effect to be gained. Consequently, this could be related to the possibility of these adolescents not identifying themselves as being part of the target group of, and being affected by, the intervention.

**Strengths and Limitations**

Some of the strengths of this study are its relatively large sample size and its randomized design. The cluster randomization at the school level minimized the risk of contamination between the study conditions. Furthermore, the large heterogenic study sample was a good representation of the Dutch adolescent school-going population and allowed for subgroup analyses on multiple background variables.

The use of a societal perspective along with a health care perspective was a major strength of this study. The societal perspective is argued to be dominant over other perspectives [46-48]. This is because of, but not restricted to, health economics’ foundations in welfare economics, which means that an economic evaluation should include the impact of an intervention on the whole society [46]. However, not only the choice of perspective, but also the way this was implemented in the study design, can be considered a major strength. Because the study population consisted of school-going adolescents, limiting the societal perspective to including merely labor productivity costs would not have properly reflected this impact. For this study, the results show that labor productivity costs make up just a small part of the total costs of ICBs (Table 2). By including costs within the educational sector and criminal justice system, we managed to provide a better reflection of the economic impact of this intervention on society.

Apart from these strengths, the findings of this study need to be placed in the context of the study’s limitations. First, both at T0 and T1, the composition of adolescents in the intervention condition was significantly different from that of the control condition for various characteristics, including gender, educational level, and religion. This might have been caused by (1) the cluster RCT design instead of randomization at the individual level and/or (2) the large dropout before the baseline assessment within the control condition in comparison with the intervention condition. Although the results of the regression analysis showed a relationship between some of the background variables and the outcome measures, uncertainty around the ICERs that were calculated in the base case analyses was dealt with through various strategies. The sensitivity analyses attest to the robustness of the findings. Furthermore, the heterogeneity of the sample was addressed extensively by calculating ICERs and conducting bootstrap analyses for all subgroups based on all background variables.

Second, the follow-up period of this CEA (ie, 4 months) might be regarded as short. Costs and (health) benefits that fall beyond these 4 months were not assessed. Future studies, including additional follow-up measures and cost-effectiveness modeling, could be interesting. Other studies have shown that the cumulative cost savings in the life span of health promotion interventions for adolescents could be high [49].

Third, the authors decided not to further modify the original dataset by imputation and restricted the analysis to complete cases. A missing completely at random analysis (MCAR) in SPSS version 20 based on the N=2493 sample that started at baseline showed 71% to 72% per cost variable at T1. Furthermore, the missing values were not at random (P<.001). Although this was expected considering the large dropout
between T0 and T1, the same goes for the n=757 sample that started follow-up (P<.001). Given the nonnormality of cost variables, the nonrandomness of missing values, and the large dropout as is common in many Web-based interventions [19,50-55], it was concluded that additional imputation would have manipulated the original dataset too much. This counts for both the basic imputation methods, such as expectation maximization and last observation carried forward, as well as for the more advanced methods, such as Markov chain Monte Carlo technique with predictive mean matching [56]. As for imputation strategies, the chosen strategy might have led to biased results. Nevertheless, the alternative of replacing more than 70% of the values, which would have been needed in this study, would have increased the risk of a type II error [51].

Imputation would have resulted in an increased chance of underestimating the intervention’s effectiveness and an unrealistic representation of costs.

Fourth, measurements were based on self-reports, which could have led to an underestimation of service use, alcohol use, and use of other goods in comparison with daily diaries [24,57]. As for any measurement based on recalling services or goods used, this is because of forgetting [17]. However, in this study, recall periods were kept short. For example, respondents were asked for their alcohol use in the previous week and not in a typical week. Furthermore, the recall period for the cost measurement questions was only 4 months. In addition, because the groups were randomized, this underestimation is likely to be equally distributed among the intervention and control group. Therefore, it is unlikely that the ICERs were affected.

Finally, within the setting of this study, respondents were free to fill in the answers themselves during the measurements. As mentioned earlier, limits needed to be set to exclude respondents who provided unrealistic answers. The choice made by the authors to exclude whole cases might have affected the outcomes of the analysis. However, this choice is justifiable based on the finding that the vast majority of unrealistic answers were not even close to the limits set by the authors and were far higher than the credible range. For example, there were seven respondents who claimed to have spent more than 200 nights in a hospital bed in the previous 4 months, of which three said to have spent more than 200,000. The 27 adolescents at T1 who filled in unrealistic answers (only 3.6% of the n=757 sample that started follow-up) had a mean 2.9 unrealistic answers. Based on the data, it was clear that the vast majority of these 27 adolescents did this deliberately and systematically. Although the outcome of the analyses might have been affected by the limits that were set by the authors, these limits were carefully considered, discussed, and decided a priori to the analyses. This was done to minimize the chance of biased results. Furthermore, the impact of cost outliers on the outcomes of the base case analyses has been covered in sensitivity analyses in which cost outliers were excluded.

**Recommendations**

Computer-tailored feedback can be a cost-effective way to target alcohol use and binge drinking among adolescents. In the Netherlands, despite the Dutch government’s change of policy to reduce the minimum legal drinking age, 33.4% of Dutch adolescents were drinkers in 2014 [45]. This is because in practice drinking rules are set not only by Dutch law, but also by parents or caregivers and alcoholic beverages can easily be obtained via family and friends. Therefore, effective and cost-effective interventions targeting adolescent drinking behavior are still very much needed. The high dissemination capabilities of the Alcoholic Alert intervention, combined with its solid basis in the I-Change model and low intervention costs could make it an interesting investment for reducing alcohol use among adolescents.

Because the cost-effectiveness for the whole sample is dependent on the WTP max per effect, it is difficult to make strong recommendations on whether the intervention should be implemented from an economic point of view. Contrary to the generic outcome measure quality-adjusted life year (QALY) [58,59], and as is common for the majority of specific outcome measures, no guidelines are available that provide a reference cost-effectiveness threshold for reducing the consumption of alcohol. However, the CEACs provide decision supportive information because these provide cost-effectiveness probabilities for a wide range of hypothetical thresholds for all analyses. These also show that, from both the health care and the societal perspective, the intervention is cost-effective for older adolescents and for those at a lower educational level, regardless of which threshold is set. From a health economic viewpoint, it is recommended that these specific groups be targeted. When adopting a health care perspective, the same goes for the male and nonreligious adolescent subgroups.

In general, policy makers should be aware of the impact of the perspective chosen for the analysis on its outcomes. Omitting ICBs could negatively affect the reliability and informative value of analyses that are conducted from a societal perspective. Therefore, it is recommended that researchers should carefully make a priori considerations on the costs to be included because leaving out important costs could lead to biased results [60]. Finally, as in this study, high attrition rates could affect the outcomes of CEAs. High attrition rates are common in eHealth interventions [61,62]. It is recommended that more research should be conducted on adherence to eHealth interventions and that these interventions be implemented in practice, thus increasing their effectiveness, cost-effectiveness, and impact on public health.
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CAU: care as usual
CEA: cost-effectiveness analysis
CEAC: cost-effectiveness acceptability curve
ICB: intersectoral costs and benefit
ICC: intracluster correlation coefficient
ICER: incremental cost-effectiveness ratio
MCAR: missing completely at random
NE: northeast quadrant
NW: northwest quadrant
RCT: randomized controlled trial
SE: southeast quadrant
SW: southwest quadrant
WTP max: maximum willingness to pay
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