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Abstract

Fundamental quality, safety, and cost problems have not been resolved by the increasing digitization of health care. This digitization has progressed alongside the presence of a persistent divide between clinicians, the domain experts, and the technical experts, such as data scientists. The disconnect between clinicians and data scientists translates into a waste of research and health care resources, slow uptake of innovations, and poorer outcomes than are desirable and achievable. The divide can be narrowed by creating a culture of collaboration between these two disciplines, exemplified by events such as datathons. However, in order to more fully and meaningfully bridge the divide, the infrastructure of medical education, publication, and funding processes must evolve to support and enhance a learning health care system.

(J Med Internet Res 2016;18(12):e325) doi:10.2196/jmir.6400
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Introduction

The US Agency for Healthcare Research and Quality (AHRQ) was established in 1989 in response to an Institute of Medicine (now the National Academy of Medicine) report that pointed out “escalating healthcare costs, wide variations in medical practice patterns, and evidence that some health services are of little or no value” [1]. More than 25 years later, there has been surprisingly, perhaps even shockingly, little progress in these three areas. Quality of care, as would be reflected by the universal provision of standardized, evidence-based, and truly indicated care, has not improved to the degree one would have hoped. Similarly, while medical safety and errors have also come increasingly into the awareness of the medical system over that 25-year time period [2], advances in these areas have been slow, hard won, and unsupported by the kinds of smart, data-driven engineering designs that have gone into other domains.

Recent increases in computing power and data storage have resulted in an entirely new field involving the analysis of digitally archived information to acquire new knowledge: data science. While quality of care has largely been defined by clinical trials and expensive prospective studies, the application of data science to the clinical domain has the opportunity to dramatically increase the speed at which knowledge is generated and the breadth of questions that can be answered. The answers given are of particular interest when the research would otherwise be impractical, one such example being the comparison of an augmented treatment with a small effect size (normally requiring a prohibitively large prospective cohort). Data science has the opportunity to inform clinical decision making more directly as well, forecasting the occurrence of relevant clinical phenomena such as physiologic deterioration, diagnosis, medication adherence, or organ rejection. Machine learning, a field that was nascent in 1989 when the AHRQ was established, has now become ubiquitous and informs aspects of our everyday life from search queries to optimal routes. In
the decade preceding the publication of the Surviving Sepsis Campaign guidelines [3], there was a significant increase in the number of publications that evaluated the use of machine learning in decision support and prognostication in sepsis (Figure 1).

The interest in applying machine learning to clinical practice is increasing, yet the practical application of these techniques has been less than desirable. Practitioners continue to make determinations in a technically unsupported and unmonitored manner due to a lack of high-quality evidence or tools to support most day-to-day decisions, and as a result the rate of diagnostic errors by individual practitioners is unacceptably high [4].

Figure 1. PubMed search results for ("sepsis"[All Fields] OR "septic"[All Fields]) AND ("machine learning"[All Fields] OR "data analysis"[All Fields] OR "data science"[All Fields] OR "engineering"[All Fields] OR "computing"[All Fields] OR "prediction"[All Fields]) AND ("2002/01/01"[PDAT] : "2016/12/31"[PDAT]).

The Divide

In both the practice and research arenas, there exists a divide between scientists and engineers on the one hand and, on the other, the clinicians who are most familiar with the exigencies and uncertainties that define and constrain the practice of medicine. There are several reasons for the development of this situation. Until recently, there have simply been very limited sources of data available to perform research such as the determination of comparative effectiveness, cost analysis, and the elucidation of treatment effect heterogeneity. Further, there has been a lack of strong motivation (ie, little, to no, to negative financial incentives; a lack of substantiating research; and strong individual and industry inertia and resistance) to reduce wasteful and sometimes harmful practice variation, or avoid (generally well-reimbursed) health services that are of little or no value.

In 2012, Kiri Wagstaff of California Institute of Technology’s Jet Propulsion Laboratory published an insightful article entitled “Machine learning that matters,” which pointed out how disconnected much of machine learning research is from important (and real) problems in society, including those of health care [5]. With the aim of refocusing efforts on topics that matter, Wagstaff proposed several “Impact Challenges” that tie machine learning to real-world outcomes, such as saving a human life or making significant financial savings through improved decision making. In a 2014 special issue of the journal Machine Learning [6], Rudin and Wagstaff explored the connection between machine learning research and its broader-world applications in more detail, and explicitly emphasized the importance of interdisciplinary collaboration for development of impactful research. While there is a clear need for machine learning in a variety of practical applications, the authors suggested that lack of enthusiasm in top venues to promote such work creates a “contradictory situation” that holds it back. Such situations serve to reinforce the health data divide.

Bridging the Divide

Recommendation 1: Collaboration

Given the definition of the problem, the most obvious solution, and yet the most challenging one, is encouraging collaboration
between data scientists and clinicians. The incorporation of statistics into clinical research in the past 50 years and the rise of the biostatistician can act as a template from which the community can learn. The role of a biostatistician in biomedical research has become collaborative over time, at least partly due to the history and traditions of the discipline. An important event in this history in the United States was the passage of the 1962 Kefauver-Harris amendments to the Federal Food, Drug, and Cosmetic Act, which established in a preliminary form the method by which drugs are evaluated by the Food and Drug Administration today [7]. The act itself mandated proof of efficacy for new drugs, which had not been required before its signing into law. This piece of legislation and the ensuing events in the following two decades brought statisticians into close contact with clinician investigators, who now needed the statistician’s expertise to design, analyze, and report their study, and effectively established the tradition of collaboration between biostatisticians and clinician scientists seen to this day.

Can this process be accelerated between data scientists and those immersed in the practice of medicine? At the novel Icahn Institute for Genomics and Multiscale Biology at Mount Sinai Health System in New York, more than 300 people were hired to staff the new institute, with backgrounds across hardware design, big data computing, gene sequencing, and bioinformatics [8]. By linking this talent with disease centers within Mount Sinai, and using the tools of machine learning and predictive modeling (elements of big data), scientists have already published on inflammatory models in common-variant Alzheimer disease [9] and are taking a closer look at one of the most complex and biodiverse cell populations in the human body, the gut microbiome, which may be responsible for far more of the body’s homeostasis than previously realized [10].

Bridging the divide may be facilitated by instilling researchers with a greater appreciation of the benefits offered through collaboration with colleagues of complementary disciplines. Two papers published in Advances in Physiology Education, a journal of the American Physiological Society, call for changes in medical education to do so, with the aim of closing the knowledge gap between engineers and physicians [11,12].

Recommendation 2: Education

Medicine has clumsily entered its digital age via the back door: vast and costly electronic medical records systems have been implemented largely without careful and planned consideration for their impact on the entire health care system, including education, practice, workflows, and research. Education and practice systems have not taken this new digitized world into full account, and consequences include students who are unprepared for their digital futures, very unhappy physicians unprepared for their digital futures, very unhappy physicians

Previous reports have demonstrated a deficit in knowledge of clinicians and even clinician scientists relating to statistical methods and their applications to clinical data, including the data used in practice [13,14]. There appears to be little knowledge of, and seemingly even less interest in, these increasingly critical issues among most physicians. This unacceptable awareness and training gap has prompted updates internationally in medical curricula in order to include additional instruction in and exposure to statistical applications and epidemiology. However, there are inadequate numbers of physician educators who are equipped with the knowledge in informatics and data science required to provide even the most basic and essential insights to junior trainees [15].

The questions then consist of who, when, how, and what do we train? Training should focus on two groups of medical trainees: medical students and residents. If we accept that over the next half century there will likely be an increasing need for hybrid skills of this nature, then there is a strong case for inclusion of data science in the core curriculum in medical school and during residency training [16]. An introduction to the use of digital health records for research may provide a foundation to be able to contribute to knowledge discovery regardless of the career path medical students and residents eventually choose. This should then be followed by optional courses, preferably with practical research (eg, summer courses or internships), to further develop these skills for those particularly interested. This latter group is likely to form the core of future educators in this area.

Interested medical students and residents would benefit from educational opportunities that foster cross-disciplinary working relationships. One such experience might be the participation in the datathons that we have previously used in our own work to encourage collaboration [17]. The resources and insights generated during such events may be stored and used in ongoing collaborations and may be continually updated to provide greater scientific rigor and insight. A final suggestion is represented by online platforms and communities, where physicians and data scientists could interact, discuss clinically relevant questions, and share repositories of code and worked examples.

Perhaps most important, creating a medical culture that is aware of and respectful of the importance and potential power of data for supporting and improving both practice and research may be the most important and ultimately effective element. It is desirable that each participant in the clinical process realizes and understands their role in the overall system of providing reliable and robust data that they and others will subsequently use in improving care.

Recommendation 3: Rethinking Academic Incentives

The education of medical trainees in data analysis methods and data scientist trainees in the particular domain issues of clinical practice and data would be a primer for future collaboration between the two groups later in their careers. Such cooperation could be fostered by policies on the part of academic journals that encourage joint submissions from clinicians and data scientists. The perceived “publish or perish” culture of academic medicine has not much changed for the past 30 years [18] and has led to all manner of trivialities: publishing on obscure or irrelevant results with minimal clinical or research importance; sectioning results into multiple manuscripts across numerous journals; and competing for data sets (or, at least, a lack of...
transparency and sharing of the same). While not a panacea for these ills, equal authorship may ease some of the barriers to cooperation between researchers and perhaps result in higher-quality publications. Big data lends itself better to collaboration than to separation—multiple studies can be run on the same dataset for different purposes. For instance, an emergency department data set from Hong Kong was used both to identify populations who are sensitive to extreme weather, and to develop a long-term forecast for ambulance demand through 2036 [19].

We predict that the continued success of such collaborative models will require the recognition of equal authorship as on par with first/last authorship as currently used by journals, universities, and funding agencies. We argue that the impact of the paper is more important than the individual contributions, provided the authors will testify they each had a meaningful role to play in the development of the final publication or proposal. Equal authorship may not end, but could temper, current publishing strategies where multiple, smaller, less impactful papers are released so as to procure first/last authorship for all members of the group—currently important for their curricula vitae and academic standing. A next step would be to give credit for the use of data by counterparties—how better to validate one’s cohort than to have other researchers use the same data for their own related (or unrelated) research questions? Any conclusions reached by the latter should in part be attributed to the former for their role in generating and collating a high-fidelity data set, and that role also recognized in academic circles. These measures would encourage investment in big data infrastructure while also improving the quality of “big data” conclusions.

**Recommendation 4: Funding**

Fostering research in a specific field and encouraging collaboration between fields through funding is not new. Almost 20 years ago, the US National Institutes of Health (NIH) convened a Director’s Panel on Clinical Research to address the decline in physician investigators applying for clinical research grants. The panel proposed a series of recommendations to increase the funding opportunities for clinical researchers [20]. We suggest implementing many of the same methods today to encourage closer collaboration between clinicians and data scientists through funding and incentives.

NIH-funded research programs are classified using activity codes, with, for example, codes from the K series corresponding to research grants (eg, R01, R13) and from the K series corresponding to careers development awards. We suggest creating a K award category for clinicians engaged in data science similar to a K23 grant for clinicians that the Director’s Panel on Clinical Research proposed. Providing a unique K grant for data scientists would provide increased funding opportunities, since K awards typically fund 40% of applicants, unlike the R0 awards, which are more competitive and funded at a much lower rate, usually 10%. This support is critical to foster data science investigators during the vulnerable early period in their career.

By restructuring study sections and adding study sections across all the institutes exclusive to secondary analysis, grants would increase the funding available for data science proposals that may not otherwise obtain funding in the current structure. Having a study section specific to secondary analysis to score data science proposals would ensure that at least 10% of the data science proposals are funded (and avoid competing against primary analysis proposals, which might receive preferential scoring). In addition, mandating a health care provider as part of the proposal team would encourage the clinical impetus behind the proposal.

Another example of the US federal government increasing access to funding is the US Department of Veterans Affairs’ Big Data Scientist Training Enhancement Program, which has been adopted by 6 pilot centers [21]. The program supports data scientists working directly with clinician scientists on-site at a hospital.

**Conclusion**

Better use of clinical data has the potential to address a number of important, problematic, and unresolved issues in the health care system. These include high, and perhaps excessive, costs; unnecessary and undesirable practice variation; the improvement of digital workflows; the universal implementation of a reasonable, reliable, and usable version of evidence-based medicine; the introduction of personalized and precision medicine; quality; safety; effective communication; efficient care coordination; and the introduction of data-driven and -supported clinical decision making. However, the introduction of this kind of revolution into health care inevitably involves crossing disciplinary boundaries in a way that requires cooperation and collaboration among a frankly diverse group of experts in order to optimize the combined output of these contributors. The formation of such teams requires that each team member be more educated in the issues involved outside of their own comfort areas. As a primarily medically oriented group, we focus on the impact on medical training, but the principles relate to those in nonmedical areas who need to become sufficiently educated in clinical matters to contribute optimally to the grand scheme. For example, how can current advanced analytic techniques such as machine learning be best applied to both clinical research and practice problems? Clearly, specific kinds of clinical-technical collaborations will be required to guide these kinds of processes and projects to fruition.

In this paper, we have attempted to portray not just the problems, but also potential solutions, or at least beginning approaches to solutions, for the situation in which we find ourselves. This situation involves a costly, complex, and massive health care system that can well bear improvement, and a growing mound of underutilized data that is accumulating as a result of the accelerating digitization of medical care.

Clinicians should not feel like interchangeable cogs entering reams of data blindly into a vast black hole of no return; data scientists should not be discovering new knowledge and developing predictive algorithms isolated from the domain experts. Rather, all should see themselves as diversely necessary components of a truly functional clinical data system that works...
toward providing excellent care to individuals and populations while working to improve all facets of that care.

**Take-Home Messages**

1. Fundamental quality, safety, and cost problems have not been resolved by the increasing digitization of health care.

2. This digitization has progressed alongside the presence of a persistent divide between clinicians, the domain experts, and the technical experts, such as data scientists.

3. The divide can be narrowed by creating a culture of collaboration between these two disciplines, exemplified by events such as datathons.

4. However, in order to more fully and meaningfully bridge the divide, the infrastructure of medical education, publication, and funding processes must evolve to support and enhance a learning health care system.
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Abstract

Background: Whether Web-based technologies can improve disease self-management is uncertain. My Asthma Portal (MAP) is a Web-based self-management support system that couples evidence-based behavioral change components (self-monitoring of symptoms, physical activity, and medication adherence) with real-time monitoring, feedback, and support from a nurse case manager.

Objective: The aim of this study was to compare the impact of access to a Web-based asthma self-management patient portal linked to a case-management system (MAP) over 6 months compared with usual care on asthma control and quality of life.

Methods: A multicenter, parallel, 2-arm, pilot, randomized controlled trial was conducted with 100 adults with confirmed diagnosis of asthma from 2 specialty clinics. Asthma control was measured using an algorithm based on overuse of fast-acting bronchodilators and emergency department visits, and asthma-related quality of life was assessed using the Mini-Asthma Quality of Life Questionnaire (MAQLQ). Secondary mediating outcomes included asthma symptoms, depressive symptoms, self-efficacy, and beliefs about medication. Process evaluations were also included.

Results: A total of 49 individuals were randomized to MAP and 51 to usual care. Compared with usual care, participants in the intervention group reported significantly higher asthma quality of life (mean change 0.61, 95% CI 0.03 to 1.19), and the change in asthma quality of life for the intervention group between baseline and 3 months (mean change 0.66, 95% CI 0.35 to 0.98) was not seen in the control group. No significant differences in asthma quality of life were found between the intervention and control groups at 6 (mean change 0.46, 95% CI −0.12 to 1.05) and 9 months (mean change 0.39, 95% CI −0.2 to 0.98). For poor control...
status, there was no significant effect of group, time, or group by time. For all self-reported measures, the intervention group had a significantly higher proportion of individuals, demonstrating a minimal clinically meaningful improvement compared with the usual care group.

**Conclusions:** This study supported the use of MAP to enhance asthma quality of life but not asthma control as measured by an administrative database. Implementation of MAP beyond 6 months with tailored protocols for monitoring symptoms and health behaviors as individuals’ knowledge and self-management skills improve may result in long-term gains in asthma control.

**Clinical Trial:** International Standard Randomized Controlled Trial Number (ISRCTN): 34326236; http://www.isrctn.com/ISRCTN34326236 (Archived by Website at http://www.webcitation.org/6mGxoI1R7).

(J Med Internet Res 2016;18(12):e313) doi:10.2196/jmir.5866
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**Introduction**

The episodic nature of asthma symptoms and exacerbations makes effective self-management of the condition an imperative. Ongoing self-monitoring of asthma control coupled with an individualized written asthma action plan is required to allow patients to quickly identify and address poor disease control and mild exacerbations by increasing medication or contacting a physician [1]. However, less than 40% of individuals with asthma regularly monitor their symptoms [2] and even fewer initiate their prescribed action plan at the first signs of an exacerbation [3,4]. Further, ongoing self-monitoring and self-management is in part related to the extent to which patients’ treating physician and care team provide review and feedback [5-7]. In addition, many patients have difficulty recognizing signs of early deterioration and often fail to utilize their asthma action plans and access their physicians in a timely manner to control worsening asthma status [8,9].

Providing ongoing communication and self-management support is challenging given limited clinical resources and time [10,11]. Health information technology may offer unique opportunities to facilitate integrated self-management support by providing a means for ongoing monitoring and feedback combined with 2-way communication and information exchange between the patient and his or her care team between visits. Providing patients with chronic conditions timely access to health information and personalized alerts, when there is a need for action, may empower individuals to self-manage more effectively by facilitating and reinforcing health behavior change.

A review that investigated the effectiveness of using computers to deliver patient self-management programs for chronic illness found that there was insufficient evidence to determine whether computer-enabled interventions were effective compared with no intervention or usual care [10]. Although the results have been inconsistent, a systematic review of computer-based interventions for asthma supported that these interventions may be effective in improving knowledge, reducing activity limitations, improving markers of self-management, improving quality of life, and optimizing medication use [12]. However, 21% of trials were among children. Most studies failed to report information on the socioeconomic status of participants, and few included individuals over the age of 50 years, limiting generalizability. Furthermore, most trials have only evaluated isolated components required for self-management of asthma, restricting the comprehensiveness of the self-management support received by the patients, and only one study had the support of a case manager to intervene when needed. Finally, whereas patient report is necessary to evaluate the impact of behavioral interventions, previous studies in asthma have not included an evaluation of asthma control independent of participant reporting such as the combined need for emergency care and overuse of rescue medications [13,14]. These outcomes provide necessary information to assess the impact of Web-based interventions on longer-term outcomes, less influenced by daily fluctuations in symptoms, and address the impact of disease on individuals’ consumption of health care services and related costs.

More evidence is needed to determine whether Web-based self-management support systems are helpful in clinical practice and can lead to better outcomes. In addition, more information is needed about the proportion of patients who are willing and able to use a Web-based self-management tool and the functionalities that are most frequently accessed. The primary objective of this study was to compare the impact of access to a customized personal Web-based self-management asthma patient portal, My Asthma Portal (MAP), linked to a case-management system over 6 months compared with usual care on asthma control and asthma quality of life. We hypothesized that at 6 months, use of MAP would be associated with improved asthma control and asthma quality of life.

**Methods**

**Ethical Considerations**

The McGill University Health Center ethics committee provided approval for this study. Research nurses provided patients with an information brochure, and patients were invited to speak to the research assistant for further information. The research assistant obtained informed patient consent. The detailed protocol is available elsewhere [15].

**Setting and Participants**

Participants were recruited from pulmonary clinics in 2 tertiary care hospitals located in Montreal, Canada. Participants were eligible if they were aged between 18 and 69 years, had a physician diagnosis of asthma, were prescribed at least one
rescue medication, classified as having poor asthma control at the time of recruitment by their treating physician, had access to the Internet, reported smoking <20 pack-years, and were fluent in English or French. We excluded individuals with a diagnosis of chronic obstructive pulmonary disease or other serious medical diagnoses (eg, lung cancer), and those with severe mobility limitations. Potentially eligible participants were identified and approached by their pulmonologist or the nursing staff. The research assistant provided additional information about the study, responded to questions, and obtained written consent.

Study Design
The study was a 6-month, multicenter, parallel, 2-arm, pilot, randomized controlled trial (ISRCTN34326236). Participants were randomly assigned to 1 of the 2 conditions: (1) MAP access or (2) usual care. Randomization occurred at the individual patient level in 2 participating pulmonary clinics. Treatment allocation was done by random permutation within blocks with block sizes of 4 and 6 using a computerized algorithm.

Interventions

**Intervention: My Asthma Portal**

MAP was developed to support patient self-management and facilitate communication with the care team between visits using an iterative design process based on behavior change and self-efficacy theory [15]. The impact of self-management on health outcomes is thought to occur primarily through changes in health behaviors by helping patients develop the confidence to engage in tasks and acquire core knowledge and skills aimed at helping them better manage their health. Therefore, the features within MAP are based on increasing individuals’ knowledge as well as their confidence to carry out the behaviors that are necessary for patients to improve their asthma health. These features are summarized in Table 1 of the protocol publication [15].

Participants were given a MAP username and password, advised that they could access the site from anywhere (eg, home, work, library), and asked to log in at least once per week for the 6 months of the study (access to MAP ended after this period). The log-in frequency was decided based on clinician feedback, the fact that symptoms are monitored over 1-week period, and patient feedback on what log-in frequency they believed was feasible as obtained during the development phase. Furthermore, based on a systematic review, the typical Web-based intervention is used once a week [16]. During the first log-in, patients provided basic demographic and health information (eg, smoking status, allergies, and triggers) and selected their own initial health goals for action.

Within MAP, participants could (1) view their personal health information (eg, asthma medications, other health problems); (2) view general asthma information through links to specific educational websites (Learning Center) and receive information tailored to identified knowledge gaps (eg, current medications); and (3) monitor and receive feedback regarding current self-management practices.

Initial feedback was generated automatically from the MAP system using monitoring information entered by the participant and data from the provincial administrative database sent to MAP from the Medical Office for the twenty first century (MOXXI), an electronic health record with a prescription and computerized drug and disease management system. A summary of the logic for color-coding and recommendations offered has been previously summarized [17] and is presented in Multimedia Appendix 1. The color-coding was based on the Canadian asthma guidelines for symptom management [1]. An email alert was sent to patients under the following conditions: (1) when suboptimal asthma control was identified by the system and the participant indicated they did not initiate activities outlined in their action plan; (2) if the action plan was updated by the nurse as prescribed by the patient’s physician; and (3) if they had not logged in for at least seven days. The participant was given an opportunity to act on these alerts; if no action had occurred within 48 hours, the alert status was escalated to notify the nurse case manager. Participants communicated and received support as needed from a nurse case manager using MAP. The nurse case-management system was designed to (1) quickly identify patients that may require immediate care; (2) collate relevant medical and monitoring information for each participant; and (3) document case-management information, including interactions (phone and emails), along with advice and interventions provided by the case manager. Upon receiving this notice, the nurse followed up with the participant within 24 hours through the MAP mail system or by telephone. Additional alerts were sent to the nurse case manager when a new participant was enrolled and needed their prescribed action plan reviewed, the participant indicated lack of understanding of the action plan, or there was a change in medication use based on the self-reported adherence monitoring assessment.

**Control Intervention: Usual Care**

The control group did not have access to MAP. All participants in the control and intervention groups continued to receive ongoing asthma care from their pulmonologist throughout the trial, and an asthma nurse provided education and follow-up sessions as needed. Topics (similar to those found in the static learning module of MAP) included the importance of avoiding triggers, taking all asthma medications as prescribed, and using the written action plan. The asthma nurse conducted follow-up phone calls between visits, when appropriate (ie, missed appointments, to clarify aspects of the action plan or prescribed asthma medications).

**Measures**

**Process Evaluation**

Automated audit trails (computer logs) were used to evaluate MAP usage rates. Use was defined as the frequency and intensity, mainly the number of times and minutes patients spent logged into the system. Patterns of usage included review of the days/week and amount of time that patients used the system. Features used included the number of times and topic of the messages sent to the nurse case manager.
We also evaluated acceptability and attitude of participants toward the Web portal. We used adapted versions of instruments associated with the technology acceptance model (TAM) to assess perceptions of usefulness and ease of use [18-21]. Items were scored from 1 (strongly disagree) to 5 (strongly agree). In other studies, reliability of ratings ranged from 0.92 to 0.98 for usefulness and 0.88 to 0.94 for ease of use [18,20]. Perceived usefulness and ease of use have also been found to be significantly correlated with both self-reported current usage ($r=0.63$, $r=0.45$, respectively) and self-predicted future usage ($r=0.85$, $r=0.59$, respectively) [18].

**Primary Outcomes**

**Asthma Control at 6 Months**

Asthma control at 6 months was evaluated by examining potential overuse (yes/no) of rescue fast-acting bronchodilators (FABA; ie, beta 2-agonists) based on units dispensed for prescriptions as recorded in the provincial drug database that covers drugs dispensed for individuals who are provincially insured, medical services provided, emergency department (ED) visits, and hospitalizations. Excessive use of FABA was chosen because it is associated with an increased risk of hospitalization and asthma mortality [22]. Based on a previously validated algorithm, asthma was classified as poorly controlled if the sum of the quantity for all FABAs dispensed was >500 doses of salbutamol 100 mcg, 2 inhalations at a time, or the equivalent for other FABAs in the last 6 months of follow-up [1], or the participants visited an ED for a pulmonary-related problem in the last 6 months. To evaluate asthma control at 3 months (halfway), half the amount of FABA was used to calculate overuse and ED visits were evaluated over the 3-month period.

**Asthma Quality of Life**

The Mini-Asthma Quality of Life Questionnaire (MAQLQ) evaluates symptoms, emotions, exposure to environmental stimuli, and activity limitations [17,23] using a 7-point Likert scale. The MAQLQ was chosen because it is internally consistent (interclass correlation coefficient=0.83), correlates highly with the 32-item version ($r=0.90$) and moderately ($r=0.69$) with the Asthma Control Questionnaire [23,24], and is sensitive to change ($P<.001$) [23].

**Secondary Outcomes and Baseline Variables**

**Demographic Information**

Demographic information such as sex, age, education, and socioeconomic status based on postal code were extracted from the baseline questionnaires. Participants reported on education level at baseline.

**The Chronic Disease Self-Efficacy Scale**

The Chronic Disease Self-Efficacy Scale [25] has been shown to have adequate psychometric properties in patients with chronic conditions, with internal consistency ranging from .77 to .92 and test-retest reliability .72 to .89 [25,26], and was adapted in this study to assess asthma self-efficacy. Participants rated their level of confidence (1=not confident at all to 10=very confident) with respect to taking medications as prescribed, recognizing and acting on symptoms consistent with deteriorating asthma status, knowing when to initiate their action plan, eating a healthy diet, and participating regularly in physical activity.

**The Asthma Control Test**

The Asthma Control Test (ACT), a 5-point patient-administered survey for assessing asthma control, evaluates patient perceptions of asthma control [27,28]. Patients rate asthma symptoms over the past 4 weeks as well as their overall level of asthma control. The ACT has been found to be internally consistent (Cronbach alpha=.85) [28] and to have moderate test-retest reliability (intraclass correlation=0.77).

**Beliefs About Medicines Questionnaire**

Patient’s beliefs about their medicines were evaluated using the Beliefs about Medicines Questionnaire (BMQ) [17,29]. The BMQ assesses beliefs about the “necessity” of prescribed medication for controlling their illness as well as “concerns” about the potential adverse consequences. The necessity-concerns differential score is calculated by subtracting the concerns score from the necessity score (range −20 to 20) [30]. A positive differential score indicates that the patient has stronger beliefs in the necessity of medications compared with concerns and vice versa in the case of a negative score. The 2 BMQ subscales are internally consistent (Cronbach alpha for necessity and concern: 0.87 and 0.78, respectively) [30].

**Patient Health Questionnaire**

Patient Health Questionnaire (PHQ-9) is a tool based on the Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, criteria for identifying depressive symptoms that has been validated and widely used in a number of patient populations, including older adults and patients with asthma [31,32]. A PHQ-9 score of 10 has an 88% sensitivity and 88% specificity for symptoms of major depression. Asthmatics with a PHQ-9 score of greater than or equal to 10 were classified as having symptoms suggestive of moderate or more severe depression.

**EuroQol Visual Analogue Scale**

Health status was evaluated with the EuroQol visual analogue scale (EQ-VAS). Patients were asked to rate their current health state on a 0 (worst imaginable health state) to 100 (best imaginable health state) scale [33].

**Asthma-Related ED Visits or Hospitalizations**

Asthma-related ED visits or hospitalizations were extracted from the Quebec provincial insurance database using validated algorithms [34]. Information on the date, type, provider, and location (eg, inpatient, emergency, clinic) for all fee-for-service medical services (~86% of all services) [35] is available for all Quebec residents.

All outcomes were collected at 3 months (halfway) and 6 months (end) with follow-up 9 months later to evaluate persistent effects. Questionnaires were administered in the clinic at baseline and via mail thereafter.

**Statistical Analyses**

The study was designed to have 80% power (alpha=.05) to detect a 10% difference in proportions of patients whose asthma was classified as out of control. This required a total sample...
size of 67 participants. To account for attrition and loss to follow-up, an additional 33 subjects were recruited (total 100; 50 per arm). This sample size also allowed us to detect a clinically meaningful difference of 0.5 (SD 0.61) on the MAQLQ scores [17].

Descriptive statistics, including means for continuous variables and proportions for categorical variables, were used to summarize participant characteristics. Analyses were conducted using an intention-to-treat analysis.

A generalized estimating equation model [36] was used to compare the proportions identified as having poor asthma control between groups. The clustering effect was at the level of the patient to account for multiple observations on the same person over time. Mixed-effects linear regression [36] modeling was used to estimate the difference in asthma quality of life between groups. For both analyses, patient was the unit of analysis. An auto-regressive by a degree of 1 (AR(1)) correlation structure was used for the asthma control outcome, and compound symmetry (CS) correlation structure was used for the asthma quality of life outcome to account for multiple observations for the same patient [36]. Both types of analyses were performed testing the effects of time, intervention, and an interaction between time and intervention (as fixed effects in the case of mixed-effects models). Analyses were conducted with SAS version 9.3 (SAS Institute Inc) using PROC GENMOD (binary outcome), and PROC MIXED (continuous outcomes). Models were adjusted for number of asthma medications, sex, age, education level, and self-reported health. Sensitivity analyses were conducted to evaluate the effects of missing data by imputing missing data using the Markov chain Monte Carlo method [37] with relative efficiency of 98% in SAS (PROC MI, PROC MIANALYZE).

Secondary analyses were conducted to evaluate the mediating effects of depressive symptoms (PHQ), self-efficacy, beliefs about asthma medication (BMQ), and asthma control (ACT). In addition, the MAQLQ was added to the model with poorly controlled asthma as the outcome and asthma control status for the model with MAQLQ as the outcome.

Furthermore, the proportion of individuals in each group who achieved a minimal clinically important difference (MCID) between follow-up evaluations on self-report measures was also examined. The estimated MCID of the MAQLQ was 0.5 [2,3], the EQ-VAS was 5, and the PHQ-9 was 5 [38]. As this has not been established for the ACT and self-efficacy scales, we used the convention of 0.5 SD to define a MCID [39].

Results

Participants

Of the total patients screened, 17.3% (100/577) met eligibility criteria, consented to participate, and were randomized. The remaining 83% did not meet the inclusion criteria (62.3%, 297/477), declined to participate (4.0%, 19/477), dropped out before randomization (6.1%, 29/477), or did not have sufficient information to approach for recruitment (27.7%, 132/477; Figure 1). A total of 51 individuals were randomized to the control group and 49 to the intervention group. Table 1 presents the baseline characteristics for both the groups.

The distribution of characteristics between groups was similar; however, the proportion of individuals with a university degree and in the 0-39 age group was higher in the intervention group as compared with the control group (Table 1). Whereas the proportion of individuals who had one or more ED visits or hospitalizations for a pulmonary problem in 3 months before enrolment was similar between groups, in the 3 months before randomization, participants in usual care were more likely to overuse FABA in the 9 months before enrolment compared with those in the intervention group (12% vs 4%, respectively), although this difference was not statistically significant.
Figure 1. Consort diagram of participants in the My Asthma Portal (MAP) trial.
Table 1. Baseline characteristics of participants in the intervention and control groups.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n=47)</th>
<th>Control (n=51)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>32 (68)</td>
<td>33 (65)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-39</td>
<td>20 (43)</td>
<td>14 (27)</td>
<td>.25</td>
</tr>
<tr>
<td>40-49</td>
<td>10 (21)</td>
<td>13 (25)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>12 (26)</td>
<td>15 (29)</td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>5 (11)</td>
<td>9 (18)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoker</td>
<td>26 (55)</td>
<td>26 (51)</td>
<td>.91</td>
</tr>
<tr>
<td>Current smoker</td>
<td>5 (11)</td>
<td>7 (14)</td>
<td></td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>15 (32)</td>
<td>16 (31)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;Higher school</td>
<td>32 (68)</td>
<td>26 (51)</td>
<td>.38</td>
</tr>
<tr>
<td>High school equivalent</td>
<td>13 (28)</td>
<td>22 (43)</td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported health</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>8 (17)</td>
<td>14 (27)</td>
<td>.31</td>
</tr>
<tr>
<td>Good</td>
<td>24 (51)</td>
<td>19 (37)</td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>15 (32)</td>
<td>18 (35)</td>
<td></td>
</tr>
<tr>
<td><strong>Depression-PHQ</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None (0-4)</td>
<td>22 (47)</td>
<td>27 (53)</td>
<td>.52</td>
</tr>
<tr>
<td>Mild (5-9)</td>
<td>19 (40)</td>
<td>13 (25)</td>
<td></td>
</tr>
<tr>
<td>Moderate (10-14)</td>
<td>2 (4)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td>Moderately severe or severe (15-19 or 20-7)</td>
<td>4 (8)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Prescribed action plan for asthma at baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>33 (70)</td>
<td>41 (80)</td>
<td>.35</td>
</tr>
<tr>
<td>No</td>
<td>13 (28)</td>
<td>10 (20)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of asthma medications</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7 (15)</td>
<td>14 (27)</td>
<td>.25</td>
</tr>
<tr>
<td>2</td>
<td>19 (40)</td>
<td>17 (33)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12 (26)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td>≥4</td>
<td>6 (13)</td>
<td>10 (20)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>3 (6)</td>
<td>4 (8)</td>
<td></td>
</tr>
<tr>
<td><strong>Poorly controlled asthma</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>38 (81)</td>
<td>36 (71)</td>
<td>.34</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (15)</td>
<td>9 (18)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td>Characteristic</td>
<td>Intervention (n=47)</td>
<td>Control (n=51)</td>
<td>P value</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>ED visits due to a respiratory problem</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>37 (79)</td>
<td>38 (75)</td>
<td>.32</td>
</tr>
<tr>
<td>1</td>
<td>6 (13)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>2 (4)</td>
<td>4 (8)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>FABA overuse</strong></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>0</td>
<td>43 (91)</td>
<td>39 (76)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of hospitalizations due to respiratory issues</strong></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>0</td>
<td>44 (94)</td>
<td>43 (84)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>6 (12)</td>
<td></td>
</tr>
</tbody>
</table>

*PHQ: Patient Health Questionnaire.

bFABA (fast-acting bronchodilators) overuse: if the sum of the quantity for all FABAs dispensed was >750+ mg doses of salbutamol 100 mcg, 2 inhalations at a time, or the equivalent for other FABAs over a 9-month period.

cED: emergency department.

Of the 100 individuals who were randomized, 16 were lost to follow-up at 3 months in the intervention group. Five individuals could no longer be reached, 1 reported having trouble with the pedometer and did not log in, 1 no longer had access to a computer, and the remaining 8 individuals reported lack of time. In addition, one individual at 6 months and another at 9 months postrandomization could no longer be reached. Among these individuals, 5 did not log in to MAP at all, and the remainder logged in 1 to 36 times. Three individuals in the control group were lost to follow-up at 3 months postrandomization.

**Process Evaluation**

Access to MAP during the first 3 months ranged from 1 to 69 (mean 24, SD 16), and 0 to 38 between 3 and 6 months; among the 47 individuals who received the intervention, 16% had no logins between 3 and 6 months (Figure 2). Logins were more frequent in the first 4 weeks (mean 12, SD 8) and then tapered off thereafter (mean 36, SD 42). The average time spent logged into MAP was 7 minutes/login (range 20 seconds to 2 hours). The most frequently accessed components of the portal were the monitoring questionnaire and the asthma feedback center, with an average of 4.5 views in the first week, 2.2 in the second week, 1.5 from week 2 to week 7, and then 1 time per week for the remainder of the trial (Figure 3). The least frequently accessed component was the static Learning Center. In all instances when a monitoring questionnaire was started, it was completed. Among those who logged in, the proportion of participants who logged in at least once per week was the lowest in week 19 (56%) and the highest in week 1 (100%). Four individuals did not log in at all during the 6-month study period. Their characteristics were similar to those who used MAP except for depressive symptoms, which on average were lower (mean 5, SD 3) in those who did not log in compared with those who used MAP (mean 6, SD 5).

The most frequent reasons for initiating an email by the patient or the nurse was to discuss medications (30%), clarify the action plan (18%), monitor MAP feedback (15%), and conduct follow-ups related to control status (5%). About 61% of alerts to the nurse were related to medication adherence, 17% indicated a need to review the action plan, 11% were because the patient did not log in, and 7% were related to delayed initiation of the action plan by patients.

Usefulness ratings on the TAM were essentially unchanged at baseline and 6 months. A similar pattern was found for the response to the item “I intend to use My Asthma Web portal weekly to help manage my Asthma.”
Impact of MAP on Asthma Control Using Administrative Data and Health-Related Quality of Life

Multimedia Appendix 2 presents the scores for asthma control status and health-related quality of life (MAQLQ) over time by group. After adjustment for sex, age, asthma medications, education, and self-reported health, a significant improvement in MAQLQ score was evident between baseline and 3 months for the intervention group (mean change 0.67, 95% CI 0.36 to 0.98). Differences were not statistically significant for the intervention group between 3 and 6 months (mean change –0.01, 95% CI –0.35 to 0.32) or 6 and 9 months (mean change –0.12, 95% CI –0.46 to 0.22). There were no statistically significant differences over time for the control group. Further, there were no significant differences between groups over time for both MAQLQ and poor control status.

When models were reanalyzed with imputed data, the difference in MAQLQ scores between baseline and 3 months for the intervention group was still statistically significant after adjustment for sex, age, asthma medications, education, and self-reported health (mean change 0.52, 95% CI 0.20 to 0.84). In addition, a trend of decreasing scores between the 6 and 9 months was found (mean change –0.35, 95% CI –0.66 to –0.04) for the intervention group. No other statistically significant differences were found between time periods or between groups for MAQLQ scores. There was no significant effect of group,
time, or group by time adjusted for sex, age, asthma medications, education, and self-reported health found for poor control status. The results for differences in MAQLQ scores over time and between groups were similar with adjustment for depression (PHQ), self-efficacy, beliefs about asthma medication (BMQ), self-reported asthma control (ACT), and poor control status at baseline. In addition, depression (PHQ) (mean change –0.27, 95% CI –0.37 to –0.18 for a change of 5 units), self-efficacy (mean change 0.24, 95% CI 0.16 to 0.32), and self-reported asthma control symptoms (ACT) (mean change –0.25, 95% CI –0.30 to –0.20) were all significantly associated with asthma quality of life (MAQLQ). No significant effect of group, time, or group by time or for the explanatory variables was found for poor control status.

Figure 4 shows the proportion of individuals who showed a clinically meaningful improvement, no improvement, or deterioration on the patient-reported outcomes over the 6-month intervention period by group. For all measures, the intervention group had a higher proportion of individuals demonstrating a minimally clinically important difference compared with the control group. However, only the difference in depression (PHQ) at 6 months was statistically significant.

Figure 4. Minimal clinically important difference at 6 months on the patient reported outcomes. MAQLQ: Mini-Asthma Quality of Life Questionnaire; ACT: Asthma Control Test; EQ-VAS: EuroQol visual analogue scale; PHQ: Patient Health Questionnaire.

Discussion

Principal Findings

Our study found significant improvements in asthma quality of life over the initial 3 months among individuals using a Web-based asthma self-management intervention compared with those in the control group. There was also a higher proportion of individuals who had an improvement in depression, self-efficacy, and self-reported asthma control over time in the intervention group compared with the control group, suggesting that these were important mediating effects of the MAP intervention on improving asthma quality of life. However, there was no significant effect of the intervention on asthma control over time or for differences between groups in asthma control and asthma-related quality of life.

The proportion of poor control status seemed to worsen slightly in the intervention group and to improve in the usual care group during the study. This was not surprising, as the control group might also benefit from being included in a study. This suggested, however, that when patients reduced their interaction with MAP it might not be because they had learned how to self-manage their condition. Other potential reasons might be a loss of interest in the system, or feeling overwhelmed and unable to log in when symptoms worsened. Identifying mechanisms to keep individuals engaged and motivated to use systems such as MAP, which are relatively simple to integrate into daily activities, is important. Strategies found to be effective to increase the use of Web-based systems include primary task support that includes delivering the intervention in a stepwise approach as individuals’ knowledge and behavioral changes progress and matching content and features of the intervention to the individuals’ needs and health [16].

Ongoing access by participants using MAP supports the feasibility of using the system to deliver self-management for individuals who accept to start using the system. Also, the fact that logins decreased over time may reflect that once individuals learned about their medications and action plan they found less benefits of logging in to report symptoms and receive feedback that they became more familiar with over time. This reflects the importance of tailoring content and features of Web-based interventions over time to changes in individuals’ knowledge, confidence, and symptoms as supported by previous reviews of self-management technology-based interventions [12,40].

Similar to our findings, a recent review of systematic reviews [12,40] showed that the 2 of the 7 studies that were conducted in an adult population [13,14] favored the Web-based intervention on asthma-related quality of life and on self-reported symptoms and asthma control. Previous work has...
shown that self-reported asthma control often overestimates the effect of interventions [41]. Our study was the first to examine the impact of a Web-based self-management program on asthma control independent of participant reporting [12]. We used a composite measure of control based on administrative data and an algorithm for overuse of rescue medication and ED use. While none of the previous studies examined the overuse of rescue medication as an outcome, they have evaluated the impact on ED visits. Similar to our study, Rasmussen et al [14] found no difference in ED visits between the intervention and control groups. Unlike our investigation that showed an association between self-efficacy, depression, and beliefs about medications with asthma-related quality of life, none of the previous studies to our knowledge examined these mediating effects as possible mechanisms by which Web-based self-management interventions enhance outcomes [12]. This also reflects the limited consideration of theory defining the core mechanisms by which technology-based interventions impact outcomes and guide the evaluation of self-management interventions [42]. Al-Durra et al (2015) found that only 20% (17/85) studies of Web-based asthma self-management interventions applied at least one model, framework, or construct of a behavioral change theory [43].

Furthermore, a consistent finding across systematic reviews of technology-enabled self-management is that interventions with multiple behavioral change techniques appear, on the whole, to be more effective than those using fewer techniques [12,40]. We also identified this as important during the iterative design process of MAP and in consultation with behavioral change experts on our team and incorporated several techniques within MAP, including self-monitoring, action planning, feedback in relation to symptoms and goals, environmental triggers, motivational messaging, and reward. Future work will focus on tailoring the use of behavioral change techniques and gradually combining techniques in response to individuals’ clinical profile and preferences to help participants identify a sequence of behaviors to target. Tailoring the system to the needs of individuals as they take control of their health may help optimize individuals’ perceived benefit of self-monitoring and staying connected to the care team as needed. In turn, this may increase the ongoing participant use of MAP and an opportunity to observe the long-term effects on asthma control.

**Strengths and Limitations**

Linking the mechanisms by which self-management interventions are expected to have an effect is important to guide the selection of functionalities that should be included in technology-based interventions. The features and decision support tools in MAP are based on the principles of self-management skill development [44], self-efficacy and motivational theory [45], and adult learning principles [44], and were integrated into clinical care with ongoing monitoring by a nurse case manager. These theories and the clinical process for asthma management guided the behavioral change techniques within MAP, the algorithm behind the frequency and nature of alerts to patients, and the interaction with the case manager [15]. While previous systems have included Web-based monitoring, most do not provide a comprehensive evaluation of asthma-related behaviors that can then be used to deliver automated alerts and decision support to patients and the care team [12]. In our study, we targeted asthma symptom monitoring and action plan use, but also included physical activity monitoring, which has been shown to be linked to averting exacerbations in the long term [46].

One of the limitations of this trial was that we did not evaluate adherence to asthma treatment. This limited our ability to evaluate the impact of MAP on adherence as an intermediate effect to improve asthma control. Also, the number of participants lost to follow-up and missing data resulted in a relatively small, but sufficient, sample size. Comparison of baseline characteristics and imputation to evaluate the impact of missing data provided insight into the characteristics of individuals who dropped out, and the implications for feasibility and the need to tailor the intervention. Previous reviews of computer-based asthma interventions reported attrition rates of up to 23% [12]. This is in keeping with other systematic reviews of computer-based interventions in other areas [12,40]. Our study had a higher attrition of 37%, which is still lower than the upper range of attrition found in nontechnology-based self-management interventions, which ranges from 0 to 54% [47,48]. Nonetheless, 16 participants were lost to follow-up in the intervention group compared with only 3 patients lost to follow-up in the control group. This finding implied that dropout attrition rate was more than 5 times higher in the intervention group compared with the control group. Eight individuals among those who dropped out reported a lack of time as a reason, indicating that the use of the system needs to be simplified to optimize use as part of daily activities. The remaining 7 individuals, who could not be reached and found the study time-consuming, might have not perceived MAP as beneficial. Initial perceived benefit could be used as a way to screen for potential users of MAP and identify ways of optimizing the fit of MAP to the needs of individuals with asthma. Only one person identified no access to a computer as a reason for dropout, indicating that, for some, lack of access to the Internet remains a potential barrier. Further, participants in this trial might have been those who were more likely to accept the use of technology, which might have limited the generalizability of the results to other patients with chronic conditions.

Another consideration is that care in specialty clinics was more intensive in terms of providing patients with case management and self-management support compared with primary care, which likely contributed to making it more challenging to find an effect. We would expect a larger difference in outcome between the Web-based tool and usual care in a primary care setting. Also, given the relatively small sample for this trial, about half had disease for >10 years and therefore had a greater opportunity to learn and improve asthma self-management behaviors prior to starting the trial. MAP may have greater impact among individuals in relatively earlier phases post-asthma diagnosis when learning self-management skills is new for them. This represents another promising avenue for future research.

Furthermore, the material and recommendations presented to participants in response to monitoring information were static for the entire 6-month period. Adapting the monitoring protocol and material and recommendations based on individuals’
progression and time using the system may enhance usage and impact on outcomes.

Finally, from the time the trial was registered there were changes made to the design prior to the start of the trial, including expanding the inclusion for age from $\leq 60$ to $\leq 69$ and removing the criteria for full healthcare coverage and the need for the primary care physician to be using the asthma decision support.

**Conclusions**

There is growing interest in the potential of the Web-based and other digital media as a platform to deliver more tailored self-management support, while maintaining cost-effectiveness, with greater scope for integration into the everyday lives of those with asthma. The MAP intervention had a significant impact on improving asthma-related quality of life and other related outcomes including self-efficacy, depressive symptoms, and beliefs about medication. Furthermore, the effects of MAP were maintained at 6 months and began to decrease once the use of MAP ended between 6 and 9 months, suggesting that ongoing support might result in reduced exacerbations in the long term as opposed to usual care alone. Technology renders self-management support between clinical visits feasible. Future work is needed to identify tailored protocols for monitoring symptoms and health behaviors as individuals learn how to self-manage, and to assess the impact of MAP on asthma control and health-related quality of life beyond 6 months. Based on these results, a larger-cluster randomized trial will be designed with an updated version of MAP that will allow us to evaluate the long-term impact of tailored self-management, adjusting for multiple covariates over time.

**Acknowledgments**

This study was supported by a Canadian Institutes of Health Research operating grant (CIHR 89859, 217090, 204847), a Career Award for SA from the Fond de Recherche en Santé du Quebec (FRQS #13870), and a Canadian Foundation of Innovation Medical Informatics Infrastructure Grant (15649). The authors wish to acknowledge Pascale Rioux, Danielle Beaucage, and Dr Ron Olvenstein for their helpful input in the implementation of MAP and study recruitment.

**Conflicts of Interest**

None declared.

**Multimedia Appendix 1**

My Asthma Portal (MAP) monitoring business rules.

[PDF File (Adobe PDF File), 20KB - jmir_v18i12e313_app1.pdf]

**Multimedia Appendix 2**

Changes in asthma quality of life and asthma control status over time.
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Abstract

Background: The recently launched Pneumo Rischio eHealth project, which consists of an app, a website, and social networking activity, is aimed at increasing public awareness of invasive pneumococcal disease (IPD). The launch of this project was prompted by the inadequate awareness of IPD among both laypeople and health care workers, the heavy socioeconomic burden of IPD, and the far from optimal vaccination coverage in Italy, despite the availability of safe and effective vaccines.

Objective: The objectives of our study were to analyze trends in Pneumo Rischio usage before and after a promotional campaign, to characterize its end users, and to assess its user-rated quality.

Methods: At 7 months after launching Pneumo Rischio, we established a 4-month marketing campaign to promote the project. This intervention used various approaches and channels, including both traditional and digital marketing strategies. To highlight usage trends, we used different techniques of time series analysis and modeling, including a modified Mann-Kendall test, change-point detection, and segmented negative binomial regression of interrupted time series. Users were characterized in terms of demographics and IPD risk categories. Customer-rated quality was evaluated by means of a standardized tool in a sample of app users.

Results: Over 1 year, the app was accessed by 9295 users and the website was accessed by 143,993 users, while the project’s Facebook page had 1216 fans. The promotional intervention was highly effective in increasing the daily number of users. In particular, the Mann-Kendall trend test revealed a significant ($P \leq 0.01$) increasing trend in both app and website users, while change-point detection analysis showed that the first significant change corresponded to the start of the promotional campaign. Regression analysis showed a significant immediate effect of the intervention, with a mean increase in daily numbers of users of 1562% (95% CI 456%-4870%) for the app and 620% (95% CI 176%-1777%) for the website. Similarly, the postintervention daily trend in the number of users was positive, with a relative increase of 0.9% (95% CI 0.0%-1.8%) for the app and 1.4% (95% CI 0.7%-2.1%) for the website. Demographics differed between app and website users and Facebook fans. A total of 69.15% (10,793/15,608) of users could be defined as being at risk of IPD, while 4729 users expressed intentions to ask their doctor for further information on IPD. The mean app quality score assigned by end users was approximately 79.5% (397/500).

Conclusions: Despite its specific topic, Pneumo Rischio was accessed by a considerable number of users, who ranked it as a high-quality project. In order to reach their target populations, however, such projects should be promoted.

(J Med Internet Res 2016;18(12):e316) doi:10.2196/jmir.6205
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Introduction

Invasive Pneumococcal Disease: High Burden and Low Awareness

Streptococcus pneumoniae, also known as pneumococcus, is an important human pathogen. It can cause both noninvasive (eg, otitis media, sinusitis, pneumonia) and invasive pneumococcal disease (IPD), which is described as the presence of pneumococcus in normally sterile body fluids. IPD has a variety of clinical presentations, the most common being meningitis, bacteremia, and bacteremic pneumonia [1,2]. It has been estimated [3] that approximately 1.6 million people worldwide die of IPD each year. In Italy, IPD is the invasive bacterial infection that carries the highest burden in terms of morbidity. Indeed, in 2014, a total of 952 IPD cases were notified (accounting for 78% of all cases), while cases of invasive diseases caused by Neisseria meningitidis accounted for 163 (13%) and those caused by Haemophilus influenzae accounted for 105 (9%) [4]. The risk of developing IPD is unevenly distributed among different population groups, being significantly higher among young children, the elderly, and people with several underlying medical conditions and health-compromising behaviors [5,6].

Vaccination is the only public health measure able to drastically reduce the incidence of IPD [7,8] and is highly recommended [9] for the above-mentioned at-risk population groups. However, immunization rates remain relatively low in both Italy [9] and other developed countries, including the United States [10]. The reasons for this are very probably multiple and of different nature, although inadequate knowledge and awareness of IPD among both health care practitioners and patients seems to be a major factor. Indeed, Lode et al [11] found that the main obstacles to vaccination among laypeople were scant awareness of vaccine availability, insufficient IPD risk perception, and lack of recommendation by general practitioners (GPs). The same research group [11] reported scant awareness of terms for pneumococcal diseases, with only 50% of GPs knowing the term IPD. Nichol et al [12] found that recommendation by a health care provider enhanced pneumococcal vaccine adherence among adults at risk of IPD. A systematic review of the determinants of pneumococcal vaccination [13] confirmed this finding, revealing that strong recommendation by GPs is an effective strategy for increasing immunization rates.

Pneumo Rischio Project

We have previously shown [14] that, despite the heavy health and socioeconomic burden of IPD in Italy [4], considerably less information is available on this disease than on other infectious pathologies with lower incidence rates. In order to fill this information gap—that is, the discrepancy between disease occurrence and available information [15]—we recently developed and launched an eHealth project called Pneumo Rischio [14]. Implementation of this project was also prompted by the above-described scant awareness of IPD among both laypeople and health care professionals [11-13] and the low vaccination coverage in Italy [9], despite the availability of safe and effective vaccines.

Pneumo Rischio was launched on February 26, 2015 in the three main app stores available in Italy, namely Google Play (Google Inc, Mountain View, CA, USA) [16], iTunes (Apple Inc, Cupertino, CA, USA) [17], and Microsoft (Microsoft Corporation, Redmond, WA, USA) [18] stores. The development process and main features of Pneumo Rischio have been reported elsewhere [14]. Briefly, the app was conceived to be maximally functional and easy to use and navigate. The core component of the app is a checker, which is designed to estimate the personal risk of contracting IPD and inform its customers in a user-friendly manner of communication. Once users have completed the checker, they can send the complete output to their doctor by email. The ultimate goal of the app is to increase community awareness of IPD. We created a sister website [19] to ensure a higher population coverage [14]. Moreover, we have also set up a Facebook account (Pneumo Rischio product page, subcategory app page) [20] to share IPD-related information and resources. Figure 1 shows screenshots of the Pneumo Rischio app, website, and Facebook page.
Rationale and Aims

To be effective, an app concerning health and health care should not only be technically efficient but also (1) be evidence based [21], (2) satisfy different aspects of objective and subjective quality [22], (3) be useful to and targeted at its end users [23], and (4) be downloadable and cover as much of the population as possible [24]. Undoubtedly, the first requirement should be satisfied in the initial stages of development; app developers, for example, could involve experts in a given health care field, employ methods of evidence-based medicine to build the product content, and test their app for quality and perceived usefulness in the phase of testing app prototypes. With regard to Pneumo Rischio, which proved to be a user-friendly product, we tried to make it evidence based by involving IPD experts in drafting content and features of the project and by carrying out a comprehensive literature review [14]. However, reaching this goal may not guarantee the achievement of the other three above-mentioned requirements. Thus, quality and usefulness evaluations made by real-world users after the app has been launched may differ from assessments made in the prelaunch phase, owing to poor representativeness of the target population or the fact that the judgments of real-world users may be scattered and highly subjective [22]. Continuous monitoring of users’ feedback and specific instruments may help assess user-perceived app quality and usefulness and may prompt modifications of the app content and functions in future updates.
The fourth aspect (ie, the number of users) is of particular relevance to public health and preventive medicine.

In the light of the above considerations, we aimed to provide some potentially useful insights into assessing an app/eHealth project from different points of view. Specifically, with regard to the Pneumo Rischio project, our goals were (1) to describe and analyze the trend in usage and its determinants, (2) to characterize users and their representativeness, and (3) to evaluate users’ ratings of the quality of the app.

**Methods**

**Marketing Campaign to Increase Population Exposure to Pneumo Rischio**

In the first 7 months after the project was launched, we had no defined marketing strategy for its promotion; we only occasionally presented it at conferences, and we made some Web press releases. From the fourth week of September 2015, we established a more intense 4-month marketing campaign (henceforth referred to as the intervention). This used various approaches and channels, including both traditional and digital marketing strategies. The traditional approach consisted of presenting the app and the first results of its use at meetings, congresses [25,26], and postgraduate courses, participating in an eHealth competition, and advertising at physicians’ offices. The online component included online advertising (Google AdWords, Google AdSense, Google AdMob, Facebook Ads) and social media (primarily Facebook). While pay-per-click ads are a recognized and cost-effective means of advertising [27], social networking offers a unique opportunity for social promotion [28] and has proved to be a feasible recruitment option [29]. We used the Pneumo Rischio Facebook page to periodically post stylistically coherent messages concerning IPD risk factors. Most posts could be classified as designed questions [30] (eg, “Can my Pneumo Rischio increase if…?”). Moreover, we posted banners on some popular thematic and informational portals.

**Usage: Trends and Determinants**

We used Google Analytics data, which are rigorously anonymous and presented in aggregated form, to record the number of users, number of sessions, users’ demographic characteristics, and the risk (related to IPD) profiles of Pneumo Rischio users. The main unit of analysis was the daily (n=365) number of app and website users. We considered app and website users separately, since they have different characteristics and usage patterns [14].

We exploited different techniques of time series analysis to highlight the usage trend. The modified Mann-Kendall test [31] for serially autocorrelated data was used to assess the statistical significance of the trend in the number of Pneumo Rischio users over time. We then performed change-point detection analysis to locate points at which the statistical properties (both mean and variance) of the time series changed [32]. For this purpose, we used the binary segmentation approach.

We subsequently carried out segmented negative binomial regression analysis (to account for overdispersion) of interrupted time series in order to quantify immediate and time-related changes in the counts of users after the launch of the intervention. Specifically, the equation was formulated as follows:

\[
U_t = \beta_0 + \beta_1 \times \text{time} + \beta_2 \times \text{intervention} + \beta_3 \times \text{time postintervention} + \epsilon_t,
\]

where \(U_t\) is the mean number of app or website users on day \(t\); \text{time} is the day from the Pneumo Rischio launch; \text{intervention} is a binary variable indicating time \(t\) before (0) or after (1) the start of the intervention; \text{postintervention} is the number of days after the start of the intervention on day \(t\), expressed as 0 before the intervention and (time-detected change point) after the intervention; \(\beta_0\) is the baseline level of users at time 0; \(\beta_1\) is the day-by-day change in the mean number of users before the intervention; \(\beta_2\) is the level change in the mean number of users immediately after the intervention; \(\beta_3\) is the trend change in the day-by-day mean number of users after the intervention in comparison with the preintervention period; and \(\epsilon\) is the error term [33]. Since residuals of both models were heteroskedastic and serially correlated, the inferential testing of model parameters used heteroskedasticity-autocorrelation consistent standard errors.

Subsequently, we described usage of the Pneumo Rischio Facebook product page; we collected these anonymous and aggregated data from Facebook Insights. We also investigated how different types of Facebook posts—ie, “Photos” (posts containing photos), “SharedVideo” (posts containing videos), “Notes” (posts with HTML capability and no word limit), and “Links” (posts with links to other sites)—can affect the engagement of visitors with the Pneumo Rischio Facebook page. Posts were also dichotomized by type into personalized (posts containing personal or possessive adjectives or pronouns; eg, “my,” “mine”) and neutral posts (without any personal determiners). Since the distribution of people’s engagement with Facebook posts was highly skewed, we applied the nonparametric Mann-Whitney \(U\) test and computed the effect size as Cohen \(r_c = z / \sqrt{n}\) [34].

**Pneumo Rischio: End Users’ Characteristics**

Next, we characterized Pneumo Rischio users (app and website users and Facebook fans) in terms of sex, age, and IPD risk categories; that is, low (healthy adults), medium (healthy elderly and immunocompetent people of any age with chronic conditions), and high (immunocompromised people of any age) [35]. These data were collected from Google Analytics (app and website) and Facebook Insights (Facebook page). As a theoretical measure of the effectiveness of the project, Pneumo Rischio users were asked (once the final result had been visualized) whether they intended to ask their GP for further information on IPD and its prevention. The second proxy measure of project effectiveness was the number of emails with detailed IPD risk profiles sent. This proxy measure is based on the assumption that a user sends a personal health-related record to his or her GP.
Objective and Subjective Quality as Defined by End Users

The quality of the app was assessed by means of the Mobile Application Rating Scale (MARS) [22], the Italian version of which has recently been validated [36]. The scale consists of 23 Likert-type items on a 5-point range (from 1, “poor,” to 5, “excellent”) and assesses app quality in 4 objective dimensions (engagement, functionality, aesthetics, and information) and 1 subjective quality dimension. A summary score for each dimension is obtained by averaging the corresponding scores of single items. The MARS total score is obtained by averaging the summary scores on the 4 objective quality dimensions. The Italian version of MARS has shown good psychometric properties; the MARS total score has been seen to have an intraclass correlation coefficient of .96, Cronbach alpha of .90, and acceptable levels of convergent, divergent, discriminative, known-groups validity, and scalability [36].

Since the MARS was originally intended to be used by trained professionals, a simplified training-free version of the scale was also created in order to obtain app-user quality ratings [37]. The two MARS versions are very similar; however, the user version uses simpler wording, contains fewer technical terms, and omits 3 items on the information subscale (accuracy of the app description in the app store, goals, and evidence base) [22,37]. Moreover, both MARS versions have an app-specific section that is adjustable to research aims. In this study, we evaluated the potential impact of the app on users’ knowledge, attitudes, awareness and behavior. Considering the above similarities, we supposed that most psychometric properties of the professional version would be transferable to the user version.

Subsequently, we assessed the customer-determined quality of the app. For this purpose, we enrolled participants during conferences and courses (health care professionals) and lectures (students in various graduate and postgraduate courses). Enrolled participants were instructed to navigate in all app components and functions for at least 10 minutes, to examine the description/definition of the app quality provided for each subscale, and then to fill in an anonymous paper-and-pencil survey form. Before evaluating the app, participants were not aware of the Pneumo Rischio project.

Participation in this nonbiomedical, noninterventional study was voluntary, and anonymity was guaranteed. Ethical approval for this study was not required, since it focused only on the quality evaluation of an existing service, which is freely available in the public domain, with no potential risks for participants. We collected no personal or sensitive data.

We express approximately normally distributed summary scores as means with standard deviations, and we summarized single Likert scale items as medians with interquartile ranges (IQRs). Average MARS summary scores exceeding 3.0 points (60%) were regarded as satisfactory [38]. We compared the MARS total scores between sexes and professions (health care vs non-health care) by means of t test, and calculated the Pearson r correlation coefficient between the score and the age of raters. The effect size for the t test was quantified by means of Cohen d. Finally, we constructed multivariable linear models (chosen by minimizing the corrected Akaike information criterion) with heteroskedasticity consistent standard errors to predict the MARS total and subscale scores.

All statistical analyses and modeling procedures were performed in R environment (R Foundation for Statistical Computing).

Figure 2 schematizes the chronology and assessment methods of the study.
Results

Usage: Trends and Determinants

On February 25, 2016, exactly 1 year after being launched, the app had been downloaded 9295 times and 10,090 sessions were run (1.09 sessions/user). On average, a session lasted 04:01 minutes. The website had been visited by 143,993 users, who ran 150,790 sessions (1.05 sessions/user), with a mean number of 2.13 pages per session. Website sessions lasted approximately four times less (01:02 minutes) than an average app session.

The modified Mann–Kendall trend test showed a statistically significant increasing trend in both app (corrected $z=3.33, P<.001$) and website (corrected $z=2.75, P=.01$) users. Change-point detection analysis revealed 5 significant changes in the daily time series of both app and website use. The first point corresponded to the start of the intervention (fourth week of September 2015). Analogously, segmented regression analysis confirmed the effectiveness of the intervention (Figure 3). As Table 1 shows, the baseline level of app and website users was statistically different from zero. The preintervention trends displayed opposite patterns, being negative for the app and positive for the website; these parameter estimates did not, however, reach an alpha $<.05$. Estimated usage grew significantly ($P<.001$) immediately after the start of the intervention: we estimated an increase in daily numbers users of $1562\%$ (95% CI 456%-4870%) for the app and $620\%$ (95% CI 176%-1777%) for the website. Moreover, the postintervention day-by-day trend in the number of users was also positive and statistically significant for the website, with a $1.4\%$ (95% CI 0.7%-2.1%) increase, but not for the app, with only a $0.9\%$ (95% CI 0.0%-1.8%) increase.

On February 25, 2016, the *Pneumo Rischio* Facebook page had 1216 likes registered. The daily number of new likes correlated highly with both app ($r=.60, 95\%$ CI .53-.66) and website users ($r=.59, 95\%$ CI .52-.65). Since the start of the intervention, 30 posts had been published; most of these were of the Notes (n=16) and Photos (n=12) types, while there was only 1 SharedVideo and 1 Link. We excluded the SharedVideo and Link types of posts from the analysis, owing to their singularity. We categorized 9 posts as personalized, and the remaining 19 as neutral. Photo posts engaged a significantly ($P<.001$) higher median number of users than Notes (median 631) rather than neutral (median 540) posts was not statistically significant ($P=.76$).
Figure 3. Daily observed and predicted numbers of *Pneumo Rischio* app and website users, February 26, 2015 to February 25, 2016.

Table 1. Segmented regression analysis to predict the number of app and website users.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>App</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>z (P value)</td>
</tr>
<tr>
<td>Baseline level</td>
<td>1.091 (0.449)</td>
<td>2.43 (.02)</td>
</tr>
<tr>
<td>Baseline trend</td>
<td>-0.002 (0.004)</td>
<td>-0.54 (.59)</td>
</tr>
<tr>
<td>Postintervention level change</td>
<td>2.811 (0.559)</td>
<td>5.03 (&lt;.001)</td>
</tr>
<tr>
<td>Postintervention trend change</td>
<td>0.009 (0.005)</td>
<td>1.86 (.06)</td>
</tr>
</tbody>
</table>

**Pneumo Rischio: End Users’ Characteristics**

Demographic profiles differed between app users, website visitors, and Facebook fans (Table 2). In terms of the sex of users, women downloaded the app 1.5 times more frequently than men, and three-quarters of Facebook fans were female. Conversely, a higher number of men visited the website. The most numerous age class of both app and website users was that of adults aged 25-34 years. *Pneumo Rischio* Facebook fans were older than *Pneumo Rischio* users, the most representative age class being 45-54 years, followed by the 55-64 and 35-44 age classes. It is encouraging that approximately 12% (145/1216) of the Facebook fans were aged ≥65 years.

Approximately 70% (app: 2732/3965; website: 8061/11,643) of users may be defined as being at risk of IPD. The distribution of risk categories was similar between app and website users (Figure 4). A total of 2617 app users (25.9%, 95% CI 25.1%-26.8% of all sessions) and 2112 website users (1.4%, 95% CI 1.3%-1.5% of all sessions) stated that they would ask their GP for further information on IPD and its prevention. A total of 2142 (1700 for the app and 442 for the website) emails with detailed IPD profiles were sent.
Table 2. Age and sex distribution of Pneumo Rischio users.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>App users</th>
<th>Website users</th>
<th>Facebook fans</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>n/total</td>
<td>%a</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>39.2</td>
<td>166/423</td>
<td>54.1</td>
</tr>
<tr>
<td>Female</td>
<td>60.8</td>
<td>257/423</td>
<td>45.9</td>
</tr>
<tr>
<td>Unknown</td>
<td>–</td>
<td>–</td>
<td>0.25</td>
</tr>
<tr>
<td>Age class, years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>7.0</td>
<td>29/412</td>
<td>27.5</td>
</tr>
<tr>
<td>25-34</td>
<td>29.9</td>
<td>123/412</td>
<td>33.5</td>
</tr>
<tr>
<td>35-44</td>
<td>23.8</td>
<td>98/412</td>
<td>15.5</td>
</tr>
<tr>
<td>45-54</td>
<td>18.2</td>
<td>75/412</td>
<td>12.5</td>
</tr>
<tr>
<td>55-64</td>
<td>13.6</td>
<td>56/412</td>
<td>5.5</td>
</tr>
<tr>
<td>≥65</td>
<td>7.5</td>
<td>31/412</td>
<td>5.5</td>
</tr>
</tbody>
</table>

*aOnly relative data were available.

Figure 4. Distribution of risk categories for invasive pneumococcal disease among Pneumo Rischio app and website users (95% CI).

Objective and Subjective Quality of the App as Defined by End Users

A total of 171 participants filled in the MARS user version. The mean age of participants was 34.3 (SD 12.7) years; females were more numerous (107/171, 64.1% women vs 60/171, 35.9% men). A total of 117 (68.4%) respondents were health care professionals. The mean MARS total score was 3.97 (SD 0.45), corresponding to 79.5%.

The mean scores on all MARS subscales exceeded the prespecified threshold of 60%, ranging from 62.8% for the subjective quality subscale to 84.4% for the functionality subscale. With regard to single items, most (15/20) had median scores of 4.0 points, while the median scores were 3.0 points for 4 items and 5.0 points for 1 item (Table 3).
Table 3. Mobile Application Rating Scale mean subscale and median item scores.

<table>
<thead>
<tr>
<th>Subscale</th>
<th>Subscale scores</th>
<th>Item</th>
<th>Item scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>%</td>
<td>SD</td>
</tr>
<tr>
<td>Engagement</td>
<td>3.75</td>
<td>75.0</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functionality</td>
<td>4.22</td>
<td>84.4</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aesthetics</td>
<td>3.79</td>
<td>75.9</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>4.12</td>
<td>82.3</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective quality</td>
<td>3.14</td>
<td>62.8</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)IQR: interquartile range.

Table 3: Mobile Application Rating Scale mean subscale and median item scores.

No significant \((t_{169}=0.67, P=.50)\) between-sex difference emerged in the MARS total scores (mean 4.00, SD 0.40 for men and mean 3.96, SD 0.47 for women). There was a weak positive \((r=.16, 95\%\ CI .01-.30)\) correlation between the score and the age of participants. Non-health care professionals scored significantly \((t_{169}=5.59, P<.001)\) higher than health care professionals (4.20, SD 0.32 vs 3.87, SD 0.46), and the effect size was large \((d=0.92, 95\%\ CI 0.58-1.26)\). Table 4 reports the final multivariable model. The main effect of respondents’ professions was a significant \((P<.001)\) predictor of the MARS total score: on average, health care professionals attributed 0.78 (15.6\%) fewer points than those outside the health care sector. Moreover, there was a significant \((P=.01)\) interaction between age and profession: with increasing age, health care workers awarded higher scores, while no age-related pattern emerged among non-health care professionals. The model explained 15.5\% of variance; its residuals were normally distributed (Shapiro-Wilk test: \(P=.94)\) but heteroskedastic (Breusch-Pagan test: \(P=.02)\), justifying the use of robust standard errors. The 5 subscale-specific models (Multimedia Appendix 1) yielded very similar results.

Figure 5 shows response patterns to the app-specific MARS items. More than 60\% of respondents attributed a score of at least 4 (ie, “agree” or “strongly agree,” which correspond to the light green and dark green areas of the bars in Figure 5) on items regarding app-induced increase in awareness (109/171, 63.7\%) and knowledge (105/171, 63.7\%), and knowledge (105/171, 61.4\%), while these proportions were 52.0\% (89/171) for items regarding the app’s ability to modify attitudes, 53.6\% (90/168) for items regarding encouragement of a search for further information, and 47.0\% (78/166) for items regarding behavior change. However, like the results of the regression analysis, the perceived usefulness of the app differed by professional category. Comparison of the response categories (ie, strongly agree/agree vs neutral/disagree/strongly disagree) revealed that health care professionals assigned markedly lower scores than did people outside the health care sphere on all items.
Table 4. Final multivariable linear model to predict the Mobile Application Rating Scale total score.

| Predictor                          | b (SE)       | $|t_{165}|$ (P value) |
|-----------------------------------|--------------|-----------------|
| Intercept                         | 4.31 (0.13)  | 32.43 (<.001)  |
| Sex (female vs male)              | -0.01 (0.07) | 0.21 (.84)      |
| Age                               | 0.23 (0.24)$^a$ | 0.92 (.36)    |
| Profession (health care vs non-health care) | -0.78 (0.20) | 3.97 (<.001) |
| Age x profession                  | 1.36 (0.50)$^a$ | 2.72 (.01)    |

$^a$Estimates are multiplied by 100.

Figure 5. Response patterns on the app-specific user version of the Mobile Application Rating Scale items.

Discussion

Principal Findings and Comparison With Previous Work

The main novelty of our study is that it took a multidimensional approach to evaluating an eHealth project. The variety of techniques used gave us an opportunity to analyze *Pneumo Rischio* from the point of view of developers, end users, and public health authorities. However, as we believe that in the eHealth era [39] perspectives of different stakeholders are merging, our discussion will not try to distinguish among single actors.

One of our central findings is that marketing activities and continuous monitoring of usage indicators are fundamental in order to increase population exposure to topic-specific eHealth projects such as *Pneumo Rischio*. According to the developers of the Canadian national immunization app [24], the diffusion of an app is a crucial parameter of its success, but this may be challenging. Although the *Pneumo Rischio* app is cost- and registration-free, contains no in-app advertisements, is available in all main Italian app stores, and was developed with the active involvement of experts in pneumococcal diseases (features potentially associated with greater success [40-42]), daily monitoring of the project usage parameters immediately after its launch prompted us to sketch a marketing mix. Indeed, we judged the preintervention number of downloads (n=340) and website visits (n=3994) [14] to be insufficient to reach the main project goal.

We noted that the 1-year life cycle of *Pneumo Rischio* was clearly divided into two stages, a fact undoubtedly attributable to the promotional campaign. Thus, promotional activities were...
essential to disseminate information on the project. Indeed, without this intervention, the daily number of Pneumo Rischio app users would probably not have changed, or may even have decreased, while implementation of the marketing strategy increased app downloads exponentially. Moreover, the creation of a sister website and social media activity may be valuable ways of increasing population exposure.

Our promotional campaign may be regarded as a natural experiment with an interrupted time series design. This quasi-experimental approach is very robust in quantifying the longitudinal effects of an intervention [33]. The results of the segmented regression analysis will allow us both to forecast the effects of future promotional activities and to compare the effects of chronologically distant interventions. Indeed, segmented regression models allow specifications with more than one change point [33].

We observed that the usage parameters of the app and website differed substantially. Indeed, while the Pneumo Rischio website had 15.5 times more visitors than the number of app downloads, an average session was much shorter. This finding supports the results obtained by Hearne et al [43], who suggested that an app and a website should be regarded as complementary resources. These authors concluded that an app may help to engage users, while a website is a useful information source [43]. A higher level of engagement (in that downloading an app requires more effort than visiting a website) may partly explain the longer duration of app sessions.

The Photo type of Facebook posts had a significantly higher number of engaged users. This confirms previous findings that these types of posts enhance user interaction and user engagement, and may be seen as a useful metric for social media marketing [30]. By contrast, we did not confirm our hypothesis that Facebook posts containing personal or possessive pronouns or adjectives (eg, “me,” “my”) engaged more users. Although it has been amply demonstrated that personalized messages are more suitable in terms of people’s engagement [44,45], a purely linguistic approach through the use of personal determiners is probably insufficient. A higher level of customization may therefore be more fruitful.

It should, however, be borne in mind that, although social networking helped to promote the app, it may also engender some risks. For instance, about 2 months after its launch, Pneumo Rischio was cited and criticized by an antivaccination Facebook group, “Autism and Vaccines,” which as of September 2016 had more than 8600 fans. Specifically, their post questioned “the eulogized scientific method” and urged people “not to fall into the trap of confusing pneumococcus with meningococcus”—presumably a reference to the causative agent of meningitis. This post is typical of the antivaccination movement; skewing science is a frequent claim of antivaccine activists in the era of Web 2.0 [46]. Moreover, the post used the word trap (tranello), which has a clear negative connotation. Although this post had no negative impact on the image of Pneumo Rischio or its daily downloads (no negative reviews or decrease in the number of users were registered around that week), this type of risk is difficult to detect and manage.

As expected, in terms of age and sex, Pneumo Rischio users were not fully representative of Italian adult Web users [47]. Indeed, most app users and Facebook fans were female, while in the Italian context male Internet users are slightly prevalent. On the other hand, the sex distribution of the website users was very close to that of the reference population. With regard to age, we observed different patterns among app and website users and Facebook fans. More than half of app users were adults aged 25-44 years, while 61% of the website visitors were 18-34 years old. Facebook fans were somewhat older, in that three-quarters were 35- to 64-year-olds. Only the distribution of app users over 35 years of age was close to the reference population of adult Web users.

A noteworthy result regards the distribution of IPD risk categories: about two-thirds of users could be defined as being at risk of IPD. While, to the best of our knowledge, there are no Italian data on IPD risk distribution, a large German study [35] found a significantly lower proportion of people at risk of IPD in the general population. In our opinion, several factors may have contributed to the phenomenon observed. First, individual users might have engaged in multiple sessions. For example, they could have given truthful answers (in order to discover their own risk) when filling in the checker the first time, and could subsequently have answered hypothetically (eg, “What would happen if I had…?”). To address this shortcoming, we considered only single events displayed by Google Analytics. A second explanation may lie in the self-diagnoses made by the app users. We tried to prevent this by wording questions in the third person (“Has your doctor ever told you…?”). However, considering the high specificity of the topic, we believe that the most probable cause of the higher risk in our population is linked to the overrepresentation of users who are really at risk of IPD and were able to locate the website or download the app. Indeed, people with any chronic disorder are more likely than healthy individuals to have a health-related app on their mobile phones [48].

The observed patterns of the distributions of app users in terms of sex, age, and IPD risk categories are consistent with the results from an Italian survey on eHealth use [49]. Indeed, Siliquini et al [49] found a higher probability of using the Internet for health-related purposes among females, younger people, and people with chronic conditions. Interestingly, in that study most male eHealth users were young adults aged 18-29 years, while this proportion was highest among females aged 30-41 years. Although males account for a higher proportion of mobile phone owners [30], females are more likely to install a health-related app [48].

While users of the app, website, and Facebook page were not fully representative of Italian Internet users in terms of age and sex, it is largely unknown who downloads vaccination- or disease-specific apps and surfs the Web for immunization-related purposes. To better understand issues concerning the representativeness of our data, it is worth comparing usage patterns of the Pneumo Rischio website with those of VaccinarSI [51], which is one of the largest immunization-related Web portals in Italy. The results of a 2-year usage study of the VaccinarSI project have recently been published [52]. The Pneumo Rischio and VaccinarSI websites
had a similar share of male and female users, a pattern that reflects the national use of the Internet by both sexes, in which males are slightly prevalent. This phenomenon, which still persists even in developed societies, is known as the digital gender divide [53]. Age-class distributions were very similar among users of both websites, while the Facebook fans of Pneumo Rischio were older than those of VaccinarSì. Another similarity between the two websites regards the mean duration of sessions and the number of pages viewed [52].

It is encouraging that about 5000 Pneumo Rischio users declared their intention to request further information on IPD from their physician, and about 2000 sent an email (probably to their GPs) with their detailed IPD risk profile. In the modern digital age, doctor–patient relationships change continuously and become more participatory when a better-informed patient is more closely involved in the decision-making process [54]. In a large representative sample of US physicians, 85% of interviewees had at least one patient who had brought Web-acquired health-related information to a visit in order to ask the doctor’s opinion on the matter in question [55]. The role of GPs is therefore crucial in enhancing public awareness of IPD and its prevention, especially among so-called vaccine-hesitant people.

To date (as of September 2016), to the best of our knowledge, our investigation is the largest study to have used the MARS in the community setting. Users rated the app as highly functional; that is, highly performing, easy to use and to navigate, and informative (both qualitatively and quantitatively). These 2 MARS subscales exceeded 80%. Indeed, throughout the process of app development [14], the app’s usability properties and its easily comprehensible and evidence-based content were our priority. On the other hand, the subjective quality dimension of the MARS displayed a relatively low mean score, only slightly exceeding 60%. This score was probably lowered by item 19, which concerned the potential purchase of the app; this was the only score with an IQR of 1-3. This may, therefore, suggest that highly targeted and disease-specific apps (especially in the case of diseases with a relatively low incidence) should be free of charge. Indeed, free apps are downloaded much more frequently than paid-for apps, and it has been forecast [56] that, in 2016, 94% of apps will be downloaded free of charge. It is also encouraging that the engagement subscale received a mean score of 75%, since, in addition to the quality of information, interactivity is an important factor that contributes to improving customers’ intention in credence goods or services [57].

Health care professionals attributed lower MARS scores to all subscales and app-specific items. The adjusted regression models to predict both MARS total and subscale scores confirmed this finding. It is, therefore, plausible that health care professionals have higher expectations of a health-related app.

These lower scores are not surprising, since the app target was the general adult population [14]. However, research has suggested that only half of physicians actually know the term IPD [11]. Pneumo Rischio would therefore be useful to many GPs, too.

Study Limitations
In interpreting our results we noted three main limitations. First, we were compelled to use proxy measures of project effectiveness, namely intentions to ask GPs for further information on IPD and number of emails with detailed IPD risk profiles sent. In our opinion, these two indicators approximated project effectiveness better than the number of app downloads, website visits, or Facebook fans. An optimal indicator of Pneumo Rischio effectiveness would be the proportion of users who really asked their GP for information on IPD and its prevention, or even were vaccinated against pneumococcus after (and because of) using the project. However, obtaining such data is computationally, economically, and ethically challenging. Second, despite the fact that the professional and user versions of MARS are very similar, only the professional Italian version of MARS has been validated. Considering that the two original English versions of MARS differ only slightly (although the user version does not require training), we supposed that the psychometric properties of the professional Italian version of MARS [36] would be similar to those of the user version. Third, as our sample of participants who filled in the MARS was not representative of the population of Italian adult Internet users, our estimates could differ from the average scores of the reference population. Indeed, given that our convenience sample overrepresented health care professionals, who attributed significantly lower MARS scores than the target population of laypeople, the summary MARS scores could be even higher.

Conclusions
Despite its highly specific topic and somewhat niche nature, Pneumo Rischio may be deemed a successful project, as it attracted more than 150,000 users in a 1-year period. Moreover, it was also professionally recognized in an eHealth contest. We therefore hope that our project will contribute to the fight against invasive bacterial diseases.

However, in order to reach their potential end users, such projects should be popularized. Indeed, the process of development of a health-related app should be continuous, and not end with the public release of the app. In our opinion, there is a need to develop a multidimensional framework for assessing health-related apps; this should at least include (1) an evidence base, (2) objective and subjective quality, (3) usefulness, (4) usage indicators, and, if applicable, (5) an outcome assessment.
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Abstract

Background: Despite substantial public health progress in reducing the prevalence of smoking in the United States overall, smoking among socioeconomically disadvantaged adults remains high.

Objective: To determine the feasibility and preliminary effectiveness of a novel smartphone-based smoking cessation app designed for socioeconomically disadvantaged smokers.

Methods: Participants were recruited from a safety-net hospital smoking cessation clinic in Dallas, Texas, and were followed for 13 weeks. All participants received standard smoking cessation clinic care (ie, group counseling and cessation pharmacotherapy) and a smartphone with a novel smoking cessation app (ie, Smart-T). The Smart-T app prompted 5 daily ecological momentary assessments (EMAs) for 3 weeks (ie, 1 week before cessation and 2 weeks after cessation). During the precessation period, EMAs were followed by messages that focused on planning and preparing for the quit attempt. During the postcessation period, participant responses to EMAs drove an algorithm that tailored messages to the current level of smoking lapse risk and currently present lapse triggers (eg, urge to smoke, stress). Smart-T offered additional intervention features on demand (eg, one-click access to the tobacco cessation quitline; “Quit Tips” on coping with urges to smoke, mood, and stress).

Results: Participants (N=59) were 52.0 (SD 7.0) years old, 54% (32/59) female, and 53% (31/59) African American, and 70% (40/57) had annual household income less than US $16,000. Participants smoked 20.3 (SD 11.6) cigarettes per day and had been smoking for 31.6 (SD 10.9) years. Twelve weeks after the scheduled quit date, 20% (12/59) of all participants were biochemically confirmed abstinent. Participants responded to 87% of all prompted EMAs and received approximately 102 treatment messages over the 3-week EMA period. Most participants (83%, 49/59) used the on-demand app features. Individuals with greater nicotine dependence and minority race used the Quit Tips feature more than their counterparts. Greater use of the Quit Tips feature was linked to nonabstinence at the 2 (<i>P</i>=.02), 4 (<i>P</i><.01), and 12 (<i>P</i>=.03) week follow-up visits. Most participants reported that they actually used or implemented the tailored app-generated messages and suggestions (83%, 49/59); the app-generated messages were helpful (97%, 57/59); they would like to use the app in the future if they were to lapse (97%, 57/59); and they would like to refer friends who smoke to use the Smart-T app (85%, 50/59). A minority of participants (15%, 9/59) reported that the number of daily assessments (ie, 5) was “too high.”

Conclusions: This novel just-in-time adaptive intervention delivered an intensive intervention (ie, 102 messages over a 3-week period), was well-liked, and was perceived as helpful and useful by socioeconomically disadvantaged adults who were seeking smoking cessation treatment. Smartphone apps may be used to increase treatment exposure and may ultimately reduce tobacco-related health disparities among socioeconomically disadvantaged adults.
Introduction

Tobacco use is the leading cause of preventable death in the United States [1]. Although the prevalence of smoking has declined to 15.2% among US adults who are not living in poverty, 26.3% of those living in poverty are current smokers [2]. Numerous studies have shown that low socioeconomic status (SES) and financial strain are associated with a reduced likelihood of smoking cessation (ie, [3-8]) despite the fact that individuals of low SES are just as likely to make a quit attempt [9,10]. Even when smoking cessation interventions are specifically designed for low SES populations, quit rates have been low (eg, biologically confirmed 7-day point prevalence abstinence rates of 7%-13% at 6-month follow-up [11-13]). As such, innovative smoking cessation interventions are needed to help socioeconomically disadvantaged individuals quit smoking.

Smartphone-based smoking cessation apps could play a significant role in improving cessation rates for current and future generations of smokers. Approximately 779,000 individuals download smoking cessation apps onto personal smartphones each month worldwide [14], and lower SES individuals are the fastest growing group of smartphone owners in the United States [15]. In fact, smartphone ownership more than doubled to 50% between 2011 and 2015 in households earning less than US $30,000 per year [15]. Smartphone apps could offer easily accessible, highly tailored, and intensive interventions at a fraction of the cost of traditional smoking cessation counseling, thereby overcoming many of the barriers that have hampered the use of traditional empirically supported smoking cessation treatments among lower SES individuals [16,17].

Ecological momentary assessment (EMA), in which handheld devices (eg, smartphones) are used to capture moment-to-moment experience, allows for the measurement of phenomena in real time within natural settings [18,19]. EMA data may facilitate a better understanding of the mechanisms involved in successful cessation attempts, those affecting smoking lapses, and those implicated in the transition from lapse to relapse. Although multiple studies have identified momentary predictors of smoking cessation and smoking relapse (eg, [20-24]), to our knowledge, no studies have used a participant’s responses to EMAs to automatically prompt tailored smoking cessation interventions in real time. EMAs are often used to assess individuals at multiple time points throughout a day. Thus, momentary changes in key variables can be tracked and potentially used to initiate interventions as they are needed. Using smartphones to detect high relapse risk situations and automatically deliver tailored smoking cessation interventions may help socioeconomically disadvantaged smokers to quit.

The primary objectives of this study were to evaluate the feasibility and effectiveness of the Smart Treatment app (ie, Smart-T), a novel adjunctive, tailored, smartphone-based smoking cessation intervention for smokers of low SES participating in a smoking cessation program at a safety-net hospital clinic. All study participants received usual tobacco cessation clinic care and a smartphone with the Smart-T app.

Methods

Participants and Procedure

This was a nonrandomized feasibility study in which all participants received the Smart-T intervention. Participants were recruited (June 2014 to May 2015) from an established safety-net hospital smoking cessation clinic in Dallas, Texas. Safety-net hospitals provide health care services regardless of ability to pay and, therefore, primarily serve individuals who are uninsured or receiving Medicaid benefits. Participants were included in the study if they (1) earned a score of ≥24 on the Rapid Estimate of Adult Literacy in Medicine–Short Form (REALM-SF) instrument [25], indicating higher than sixth-grade English literacy level; (2) were willing to quit smoking 7 days after their first clinic visit; (3) were ≥18 years of age; (4) had an expired carbon monoxide (ie, CO) level of ≥8 ppm suggestive of current smoking; (5) were currently smoking ≥5 cigarettes per day; and (6) were willing and able to attend 6 weekly assessment sessions (ie, week −1, quit day, week +1, week +2, week +3, week +4) and the 12-week follow-up session. Participants received US $30 gift cards for completing the week −1, quit day, week +4, and week +12 assessment visits. This study was approved by the institutional review boards at the University of Texas Southwestern Medical Center and the University of Texas School of Public Health.

Individuals attending the orientation visit of the Parkland Smoking Cessation Clinic were provided with detailed information about the study and given the opportunity to have their questions answered in a private room to ensure confidentiality. Written informed consent was obtained. All participants were provided with a smartphone (Samsung, Galaxy Light) for 3 weeks (ie, 1 week before cessation and 2 weeks after cessation). Participants were asked to complete 5 smartphone-prompted EMAs per day (see description of EMA types and items below). All participants were given instructions on how to use the study phone and Smart-T app features at the baseline, quit date, and 1-week follow-up visits. Specifically, participants watched a brief video on a tablet computer, created by the research team, that demonstrated general use of the smartphone and how to access and use Smart-T features. Participants also completed practice EMAs and received hands-on guidance on accessing Quit Tips and other smartphone features (see below). Finally, a link to a brief video tutorial appeared on the home screen of each smartphone so that participants could access smartphone instructions at any time. Participants could use the smartphone to make and receive calls, text, and access the Internet all free of charge. Participants were compensated upon the return of the smartphone based on the
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percentage of prompted EMAs that were completed over the 3-week EMA period. Specifically, those who completed 50%-74% of assessments received a US $40 gift card, those who completed 75%-89% of assessments received a US $80 gift card, and those who completed 90% or more of their assessments received a US $120 gift card. Participants were not compensated for completing participant-initiated assessments (ie, urge assessments, prequit smoking assessments, lapse assessments) or accessing on-demand features (eg, Quit Tips, Phone a Counselor).

Description of Standard Care
The Parkland Hospital smoking cessation program offers all components of an intensive tobacco treatment recommended by the Clinical Practice Guideline [26], including (1) initial assessment of willingness to participate, (2) the use of multiple types of clinicians (eg, medical, nonmedical), (3) at least four counseling sessions, in an individual or group format, that are greater than 10 minutes in duration, (4) counseling that includes problem-solving, skills training, and social support components, and (5) the opportunity to use effective medications to aid in tobacco cessation (eg, nicotine patch, varenicline). Specifically, smokers were referred (usually by their treatment providers) to the tobacco cessation program. Participants attended one initial orientation and educational session provided by a respiratory therapist, followed by weekly group support sessions facilitated by social workers. Participants were seen individually by a physician (or other prescribing provider) on a regular basis to discuss/prescribe medication and to follow up on participant progress with smoking cessation.

Description of Smart-T App Features
The Smart-T app contains multiple components including an EMA delivery and data transfer system, automated messages, and on-demand content. Each of these features is described below.

Ecological Momentary Assessment
Three types of assessments were used in this study: daily diary, random sampling, and event sampling (ie, precession smoking, urge, postcessation lapse). Daily diary and random assessments were initiated by the Smart-T app. Specifically, the phone audibly and visually cued each daily diary and random assessment for 60 seconds. If the participant did not respond, the assessment was recorded as missed. Daily diary assessments were completed once every day, 30 minutes after waking. Random assessments were initiated 4 times per day during each participant’s normal waking hours. Event sampling assessments were initiated by participants. During the first week of assessment (prequit week), participants were instructed to indicate when they were about to smoke (by clicking the “Record Cigarette” button) immediately before smoking each cigarette. Because the assessment burden would be excessive for heavy smokers if each smoking occasion were assessed, the smartphone randomly sampled up to 2 smoking occasions from each participant per day. After completing the precigarette assessment for selected cigarettes, smokers were instructed to smoke as usual. The phone automatically prompted the postcigarette assessment 15 minutes after the precigarette assessment was completed. During the postquit period, participants were instructed to click the “Urge” button when they had an urge to smoke or they felt like they almost smoked and the “About to Slip” or “Already Slipped” buttons when appropriate during the postquit period. “About to Slip” assessments were followed by a second assessment 15 minutes later to assess whether participants actually smoked. All assessments (excluding daily diary assessments) were expected to require approximately 2-3 minutes to complete. Daily diary assessments were expected to require approximately 5 minutes to complete. All assessments were date and time stamped for future analyses. Assessment items were selected based on their hypothesized relations to smoking behavior and temptation and lapse episodes. The items assessed smoking urge, affect, stress, cigarette availability, recent alcohol use, cessation motivation, and related constructs. This EMA methodology is similar to that developed by Shiffman et al [27,28] and Stone et al [29] and has been used by our research team in many previous studies [21,22,30-34].

Automated Messages
For this study, 4 levels of automated messages were developed, and 1 message was delivered at the end of each EMA. Level 0 messages were pushed during the 1 week prequit period and during the postquit period when a participant indicated that he or she lapsed and was no longer interested in quitting smoking. During the prequit week, these messages were not tailored but rather were delivered in a predetermined order. Message topics were primarily motivational in nature and focused on planning and preparing for the quit attempt and benefits of quitting (eg, “It’s OK to have mixed feelings about quitting. Don’t let that stop you! There will be times that you don’t feel like quitting! Stick with it anyway!”). During the 2-week postquit period, participants received individually tailored automated messages based on their EMA responses (see [35] for a complete description of the lapse risk estimator). Level 1 messages were delivered when EMA responses indicated a low level of imminent smoking lapse risk, and message content focused on maintaining abstinence motivation and general cessation advice (eg, seeking social support for cessation, coping with various lapse triggers, and benefits of quitting). Level 2 messages were delivered when EMA responses indicated a high imminent risk of smoking lapse or the participant already smoked that day or the day before or the participant indicated on the daily diary assessment that he or she had a greater than 25% chance of smoking that day. Level 2 messages were also delivered at the end of participant-initiated Urge EMAs, About to Slip EMAs, and Already Slipped EMAs. Level 2 messages primarily focused on ways to cope with current lapse triggers (ie, reported during the current EMA) and were tailored to the highest rated of 4 current lapse triggers (ie, elevated negative affect/stress, elevated smoking urge, easy access to cigarettes, or low motivation to quit). In instances where multiple triggers were equally highly rated, 1 message was delivered with preference given to negative afferent/stress, smoking urge, cigarette availability, and motivation to quit, in the given order. Level 3 messages were delivered after lapse occurred and these motivational messages encouraged a return to abstinence (eg, “A slip is a sign that you need to improve
your smoking cessation plan. Think about what went wrong and develop a stronger plan to stay quit. Keep trying and YOU WILL SUCCEED!).

**On-Demand Content**

Several Smart-T components were available through the study-provided smartphone 24 hours a day, 7 days a week (see Figure 1). First, the “Phone a Counselor” function/button was programmed to automatically call the free Texas Tobacco Quitline (1-877-Yes-Quit) so that participants could reach a live counselor at any time. Second, the “Quit Tips” function/button accessed a menu of treatment-related messages that focused on general smoking cessation advice, various benefits of quitting, and specific suggestions on how participants might cope with stress, urges, and negative mood (see Figure 2). Third, a “Medications” function/button offered information (eg, common side effects, quit statistics, use instructions) about smoking cessation medications that were regularly prescribed by the Parkland Hospital Smoking Cessation Clinic (see Figure 3).

**Figure 1.** Smart-T postquit home screen.
**Other App Features**

When pressed, the “Call Staff” function/button (see Figure 1) automatically called study staff. Participants were instructed to use this function when they had problems with the phone or the Smart-T app. Pressing the “Payment” button opened a window that indicated the number of EMAs that were prompted and completed and the current level of compensation based on the up-to-the-moment percentage of EMAs completed. In addition, during the prequit period, participants received a daily message that shared the number of days until the participant’s quit date (eg, “You are scheduled to quit smoking in 5 DAYS at 10:00 pm next Sunday night. Developing a plan to quit and taking
your medications will GREATLY increase your chances for staying quit.”).

**Measures**

All participants answered demographic questions at the baseline visit including age, sex, race, income, employment status, history of homelessness, and current housing status. In addition, participants completed the Heaviness of Smoking Index (HSI) and the Center for Epidemiological Studies Depression (CES-D) scale at the baseline visit. The HSI is a 2-item measure that is commonly used to assess nicotine dependence [36]. Scores range from 0 to 6 and scores ≥4 indicate moderate to high dependence. The CES-D Short Form is a 10-item measure that is commonly used to assess depressive symptoms [37]. Scores range from 0 to 30 and scores ≥10 indicate clinically significant depression.

At the 2-week follow-up visit, participants were asked a number of questions to gauge their level of satisfaction with and receptiveness to the Smart-T app and app features. Specifically, participants were asked the following: (1) How often they used the automated suggestions that followed each EMA (6-point scale from “Never” to “Always”); (2) Whether the number of EMAs was “Too high,” “About right,” or “Not enough”; (3) If the EMAs made them more aware of their thoughts, feelings, and behaviors (4-point scale from “Definitely no” to “Definitely yes”); (4) Whether the app helped them to make decisions that were supportive of quitting and staying quit (4-point scale from “Definitely no” to “Definitely yes”); (5) Whether they thought the app was “annoying” (5-point scale from “Not at all” to “Extremely”); (6) If they would recommend the app to a friend (7-point scale ranging from “Extremely unlikely” to “Extremely likely”); and (7) Whether they would be interested in using the app in the future if needed (5-point scale from “Not at all interested” to “Extremely interested”). Participants were also asked if they used each of the on-demand app features. Those who reported using particular features were asked about the usefulness of the feature. Answer options ranged from “Not at all useful” to “Extremely useful” on a 5-point scale. Finally, participants were asked, “At the end of every assessment, the phone automatically offered a tip or suggestion about smoking or smoking cessation. Overall, how helpful were these messages?” Answer options ranged from “Not at all helpful” to “Extremely helpful” on a 5-point scale.

On the quit date, participants were asked if they smoked “even a puff” since 10:00 pm on the night before their quit date visit. Participants were asked if they smoked “even a puff” during the past 7 days at each visit following the scheduled quit date (ie, postquit weeks 1, 2, 3, 4, and 12). Expired breath was tested for CO at each visit using a Vitalograph CO monitor (Lenexa, KS). Self-reported abstinence over the specified time period for CO at each visit using a Vitalograph CO monitor (Lenexa, KS). At baseline, participants smoked 20.3 (SD 11.6) cigarettes per day, had been smoking for 31.6 (SD 10.9) years, had low to moderate nicotine dependence (HSI mean 3.5, SD 1.4), and had high levels of expired carbon monoxide (mean 18.6 ppm, SD 13.0).

**Results**

A total of 61 participants were enrolled in this study. Of these, 2 participants (a 33-year-old African American female and a 54-year-old white male) did not complete any EMAs and were thus excluded from study analyses (sample N=59). On average, participants were 52.0 (SD 7.0) years old, African American (53%, 31/59), and female (54%, 32/59). Most participants were unemployed (78%, 46/59), 70% (40/57) earned less than US $16,000 per year, and half (49%, 29/59) had a history of homelessness. Nearly half (44%, 26/59) of the participants had significant symptoms of depression as measured by the CES-D. Nearly all study participants possessed activated cell phones (93%, 55/59) and 71% (42/59) of all participants possessed activated smartphones. At baseline, participants smoked 20.3 (SD 11.6) cigarettes per day, had been smoking for 31.6 (SD 10.9) years, had low to moderate nicotine dependence (HSI mean 3.5, SD 1.4), and had high levels of expired carbon monoxide (mean 18.6 ppm, SD 13.0).

**Attrition and Ecological Momentary Assessment Completion Rates**

Most participants attended the quit date (92%, 54/59), week 1 (98%, 58/59), week 2 (98%, 58/59), week 4 (83%, 49/59), and week 12 (78%, 46/59) follow-up visits. Overall, participants were very responsive to prompted EMAs (87% of all prompted EMAs were completed) and EMA completion rates were not related to in-person treatment attendance (P=.17). All study phones were returned. Daily diary EMAs were completed in 6.1 (SD 1.9) and 4.8 (SD 1.5) minutes for pre- and postquit assessments, respectively. Random EMAs were completed in 2.3 (SD 0.6) and 2.1 (SD 0.9) minutes for pre- and postquit assessments, respectively. Interestingly, completion rates for the longer daily diary assessments (92% completed) were slightly higher than the shorter random assessments (85% completed). On average, participants self-initiated 15.5 assessments (ie, cigarette, urge, and lapse assessments) and completion times varied by type of participant-initiated EMA. The longest participant-initiated EMA type (ie, Already Slipped assessment) was completed in 4.5 (SD 1.5) minutes on average, while the shortest (ie, Urge assessment) was completed in 2.0...
As indicated by t-tests, there was no relation between cell phone ownership (yes vs no) and EMA completion rates \( (P=.24) \). However, EMA completion rates differed between smartphone owners and nonowners \( (P=.04) \), such that smartphone owners completed 10% more assessments than nonowners.

**Smart-T Feature Utilization**

**On-Demand Feature Use**

Participants with higher levels of nicotine dependence (ie, higher scores on the HSI) accessed the Quit Tips feature more frequently \( (6.32 \text{ vs } 2.13) \) than those with lower nicotine dependence \( (P<.01) \). In addition, nonwhite participants accessed the Quit Tips feature twice as often (nonwhite mean 6.53 times vs white mean 3.05 times; \( P=.05) \) and accessed the Medication Tips nearly 3 times more frequently (nonwhite mean 5.56 vs white mean 1.95; \( P<.01) \) than white participants. No other demographic variables (eg, income, education) were related to frequency or intensity of Quit Tip or Medication Tip use.

Most participants (83%, 49/59) accessed the Quit Tips feature at least once during the 3-week smartphone use period. Quit Tips were accessed an average of 6.5\d{SD} 8.0) times per participant (median 4), and an average of 31 (SD 54.1) tips were viewed on each occasion (median 18). When stratified by Quit Tip type, “Coping with Urges” was accessed by the greatest number of participants (n=36), while the highest number of tips viewed per participant per occasion was the General Quitting Advice tip type. The number of times each feature was accessed and number of tips viewed per occasion are reported in Table 1. Means and medians are reported because of outliers who sometimes viewed very large numbers of tips. Most participants (83%, 49/59) accessed the Medication Tips feature on at least one occasion. This feature was accessed 5.2 (SD 5.3) times on average (median 4) and participants viewed 15.4 (SD 31.1) tips per occasion (median 9.8). Interestingly, many participants viewed Medication Tips for medications that were not prescribed for them (see Table 1). Phone log data indicated that very few participants used the “Phone a Counselor” function. Only 13 participants made at least one call to the quitline (ie, 2 minutes or longer) during the 3-week ecological momentary intervention period. A total of 18 calls were made by these 13 participants (mean 8.8 minutes per call; median 3.1 minutes per call).

### Table 1. On-demand Quit Tip and Medication Tip use.

<table>
<thead>
<tr>
<th>Tip type</th>
<th>Number of participants who used the feature</th>
<th>Participants who viewed tips but were not prescribed the medication</th>
<th>Number of times a feature was accessed</th>
<th>Number of tips viewed per occasion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) or n</td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>Median (SD)</td>
</tr>
<tr>
<td>Quit Tips</td>
<td>49 (83)</td>
<td>N/Aa</td>
<td>6.5(8.0)</td>
<td>4</td>
</tr>
<tr>
<td>General Quitting</td>
<td>30</td>
<td>N/A</td>
<td>2.4(2.6)</td>
<td>2</td>
</tr>
<tr>
<td>Benefits of Quitting</td>
<td>21</td>
<td>N/A</td>
<td>1.8(1.2)</td>
<td>1</td>
</tr>
<tr>
<td>Coping with Urges</td>
<td>36</td>
<td>N/A</td>
<td>2.3(1.7)</td>
<td>2</td>
</tr>
<tr>
<td>Coping with Stress</td>
<td>25</td>
<td>N/A</td>
<td>2.4(2.6)</td>
<td>2</td>
</tr>
<tr>
<td>Coping with Mood</td>
<td>31</td>
<td>N/A</td>
<td>2.1(2.0)</td>
<td>2</td>
</tr>
<tr>
<td>Medication Tips</td>
<td>49 (83)</td>
<td></td>
<td>5.2(5.3)</td>
<td>4</td>
</tr>
<tr>
<td>Varenicline (Chantix)</td>
<td>33</td>
<td>15 (45)</td>
<td>2.9(4.1)</td>
<td>2</td>
</tr>
<tr>
<td>Nicotine Patch</td>
<td>27</td>
<td>9 (33)</td>
<td>2.9(2.4)</td>
<td>2</td>
</tr>
<tr>
<td>Nicotine Gum</td>
<td>16</td>
<td>12 (75)</td>
<td>1.9(1.9)</td>
<td>1</td>
</tr>
<tr>
<td>Bupropion (Zyban)</td>
<td>26</td>
<td>16 (62)</td>
<td>2.0(1.5)</td>
<td>1.5</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Automated Messages**

On average, participants received 102.1 (SD 23.7) automated intervention messages following EMAs during the 21-day EMA period.

**Participant Perceptions of the Smart-T App**

Participants answered questions about the usability and helpfulness of the Smart-T app and particular app features 2 weeks after the scheduled quit date (after completing EMAs and using the app for 3 weeks; the phone was returned on this date). Participants reported that the app-generated messages were helpful (97%, 57/59) and encouraged decisions that were supportive of quitting and staying quit (93%, 55/59). Most participants (90%, 53/59) reported that the app made them more aware of their thoughts, feelings, and behaviors, and 83% (49/59) reported that they used the app-generated tailored messages during the postquit period “sometimes, fairly often, very often, or always.” Most participants reported that the number (ie, 5) of daily EMAs that were prompted by the app was “about right” (75%, 44/59) or “not enough” (10%, 6/59), while 15% (9/59) reported that the number of assessments was “too high.” A minority of participants (14%, 8/59) reported that the Smart-T app was “very” or “extremely” annoying. Finally, most participants reported that they would use the Smart-T app in the future if needed (97%, 57/59), and 85%...
(50/59) would recommend friends who smoke to use the Smart-T app to help them quit. Table 2 displays self-reported use of app features and participant ratings of the usefulness of each feature. Note that only those who reported using each feature were asked about the perceived utility of that feature.

Table 2. Self-reported app feature use and usefulness.

<table>
<thead>
<tr>
<th>Function</th>
<th>Self-reported use of the function (N=59)</th>
<th>How helpful or useful was the function?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Answer option</td>
</tr>
<tr>
<td>Automated Messages</td>
<td>59 (100)</td>
<td>Not at all helpful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slightly helpful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderately helpful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Very helpful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Extremely helpful</td>
</tr>
<tr>
<td>Quit Tips</td>
<td>45 (76)</td>
<td>Not at all useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slightly useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderately useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Very useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Extremely useful</td>
</tr>
<tr>
<td>Medication Tips</td>
<td>38 (64)</td>
<td>Not at all useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slightly useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderately useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Very useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Extremely useful</td>
</tr>
<tr>
<td>Phone a Counselor</td>
<td>10 (17)</td>
<td>Not at all useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Slightly useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderately useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Very useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Extremely useful</td>
</tr>
</tbody>
</table>

Smoking Status and On-Demand Feature Use

A total of 41% (24/59), 17% (10/59), 31% (18/59), 27% (16/59), 22% (13/59), and 20% (12/59) of participants met criteria for point prevalence abstinence at the quit date, week 1, week 2, week 3, week 4, and week 12 follow-up visits, respectively. Participants who did not attend a particular follow-up visit were considered nonabstinent. Notably, the proportion of abstinent participants was significantly higher at the 2-week follow-up compared with the 1-week follow-up (McNemar $P<.001$).

Negative binomial regression analyses indicated that there was no significant association between the frequency or intensity of tips (ie, Quit Tips and Medication Tips) viewed during the prequit period and biochemically confirmed smoking status on the scheduled quit date ($P$ values $\geq 0.40$). However, there was a significant relation between the total number of Quit Tips viewed and week 12 smoking status ($P<.01$). Specifically, participants who viewed greater numbers of Quit Tips had a greater likelihood of nonabstinence at the 12-week follow-up visit. Importantly, 2 individuals were identified as extreme outliers (ie, they viewed far greater numbers of Quit Tips compared with other participants). Analyses that excluded these outliers indicated that viewing more Quit Tips was associated with greater likelihood of nonabstinence at the week 2 ($P=.015$), 4 ($P=.001$), and 12 ($P=.027$) postquit visits. No other significant associations were found between frequency or intensity of Medication Tip or Quit Tip use and smoking status at follow-up visits (all $P$ values $>.09$).

Discussion

Principal Findings

Study findings indicate that this first-of-its-kind app offers a feasible way to provide tailored smoking cessation interventions to socioeconomically disadvantaged adults who are seeking to quit smoking. Over a 3-week period, participants received an intensive level of tailored and automated intervention messages (102 messages on average) and most (97%, 57/59) rated these messages as helpful. Furthermore, nearly all participants who accessed the on-demand Quit Tips (100%) and Medication Tips (97%) features rated them as being useful. Most participants (85%, 50/59) reported that they would refer a friend to use the app, and 97% (57/59) reported that they would like to use...
Smart-T if they were to lapse in the future. These findings are consistent with smokers’ requests for smoking cessation apps that provide on-demand messages focused on coping with cravings, motivational messages, outcome expectancies, and facts about the effects of smoking [38,39]. The Smart-T app contains each of these features. Importantly, 20% (12/59) of all participants were biochemically confirmed abstinent 12 weeks following the scheduled quit date. This rate of confirmed abstinence is promising as it is higher than what has been commonly reported in other studies of socioeconomic disadvantaged treatment-seeking smokers [11-13,40]. Tailored just-in-time treatments may offer new ways to address disparities in smoking cessation.

Overall, study participants were highly responsive to the 5 automated daily EMAs (87% completed), a rate that is above the EMA compliance benchmark set by Stone and Shiffman [41] and on par with or better than other studies that have collected EMAs in higher SES samples [42-47]. Only 15% (9/59) of all participants reported that the number of prompted EMAs (5 per day) was “too high.” This is a meaningful finding considering that the EMAs required 2 to 6 minutes to complete and could be prompted at any time during the participant’s normal waking hours. Abrons and colleagues [48] reported that 29% of participants indicated that there were “too many” texts in their pilot test of the Text2Quit smoking cessation program. In that study, participants received up to 25 text messages per week (mean 14.5 messages per week) over the first 4 weeks of the program. There are multiple reasons Smart-T participants may have been more accepting of the high number of prompts (ie, 35 per week) compared with the Text2Quit sample. First, Smart-T participants reported that they appreciated the automatic tailored messages that were delivered at the completion of each EMA. This finding is consistent with previous work that has shown that dynamically tailored interventions are more accepted and effective than static messages [49]. Second, Text2Quit participants were asked about their perceptions of the Text2Quit messages after receiving them for 4 weeks, whereas perceptions about the Smart-T app were collected after only 3 weeks. It is possible that favorable perceptions of the Smart-T app may decline with longer periods of use.

Similar to findings from a previous study [50], participants with greater nicotine dependence accessed the Quit Tips feature more times than those who were less dependent. This finding is in contrast to Zeng et al [51] who showed that heavier smoking predicted lower app use. Furthermore, nonwhite participants accessed the Quit Tips and Medication Tips features 2 to 3 times more often than white participants. It is possible that minority smokers and individuals with higher levels of nicotine dependence may have found the app to be more informative and engaging. In fact, many of the Quit Tip messages that were used for this study were originally created for a trial that examined the clinical utility of a culturally tailored palm-top computer-delivered treatment for smoking cessation among African Americans [52].

Most participants (83%, 49/59) used the on-demand Quit Tips and Medication Tips features and these participants viewed an average of 31 (median 18) Quit Tips and 15 (median 10) Medication Tips per viewing session. Participants used these on-demand features in ways that were not anticipated. For instance, it was expected that participants would access tips more frequently and only view a few tips per occasion. There are opposing views about why participants may have accessed such a large number of tips. For example, participants may have chosen to view so many tips per occasion because many tips may not have been relevant to their current situation, and they viewed tips until they found a relevant one. Alternatively, participants may have viewed such a large number of tips because they found the information useful and engaging. High participant ratings for the on-demand tip features may add weight to the latter explanation. Furthermore, it is puzzling why so many participants viewed Medication Tips for medications that were not prescribed to them. Future research should query participants about their rationale for using specific app features.

The frequency, intensity, and types of on-demand Quit Tips that were accessed warrant discussion. More participants used the “Coping with Urges” tips compared with all other types of tips. In addition, participants accessed the “Benefits of Quitting” tips fewer times than the other Quit Tip types. Furthermore, considering each tip viewing occasion, participants chose to view fewer tips that were focused on “Coping with Stress” or “Coping with Mood” compared with other tip types. These findings may provide insights about preferences for specific types of cessation information and could be used to inform future smartphone apps. It was unexpected that so few participants (22%) would use the “Phone a Counselor” function, which offered a free one-click connection to Texas Tobacco Quitline counselors. While it is unclear why so few participants used this feature, it is possible that access to weekly counseling sessions and on-demand quitline was unnecessary or redundant. Future research should examine if a one-click quitline counseling feature is utilized when paired with stand-alone, automated, message-based smoking cessation apps.

Although the feasibility of the Smart-T app, as an adjunct to in-person treatment, was the primary outcome of interest for this study, exploratory analyses were conducted to examine smoking cessation in this sample. Only 41% (24/59) of the participants quit smoking on their scheduled quit date and only 17% (10/59) maintained abstinence for the entire first postquit week. Interestingly, the 7-day point prevalence abstinence rate nearly doubled to 31% by the second week after cessation. This level of “recycling” or return to abstinence following an initial lapse is unusual [8,53] and may warrant further study. It may be that the Smart-T app helped some participants to overcome early lapse and return to abstinence. Alternatively, this finding may be an artifact of the small sample size of this study. Approximately 20% of this very low SES sample of patients seeking smoking cessation were abstinent at the 12-week follow-up visit. It is notable that biochemically verified abstinence rates were higher than many other interventions that have been conducted with other low SES samples [12,13,40,54,55] and on par with many interventions that have been conducted in more advantaged samples [56,57]. Furthermore, abstinence rates for this study are on par with or better than recently published studies of higher SES smokers.
seeking cessation that utilized text messaging, which included repeated suggestions to use quitline counseling and nicotine replacement therapy (NRT; [48,58,59]), or a stand-alone smartphone app [60]. This feasibility study is merely a first step, and more vigorous and controlled testing of the utility of the Smart-T app is needed. An ongoing pilot randomized controlled trial will compare the Smart-T app plus NRT to (1) usual in-person smoking cessation treatment (counseling plus NRT) and (2) the National Cancer Institute QuitGuide app plus NRT.

The total number of Quit Tips viewed was related to CO confirmed abstinence status at study follow-up visits. Specifically, individuals who viewed more tips during the 3-week period when participants had access to the Smart-T app were more likely than those who viewed fewer tips to be biochemically confirmed nonabstinent at the week 2, 4, and 12 postcessation follow-up visits. Previous studies that have examined smartphone-based smoking cessation apps have indicated that greater app use is related to increased likelihood for smoking lapse [61], whereas other studies have indicated that greater app use is related to a lower likelihood of lapse [50,60,62]. There are many reasons why participants might have used, or not used, Smart-T app features. First, some abstinent participants may have infrequently used the on-demand app features because of lack of perceived need, while others may have believed that the on-demand app features were integral to their maintenance of abstinence. Second, nonabstinent participants may have lost interest in quitting and thus avoided using the on-demand features, while other nonabstinent participants may have used the on-demand features to prepare them for future quit attempts. Future studies should directly assess the drivers of on-demand feature use so that more effective procedures and features can be created and added to improve cessation apps.

Limitations
The results of this feasibility study should be considered with study limitations. First, this study was not adequately powered to examine the relation between use of Smart-T app features and lapse. Thus, statistical analyses did not control for potential confounders (eg, age, motivation) of the relationship between level of app use and smoking cessation. In addition, all study participants received a smartphone with the Smart-T app; thus, results cannot be used to determine if the Smart-T app improved cessation outcomes beyond the usual safety-net tobacco cessation clinic care. Finally, because of the budget constraints of this feasibility study, participants were only followed up for 12 weeks after their scheduled quit attempt. A well-powered randomized controlled trial that follows up smokers for at least 6 months is needed to adequately examine the utility of the Smart-T app.

Conclusions and Future Directions
In conclusion, this intensive novel smartphone app that tailored intervention messages based on participant-reported situations and symptoms and offered on-demand access to treatment-based messaging was well-used and well-liked in a sample of socioeconomically disadvantaged (eg, 49%, 29/59, reported at least one period of homelessness in their lifetime) smokers seeking cessation treatment at a safety-net hospital. Easily accessible, highly tailored, intensive, well-liked, and low-burden smartphone-based smoking cessation apps may offer new ways to increase treatment exposure and utilization among underserved socioeconomically disadvantaged smokers who have limited access to effective smoking cessation treatments.
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Abstract

Background: Diabetes self-management education has been shown to be effective in controlled trials. The 6-week Better Choices, Better Health-Diabetes (BCBH-D) self-management program was also associated with an improvement in health outcomes in a 6-month translation study.

Objective: The objective of this study was to determine whether a national translation of the BCBH-D self-management program, offered both Web-based and face-to-face, was associated with improvements in health outcomes (including HbA1c) and health behaviors (including recommended medical tests) 1 year after intervention

Methods: Web-based programs were administered nationally, whereas face-to-face workshops took place in Atlanta, Indianapolis, and St Louis. Self-report questionnaires were either Web-based or administered by mail, at baseline and 1 year, and collected health and health-behavior measures. HbA1c blood samples were collected via mailed kits. A previous 6-month study found statistically significant improvements in 13 of 14 outcome measures, including HbA1c. For this study, paired t test compared baseline with 1-year outcomes. Subgroup analyses determined whether participants with specific conditions improved (high HbA1c, depression, hypoglycemia, nonadherence to medication, no aerobic exercise). The percentage of participants with improvements in effect size of at least 0.4 in at least 1 of the 5 measures was calculated.

Results: A total of 857 participants with 1-year data (69.7% of baseline participants) demonstrated statistically significant 1-year improvements in 13 of 15 outcome measures; 79.9% (685/857) of participants showed improvements in effect size of 0.4 or greater in at least 1 of the 5 criterial measures.

Conclusions: Participants had small but significant benefits in multiple measures. Improvements previously noted at 6 months were maintained or amplified at 1 year.

(J Med Internet Res 2016;18(12):e322) doi:10.2196/jmir.6484
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Introduction

Background
Although Healthy People 2020 recommends diabetes education, less than 7% of people with diabetes report receiving formal diabetes education in the year following diagnosis [1]. Diabetes education may also help with achieving many of the Healthcare Effectiveness Data and Information Set (HEDIS) measures [2]. Diabetes self-management education aims to increase healthful behaviors while reducing HbA1c. In a recently published paper, we reported on the 6-month outcomes for a diabetes self-management intervention offered both face-to-face and Web-based [3]. Study participants improved healthful behaviors, medication adherence, hypoglycemia, and HbA1c. More than 70% of study participants made a positive improvement (effect size of 0.4 or greater) in 1 or more of 5 outcome variables (HbA1c, frequency of hypoglycemia, medication adherence, completing recommended screenings, and exercise). In this paper, we report on the 1-year outcomes for the same study.

Hypotheses
The study aimed at testing the following hypotheses:
1. Improvements in HbA1c, health indicators (hypoglycemic symptoms and depression), and health behaviors (exercise, medication adherence, receiving recommended tests) between baseline (preintervention) and 1 year.
2. Changes would meet or exceed Healthy People diabetes recommendation for percentage of population with HbA1c above 9% and below 7% and percentage of population receiving microalbumin, foot, and eye examinations.
3. Effectiveness would be independent of the mode of delivery.
4. Both older (65 plus) and younger participants would benefit.
5. Participants with baseline HbA1c ≥9.0, Patient Health Questionnaire (PHQ-8) depression ≥10.0, 2 or more hypoglycemia symptoms, medication nonadherence, or no aerobic exercise would have clinically significant improvements in these variables.
6. Moderate effect size (0.4) improvements would be found for the majority of participants in reducing 1 of more of the aforementioned variables.

Methods

Intervention
Better Choices, Better Health-Diabetes (BCBH-D) was developed for people with type 2 diabetes. Both versions of the program (face-to-face and Web-based) meet the American Association of Diabetes Educators (AADE) standards for diabetes self-management and support [4], have been shown to be effective in previous randomized trials [5,6], have the same content, and are designed to enhance self-efficacy [7]. Content includes healthy eating, exercise, understanding glucose monitoring, communicating with family, friends, and the health care system, hypoglycemia, depression, difficult emotions, sick days, medication management, problem solving, decision making, and action planning. Both are 6 weeks, have 2 peer facilitators, and have standardized facilitator training. Neither program had any reinforcement beyond the initial intervention. Both have been described in detail elsewhere [3]. The study was approved by the Stanford and New England institutional review boards and has 5 collaborators, Anthem Inc, the National Council on Aging, Stanford School of Medicine, the National Council of Young Men’s Christian Association of the United States of America, and OASIS Health.

Recruitment
Because this was a pragmatic trial designed to be offered in real-world settings, there were few inclusion (have type 2 diabetes and be covered by an Anthem-affiliated health plan) or exclusion (currently pregnant or in chemotherapy or radiation treatment for cancer) criteria. Unlike most efficacy trials, symptom severity was not an inclusion criterion.

Web-based participants were recruited in 2013 and 2014 by email from their employers or emails or phone calls from an Anthem plan. Both commercial and Medicare-Advantage participants were eligible. Potential study participants went to the recruitment website, completed screening, and completed an informed consent and baseline questionnaire.

Face-to-face participants were recruited through mailings, flyers in workplaces or physicians’ offices, case managers, and automated telephone calls. Face-to-face programs were available in Atlanta, Indianapolis, and St. Louis. A small percentage of the community participants were not covered by Anthem plans. All other screening criteria were the same for Web-based and face-to-face participants.

Data Collection
Data were collected using self-report, validated questionnaires at baseline and 12 months. We asked participants to furnish a sample of blood, although this was not required for program or study participation; nor were participants disqualified if they failed to return their samples. Consenting participants were sent HbA1c test kits. These were returned to investigators, bar-coded to avoid disclosing PHI, and then sent to CoreMedica, a Clinical Laboratory Improvement Amendments (CLIA) certified lab [8]. Participants and their physicians were sent results. Because CoreMedica recalibrated its measurements in June 2014 increasing all values by roughly 0.4, all measures prior to June were adjusted upward by 0.4.

Measures
Measures were chosen to be of interest to patients, providers, and the health care system. Demographic variables included age, gender, race, ethnicity, education, and marital status. Participant also reported other diseases. Previously validated outcome measures are described in detail elsewhere [3,9,10].

Health indicators included self-rated health, which is a single item from the National Health Examination Survey [11], the PHQ-8 depression scale [12], the Illness Intrusiveness Scale, which measures role function [13], and the hypoglycemic symptoms scale [14]. Fatigue and sleep are each single-item visual numeric scales [15]. Behavior indicators included communication with physicians, a scale asking how often
patients ask questions and discuss problems with their health care provider [10], minutes of aerobic exercise per week [10], and the Morisky Medication Adherence scale [16]. We also asked participants if they had eye, foot, cholesterol, and kidney examinations in the last year or, on follow-up questionnaires, in the last 6 months.

Data Analysis

Pragmatic studies, because of study-population heterogeneity, present unique methodological challenges. In many diabetes studies, subjects are chosen, for example, because of high HbA1c or depression. In this study, no such screening occurred, resulting in greater heterogeneity for the key outcome variables. Not all participants have the same problems, and some have no problems. Consequently, we conducted several types of analyses. The first was a descriptive analysis of the participants and their engagement with the program. The second, or classic, set of analyses determined the 12-month changes and significance for the population as a whole. The third, or subset, analyses examined only those who demonstrated problems in specific variables of interest, for example, high HbA1c or low adherence to taking medications. Having a problem was decided either by a standard criteria such as 10 or above on a PHQ-8 being highly suggestive of depression [12] or by specific scores on the adherence and hypoglycemia scales suggested by the authors and previous publications. For exercise, we chose those not exercising at baseline, and for HbA1c, we chose 9, as this is the level discussed in the Healthy People 2020 goals [17]. A fourth analysis sought to reconcile the second and third analyses by examining the percentage of the total population who achieved a moderate benefit (0.4 effect size) in at least 1 of the 5 variables of interest.

To help determine the likelihood of bias caused by attrition, we compared baseline scores of participants who failed to complete with those who completed 12-month questionnaires.

Univariate statistics describe demographic and engagement characteristics. Independent-sample t tests compare demographic and baseline outcome variables between those who failed to complete 12-month follow-up questionnaires and those who completed them. Paired t tests examined changes between baseline and 12 months and if these differed significantly from a null hypothesis of zero change (hypothesis 1).

For those who had had no examinations (eye, foot, cholesterol, or kidney) in the year prior to entry, we calculated the percentage that had examinations in the 12 months following baseline.

To compare effectiveness by mode of delivery, we used independent- sample t tests to compare change scores between Web-based and face-to-face participants (hypothesis 3). Similarly, we compared 1-year changes for older (65 plus) and younger participants (hypothesis 4).

Subgroup analyses were conducted for participants with specific conditions as described above: HbA1c above 9; clinical depression (PHQ-8 of 10 or above [12]); at least two symptoms of hypoglycemia; low medication adherence; and no exercise at baseline. For each measure, we report the mean change of the group and the percentage that no longer had the negative indication (hypothesis 5). In addition, to examine the possibility that results were due to regressions to the mean, we calculated the change scores for the subsets of the sample that did not meet each of the 5 negative criteria.

To determine the proportion of all participants who benefited on at least 1 of the 5 indicators, we calculated the percentage who improved by an effect size of at least 0.4 (hypothesis 6). We examined the relationship between the number of criterial indicators and the number of improvements using Pearson correlations.

Results

Participants

A total of 4639 potential participants (509 face-to-face and 4130 Web-based) left contact information. All were invited to fill out a screener and, if eligible, complete consent and the baseline questionnaire. People only became study participants when they attended the first workshop or logged on to the first session. Of these, 1229 (229 face-to-face and 1000 Web-based) completed the process, were eligible, and became study participants. The majority of those not completing the process did not have Anthem-affiliated plans or failed to complete the screener, consent, or questionnaire (Figures 1 and 2). Of those starting the program, 687 and 170 (69.7%) completed 12-month questionnaires. About 80% (957/1229) of the participants successfully completed a baseline HbA1c. Of these, 55.0% (526/957) completed 12-month HbA1cs.

Table 1 shows demographic characteristics and baseline outcome scores. Relative to the face-to-face cohort, the Web-based participants were more likely to be male, more likely to be married, and less likely to be minority. They also were younger. All differences were statistically significant. There was 1 statistically significant difference between the 2 groups among baseline outcome measures. The face-to-face participants had better initial communication with their physicians (P=.03).
Table 1. Baseline characteristics of participants with 12-month data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Face-to-face (n=170)</th>
<th>Web-based (n=687)</th>
<th>All (N=857)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>47 (27.6)</td>
<td>238 (34.6)</td>
<td>285 (33.3)</td>
</tr>
<tr>
<td>Education in years, mean (SD, range)</td>
<td>15.2 (2.91, 8-23)</td>
<td>15.6 (2.78, 10-23)</td>
<td>15.5 (2.81, 8-23)</td>
</tr>
<tr>
<td>Married, %</td>
<td>89 (52.3)</td>
<td>518 (75.5)</td>
<td>607 (70.9)</td>
</tr>
<tr>
<td>Non-Hispanic white, %</td>
<td>114 (67.1)</td>
<td>524 (83.5)</td>
<td>638 (74.4)</td>
</tr>
<tr>
<td>Black, %</td>
<td>49 (28.8)</td>
<td>57 (8.3)</td>
<td>106 (12.4)</td>
</tr>
<tr>
<td>Hispanic, %</td>
<td>3 (1.8)</td>
<td>60 (8.7)</td>
<td>63 (7.4)</td>
</tr>
<tr>
<td>Age in years, mean (SD, range)</td>
<td>65.6 (9.95, 28-95)</td>
<td>55.8 (8.62, 26-91)</td>
<td>57.7 (9.71, 26-95)</td>
</tr>
<tr>
<td>Number of other chronic conditions, mean (SD, range)</td>
<td>1.65 (1.37, 0-8)</td>
<td>1.40 (1.15, 0-6)</td>
<td>1.45 (1.19, 0-8)</td>
</tr>
<tr>
<td>Medicare, %</td>
<td>97 (57.6)</td>
<td>48 (7.0)</td>
<td>145 (16.9)</td>
</tr>
<tr>
<td>Private insurance, %</td>
<td>124 (72.9)</td>
<td>687 (100)</td>
<td>811 (94.5)</td>
</tr>
<tr>
<td>HbA1c ↓, n=732, mean (SD, range)</td>
<td>7.79 (1.55, 5-15.2)</td>
<td>8.02 (1.28, 5-12.1)</td>
<td>8.04 (1.44, 5-14.8)</td>
</tr>
<tr>
<td>PHQ-8 depression ↓, mean (SD, range)</td>
<td>5.91 (4.99, 0-23)</td>
<td>5.94 (4.87, 0-23)</td>
<td>5.92 (4.96, 0-23)</td>
</tr>
<tr>
<td>General health ↓, mean (SD, range)</td>
<td>2.84 (0.760, 1-5)</td>
<td>2.87 (0.812, 1-5)</td>
<td>2.87 (0.770, 0-5)</td>
</tr>
<tr>
<td>Illness intrusiveness ↓, mean (SD, range)</td>
<td>2.63 (1.25, 1-7)</td>
<td>2.83 (1.11, 1-6.07)</td>
<td>2.80 (1.22, 1-7)</td>
</tr>
<tr>
<td>Hypoglycemic symptoms ↓, mean (SD, range)</td>
<td>1.35 (1.42, 0-6)</td>
<td>1.39 (1.40, 0-6)</td>
<td>1.39 (1.42, 0-6)</td>
</tr>
<tr>
<td>Fatigue ↓, mean (SD, range)</td>
<td>4.66 (2.31, 0-10)</td>
<td>4.86 (2.31, 0.10)</td>
<td>4.83 (2.31, 1-10)</td>
</tr>
<tr>
<td>Sleep ↓, mean (SD, range)</td>
<td>3.82 (2.89, 0-10)</td>
<td>3.92 (2.97, 0-10)</td>
<td>3.91 (2.91, 1-10)</td>
</tr>
<tr>
<td>Aerobic exercise (min/week) ↑, mean (SD, range)</td>
<td>95.3 (98.5, 0-555)</td>
<td>81.4 (104, 0-720)</td>
<td>84.0 (99.6, 0-720)</td>
</tr>
<tr>
<td>Stretching/range of motion (min/week) ↑, mean (SD, range)</td>
<td>34.0 (43.9, 0-180)</td>
<td>26.1 (49.8, 0-180)</td>
<td>27.6 (45.1, 0-180)</td>
</tr>
<tr>
<td>Communication with MD ↑, mean (SD, range)</td>
<td>2.78 (1.15, 0-5)</td>
<td>2.57 (1.23, 0-5)</td>
<td>2.61 (1.08, 0-5)</td>
</tr>
<tr>
<td>Medication adherence ↓, mean (SD, range)</td>
<td>0.971 (1.11, 0-4)</td>
<td>1.12 (1.02, 0-4)</td>
<td>1.09 (1.17, 0-4)</td>
</tr>
<tr>
<td>Proportion eye exam, last 12 monthsb, %</td>
<td>131 (77.1)</td>
<td>533 (77.6)</td>
<td>664 (77.5)</td>
</tr>
<tr>
<td>Proportion foot exam, last 12 monthsb, %</td>
<td>126 (74.1)</td>
<td>469 (69.7)</td>
<td>605 (70.5)</td>
</tr>
<tr>
<td>Proportion cholesterol exam, last 12 monthsb, %</td>
<td>154 (90.6)</td>
<td>639 (93.0)</td>
<td>793 (92.5)</td>
</tr>
<tr>
<td>Proportion kidney exam, last 12 monthsb, %</td>
<td>125 (73.5)</td>
<td>534 (77.7)</td>
<td>659 (76.8)</td>
</tr>
</tbody>
</table>

aBecause of a lab recalibration changing HbA1c measurement, HbA1c prior to June 2014 was adjusted by adding 0.4. ↑ Indicates that a higher score is desirable, and ↓ that a lower score is desirable.
b“Don’t know” set to no exam.
Figure 1. Face-to-face workshops CONSORT flowchart.
Program Participation and Engagement

Participants took part in 1 of 50 face-to-face workshops or 49 Web-based workshops. Face-to-face workshops had 3-16 study participants attending a mean of 4.7 of 6 sessions (SD 1.5). Web-based workshops had 5-28 participants. Both modes also had nonstudy participants.

Web-based participants logged in a mean of 4.8 sessions (SD 1.5, range 1-6). They averaged 4.36 action plans (SD 3.9, range 0-6), 5.25 posts to discussion boards (3.9, 0-22), 10.4 replies to posts (20.1, 0-228), and 157.0 visits to workshop Web pages (62.4, 1-209).

Those Failing to Complete 12-Month Questionnaires

Of 1229 participants, 69.7% (857/1229) completed the 12-month questionnaire. The face-to-face participants (74.2%, 170/229) were more likely to complete compared to Web-based participants (68.7%, 687/1000). Outside of optional HbA1c, no variable had more than 1.7% missing data among 12-month completers. Nine-hundred and fifty-three consented to HbA1c testing and successfully completed baseline tests. Twelve-month HbA1c tests were successfully completed by 526 participants (55.0% (526/957) of those consenting and furnishing baseline HbA1c samples).

We compared baseline values of those not completing 12-month questionnaire and completers. Among demographic variables, noncompleters tended to be younger (mean 55.1 vs 57.8 years old, \( P < .001 \)) and slightly less educated (14.9 vs 15.5 years of education, \( P < .001 \)). There were no significant differences by gender, marital status, or ethnicity.

Among 15 outcome variables, 4 had statistically significance differences at baseline comparing completers and noncompleters. Also, 12-month noncompleters reported higher baseline HbA1c (8.4% vs 8.1%, \( P = .007 \)), lower general health (3.04 vs 2.87 on a 1-5 scale, \( P < .001 \)), less aerobic exercise (65.3 vs 84.0 minutes/week, \( P = .002 \)), and less likely to have had an eye exam in the last 12 months (79.7% vs 77.5%, \( P = .005 \)).

Changes From Baseline

Table 2 shows the mean changes from baseline to 12 months (hypotheses 1). Seven of 7 health indicators (including HbA1c) and 7 of 8 health behaviors had statistically significant improvements between baseline and 12 months.

If we apply a Bonferroni correction and use .003 as the level of significance, 12 of 15 outcomes remain statistically significant.
Table 2. Baseline to 12-month scores, 12-month participants (N=857).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline mean (SD)</th>
<th>12-month mean (SD)</th>
<th>Baseline to 12-Month Mean change</th>
<th>95% CI</th>
<th>P &gt;</th>
<th>P Baseline to 12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbA1c ↓ b (n=526)</td>
<td>8.04 (1.44)</td>
<td>7.60 (1.55)</td>
<td>-0.447</td>
<td>-0.559 to -0.348</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>PHQ-8 depression (0-24) ↓</td>
<td>5.92 (4.96)</td>
<td>4.89 (4.87)</td>
<td>-1.02</td>
<td>-1.32 to -0.753</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>General health (0-5) ↓</td>
<td>2.87 (0.770)</td>
<td>2.77 (0.768)</td>
<td>-0.097</td>
<td>-0.140 to -0.048</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Illness intrusiveness (1-7) ↓</td>
<td>2.79 (1.22)</td>
<td>2.65 (1.29)</td>
<td>-0.133</td>
<td>-0.214 to -0.065</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Hypoglycemic symptoms (0-7) ↓</td>
<td>1.39 (1.42)</td>
<td>1.13 (1.29)</td>
<td>-0.260</td>
<td>-0.352 to -0.171</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Fatigue (1-10) ↓</td>
<td>4.82 (2.31)</td>
<td>4.28 (2.52)</td>
<td>-0.541</td>
<td>-0.707 to -0.385</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Sleep (1-10) ↓</td>
<td>3.91 (2.91)</td>
<td>3.68 (2.82)</td>
<td>-0.223</td>
<td>-0.427 to -0.040</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Aerobic exercise (min/week) ↑</td>
<td>84.0 (99.6)</td>
<td>101 (102)</td>
<td>16.7</td>
<td>9.91 to 23.4</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Stretching or range of motion (min/week) ↑</td>
<td>27.6 (45.1)</td>
<td>34.0 (47.7)</td>
<td>6.28</td>
<td>2.83 to 9.52</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Communication with MD (0-5) ↑</td>
<td>2.61 (1.08)</td>
<td>2.87 (1.20)</td>
<td>0.255</td>
<td>0.185 to 0.322</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Medication adherence (0-4) ↓</td>
<td>1.09 (1.17)</td>
<td>0.917 (1.07)</td>
<td>-0.180</td>
<td>-0.240 to -0.103</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Proportion eye exam, last 12 months (0,1) ↑c</td>
<td>0.778</td>
<td>0.849</td>
<td>0.070</td>
<td>0.035 to 0.105</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Proportion foot exam, last 12 months (0,1) ↑c</td>
<td>0.710</td>
<td>0.799</td>
<td>0.090</td>
<td>0.056 to 0.123</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Proportion cholesterol exam, last 12 months (0,1) ↑c</td>
<td>0.932</td>
<td>0.947</td>
<td>0.014</td>
<td>-0.007 to 0.036</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td>Proportion kidney exam, last 12 months (0,1) ↑c</td>
<td>0.776</td>
<td>0.885</td>
<td>0.109</td>
<td>0.077 to 0.141</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

aPossible range given in parentheses after variable name.
bBecause of a lab recalibration changing HbA1c measurement, HbA1c prior to June 2014 was adjusted by adding 0.4. ↑ Indicates that a higher score is desirable, and ↓ that a lower score is desirable.
c“Don’t know” set to no exam, change scores for those in both 6- and 12-month follow-ups.

12-Month Intent-to-Treat Analyses
For “intent-to-treat” analyses, we followed the standard practice of assuming no change for 12-month change scores for those who failed to complete 12-month questionnaires. The intent-to-treat analyses of changes resulted in no differences from the P values shown in Table 2.

HbA1c Changes
About 80% (957/1229) of participants supplied a valid HbA1c sample at baseline, and of these, 54.9% (526/957) supplied a 12-month HbA1c. There were no significant differences in any of the other baseline outcome measures for those who supplied an HbA1c sample versus those who did not. Participants who supplied an HbA1c sample had a slightly higher mean age (57 vs 55, P=.04), and were more likely to be of non-Hispanic white ethnicity (82.3% vs 68.5%, P<.001).

Because the lab that did the HbA1c testing recalibrated its measurements in June 2014 increasing all values by roughly 0.4%, all measures prior to June (some baseline and some 6-month) were adjusted upward by 0.4. If we remove all those with adjusted HbA1c at baseline (all whose baseline was before June 2014), the 12-month improvement in HbA1c remains almost the same (~0.454 vs ~0.456). This suggests that our adjustment was appropriate.

Changes in Screening Tests (Hypotheses 1 and 2)
Table 3 gives the proportion of the participants who had each of 4 recommended tests in the year before baseline and the year between baseline and 12-month questionnaire. The proportion significantly increased for foot, eye, and kidney tests (P<.001). The proportion having cholesterol tests increased but not significantly, as it was already at a high level (93.2%) at baseline. For those not having a recommended test during the preintervention year, foot, eye, cholesterol, and kidney testing increased significantly. The total number of tests in the previous year also increased significantly from a mean of 3.2 (out of 4) to 3.5 (P<.001).
At baseline, 22.3% (117/524) had an HbA1c less than 7.0. By 12 months, approximately a third of these (30.3%, 36/119) had an HbA1c below 9. The mean decrease in HbA1c for those starting with an HbA1c of 9.0% or greater was 0.72% (57/80). The mean decrease was –0.206.

Because of sample heterogeneity, we examined change scores for specific outcomes for only those who had at least one of 5 criterial conditions. Using effect-size improvements of at least 0.4 as an indication of an improvement, 79.9% of the total participants who improved in at least 1 of the 5 criterial problems at baseline had a mean 12-month decrease in HbA1c of 0.599, while those less than 7 at baseline (n=117) had a slight increase of 0.084.

### Web-Based Versus Face-to-Face Participants (Hypothesis 3)

Using t tests, only 4 1-year changes were found to be significantly different between Web-based and face-to-face participants: general health, sleep problems, stress, and medication adherence. These were further examined using general linear models controlling for the baseline values and for demographic covariates (age, gender, education, and whether minority). Differences in changes in general health were no longer significant after covariate adjustment. Web-based participants had greater improvements in medication adherence (P=.02), while face-to-face participants had greater improvements in sleep (P=.03) and stress (P=.002).

### Older Versus Younger Participants (Hypothesis 4)

We segmented participants into those 65 and older (Medicare eligible, n=166) and those less than 65 years of age (n=691). There were 2 statistically significant differences in 12-month outcomes. The older group had significantly less increase in stretching and strengthening exercise (P=.01), and in general health (P=.02). For all other outcomes, change scores were similar. In particular, those over 65 decreased HbA1c by 0.43 while those under 65 similarly decreased HbA1c by 0.45.

### Analyses of Participants With Specific Baseline Conditions (Hypothesis 5)

Because of sample heterogeneity, we examined change scores for specific outcomes for only those who had at least one of 5 criterial problems at baseline (high HbA1c, depression, hypoglycemia, low medication adherence, or no aerobic exercise).

#### High HbA1c

About 43% (524/1229) of the total sample had 12-month HbA1c results, and of those with 12-month HbA1c scores, 22.5% (118/524) had a baseline HbA1c of 9.0% or greater. By 12 months, approximately a third of these (30.3%, 36/119) had an HbA1c below 9. The mean decrease in HbA1c for those starting at above 9 was –1.27. Of those below 9 at baseline (n=407), the mean decrease was –0.206. At baseline, 22.3% (117/524) had an HbA1c less than 7.0. By 12 months, 36% (189/524) of the participants were below 7, an increase of 61.5% (72/117). The 407 12-month participants with HbA1c of 7.0% or more at baseline had a mean 12-month decrease in HbA1c of 0.599, while those less than 7 at baseline (n=117) had a slight increase of 0.084.

#### No Aerobic Exercise

Participants who reported no aerobic exercise at baseline (n=185) had a mean increase of 46.0 minutes/week at 12 months. Those who reported some aerobic exercise had a mean increase of 8.6 minutes. The American Diabetes Association recommends that people with diabetes should have 150 minutes per week of moderate-intensity aerobic activity spread over 3 or more days [18]. At baseline, 22.3% (191/857) of the 12-month study sample met this criteria and this increased to 36.8% (316/857) at 12 months.

#### Low Medication Adherence

At baseline, 36.3% (311/856) reported low medication adherence. This decreased by 16% to 30.5% (261/856) by 12 months. Those with low adherence had a mean improvement (lower score) of –0.765. Adherent participants worsened by 0.154 (scale 0–4).

#### Hypoglycemic Symptoms

At baseline, 38.8% (329/849) of participants reported 2 or more hypoglycemic symptoms. At 12 months, 30.0% (255/849) reported 2 or more hypoglycemic symptoms. Those with symptoms at baseline had a mean improvement of –1.05. Participants without hypoglycemic symptoms worsened by 0.237 (scale 0–7).

#### Depression

At baseline, 21.3% (182/855) of participants had symptoms of depression, as defined by PHQ-8=10 or more [12]. At 12 months, the number with depression had decreased to 15.6% (133/855). The participants with depression had an improvement of –4.18 in PHQ-8 at 12 months. The participants with lower baseline PHQ-8 had a small improvement of –0.171 in PHQ-8 (scale 0–7).

### Participants Who Improved in at Least One Condition (Hypothesis 6)

We examined the proportion of all participants (not limited to those with specific conditions) who improved in at least 1 of the 5 criterial conditions. Using effect-size improvements of at least 0.4 as an indication of an improvement, 79.9% of the total
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**Table 3. Proportion receiving recommended examinations (N=768).**

<table>
<thead>
<tr>
<th>Type of exam</th>
<th>Percent of those who had exam in 12 months prior to baseline, % (n)</th>
<th>Percent of those who had exam in 12 months between baseline and 1 yearb, % (n, P value)</th>
<th>Percent of those who had no exams 12 months prior to baseline against those who had exam in 12 months after baselinec, % (n, P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foot</td>
<td>71.0 (545)</td>
<td>80.0 (614, P&lt;.001)</td>
<td>55.6 (124/223, P&lt;.001)</td>
</tr>
<tr>
<td>Eye</td>
<td>77.9 (598)</td>
<td>84.9 (652, P&lt;.001)</td>
<td>71.2 (121/170, P&lt;.001)</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>93.2 (716)</td>
<td>94.7 (742, P=.19)</td>
<td>76.9 (40/52, P&lt;.001)</td>
</tr>
<tr>
<td>Kidney albumin</td>
<td>77.6 (592)</td>
<td>88.5 (680, P&lt;.001)</td>
<td>72.7 (125/172, P&lt;.001)</td>
</tr>
</tbody>
</table>

aCases are those who had baseline, 6-month, and 12-month questionnaires. For P values in column 3, t tests were used to compare the proportion of those who had had the exam prior to baseline with the proportion of those who had had the exam between baseline and 12 months. cFor P values in column 4, chi-square test was used.

http://www.jmir.org/2016/12/e322/
12-month study population (685/857) improved in at least 1 of the 5 criterial variables. About 44% (377/857) improved in 2 or more. The mean number of improvements (out of a possible 5 for those with HbA1c data or 4 for those without) was 1.49 (SD 1.13). The 176 participants who did not improve in any of the 5 criterial variables had a mean of 0.956 criterial conditions, while those who improved in at least one criterion had a mean of 1.72 conditions. There was an r=0.374 correlation (Pearson) between the number of criterial conditions and the number of improvements of 0.4 effect size.

Discussion

Principal Findings

Between baseline (preintervention) and 1 year, there were modest, but statistically significant, improvements in 14 of 15 outcome measures, including HbA1c. There were no significant changes in the proportion having cholesterol exams within the preceding year. However, baseline percentages having those tests were high, leaving little room for improvement.

Healthy People 2020

The Healthy People 2020 [17] goals were to (1) reduce by 10% the proportion of persons with diabetes with an HbA1c value greater than 9.0%; (2) increase the proportion of the diabetic population with an HbA1c value less than 7% HbA1c by 10%; (3) increase the proportion of adults with diabetes who have at least an annual foot examination by 10% from a current 68% to 74.8%; (4) increase the proportion having annual eye exams by 10%; (5) increase the proportion having urinary microalbumin (kidney) tests by 10%; and (6) increase the proportion of adults with diabetes who receive formal diabetes education. By design, the BCBH-D workshops add to the proportion receiving diabetes education. For 4 of 5 goals, the participants in the program exceeded the desired increase of 10%. For the fifth goal (eye exams), the participants in the study were very close to achieving the goal (a mean increase of 9.2%).

A year after the intervention, the participants exceeded many of Healthy People 2020 goals, such as improvements in HbA1c and percentage having recommended examinations. In addition, if the findings of this study can be replicated in other settings, the interventions may lead to improvement in both HEDIS and Medicare Star Quality Measures.

Limitations

The real-world nature of this pragmatic study necessitated the lack of a control group. Thus, we cannot be certain that the improvements observed are not due to other factors or might have occurred during the same time to nonparticipants. Alternative explanations for the improvements might include new medications and health plan initiatives that became available during the period of the study. It is also possible that there were interactions between workshop participation and members’ likelihood of taking advantage of Anthem initiatives and new medications. While these other factors may be important, the consistency of the statistically significant improvements across multiple domains suggests a positive impact of workshop participation.

Attrition may also have affected outcomes (people with negative results may be more likely to avoid 12-month follow-up questionnaires). However, considering the large initial sample (n=1229) and large number of outcomes, there were only a few baseline statistical differences between 12-month completers and noncompleters, suggesting only minimal possible attrition bias.

For the analyses of changes for those with the 4 criteria conditions, regression to the mean might have contributed to the outcomes. However, the large differences in positive change scores for the worse-off compared with the smaller changes for the complementary subset of those relatively better-off suggest that not all of the improvements could have resulted from regression to the mean.

Even with the real-world pragmatic nature of the study, the participants were largely a self-selected population, perhaps more motivated than people who would not enroll. In 2016, the CMS Center for Innovation published a report from a 3000 plus person sample of people receiving Medicare [19]. Among other questions, they asked the likelihood of attending a wellness program if offered in their community in the next 6 months. Nearly 57% said that they were very likely (12.3%), likely (13.9%), or somewhat likely (30.6%) to enroll, and about half of these (46.4%) said they were interested in chronic diseases self-management programs.

Implications

As a community-based intervention, BCBH-D offered in 2 modes was associated with small but significant nonreinforced benefits, which were sustained for at least 1 year. The 2 different modes were able to reach somewhat different populations. This illustrates that offering more than 1 delivery mode reaches a broader population. Overall, there was little difference in 12-month improvements—participants in both delivery modes benefited similarly.

The program also appeared to meet some Healthy People 2020 diabetes objectives and could contribute to improved HEDIS and Medicare Star ratings. Most importantly, it was associated with clinically significant benefits for those with high HbA1c, for those with depression and hypoglycemia, as well as medication nonadherers and nonexercisers. The benefits differed by individual, but a large majority of the population had meaningful improvements in at least one of the areas. This study demonstrates that the peer-facilitated BCBH-D program, offered outside of the traditional health care system, can assist a national sample of health-plan members in improving their diabetes management, with benefits persisting for at least 1 year. This, and similar multidelivery-mode programs have the potential for making an impact on our growing diabetes population.
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Abstract

Background: Web-based aftercare can help to stabilize treatment effects and support transition after inpatient treatment, yet uptake by patients seems limited in routine care and little is known about the mechanisms of adoption and implementation.

Objective: The aim of this study was to (1) determine acceptance of Web-based aftercare and (2) explore its drivers and barriers in different subgroups of a mixed inpatient sample.

Method: In a cross-sectional design, 38.3\% (374/977) of the inpatients from a broad spectrum of diagnostic groups (psychosomatic, cardiologic, orthopedic, pediatric, and substance-related disorders) filled out a self-administered questionnaire prior to discharge. Drivers and barriers to patients' acceptance of Web-based aftercare were examined based on an extension to the “unified theory of acceptance and use of technology” (UTAUT). In total, 16.7\% (59/353) of the participants indicated prior use of eHealth interventions.

Results: Acceptance (min 1, max 5) was low (mean 2.56, SD 1.22) and differed between diagnostic groups (Welch $F_{4,133.10} = 7.77, P < .001$), with highest acceptance in adolescent patients (mean 3.46, SD 1.42). Acceptance was significantly predicted by 3 UTAUT predictors: social influence (beta$= .39$, $P < .001$), performance expectancy (beta$= .31$, $P < .001$), and effort expectancy (beta$= .22$, $P < .001$). Furthermore, stress due to permanent availability (beta$= -.09$, $P = .01$) was negatively associated with acceptance.

Conclusion: This study demonstrated a limited acceptance of Web-based aftercare in inpatients. Expectations, social environment’s attitude, and negative experience with permanent availability influence eHealth acceptance. Improving implementation, therefore, means increasing eHealth experience and literacy and facilitating positive attitudes in patients and health professionals through education and reduction of misconceptions about effectiveness or usability.

Key Terms: eHealth; attitude to health; aftercare; rehabilitation; survey

Introduction

Background

The digitalization of health care brought forth a broad range of effective eHealth interventions for various somatic [1] and mental health problems [2]. The effects of guided interventions for some mental disorders turned out to be comparable to those of traditional face-to-face therapy [3]. eHealth interventions can be a cost-efficient, time-flexible, and location-independent extension of existing health care [4], particularly in areas such as prevention, as aftercare or blended care. In the case of inpatient rehabilitation, previous research focused on Web-based aftercare [5], as the transition to daily life after inpatient treatment is a critical phase, with elevated risk of relapse, sick
leave, return to adverse health behavior, or even inpatient readmission [6]. Therefore, clinics often recommend participation in outpatient treatment and aftercare (eg, physiotherapy, vocational rehabilitation, educative group sessions). However, organizational constraints or limited accessibility, concerns about anonymity, or negative treatment expectancies can reduce the utilization of conventional outpatient treatment or aftercare [7,8]. In this regard, Köpke [9] describes insufficient uptake rates of conventional aftercare interventions between 18.9% for somatic and 69.6% for psychosomatic disorders after inpatient rehabilitation in Germany.

Previous Web-based aftercare interventions have been developed and evaluated particularly for psychosomatic inpatients, for example, cognitive behavioral therapy (CBT)-based Internet platforms [10,11] or mobile interventions [12], providing modular or consecutive treatment elements with a combination of health-related information and interactive tasks to promote health behavior (see also Multimedia Appendix 1). Furthermore, interventions differ by amount of guidance by health experts [13], who support health behavior and self-efficacy through synchronous (eg, video- or chat-based) [14] or asynchronous (email, short message service) [11] interaction and task-related feedback. Most Web-based aftercare interventions with psychosomatic focus are CBT based, whereas more recent developments include psychodynamic [15] or acceptance- and commitment-based approaches [16].

However, despite an increased proportion of inpatients with pronounced work-related stress and subsequently an elevated risk of early retirement [17], occupational aspects play a subsidiary role in eHealth interventions in the context of inpatient treatment. Only a few projects explicitly addressed work-related stress in clinical or subclinical samples and yielded mixed effects [15,18,19]. As the digitalization of health care is still in its early stages in Germany, eHealth interventions are scarce in inpatient care, with only 9% of studies on eHealth interventions in the area of rehabilitation according to Eichenberg and Ott [20].

A fundamental precondition to the implementation of eHealth interventions is the willingness to utilize and adopt new technologies by patients and help seekers [21]. Despite their efficacy, uptake of and adherence in eHealth interventions pose a challenge for implementation in routine care [22], and mechanisms of uptake of eHealth interventions and their relevance to implementation have not been studied sufficiently yet.

Acceptance of E-Mental Health Interventions

Acceptance can imply the utilization of an intervention, as expressed in uptake rates, adherence, or satisfaction. Following theoretical models of acceptance of information technology, acceptance can also be defined as the behavioral intention to use eHealth interventions [23,24] as an essential prerequisite to adoption and implementation of eHealth interventions.

Based on their review of 36 studies, Waller and Gilbody [25] concluded that participants’ satisfaction with computerized CBT (cCBT) is usually high; however, the willingness to participate is limited, with only 38% starting the intervention after recruitment. Other findings are inconsistent, with various studies documenting a low uptake rate of e-mental health interventions by patients [21,25] or limited acceptance in the general population [26,27].

According to a recent representative population survey in Germany, less than 10% of the interviewed participants could imagine using psychological Web-based support and merely 2% had already used such services in the past [27]. Whereas recent studies point to the acceptance of eHealth records and computer-based diagnostic systems in inpatient treatment [28,29], preliminary evidence on some Web-based aftercare projects in German rehabilitation shows fluctuating uptake rates between 21% and 62% [30,12]. Multimedia Appendix 1 compares acceptance ratings (eg, uptake, adherence) of exemplary Web-based aftercare interventions including guided self-help [11], blended [31], mobile-based [12,32], and chat- or education based [33-36] interventions. The results of Pfauldler et al [33] and Küffner [35] indicate organizational and technical problems as pivotal barriers to adoption by inpatients.

Methodical Shortcomings of Acceptance Assessment

Although acceptance ratings have been included in most studies on eHealth interventions by now, methodical shortcomings may somehow limit their validity. Since acceptance is typically assessed retrospectively, no information about genuine attitudes toward this form of health promotion or reasons for intention to use an intervention is provided. Furthermore, acceptance ratings may be confounded with intervention satisfaction and do not reflect eHealth acceptance or attitudes. A selective dropout of dissatisfied participants and participation of Internet-oriented patients may also positively bias acceptance ratings. The lack of sufficient theoretical foundation and valid or consistent instruments of acceptance evaluation can further be criticized [21]. A recent example for a methodical valuable approach is the 4-dimensional “Attitudes toward psychological online interventions” questionnaire (APOI), which has been cross-validated in a large sample of individuals with symptoms of depression [37]. Furthermore, previous studies focused on acceptance in rather selected patient samples. Hence, comprehensive findings from inpatient treatment are scarce. Altogether, these methodological shortcomings may illustrate the importance of a differentiated, theory-based, and transdiagnostic assessment of eHealth acceptance and its preconditions.

Barriers and Resources to eHealth Acceptance

Research on predictors of eHealth acceptance has established the technology acceptance model (TAM) [23], and its advancement, the unified theory of acceptance and use of technology (UTAUT) [24] in several studies in patient populations [38-41] or health professionals [42-44]. Both models integrate traditional motivational theories such as the theory of planned behavior [45] or Bandura’s social cognitive theory [46]. Since the UTAUT is more differentiated regarding predictors on acceptance and has recently been used in similar research questions [38-41], we adapted this model to the following study. The UTAUT postulates 4 core predictors of behavioral intention: performance expectancy (expected benefit of technology use),
effort expectancy (expected ease of use), social influence (attitude of significant others toward using the technology), and facilitating conditions (organizational or technical resources and preconditions necessary to technology use). In previous studies, performance expectancy proved to be the most important predictor of eHealth acceptance [44,47,48]. In a meta-analysis of 37 studies testing the UTAUT in various contexts, Taiwo and Downe [48] found a medium aggregated effect size of correlation with acceptance (z-transformed r=.54) and somewhat smaller effect sizes for the remaining model predictors (.38-.44).

However, research also points out the complex nature of acceptance and its determinants [42,43]. Therefore, the predictive model of eHealth acceptance needs to be extended and adapted to the context of different target groups. Typically, sociodemographic characteristics such as younger age, higher educational level, Internet access, and technical experience have been associated with acceptance of eHealth interventions in several studies [2,27,49,50]. Further potential barriers to acceptance include Internet anxiety [40,51], low Internet orientation in health problems [27], insufficient knowledge of eHealth interventions [27,52], rural residence [53], or reservations regarding data security or impersonal interaction [54,55]. However, barriers or facilitators to eHealth adoption in inpatient routine care have not been studied sufficiently yet.

Goals of This Study
This study aimed to (1) determine the current status of acceptance of Web-based aftercare with a focus on work-related stress and (2) explore its drivers and barriers based on an extended UTAUT model in a mixed sample of inpatients in a cross-sectional survey. Besides previously studied Internet-related predictors, we were interested in the influence of eHealth literacy, which is defined as the ability to find, evaluate, and utilize Internet-based health information to deal with health problems [56]. Furthermore, we aimed to extend existing literature on the role of self-efficacy [57] in the eHealth context. Since the evidence on the influence of symptom severity and uptake of e-mental health interventions is mixed [11,58], we aimed to explore the relation of mental and occupational distress with acceptance. Also, since modern technologies increase digital load and availability [59], we were interested in the impact of stress due to constant availability (email, social media) on acceptance.

We postulated positive relations between UTAUT- and Internet-related predictors as well as self-efficacy. We assumed that Internet anxiety and stress through permanent availability would be negatively associated with acceptance ratings. Furthermore, we investigated subgroup-specific differences. Here, we expected younger age, higher educational status, and urban residency to be associated with higher acceptance.

Methods

Study Design
A cross-sectional approach was adopted to compare acceptance and its predictors in different inpatient diagnostic groups with a self-administered questionnaire. The survey was based on a qualitative pilot study, in which inpatients of various diagnostic groups were interviewed on health-related Internet use and barriers or resources to eHealth utilization in semistructured interviews. The questionnaires were built upon previous findings on predictors of acceptance, which were adapted to this study. In a consensual approach, the content, clarity, and face validity of the items were appraised by internal and external researchers and pretested in one of the cooperation clinics. The survey was conducted in 4 inpatient rehabilitation centers of the German statutory pension insurance scheme, covering a broad range of the most common diagnostic groups: psychosomatic medicine and psycho-oncology (PSY), orthopedics (OPE), cardiology (CAR), pediatric disorders of adolescent patients (PED), and substance use disorders (SUD).

Participants and Recruitment
Participants were recruited consecutively by 4 research assistants from August 2015 to January 2016. Participants were required to be aged 14 or above due to ethical rules. Inpatients with at least two weeks of treatment or half of treatment completed were included in the study. Since the focus on work-related stress in Web-based aftercare, retired patients were excluded from further analyses. Of 977 eligible patients who received a questionnaire, 374 (38.3%) responded. Participants were first informed at admission (eg, in an introductory course or at intake) and recruited subsequent to a regular group screening prior to discharge. After oral and written information, patients could fill out the paper-pencil questionnaire. The survey contained 69 questions (59 in pediatric sample, as items regarding occupational aspects were omitted) and took about 15 minutes to fill out. The survey was completely anonymous. No written consent was needed for participants older than 15 years. However, 14-year-old participants and their parents had to fill out a written consent. Gift cards served as an incentive for participation. Participants who wanted to take part in the draw of the gift cards could leave their contact details, which were detached from the questionnaire and kept separately and inaccessible to the project manager to ensure anonymity. All procedures involved in the study were approved by the ethics committee of the Federal State of Rhineland Palatinate, Germany (Ref. No. 9434-F) and the data protection commissioner of the German statutory pension insurance scheme.

Measures

Primary Outcome: Acceptance of Web-Based Aftercare
Based on the UTAUT [23], acceptance was operationalized as the intention to use Web-based aftercare. Acceptance was measured using 3 items (Table 1). All items were rated on 5-point Likert scales ranging from (1) “totally disagree” to (5) “totally agree,” with higher scores indicating elevated acceptance. The items were adapted from previous studies [23,38-40,47]. Following a short introduction with general information about Web-based aftercare, the prefix to all items was “A Web-based aftercare for the management of work-related stress...” (for adolescent patients: “Aftercare delivered over the Internet...”). Reliability was calculated as Cronbach alpha. To avoid underestimation of true reliability, the internal consistency of 2-item subscales was not calculated [60]. Cronbach alpha of the acceptance scale in this study was .85.
### Table 1. Adapted items of the UTAUT model and references of original studies.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioral Intention:</td>
<td>“I would like to try a Web-based aftercare.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“I would use a Web-based aftercare if offered to me.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“A Web-based aftercare would be worth paying for.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Social influence</td>
<td>“People close to me would approve a Web-based aftercare.”&lt;sup&gt;a,b,c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“My general practitioner would approve the use of a Web-based aftercare.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“My friends would approve a Web-based aftercare.”&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Performance expectancy:</td>
<td>“A Web-based aftercare could improve my work-related well-being.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“A Web-based aftercare could help me with work-related stress.”&lt;sup&gt;a,b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“A Web-based aftercare could help me to improve my personal health.”&lt;sup&gt;a,b,c,e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“A Web-based aftercare could help me with my health problems.”&lt;sup&gt;a,b,c,e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>“A Web-based aftercare would be easy to operate and comprehend.”&lt;sup&gt;a,b,c,d,f&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“I could arrange using a Web-based aftercare in my everyday life.”&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Facilitating conditions:</td>
<td>“I have the necessary technical preconditions for using a Web-based aftercare.”&lt;sup&gt;a,b,c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>“I possess the required technical knowledge to utilize a Web-based aftercare.”&lt;sup&gt;e,d,f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Baumeister et al [38].
<sup>b</sup>Baumeister et al [39].
<sup>c</sup>Ebert et al [40].
<sup>d</sup>Venkatesh et al [23].
<sup>e</sup>Items used in the adolescent sample (PED).
<sup>f</sup>Liu et al [47].
<sup>g</sup>Self-constructed.

### Secondary Outcome: Predictors of Acceptance

The UTAUT predictors were measured using 2 items each, adapted from previous studies [23,38-40,47]. Answers were rated on a 5-point Likert scale ranging from from (1) “totally disagree” to (5) “totally agree.” The items of the UTAUT predictors used in the questionnaire and the original studies they were adapted from are listed in Table 1.

Further differential factors were included: knowledge of eHealth interventions was measured in 2 items following a short explanation of eHealth interventions based on a previous study by Ebert et al [40]. Two items measuring Internet anxiety were adapted from previous studies [38-40]. Answers were rated analogous on a 5-point Likert scale ranging from (1) “totally disagree” to (5) “totally agree.” The frequency (from [1] “never” to [5] “always”) of health-related Internet and mobile use was evaluated for different applications (fitness, vital parameters, nutrition, mental and occupational problems). Self-efficacy was assessed with the German general self-efficacy short form (ASKU) [61], consisting of 3 items with responses rated on a 5-point Likert-type scale ranging from (1) “does not apply at all” to (5) “applies completely.” The questionnaire has proven to be reliable with alpha=.81 to .86 [62]. Cronbach alpha in this study was .89.

eHealth literacy was measured with the German adaption of the eHealth literacy scale (eHEALS) [63], consisting of 8 items. Answers were rated on a 5-point Likert scale ranging from (1) “strongly disagree” to (5) “strongly agree.” Previous research by Norman et al [64] showed a high internal consistency of .88. For economic reasons, the questionnaire for adolescent patients included only 3 items of the eHEALS. Items were selected regarding linguistic appropriateness for the target population and high factorial loadings [63]. Cronbach alpha of the original scale in this study was .95.

Mental distress was assessed with the Patient Health Questionnaire-4 (PHQ-4) as a brief screening instrument for depression and anxiety [65] in the adult patient sample. In 4 items with answers on a 4-point scale ranging from 0 ("Not at all") to 3 ("Nearly every day"), the extent of symptoms in the last 2 weeks was evaluated. Sum scores can be categorized as normal (0-2), mild (3-5), moderate (6-8), and severe (9-12) [65]. Cronbach alpha in this study was .93.
Furthermore, we measured the subjective risk of incapacity to work with the 3-item subjective prognosis of work ability scale (SPE) [66] in adult participants. Answers were dichotomized, and sum scores ranged from 0 to 3. Probability of retirement doubles with each scale interval [67]. Cronbach alpha in this study was .70. Additionally, the influence of IT-literacy [answers ranging from (1) “very little knowledge” to (5) “very good knowledge”] and stress through permanent availability (level of agreement on a 5-point Likert-type scale from [1] “strongly disagree” to [5] “strongly agree”) on acceptance were examined in self-constructed items.

To further explore preconditions of intended usage, participants could state subjective advantages or disadvantages of using a Web-based aftercare. Finally, 1 item measured preferences for different forms of Internet-based support. The research model is depicted in Figure 1.

**Sociodemographic Characteristics**

The survey contained items regarding sex, age, education or current school type, population of residence, Internet access, time spent on Internet in free time per day, occupational status prior to rehabilitation, and days on sick leave (from [1] “less than 9 days” to [5] “100-365 days”) from the Work Ability Index [68]. One item differentiating between types of experience with eHealth interventions was adapted from a previous study by Eichenberg et al [27].

**Statistical Analyses**

The data were analyzed using SPSS Statistics version 23 (IBM). Out of 374 datasets, 18 individuals with missing values exceeding 50% (mean 77.73% missing, SD 17.37) were excluded from further analysis [69]. Furthermore, 18 individuals who indicated being retired were excluded, resulting in 338 participants analyzed. We addressed missing data under the assumption of data missing at random with multiple imputation technique in SPSS including all analysis variables [62]. To demonstrate the extent of missing data, sociodemographic statistics (Multimedia Appendix 2) were calculated with observed data, whereas further analyses were based on imputed values (0.6%-15.7% missing values per variable). Imputed statistics were comparable to observed statistics. Group differences of demographics, primary, and secondary outcomes were analyzed using the chi-square test or G-test, analysis of variance with post-hoc comparisons (Games-Howell), or independent t tests. In case of variance inhomogeneity, Welch F-ratio was calculated. Acceptance scores were further categorized by mean to describe low (1-2.34), moderate (2.35-3.67), and high (3.68-5) acceptance, and frequency of categories was calculated. The predictive model of acceptance was tested using multiple hierarchical regression. Predictors were included blockwise: (1) sociodemographic and background variables (mental and occupational distress, self-efficacy), (2) Internet-related variables, and (3) UTAUT predictors. According to Midi, Sarkar, and Rana [70], no sign of severe multicollinearity could be detected and all predictors could enter the regression. To perform further between-group comparisons.
of acceptance, mental distress and risk of incapacity to work were dichotomized with a median split. Open answers regarding advantages and disadvantages of Web-based aftercare were rated according to qualitative content analysis [71] by 2 independent raters following a-priori consensually developed categories. An inter-rater reliability analysis using Cohen kappa statistic was performed to evaluate consistency.

Results

Sociodemographic Characteristics

General characteristics of 374 participants are shown in Multimedia Appendix 2. More men than women participated in the study, and mean age was 45.49 years (SD 14.17, min 14, max 78). The age range of the pediatric subsample was 14-18 years. The majority of adult inpatients indicated being employed prior to treatment. Educational status was moderate overall. A total of 59 (16.7%, 59/353) participants stated prior eHealth use. Significant differences between diagnostic groups were found in all sociodemographic variables with exception to the distribution of wearables and prior e-mental health usage, primarily in comparison to the pediatric subsample.

Acceptance of Web-Based Aftercare

Acceptance of Web-based aftercare was overall low in patients with a mean of 2.56 (SD 1.23). The highest acceptance was found in pediatric patients with a mean of 3.46 (SD 1.42), the lowest in orthopedic patients with a mean of 2.18 (SD 1.00).

The diagnostic groups differed statistically significantly (Welch $F_{4,133.16}=7.77, P<.001$). Post-hoc comparisons demonstrated significant differences in all disorder groups compared with the pediatric patients, but not between other diagnostic groups. When including sociodemographic variables as covariates, diagnostic group differences remained marginally significant ($F_{4,326}=2.41, P=.05$). Acceptance between diagnostic groups is depicted in Figure 2.


Acceptance differed significantly between age groups ($F_{3,342}=9.97, P<.001$) with highest acceptance in the youngest quartile (14-26 years). Post-hoc tests revealed significant differences between the youngest and all other age groups. Further data inspection of sociodemographic variables revealed no differences in acceptance regarding gender, population of residence, and occupational status. However, prior eHealth use, higher educational status, and private Internet access were associated with higher acceptance. Table 2 contains acceptance scores as a function of demographics.
Table 2. Differences in acceptance by demographics (N=338).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Mean (SD)</th>
<th>Test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>198</td>
<td>2.62 (1.21)</td>
<td>t&lt;sub&gt;336&lt;/sub&gt;=0.93</td>
<td>.35</td>
</tr>
<tr>
<td>Female</td>
<td>140</td>
<td>2.49 (1.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14-26</td>
<td>57</td>
<td>3.34 (1.42)</td>
<td>F&lt;sub&gt;3,334&lt;/sub&gt;=9.57</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>27-39</td>
<td>32</td>
<td>2.40 (1.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-52</td>
<td>130</td>
<td>2.41 (1.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>53-65</td>
<td>119</td>
<td>2.40 (1.23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No graduation</td>
<td>10</td>
<td>1.95 (1.04)</td>
<td>F&lt;sub&gt;2,335&lt;/sub&gt;=8.00</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Secondary school</td>
<td>277</td>
<td>2.48 (1.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A-level</td>
<td>51</td>
<td>3.14 (1.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>eHealth experience</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56</td>
<td>2.44 (1.20)</td>
<td>Mann-Whitney U=5315</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>282</td>
<td>3.16 (1.24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Internet access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>296</td>
<td>2.65 (1.23)</td>
<td>t&lt;sub&gt;336&lt;/sub&gt;=−3.60</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>42</td>
<td>1.98 (1.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occupational status</strong></td>
<td>(287)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>195</td>
<td>2.43 (1.13)</td>
<td>F&lt;sub&gt;2,284&lt;/sub&gt;=0.41</td>
<td>.66</td>
</tr>
<tr>
<td>Unemployed</td>
<td>44</td>
<td>2.26 (1.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sick leave</td>
<td>48</td>
<td>2.42 (1.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Population of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>145</td>
<td>2.53 (1.27)</td>
<td>t&lt;sub&gt;336&lt;/sub&gt;=−0.41</td>
<td>.68</td>
</tr>
<tr>
<td>Urban</td>
<td>193</td>
<td>2.59 (1.21)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Retired and adolescent patients (PED) excluded.

Drivers and Barriers to Acceptance

Multiple hierarchical regression in adult inpatients (PSY, OPE, CAR, SUD) showed that out of the demographic and background variables entered in the first step, gender (beta=-0.13, P=.04) and Internet access (beta=0.13, P=.03) predicted acceptance, although explained variance was low (R<sup>2</sup>=.06, F<sub>9,272</sub>=2.09, P=.03). When entering Internet-related variables, explained variance increased significantly (R<sup>2</sup>=.17, F<sub>17,262</sub>=3.22, P<.001), but only health-related Internet and mobile use significantly predicted acceptance (beta=0.22, P<.001). The full regressive model including UTAUT variables showed high explained variance (R<sup>2</sup>=.78, F<sub>21,260</sub>=43.86, P<.001). Social influence (beta=.39, P<.001), performance expectancy (beta=.31, P<.001), and effort expectancy (beta=.22, P<.001) significantly predicted acceptance, whereas facilitating conditions did not reach significance (Table 3). Furthermore, stress through permanent availability (beta=-.09, P=.01) could be observed as a fourth significant predictor. Table 3 contains the regression parameters of the complete regression model.

In a separate regression analysis of the adolescent subsample (PED), explained variance of acceptance significantly improved in the model including UTAUT-predictors (R<sup>2</sup> = .85, F<sub>18,32</sub>=10.28, P<.001) in comparison to the previous steps (demographic variables only: R<sup>2</sup> = .24, F<sub>6,44</sub>=2.33, P=.05; demographic and Internet-related variables: R<sup>2</sup> = .43, F<sub>14,36</sub>=1.94, P=.06). However, of the UTAUT-predictors, only performance expectancy (beta=.67, P<.001) significantly predicted acceptance of Web-based aftercare. Knowledge of eHealth interventions (beta=.21, P=.02) and IT literacy (beta=-.22, P=.04) proved to be further predictors of acceptance in the full model. The correlation matrix of the total sample can be found in the Multimedia Appendix 3. Absolute values of intercorrelations ranged from [0.0] to [0.79].
### Table 3. Regression model of acceptance (full model, adult sample, N=282).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>b</th>
<th>Standard error</th>
<th>95% CI</th>
<th>Beta</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>.08</td>
<td>.44</td>
<td>−0.78 to 0.94</td>
<td>.86</td>
<td>.64</td>
</tr>
<tr>
<td><strong>Sociodemographic predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>.03</td>
<td>.07</td>
<td>−0.11 to 0.18</td>
<td>.01</td>
<td>.64</td>
</tr>
<tr>
<td>Age</td>
<td>.01</td>
<td>.00</td>
<td>0.00 to 0.02</td>
<td>.05</td>
<td>.17</td>
</tr>
<tr>
<td>Days on sick leave</td>
<td>−.01</td>
<td>.03</td>
<td>−0.06 to 0.05</td>
<td>−.01</td>
<td>.76</td>
</tr>
<tr>
<td>Internet access</td>
<td>−.05</td>
<td>.11</td>
<td>−0.27 to 0.18</td>
<td>−.01</td>
<td>.68</td>
</tr>
<tr>
<td>Population of residence</td>
<td>−.11</td>
<td>.07</td>
<td>−0.25 to 0.03</td>
<td>−.05</td>
<td>.12</td>
</tr>
<tr>
<td>Educational status</td>
<td>−.06</td>
<td>.09</td>
<td>−0.24 to 0.11</td>
<td>−.02</td>
<td>.49</td>
</tr>
<tr>
<td>Self-efficacy&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−.01</td>
<td>.05</td>
<td>−0.10 to 0.08</td>
<td>−.01</td>
<td>.80</td>
</tr>
<tr>
<td>Mental distress&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.01</td>
<td>.01</td>
<td>−0.02 to 0.03</td>
<td>.02</td>
<td>.66</td>
</tr>
<tr>
<td>Risk of incapacity to work&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−.01</td>
<td>.03</td>
<td>−0.07 to 0.06</td>
<td>−.01</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Internet-related predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eHealth literacy&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.01</td>
<td>.06</td>
<td>−0.10 to 0.12</td>
<td>.01</td>
<td>.90</td>
</tr>
<tr>
<td>Internet anxiety</td>
<td>.02</td>
<td>.04</td>
<td>−0.06 to 0.10</td>
<td>.02</td>
<td>.67</td>
</tr>
<tr>
<td>Knowledge of eHealth interventions</td>
<td>−.06</td>
<td>.04</td>
<td>−0.14 to 0.02</td>
<td>−.06</td>
<td>.14</td>
</tr>
<tr>
<td>Time on Internet</td>
<td>−.01</td>
<td>.02</td>
<td>−0.04 to 0.03</td>
<td>−.01</td>
<td>.71</td>
</tr>
<tr>
<td>eHealth experience</td>
<td>.18</td>
<td>.11</td>
<td>−0.03 to 0.39</td>
<td>.05</td>
<td>.09</td>
</tr>
<tr>
<td>Health-related Internet and mobile use</td>
<td>.07</td>
<td>.06</td>
<td>−0.04 to 0.19</td>
<td>.04</td>
<td>.21</td>
</tr>
<tr>
<td>IT literacy</td>
<td>.00</td>
<td>.04</td>
<td>−0.09 to 0.08</td>
<td>.00</td>
<td>.95</td>
</tr>
<tr>
<td>Permanent availability stress</td>
<td>−.08</td>
<td>.03</td>
<td>−0.14 to −0.02</td>
<td>−.09</td>
<td>.01</td>
</tr>
<tr>
<td><strong>UTAUT-predictors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>.42</td>
<td>.06</td>
<td>0.30 to 0.54</td>
<td>.39</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>.31</td>
<td>.06</td>
<td>0.19 to 0.43</td>
<td>.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.20</td>
<td>.06</td>
<td>0.09 to 0.31</td>
<td>.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.06</td>
<td>.05</td>
<td>−0.03 to 0.16</td>
<td>.07</td>
<td>.19</td>
</tr>
</tbody>
</table>

<sup>a</sup>General self-efficacy short form (ASKU) [61].

<sup>b</sup>Patient Health Questionnaire-4 (PHQ-4) [65].

<sup>c</sup>Subjective prognosis of work ability scale (SPE) [66].

<sup>d</sup>eHealth literacy scale (eHEALS) [63].

### Secondary Outcome

Overall, eHealth and IT literacy, knowledge of eHealth interventions, and self-efficacy were moderate. Mental distress ranged from “normal” (CAR) to “moderate” (PSY). Risk of incapacity to work was on average. Acceptance did not differ in extreme-group comparisons (PHQ-9: $t_{285}=0.54$, $P=.59$; SPE: $t_{214}=1.48$, $P=.14$). Participants reported low health-related Internet or mobile use, with less than 1 in 10 participants who indicated utilization for mental health problems or occupational stress. Significant differences of diagnostic groups were observed in all secondary outcome variables. Secondary outcome is reported in Table 4. Post-hoc tests revealed a distinguished role of the pediatric (higher IT literacy, eHealth literacy, eHealth knowledge, eHealth experience, lower ratings on stress through permanent availability, and Internet anxiety) and the psychosomatic subsample (low eHealth literacy, eHealth knowledge, eHealth experience, low self-efficacy, and high Internet anxiety). When including age as a covariate, these group differences remained significant.
Table 4. Means, standard deviations, and test statistics of group differences for secondary outcome measures (N=338).

<table>
<thead>
<tr>
<th>Variable</th>
<th>PSY Mean (SD)</th>
<th>OPE Mean (SD)</th>
<th>CAR Mean (SD)</th>
<th>PED Mean (SD)</th>
<th>SUD Mean (SD)</th>
<th>Total Mean (SD)</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>2.41 (1.21)</td>
<td>2.26 (1.09)</td>
<td>2.59 (1.07)</td>
<td>3.24 (1.14)</td>
<td>2.34 (1.06)</td>
<td>2.54 (1.17)</td>
<td>F_{4,333}=6.23</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>2.70 (1.29)</td>
<td>2.60 (1.13)</td>
<td>2.98 (1.16)</td>
<td>3.42 (1.03)</td>
<td>2.57 (1.20)</td>
<td>2.83 (1.22)</td>
<td>Welch F_{4,134.92}=5.64</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Social influence</td>
<td>2.52 (1.06)</td>
<td>2.41 (1.14)</td>
<td>2.79 (0.96)</td>
<td>2.87 (0.97)</td>
<td>2.38 (1.10)</td>
<td>2.59 (1.05)</td>
<td>F_{4,333}=2.57</td>
<td>.04</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>3.09 (1.38)</td>
<td>2.95 (1.30)</td>
<td>3.30 (1.19)</td>
<td>3.98 (1.19)</td>
<td>2.91 (1.24)</td>
<td>3.22 (1.32)</td>
<td>F_{4,333}=6.10</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td>3.30 (1.00)</td>
<td>3.63 (0.90)</td>
<td>3.76 (0.90)</td>
<td>4.08 (0.73)</td>
<td>3.37 (1.13)</td>
<td>3.56 (1.00)</td>
<td>Welch F_{4,134.52}=9.37</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Internet anxiety</td>
<td>2.57 (1.27)</td>
<td>2.28 (1.14)</td>
<td>2.10 (1.28)</td>
<td>1.87 (1.06)</td>
<td>2.24 (1.08)</td>
<td>2.28 (1.22)</td>
<td>F_{4,333}=3.76</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>3.10 (0.91)</td>
<td>4.07 (0.87)</td>
<td>4.11 (0.71)</td>
<td>3.50 (0.99)</td>
<td>3.67 (0.72)</td>
<td>3.57 (0.94)</td>
<td>Welch F_{4,132.09}=20.75</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Knowledge of eHealth interventions</td>
<td>2.43 (1.10)</td>
<td>3.08 (1.03)</td>
<td>2.90 (1.03)</td>
<td>3.28 (1.05)</td>
<td>2.73 (1.15)</td>
<td>2.78 (1.12)</td>
<td>F_{4,333}=6.99</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Health-related Internet and mobile use</td>
<td>1.38 (0.55)</td>
<td>1.51 (0.65)</td>
<td>1.71 (0.77)</td>
<td>1.97 (0.86)</td>
<td>1.55 (0.77)</td>
<td>1.58 (0.73)</td>
<td>Welch F_{4,124.91}=6.28</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Permanent availability stress</td>
<td>3.07 (1.37)</td>
<td>3.03 (1.26)</td>
<td>2.81 (1.31)</td>
<td>1.77 (1.08)</td>
<td>2.72 (1.37)</td>
<td>2.76 (1.37)</td>
<td>F_{4,333}=9.55</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Mental distress</td>
<td>7.34 (3.21)</td>
<td>7.36 (3.24)</td>
<td>1.84 (2.29)</td>
<td>--</td>
<td>3.21 (2.85)</td>
<td>4.69 (3.77)</td>
<td>F_{3,283}=61.72</td>
<td>P&lt;.001</td>
</tr>
<tr>
<td>Risk of incapacity to work</td>
<td>1.41 (1.14)</td>
<td>1.38 (0.95)</td>
<td>0.89 (1.12)</td>
<td>--</td>
<td>1.07 (1.10)</td>
<td>1.22 (1.12)</td>
<td>F_{3,278}=3.79</td>
<td>.01</td>
</tr>
<tr>
<td>IT literacy</td>
<td>2.88 (1.19)</td>
<td>3.02 (1.14)</td>
<td>3.24 (1.18)</td>
<td>4.1 (0.76)</td>
<td>2.93 (1.25)</td>
<td>3.16 (1.2)</td>
<td>Welch F_{4,134.68}=19.56</td>
<td>P&lt;.001</td>
</tr>
</tbody>
</table>

aPSY: psychosomatic medicine and psycho-oncology.
bOPE: orthopedics.
cCAR: cardiology.
dPED: pediatric disorders of adolescent patients.
eSUD: substance use disorders.
fEHealth literacy scale (eHEALS) [63].
gGeneral self-efficacy short form (ASKU) [61].
hPatient Health Questionnaire-4 (PHQ-4) [65].
iSubjective prognosis of work ability scale (SPE) [66].

Furthermore, the majority of inpatients with valid answers (n=280) indicated interest in digital health-related information (68.9%, 193/280) and exercises (56.8%, 159/280). Half of the patients were interested in a Web-based expert contact (52.1%, 146/280) and the use of an app for aftercare (37.9%, 106/280). However, most participants with valid answers preferred face-to-face aftercare (53.4%, 179/335) over Web-based aftercare (4.8%, 16/335), 38.2% (128/335) rated Web-based aftercare as an add-on to traditional methods and 3.6% (12/335) had no interest in any form of aftercare (χ^2=247.99, P<.001). Inter-rater reliability of open answers on advantages and disadvantages was high (Cohen kappa=.89, P<.001, 95% CI 0.54-1). Flexibility in terms of time and location of utilization were rated as main advantages, while impersonality and concerns about data security were perceived as main disadvantages of Web-based aftercare. Table 5 contains the most frequently reported advantages of 113 and disadvantages of 121 participants.
Table 5. Advantages and disadvantages of Web-based aftercare as measured by number of statements. Frequencies above 5% reported; infrequent statements aggregated in “others” category.

<table>
<thead>
<tr>
<th>Category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages (n=152 statements)</strong></td>
<td></td>
</tr>
<tr>
<td>Flexibility in time</td>
<td>51 (33.6%)</td>
</tr>
<tr>
<td>Local flexibility</td>
<td>33 (21.7%)</td>
</tr>
<tr>
<td>Availability of personal support</td>
<td>11 (7.2%)</td>
</tr>
<tr>
<td>Reduced expenditure of time</td>
<td>9 (5.9%)</td>
</tr>
<tr>
<td>Availability and topicality of health information</td>
<td>8 (5.3%)</td>
</tr>
<tr>
<td>Anonymity</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>32 (21.1%)</td>
</tr>
<tr>
<td><strong>Disadvantages (n=142 statements)</strong></td>
<td></td>
</tr>
<tr>
<td>Too impersonal</td>
<td>39 (27.5%)</td>
</tr>
<tr>
<td>Concerns about data security</td>
<td>14 (9.9%)</td>
</tr>
<tr>
<td>Increased expenditure of time</td>
<td>14 (9.9%)</td>
</tr>
<tr>
<td>Organizational conflicts</td>
<td>12 (8.5%)</td>
</tr>
<tr>
<td>Insufficient professional supervision</td>
<td>10 (7.0%)</td>
</tr>
<tr>
<td>Insufficient knowledge of Internet use</td>
<td>10 (7.0%)</td>
</tr>
<tr>
<td>General concerns about Internet use</td>
<td>8 (5.6%)</td>
</tr>
<tr>
<td>Insufficient motivation</td>
<td>8 (5.6%)</td>
</tr>
<tr>
<td>Other</td>
<td>27 (19.0%)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study examined barriers and motivators to acceptance of Web-based aftercare in a transdiagnostic sample of inpatients building upon the UTAUT [23] and explored subgroup-specific effects.

The results indicated a rather low level of acceptance of Web-based aftercare for work-related stress. Taken together, 81.6% of the patients reported a low-to-moderate acceptance, which was comparable to previous findings in different clinical settings, such as inpatient diabetic [38], chronic pain [39], or primary care patients [40], and evidence from surveys in the general population [26,27]. Interestingly, acceptance ratings for Web-based aftercare were lower compared to uptake rates of face-to-face aftercare [7,9]. This was confirmed by a clear face-to-face treatment preference of inpatients in this study, which corresponded to evidence from previous studies [26,27,72]. Despite growing evidence on the efficacy of eHealth interventions [1,2], acceptance in target groups seems limited, which points to different drivers and barriers to eHealth acceptance and adoption. However, high acceptance, eHealth literacy, and Internet-orientation in younger patients suggest sufficient resources to eHealth implementation in adolescent care. Since the incidence rates of mental disorders in adolescents are quite high [73], eHealth interventions thus seem promising in preventing or treating mental health problems.

This study supported the viability of the UTAUT model in assessing acceptance and found that social influence, performance, and effort expectancy, as well as stress through permanent availability, predicted acceptance. These factors may provide a framework for improving acceptance and implementation of eHealth interventions in inpatient rehabilitation.

The effect of social influence on acceptance was prominent, in contrast to some previous evidence, where this predictor reached smaller effects [48]. The influence of significant others in eHealth acceptance (family, friends, general practitioner) thus underlines the systemic aspect of the person-environment interaction in clinical settings. A positive attitude of significant others about eHealth efficacy and practitioners’ willingness to refer these programs can foster adoption and adherence in patients. In particular, general practitioners may play an important role as gate keepers to eHealth adoption [74,75]. A study by van Voorhees et al [75] could demonstrate, for example, that uptake of a e-mental health intervention increased with client-centered information by clinicians, targeting intrinsic motivation. Therefore, facilitation of acceptance needs to include relevant stakeholders of health care (eg, practitioners, clinicians, administrators) as important mediators of eHealth implementation.

In line with previous research [47,48], we identified performance expectancy as a key predictor of acceptance, with negative outcome expectations predicting lower intention of utilization. Similarly, research suggests that performance...
expectancy may also be a predictor of treatment outcome in psychotherapy [76]. However, the disparity between low performance expectancy and actual efficacy of eHealth interventions [2] supports the need for further, transparent eHealth education, targeting common misconceptions, for example, about inferior efficacy in contrast to traditional therapies [26,27,72].

The influence of effort expectancy reflects the importance of a fit of usability and adoption in everyday life. This corroborates prior research, suggesting that incongruity of organization and scheduling of aftercare sessions with working life are key aspects of participation rate [7,11,35]. It seems that mechanisms of uptake are, to some extent, comparable between Web-based and face-to-face treatment. However, technical barriers and concerns about data security or impersonality as well as facilitators such as flexibility or anonymity are unique to eHealth interventions. Usability may relate to eHealth literacy as well [77], which was above average in this study and comparable to previous research in a student population [63]. However, future studies should expand the concept of eHealth literacy by investigating the ability to utilize eHealth interventions.

Interestingly, stress through permanent availability was associated with a lower acceptance, although the effect was very small. It would seem that Web-based aftercare may raise concerns about privacy or technological weariness in coping with health problems. In a qualitative study, Donkin and Glozier [78] identified technology fatigue as an important barrier to adherence to e-mental health interventions. A German survey of 538 employees found that 88% stated being reachable to clients or coworkers, and that 42% could not recognize a clear boundary between professional and private life [79]. Moreover, Reinecke et al [59] found that digital communication load was associated with burnout, depression, and anxiety in a representative survey. However, further studies are recommended to develop a full picture of the association between eHealth utilization, experience of stress through availability, and other sources of occupational stress.

Furthermore, our data show a differential influence of demographics, with a pattern of higher acceptance in younger, more educated, and eHealth literate patients with private Internet access and those with eHealth experience. This pattern confirms previous evidence on a relationship with Internet use [80], Internet competence [81], and acceptance of e-mental health interventions [27]. It may be that these mediate the influence of Internet affinity and prior use of eHealth interventions on acceptance. However, we could not find a continuous relation of acceptance and age. Nevertheless, our data point to a “digital divide” in eHealth adoption that may reflect existing social barriers to education or health promotion [82,83]. A recent survey, for example, revealed that only 30% of Germans older than 60 years used the Internet on a regular basis [80]. In this regard, Renahy et al [83] criticized limited access to eHealth not only in old aged but also in chronically ill patients. Future research should therefore aim to facilitate access and education and to adapt eHealth interventions to undersupplied or risk groups in particular.

However, other predictors did not prove to be relevant barriers or resources to eHealth acceptance in our sample. It would seem that a technical infrastructure is widely available and accessible to the majority of inpatients. As previously noted, attitudes may have a greater impact compared with structural barriers on utilization and adherence of eHealth interventions, in particular with ongoing technical progress [25]. However, eHealth intervention knowledge, eHealth experience, and health-related Internet and mobile use were low in most inpatients in our study. This can be applied to health professionals too, where previous studies found that only few practitioners offer e-mental health interventions to patients [84,85], thus limiting availability and exposure to effective treatment tools. Perle et al [52] found that 75% of clinical psychologists would reconsider using a Web camera–based e-mental health intervention after appropriate education. However, eHealth training for health professionals is scarce. When considering methods to facilitate acceptance, initial evidence in different target groups suggests that a brief video-based introduction or interactive presentation containing information about effectiveness, data security, or advantages of eHealth interventions can be an economic way to facilitate acceptance and resources to eHealth adoption [38-40,86]. Recently, Donovan et al [87] provided promising, yet mixed, evidence for a PowerPoint-based eHealth education in mental health professionals. However, further work is required to establish the viability of eHealth training and acceptance facilitation in different clinical contexts such as inpatient rehabilitation and to enhance familiarity and experience with eHealth interventions.

Limitations

Despite the strengths of our study, several limitations should be considered when interpreting the results. First, since we adapted items to the specific context of our study, psychometric validity cannot be fully ensured. To maintain parsimony, some predictors were operationalized with only 2 items, limiting their reliability. Also, differences in diagnostic groups may partly reflect diverging areas of application of Web-based aftercare between the adolescent and the adult populations. Future designs should increase item quantity to improve reliability of measurement and perform confirmatory factor or moderator analyses with larger sample sizes.

Second, the generalizability to other samples might be limited due to possible selection effects and diverging recruitment efficacy. This is reflected in a low overall response rate, ranging from 26% to 100% between facilities. In a way, the response rate may also represent an indicator of low acceptance of eHealth interventions. Furthermore, a large proportion of adult participants (36.4%) were not working before treatment, which might have limited acceptance of work-related interventions. Moreover, small sample sizes of some subgroup analyses (e.g, diagnostic group comparisons, open answers) need to be considered. However, we were able to investigate a broad range of the most common diagnostic groups of German inpatient rehabilitation [88] without preselection of Internet-oriented individuals. Our study relied on a well-established theoretical model and validated secondary outcome measures and proved their reliability in, and applicability to, a mixed inpatient sample. However, future research should promote reliable instruments.
of acceptance evaluation in different contexts. The aforementioned APOI [37] found the factors “Scepticism and Perception of Risks,” “Confidence in Effectiveness” (similar to performance expectancy), “Technologization Threat” (similar to stress through constant availability), and “Anonymity Benefits” (p. 140) as dimensions of attitudes toward e-mental-health interventions. Moreover, Boß et al [89] recently adapted the Client Satisfaction Questionnaire [90] to eHealth interventions. Also, Mohr et al [91] developed a 24-item questionnaire measuring perceived barriers to psychological treatment, which could be adapted to the context of eHealth interventions. Prospectively, these could also provide clinicians with reliable and valuable information in the implementation of eHealth interventions in practice.

Third, it should be noted that in line with previous studies, we measured acceptance as behavioral intention, which allows only for a prediction but not for direct translation into actual use behavior, given the well-known intention-behavior gap [92]. Future research should therefore include uptake rate as an outcome measure to improve interpretability of motivational aspects and allow for a direct comparison of utilization of Web-based and face-to-face aftercare. Fourth, not only motivational but also structural barriers to eHealth adoption need to be considered when investigating acceptance. Institutional or technical constraints may limit application of eHealth interventions [93]. In Germany and other countries, the use of eHealth interventions still underlies legal constraints, requiring at least an initial face-to-face contact with practitioners. Thus, even if willingness to use eHealth interventions was higher, uptake could be limited by such macro-level constraints.

Finally, the cross-sectional design of the study does not allow for a direct projection to further technical developments and progress of implementation of eHealth interventions. Longitudinal designs will be needed to accompany technical progress and change in underlying barriers and facilitators to acceptance.

Conclusions
Our study contributes to the exploration of barriers and drivers to eHealth implementation in inpatient treatment and illustrates a limited but developable acceptance. Our results suggest that expectations on efficacy and usability, social norms, and experience of permanent availability modulate acceptance of eHealth interventions. Thus, it seems critical not only to increase eHealth experience and literacy but to facilitate positive attitudes and target misconceptions about eHealth interventions, regarding competitiveness to face-to-face treatment, effectiveness, individuality, or therapeutic relationship. More elaborate forms of education and quality assurance in implementation are needed, for example, with the development of mandatory and comprehensible quality criteria or training in the application of eHealth interventions for health professionals. Future developments of eHealth interventions therefore should include patients as well as other stakeholders in a collaborative approach to allow for a better conjunction between technical, contextual, and motivational factors influencing adoption and effectiveness of eHealth interventions.
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Abstract

Background: Physical activity helps people maintain a healthy weight and reduces the risk for several chronic diseases. Although this knowledge is widely recognized, adults and children in many countries around the world do not get recommended amounts of physical activity. Although many interventions are found to be ineffective at increasing physical activity or reaching inactive populations, there have been anecdotal reports of increased physical activity due to novel mobile games that embed game play in the physical world. The most recent and salient example of such a game is Pokémon Go, which has reportedly reached tens of millions of users in the United States and worldwide.

Objective: The objective of this study was to quantify the impact of Pokémon Go on physical activity.

Methods: We study the effect of Pokémon Go on physical activity through a combination of signals from large-scale corpora of wearable sensor data and search engine logs for 32,000 Microsoft Band users over a period of 3 months. Pokémon Go players are identified through search engine queries and physical activity is measured through accelerometers.

Results: We find that Pokémon Go leads to significant increases in physical activity over a period of 30 days, with particularly engaged users (ie, those making multiple search queries for details about game usage) increasing their activity by 1473 steps a day on average, a more than 25% increase compared with their prior activity level ($P<0.001$). In the short time span of the study, we estimate that Pokémon Go has added a total of 144 billion steps to US physical activity. Furthermore, Pokémon Go has been able to increase physical activity across men and women of all ages, weight status, and prior activity levels showing this form of game leads to increases in physical activity with significant implications for public health. In particular, we find that Pokémon Go is able to reach low activity populations, whereas all 4 leading mobile health apps studied in this work largely draw from an already very active population.

Conclusions: Mobile apps combining game play with physical activity lead to substantial short-term activity increases and, in contrast to many existing interventions and mobile health apps, have the potential to reach activity-poor populations. Future studies are needed to investigate potential long-term effects of these applications.

(J Med Internet Res 2016;18(12):e315) doi:10.2196/jmir.6759
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Introduction

“Those who think they have no time for bodily exercise will sooner or later have to find time for illness.” [Edward Stanley, Earl of Derby, December 20, 1873]

Physical activity is critical to human health. People who are physically active tend to live longer, have lower risk for heart disease, stroke, type 2 diabetes, depression, and some cancers, and are more likely to maintain a healthy weight [1,2,3,4]. Recent analyses estimate that physical inactivity contributes to 5.3 million deaths per year worldwide [5] and that it is responsible for a worldwide economic burden of US $67.5 billion due to health care expenditures and productivity losses [6]. Only 21% of US adults meet official physical activity guidelines [7,8] (at least 150 minutes a week of physical activity for adults), and less than 30% of US high school students get at least 60 minutes of physical activity every day [7]. Efforts to stimulate physical activity hold opportunity for improving public health. Numerous studies have called for population-wide approaches [9,10]. However, many interventions have been found to be either ineffective [11,12] in reaching only populations that were already active [13,14] or not scalable across varying cultural, geographic, social, and economic contexts [9].

Of late, there have been anecdotal reports of novel mobile games leading to increased physical activity, most notably for Pokémon Go [15] (other examples include Ingress and Zombies, Run!). Pokémon Go is a mobile game combining the Pokémon world through augmented reality with the real world requiring players to physically move around. Pokémon Go was released in the United States on July 6, 2016 and was adopted widely around the world—25 million active users in the United States [16] and 40 million worldwide [17]; 500 million downloads worldwide [18]. Due to this massive penetration, Pokémon Go can be viewed as an intervention for physical activity on a large scale. However, its effectiveness for stimulating additional walking is yet to be determined.

Our study seeks to provide guidance on large-scale interventions represented by the Pokémon Go phenomenon and on the possibilities for increasing physical activity which could be leveraged games for public health purposes. We study the influence of Pokémon Go on physical activity through a combination of wearable sensor data and search engine query logs for 31,793 users over a period of 3 months. Within these users, we identify 1420 Pokémon Go users based on their search activity and measure the effect of playing the game on their physical activity. We compare changes in physical activity for Pokémon Go users with changes for a large control group of US wearable users and further compare the effect of Pokémon Go with 4 leading mobile health apps. Finally, we estimate the impact of Pokémon Go on public health.

To summarize, our main research questions are
1. Is playing Pokémon Go associated with increases in physical activity? How large is this effect and how long does it persist?
2. Is this effect restricted to particular subpopulations or is it affecting people of all prior activity levels, ages, gender, and weight status?
3. How does Pokémon Go compare with leading mobile health apps in terms of its ability to change physical activity?
4. How has Pokémon Go affected physical activity in the United States and what is its potential impact on public if the game was able to sustain the engagement of its users?

To the best of our knowledge, this is the first study to combine large-scale wearable and search sensors to retrospectively evaluate large-scale interventions and the first to study the effect of Pokémon Go.

Methods

Dataset

We combine data from search engine queries with physical activity measurements from wearable devices. Specifically, we jointly analyze (1) queries to the Microsoft Bing search engine mentioning “pokémon.” We use this to identify which users are likely playing Pokémon Go; and (2) physical activity as measured through daily number of steps on the Microsoft Band. We jointly use these data to measure differences in physical activity before and after each user shows strong evidence of starting to play Pokémon Go.

The main study population is the 31,793 US users of Microsoft products who have agreed to link data from their Microsoft Band wearables and their online activities to understand product usage and improve Microsoft products. We show that 1420 users can be classified as Pokémon Go players with high confidence. We compare changes in physical activity in this population with changes in a control group consisting of a random sample of 50,000 US Microsoft Band users. As the expected fraction of Pokémon Go players in this random sample is very low [19], we are confident that this does not affect our analyses. For all users, we have self-reported age, gender, height, and weight, which are used to estimate the effect of Pokémon Go on different groups of users.

This research was conducted while all authors were employed by Microsoft. Our work was conducted offline, on data collected to support existing business operations, and did not influence the user experience. All data were anonymized prior to analyses. The Ethics Advisory Committee at Microsoft Research considers these precautions sufficient for triggering the Common Rule, exempting this work from detailed ethics review.
Table 1. Representative experiential and non-experiential Pokémon Go queries [20]. In total, 454 such features were used for classification of experiential queries.

<table>
<thead>
<tr>
<th>Nonexperiential query</th>
<th>Experiential query</th>
</tr>
</thead>
<tbody>
<tr>
<td>pokemon go</td>
<td>pokemon go iv&lt;sup&gt;a&lt;/sup&gt; calculator</td>
</tr>
<tr>
<td>pokemon go death san francisco</td>
<td>pokemon go teams</td>
</tr>
<tr>
<td>pokemon go robberies</td>
<td>how to play pokemon go</td>
</tr>
<tr>
<td>couple sues pokemon go</td>
<td>pokemon go guide</td>
</tr>
<tr>
<td>baltimore pokemon accident</td>
<td>pokemon go servers</td>
</tr>
<tr>
<td>pokemon games</td>
<td>pokemon go bot</td>
</tr>
<tr>
<td>bluestacks&lt;sup&gt;b&lt;/sup&gt; pokemon go</td>
<td>pokemon go eevee&lt;sup&gt;c&lt;/sup&gt; evolution</td>
</tr>
</tbody>
</table>

<sup>a</sup>iv: It refers to individual values which are attribute points of Pokémon determining their stamina, attach, and strength.

<sup>b</sup>bluestacks: It refers to a method to play Pokémon Go on a desktop computer instead of the intended use in the real world.

<sup>c</sup>eevee: It is the name of a Pokémon.

Identification of Pokémon Go Users Through Search Queries

We collected all Bing search queries from any device (e.g., desktop, laptop, or mobile) of the 31,793 users between July 6, 2016 (US release date of Pokémon Go) and August 23, 2016 (date of statistical analysis) that mention the term “Pokémon” (ignoring capitalization). We then manually annotated the 454 most frequent unique queries in terms of whether they are experiential [20,21]: that is, the user is very likely playing Pokémon Go, rather than just being interested in it for some other reason such as following up on news reports or general interest in the game. This was done by an author familiar with the game manually executing each query and judging whether the query and search engine results provided compelling evidence of someone playing the game. Examples for experiential and non-experiential queries are given in Table 1.

Among the 25,446 users who issued any queries during our time of observation, 1420 or 5.58% issued an experiential query for Pokémon Go. This number closely matches the estimated fraction of regular Pokémon users in the United States—5.9% according to [19]—suggesting that our search-engine based method is effectively detecting a large number of Pokémon Go users. We use the time of each user’s first experiential query for Pokémon Go as a proxy for the time when they started playing Pokémon Go and denote this time as $t_0$.

Note that our method of identifying Pokémon Go players through experiential queries can potentially overestimate $t_0$, if players perform these queries several days after starting to play the game, but the opposite is less likely due to the nature of experiential queries targeting specific aspects of game play (see Table 1). However, note that any potential overestimates of $t_0$ lead to more conservative estimates of the effect of Pokémon Go as potential game-related increases in activity would be counted as activity before $t_0$ (assuming the effect is non-negative).

Measuring Physical Activity

We seek to measure the change in physical activity before and after the time of the first experiential query for Pokémon Go, $t_0$, when a user presumably started playing the game. We measure physical activity through daily steps as recorded by the 3 axis accelerometer and gyrometer of a wrist-worn consumer activity tracking device (Microsoft Band). Accelerometer-defined activity measures are preferred over subjective survey-based methods, which have been found to overestimate physical activity by up to 700% [22]. We use steps data from 30 days before the first experiential query ($t_0$) until 30 days after the first experiential query. We note that, at the time of this study, very few users had been using Pokémon Go for more than 30 days. Furthermore, note that all Pokémon Go users included in our dataset have been using the wearable device for a significant amount of time (median 433 days) such that differences in activity cannot be due to starting to use the wearable device. As not every search engine user whom we identified as a Pokémon Go player is also regularly tracking steps, there are 792 users who tracked steps on at least one day before and after $t_0$ (see Table 2). We restrict our analysis to these users and compare their activity with the control group described below. Note that the choice of threshold (number of days tracked before and after $t_0$) does not significantly affect our analysis, as we find very similar results when restricting our analysis to users tracking, for example, 7 days before and after $t_0$. 
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Control Group

We further compare the differences in activity in the Pokémon Go user population with any changes in the control group, a random sample of US Microsoft wearable users. For example, summertime along with improved weather conditions and potential vacation time might be linked to increases in the steps of the control group as well. As there are no experiential queries for any of the control users, we need to define a suitable substitute for \( t_0 \) for the control group in order to compare both groups. We use this reference point \( t_0 \) to measure changes in physical activity before and after for both the Pokémon Go user group as well as control users. For the Pokémon Go users, \( t_0 \) corresponds to the date of the first experiential query for Pokémon Go (e.g., July 6, 2016 or July 7, 2016). One could consider using a single point in time \( t_0 \) for all control users, for example the July 6, 2016 release date of Pokémon Go. However, this choice would temporarily align all control users such that weekend, weather, or other effects could lead to confounding. In the Pokémon Go user group, all users have potentially different \( t_0 \) based on their first experiential query and therefore such effects are not aligned. In order to match observation periods between both groups, we therefore use the exact same distribution of \( t_0 \) for control users; that is, for each control user, we randomly sample a Pokémon Go user and use the same value for \( t_0 \) for the control user. This ensures that we will compare physical activity over matching observation periods.

Wear Time

We also measure the wear time of the activity tracking device for each day in the dataset as the number of half hours in a day during which the device was worn on the wrist. Differences in recorded number of steps could potentially stem from simply an increase in wear time rather than an actual increase of physical activity. However, we find that during the study duration the wear time for both Pokémon Go and control users was effectively constant with the ratio between the groups changing by \(<1\%\) over time. Therefore, we attribute any differences in recorded number of steps to an actual increase in physical activity due to the engagement with Pokémon Go.

Measuring the Impact of Pokémon Go

We measured the impact of Pokémon Go on physical activity by comparing activity levels before and after each user’s first experiential query and relate the level of engagement measured through search queries to the size of the effect on physical activity.

Longitudinal Analysis

We compared the physical activity levels of Pokémon Go users with those of the control group population over time in relation to every user’s first experiential query (\( t_0 \)). As described above, we used randomly sampled \( t_0 \) for users in the control group. We measured the average number of steps over a period of 30 days before the first experiential query until 30 days after the first experiential query. Note that on some days a user might not have recorded any steps and we ignore this user on that day. We measured this average activity separately for the Pokémon Go user group and the control group. To improve graph readability, we smoothed the daily average activity through Gaussian-weighted averaging with a window size of 7 days, but we reported statistical tests on the raw data. We estimated 95% CIs through a bootstrap with 500 resamples [23].

Dose-Response Relationship Between Pokémon Go and Physical Activity

Dose-response relationships between the amount of physical activity and various health outcomes have been well established [4,24,25]. We expect that high engagement with Pokémon Go would be reflected in a larger number of experiential queries. Particularly engaged users might also exhibit larger increases in physical activity. We quantified the exact effect sizes for these increases and studied this potential dose-response relationship between the Pokémon Go–related engagement on a search engine and real-world physical activity. We measured the difference in the average number of daily steps across all users and days for the 30 days before versus 30 days after each user’s first experiential query as the effect size.

Does Everyone Benefit?

We measured the effect on individual user’s physical activity after starting to play Pokémon Go and related the magnitude of

<table>
<thead>
<tr>
<th>Minimum number of experiential Pokémon Go queries</th>
<th>Number of users</th>
<th>Number of days with steps data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>792</td>
<td>36,141</td>
</tr>
<tr>
<td>2</td>
<td>417</td>
<td>18,804</td>
</tr>
<tr>
<td>3</td>
<td>262</td>
<td>11,916</td>
</tr>
<tr>
<td>4</td>
<td>199</td>
<td>9132</td>
</tr>
<tr>
<td>5</td>
<td>143</td>
<td>6633</td>
</tr>
<tr>
<td>6</td>
<td>113</td>
<td>5186</td>
</tr>
<tr>
<td>7</td>
<td>85</td>
<td>3819</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>3131</td>
</tr>
<tr>
<td>9</td>
<td>56</td>
<td>2512</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>2218</td>
</tr>
</tbody>
</table>

Table 2. Number of Pokémon Go users and number of days of steps tracking for these users included in the dataset. We counted days up to 30 days before and after each user’s first experiential query and only considered users with at least one day tracked before and after their first experiential query.
this effect to demographic attributes of the user including age, gender, weight status (body mass index, BMI), and prior activity level. We investigated whether only certain user groups are benefiting from the game or whether the potential health benefits might apply more widely to the game’s user population. We estimated the effect of playing Pokémon Go on each individual user defined as the difference in the average number of daily steps 30 days before and 30 days after the first experiential query. As this analysis was on user-level, we included only Pokémon Go users with at least seven days of steps tracking before and after this event to reduce noise and applied the same requirement to the control group (we used a threshold of 1 day for analyses on day-level). These constraints resulted in 677 Pokémon Go users and 26,334 control users.

Comparison With Existing Health Apps
We compared the effect of Pokémon Go with the effect of other mobile health apps. The Microsoft Band can be connected to other fitness and health apps and we have data on when these connections first happen (ie, explicit knowledge of $t_{on}$ for users of these apps). We studied 4 leading mobile health apps with anonymized names for legal reasons. These apps are regularly rated among the top health apps on both iOS and Android platforms and represent the state-of-the-art in consumer health apps. We also measured the number of daily steps 30 days before a user starts using one of these apps until 30 days after. We only included users who started using the health apps after July 1, 2016 to control for seasonal effects and make the data comparable with our Pokémon Go user group. Again, we restricted our analysis to users who were tracking steps on at least seven days before and after the first experiential query (for Pokémon Go group) or first connecting the health app (for the comparison groups). For the 4 apps, 1155 users were included for app A, 313 for app B, 625 for app C, and 296 users for app D. Note that these users had been using the wearable device for a significant amount of time before connecting to the health app (median time in days for the 4 apps are 87, 57, 103, and 76 days, respectively). Therefore, any differences in average activity were likely due to the connected health app rather than cumulative effects of starting to use a wearable activity tracker. We did not have access to data on the level of engagements with the app.

Estimating the Public Health Impact of Pokémon Go
In order to quantify the effect of Pokémon Go on public health, we estimated (1) how many steps were added to US users’ physical activity during the first 30 days, (2) how many users met physical activity guidelines before and after Pokémon Go, and (3) the potential impact on life expectancy if Pokémon Go could sustain the engagement of its users.

The official physical activity guidelines [7,8] are equivalent to approximately 8000 daily steps [26,27]. Only 21% of US adults meet these guidelines. We use all users tracking steps at least seven days before and after their first experiential query for Pokémon Go. We then measured the fraction of users with more than 8000 average daily steps both 30 days before and after the first experiential query. This analysis was repeated for Pokémon Go users with at least one and at least ten experiential queries, and the control group.

If there is a substantial impact on physical activity, Pokémon Go could have a measurable impact on US life expectancy due to well-established health benefits of physical activity on heart disease, stroke, type 2 diabetes, depression, some cancers, obesity, and mortality risk [1,2,3,4,5,6]. If we assume that Pokémon Go users would be able to sustain an activity increase of 1000 daily steps, this would be associated with a 6% lower mortality risk. Using life-table analysis similar to [5] based on mortality risk estimates from [28] and the US 2013 Period Life Table [29], we estimated the impact on life expectancy based on this reduction of mortality risk.

Results
Study Population Demographics
Demographic statistics on identified Pokémon Go users and control users are displayed in Table 3. We found that Pokémon Go users are younger than the average user in our wearable dataset, and much less often female. The gender bias is at least in part due to the gender bias in what users agreed to link data from their Microsoft Band wearables and their online activities to understand product usage and improve Microsoft products. However, there is no evidence for a significantly different effect between males and females in our dataset. Furthermore, there is a significant fraction of overweight and obese users, similar to the proportion expected in the US population [30]. This fraction of overweight and obese users is very similar in the Pokémon Go and control user groups indicating lack of a selection effect based on weight status. The average activity level of Pokémon Go users is below that of the control group indicating that that Pokémon Go is attracting users that get less than average activity. Note that this difference is unlikely to stem from other differences between the 2 groups as younger users are typically more active than older users and males typically get more physical activity than females [12] (ie, we would expect a larger number of steps for the Pokémon Go group given the other differences). Therefore, we do not match the 2 groups on demographic attributes. However, we studied how the effects vary across demographics (see the section “Does Everyone Benefit?”).
Table 3. Dataset statistics.

<table>
<thead>
<tr>
<th>Dataset statistic</th>
<th>Pokémon Go users</th>
<th>Wearable users&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>1420</td>
<td>50,000</td>
</tr>
<tr>
<td>Number of users with sufficient activity data</td>
<td>792</td>
<td>26,334</td>
</tr>
<tr>
<td>Median age</td>
<td>33</td>
<td>42</td>
</tr>
<tr>
<td>% female</td>
<td>3.8</td>
<td>25.7</td>
</tr>
<tr>
<td>% underweight (BMI&lt;18.5)</td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>% normal weight (18.5≤BMI&lt;25)</td>
<td>34.2</td>
<td>31.4</td>
</tr>
<tr>
<td>% overweight (25≤BMI &lt; 30)</td>
<td>36.5</td>
<td>38.4</td>
</tr>
<tr>
<td>% obese (30≤BMI)</td>
<td>28.2</td>
<td>29.1</td>
</tr>
<tr>
<td>Average daily steps overall</td>
<td>6258</td>
<td>6435</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: Body Mass Index

<sup>b</sup>Wearable users refers to random sample of US Microsoft Band users. We only consider users with at least one day of steps tracking before and after the user’s first experiential query (“sufficient activity data”).

Figure 1. Time series of daily steps for 2 sample users (a, b). Both cases show significant increases in daily steps after the first experiential query for Pokémon Go (t<sub>0</sub>). Whereas before t<sub>0</sub> both users take less than 5000 steps a day, after t<sub>0</sub> they regularly reach around 15,000 steps a day.

Example Time Series of Physical Activity

Figure 1 displays the daily number of steps before and after the user’s first experiential query for 2 example users. Both users significantly increased their activity after their first experiential query for Pokémon Go by several thousand steps each day. We analyzed whether this large increase in physical activity is representative of the study population and how it varied across individuals.

Longitudinal Analysis

Starting to play Pokémon Go is associated with significant increases in physical activity (Figure 2) compared with the control group. The control group slightly decreased their activity by 50 daily steps on average (P<.001; we use Mann–Whitney U-Tests for hypothesis tests unless noted otherwise). In contrast, Pokémon Go users increased their activity by 192 daily steps (P<.001). The plot shows a steep increase immediately after the first experiential query (t<sub>0</sub>), suggesting that the observed increased activity indeed stemmed from engaging with Pokémon Go (P<.01, comparing 3 days before and after t<sub>0</sub>). We found that Pokémon Go users initially had less activity than the average Microsoft Band user in the United States (dashed blue line; 178 daily steps less; P<.001). However, following the start of Pokémon Go play, their activity increased to a level larger than the control group (65 daily steps more; P<.001). The activity increase 10 days before t<sub>0</sub> seemed to be statistical noise.
as we found no evidence for this period to stem from weekend activity or the beginning of summer vacation time due to the variation of $t_0$ across users.

Activity increases were larger for Pokémon Go users with at least ten experiential queries; that is, users who showed significant interest in Pokémon Go (Figure 2; bottom row). These users were initially significantly less active than the average Microsoft Band user in the United States, getting 5756 daily steps compared with 6435 daily steps in the control group ($P<.001$). After they started playing Pokémon Go, they exhibited a large increase in activity to an average of 7229 daily steps (1473 daily steps difference; $P<.001$), which is about 13% larger than the control population ($P<.001$). This observation suggests that there is a dose-response relationship between interest in Pokémon Go and the effect on physical activity, which we analyze next.

It should be noted that increases in steps before $t_0$ could stem from starts with the game in advance of queries about Pokémon Go, as we were using the first experiential query as a proxy for the start of play. If users begin to play without ever issuing a search query about Pokémon Go, we could see increases in activity before $t_0$. However, as we observed steep increases in activity exactly at $t_0$, this suggests that the proxy for starting is valid for most users.

Note that physical activity for both Pokémon Go user groups (top and bottom rows) decreased again after about 3 to 4 weeks after the first experiential query. However, also note that the activity for the more strongly engaged group (bottom) dropped down to a higher level than they started out with. This suggests that there could be a longer-term behavior change and that future work is needed to study long-term effects of Pokémon Go.

Figure 2. Effect of Pokémon Go on physical activity. Plots show daily steps in absolute numbers for both Pokémon Go users (red) and control users (blue). Plot (a) shows effect for users with at least one experiential query. Plot (b) shows effect for users with at least ten experiential queries. In particular for the users who show significant interest in Pokémon Go (b), we observe large average increases of 1473 steps or 26% over the 30 days following on the first experiential query. Over the same time, the control group (same for both plots) decreased their activity by 50 daily steps on average. Error bars (shaded) in this and all following plots correspond to bootstrapped 95% CIs [23].
Figure 3. Effect sizes measuring the difference in average number of daily steps between the periods before and after $t_0$, for different user populations based on the minimum number of experiential queries; that is, toward the right the group of users becomes smaller and increasingly interested in Pokémon Go. At any level, there are significant differences between the effect for Pokémon Go users (red) and the control users (blue). The effect increases linearly with the number of Pokémon Go queries. This dose-response relationship between expressed interest in Pokémon Go and physical activity suggests that these users are in fact playing Pokémon Go and that playing the game makes them more active. CIs for the control group are too small to be visible.

Dose-Response Relationship Between Pokémon Go and Physical Activity

We found a dose-response relationship between the level of engagement with Pokémon Go and the effect on physical activity; that is, users with more experiential queries for Pokémon Go exhibited larger increases in physical activity (see Figure 3). For users who expressed any interest in Pokémon Go, we found significant increases in activity compared with the control group which decreased their activity by 50 steps a day.

Furthermore, we found that these increases in steps scale roughly linearly with the number of experiential queries from 192 daily steps increase (3%) for users with 1 or more experiential queries up to an increase of 1473 daily steps (26%) for users with 10 or more experiential queries. Furthermore, the linear increase in physical activity with the number of experiential Pokémon Go queries suggests that activity increases observed in users querying a search engine for Pokémon Go are causally explained by their engagement with Pokémon Go. If there were other confounding factors that explained the difference in activity between our Pokémon Go group and the control group over time and those changes had nothing to do with Pokémon Go, then one would not expect to find such a clear dose-response relationship as given in Figure 3.

Does Everyone Benefit?

We found that Pokémon Go increased physical activity across men and women of all ages, BMI levels, and prior activity levels (Figure 4). In particular, we found that both Pokémon Go users and control users who were very inactive exhibited large activity increases and users who were relatively active exhibited a decrease in activity on average. However, we found that Pokémon Go users exhibited larger effects than the control across all levels of prior activity (all $P<.025$). We found the largest differences between the 2 groups of users who previously were sedentary, that is, below 5000 daily steps [31]. Furthermore, Pokémon Go users exhibited bigger increases in activity than control users across all age groups (all $P<.040$; except 10-20 year old group which was small), though we found the largest effects for younger users between 10 and 30 years. We also found that the positive effect on physical activity did not vary much across all BMI groups, which is encouraging as obese individuals (30<$BMI\leq 40$) were typically less active than healthy subjects [32]. The activity differences in the Pokémon Go groups were always larger than the differences in the control group across all BMI groups (all $P<.021$). Finally, we found that activity differences in the Pokémon Go groups were larger than the differences in the control group for both men and women (all $P<.022$). Increases for women were not significantly different from increases for men ($P=.110$; note small sample size for women).
Figure 4. Effect sizes of physical activity increase or decrease by user demographics, including prior physical activity level (top left), age (top right), body mass index (BMI; bottom left), and gender (bottom right). In all cases, we find that Pokémon Go users (red) exhibit larger changes than their respective control group (blue; see Methods). These results suggest that physical activity increases due to Pokémon Go are not restricted to particular subgroups of users but widely spread across the overall study population.

Figure 5. Comparing the effect of the Pokémon Go app with leading consumer health apps (A, B, C, and D). Pokémon Go users are less active than the average wearable user (control) before starting to play, but see larger increases in physical activity compared with the 4 consumer health apps.

Comparison With Existing Health Apps

Pokémon Go led to larger increases in physical activity than other mobile health apps and further attracts more users who are not yet very active. The average daily steps over time is visualized in Figure 5 (using same smoothing method as before). First, we observed that users of all 4 health apps were significantly more active than the average wearable user (6514 daily steps) even before they started to use the health app (6997–7616 daily steps; see activity before t₀ in Figure 5 for apps A, B, C, and D). In contrast, Pokémon Go users were less active than the average user (5901–6265 daily steps). The temporal pattern for the health apps did not contribute strong evidence that these apps were leading to significant behavior change. One exception was app A with its users significantly increasing their activity at day 0. However, this increase in activity was lower compared with the effect of Pokémon Go.

Users of app A increased their activity on average by 111 daily steps or 1.6%. Compare this with 194 (1502) daily steps or 3.1 (25.5%) for Pokémon Go users with at least 1 (10) experiential queries. In particular, users demonstrating large engagement with Pokémon Go exhibited much larger increases in activity than users of any other app in our comparison.

Estimating the Public Health Impact of Pokémon Go

Effect on US Physical Activity

On average, users with one or more experiential query for Pokémon Go increased their physical activity by 192 steps a day for the next 30 days (see results on dose-response relationship). Extrapolating this average effect size to 25 million Pokémon Go users in the United States [16], we found that Pokémon Go added 144 billion steps within the first 30 days to...
US physical activity. This is equivalent to walking around the equator 2724 times or 143 round trips to the moon.

**Effect on Meeting Activity Guidelines**

Using all users tracking steps at least seven days before and after their first experiential query for Pokémon Go, we found that the fraction of users meeting physical activity guidelines, that is, getting 8000 average daily steps [26,27] stays approximately constant for users with one or more experiential queries (22.0% before vs 21.9% after $t_0$) and control users (24.1% before vs 23.5%). Note that these estimates are consistent with published estimates in the US adult population (21%) [7,8]. However, for highly engaged Pokémon Go users with at least ten experiential queries, we found that during the 30 days after they started playing, 160% more users achieved 8000 average daily steps (12.2% before vs 31.7% after; relative increase of 160%). For comparison, 21% of US adults met these guidelines [7,8].

**Effect on Life Expectancy**

We found that more engaged users exhibited average physical activity increases of up to 1473 daily steps. This substantial impact on exercise across the society could have a measurable impact on US life expectancy due to well-established health benefits of physical activity [1,2,3,4,5,6]. If we assume that Pokémon Go users, between 15 and 49 years old, would be able to sustain an activity increase of 1000 daily steps, this would be associated with 41.4 days of additional life expectancy. Across the 25 million US Pokémon Go users [16], this would translate to 2.825 million years additional life added to US users. However, future studies are needed to investigate the long-term effect of Pokémon Go.

**Discussion**

**Principal Findings**

The Pokémon Go phenomenon has reached millions of people overnight and dominated news media for weeks after its release [16,17,18,19]. Health professionals have pointed out potential benefits including increased physical activity, spending more time outside, and exploring the neighborhood and city, social interactions, and mastering game challenges, but have also raised concerns such as injury, abduction, trespassing, violence, and cost [15,33]. In this study, we have precisely quantified the impact of Pokémon Go on physical activity and studied the effect on different groups of individuals. We found that playing the game significantly increased physical activity on the group-level as well as the individual level over an observation period of approximately 4 weeks. The more interest the users showed in Pokémon Go (measured through intensity of search queries seeking details about game usage), the larger the increase in physical activity. For example, users who issued 10 Pokémon Go queries on details of the game within the 2 months after the release of the game increased their activity by 1479 steps a day or 26%.

We found that Pokémon Go increased the activity all across the studied population, largely independent of prior activity level, age, weight status, or gender. These results are encouraging as they suggest that any positive effects due to Pokémon Go are available even to sedentary, obese, and older users. Effectively reaching these users with physical activity interventions is critical for public health [15].

Comparing Pokémon Go with existing mobile health apps, we found further evidence that Pokémon Go is able to reach low activity populations whereas mobile health and fitness apps largely draw from an already active population. Low activity populations would see the largest benefits from improving their activity [7,8]. This highlights the promise of game-based interventions versus traditional approaches, which have often been ineffective for people with low activity levels [13,14].

Given its great popularity, Pokémon Go has significantly affected US physical activity and added an estimated 144 billion steps to US physical activity, which is about 2724 times around the world or 143 round trips to the moon. Furthermore, highly engaged users were almost 3 times as likely to meet official activity guidelines [7,8,26,27] in the 30 days after starting to play Pokémon Go compared with that before. If this user engagement could be sustained, Pokémon Go would have the potential to measurably affect US life expectancy.

These results emphasize the special contribution that activity-encouraging games could have on physical activity and public health. These games attract a wide range of people including those with low prior physical activity. We have demonstrated that such games can lead to significant activity increases and could have a large impact on the society. However, we have also highlighted challenges in realizing this potential. Most importantly, games would need to be able to sustain long-term engagement and lead to sustained behavior change. Furthermore, these games might not be appealing to everyone (eg, we observed males to be more likely to play the games than females), and clearly these games should not replace but complement existing physical activity programs (eg, [2,9,10,11,12,14]). Understanding how to design games and how to bring together games and health interventions will be important to public health in the future. As a first step, our study helps provide guidance on what could come of continuous engagement and with additional engagement.

**Limitations**

Our study is not without limitations. First, the study population is not a random sample of the US population. Subjects were able to afford a wearable device for activity tracking and willing to share their data for research purposes. Our sample of Pokémon Go users is predominantly male. Furthermore, we use individuals search queries as a proxy for playing Pokémon Go and consider the number of queries as indicating the degree of engagement. However, we find strong evidence that the proxies for usage and engagement are effective. The method identifies a fraction of users that is very similar to independent estimates of Pokémon Go penetration in the United States (see Methods) and we find a strong dose-response relationship between the number of Pokémon Go queries and increased physical activity (see Results). User demographic variables were self-reported. Finally, our follow-up period is currently restricted to 30 days. Future work is needed to study the long-term
effectiveness of games such as Pokémon Go to increase physical activity.

Comparison With Prior Work

Few research studies to date have harnessed data obtained from consumer wearable devices to study influences of the devices on physical activity [34]. However, a number of medical studies have examined accelerometer-defined activity [4,31,35], rather than relying on self-report measures. Studies have found that use of pedometers and activity trackers for self-monitoring can help increase activity [36,37], but other studies have reported mixed results [38]. Beyond enabling self-monitoring, encouraging additional activity through reminders lead to increased activity only for the first week after the intervention and did not lead to any significant changes after 6 weeks in a randomized controlled trial [38].

To encourage healthy behavior change, researchers have studied the design of “exergames” [39,40,41], video games combined with exercise activity, and location-based games where game play progresses through a player’s location [42]. However, no such game has been nearly as popular and widely used as Pokémon Go. Such games have yet to be integrated into physical activity programs, even though one US college recently announced a physical education class based on Pokémon Go [43]. Recently, a study demonstrated that social influence in online social networks leads to significant increases in average physical activity over a period of several months [44].

There is a growing body of work on using large-scale search query logs to identify subjects with particular conditions for research studies, including such efforts as detecting adverse reactions to medications and identifying signals that could help with screening for cancer [20,45]. Other work has studied activity-related posts on social media to better understand the sharing of health behaviors [46,47,48], but has not yet connected such data to ground-truth health behaviors or focused on interventions on a large scale.

To the best of our knowledge, this is first study of the link between the usage of Pokémon Go or similar games on physical activity and health. Also, this is the first effort to combine data from wearable devices with information drawn from search engine queries.

Conclusions

Novel mobile games that require players to physically move in the real world appear to be an effective complement to traditional physical activity interventions, and they are able to reach millions of engaged users. We studied the effect of Pokémon Go on physical activity through a combination of large-scale wearable sensor data with search engine logs and showed that the game leads to significant increases in physical activity over a period of 30 days, particularly with the engaged users increasing their average activity by 1473 steps a day or 26%. Based on our findings, we estimate that the game has already added an estimated 144 billion steps to US physical activity. If engagement with Pokémon Go could be sustained over the lifetime of its many users, we estimate that the game would add an estimated 2.825 million years of additional lifetime to its US users. However, further studies are needed to investigate potential long-term effects. We see great promise for public health in designing geocentric games like Pokémon Go and in working to sustain users’ engagement with them.
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Abstract

Background: The use of mobile phone apps for improving lifestyles has become generalized in the population, although little is still known about their effectiveness in improving health.

Objective: We evaluate the effect of adding an app to standard counseling on increased physical activity (PA) and adherence to the Mediterranean diet, 3 months after implementation.

Methods: A randomized, multicenter clinical trial was carried out. A total of 833 participants were recruited in six primary care centers in Spain through random sampling: 415 in the app+counseling group and 418 in the counseling only group. Counseling on PA and the Mediterranean diet was given to both groups. The app+counseling participants additionally received training in the use of an app designed to promote PA and the Mediterranean diet over a 3-month period. PA was measured with the 7-day Physical Activity Recall (PAR) questionnaire and an accelerometer; adherence to the Mediterranean diet was assessed using the Mediterranean Diet Adherence Screener questionnaire.

Results: Participants were predominantly female in both the app+counseling (249/415, 60.0%) and counseling only (268/418, 64.1%) groups, with a mean age of 51.4 (SD 12.1) and 52.3 (SD 12.0) years, respectively. Leisure-time moderate-to-vigorous physical activity (MVPA) by 7-day PAR increased in the app+counseling (mean 29, 95% CI 5-53 min/week; P=.02) but not in
the counseling only group (mean 17.4, 95% CI –18 to 53 min/week; \( P=.38 \)). No differences in increase of activity were found between the two groups. The accelerometer recorded a decrease in PA after 3 months in both groups: MVPA mean –55.3 (95% CI –75.8 to –34.9) min/week in app+counseling group and mean –30.1 (95% CI –51.8 to –8.4) min/week in counseling only group. Adherence to the Mediterranean diet increased in both groups (8.4% in app+counseling and 10.4% in counseling only group), with an increase in score of 0.42 and 0.53 points, respectively (\( P<.001 \), but no difference between groups (\( P=.86 \)).

**Conclusions:** Leisure-time MVPA increased more in the app+counseling than counseling only group, although no difference was found when comparing the increase between the two groups. Counseling accompanied by printed materials appears to be effective in improving activity to the Mediterranean diet, although the app does not increase adherence.

**Clinical Trial:** Clinicaltrials.gov NCT02016014; https://clinicaltrials.gov/ct2/show/NCT02016014 ( Archived by WebCite at http://www.webcitation.org/6mnopADbf)

(J Med Internet Res 2016;18(12):e331) doi:10.2196/jmir.6814
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**Introduction**

Regular physical activity (PA) offers considerable physical and psychological health benefits [1], and reduces overall and cardiovascular mortality [2,3] in the general population [4,5]. Despite this fact, most of the population in developed countries do not follow the international recommendations on PA [6,7]. In phase 1 of the “Lifestyles and Arterial Aging” (EVIDENT) trial [8], the proportion of active individuals was very low (31%). Interventions designed to promote PA have revealed a small to moderate effect [9], and could be useful for increasing the number of people adhering to recommended levels of PA. The Mediterranean diet has been shown to be effective in preventing cardiovascular disease [10], and other disorders such as type 2 diabetes [11]. Adherence to the Mediterranean diet is low at only 33%, as documented by the EVIDENT trial [12]. Interventions designed to improve adherence to the Mediterranean diet showed that more frequent contact or intensive interventions appear to be more effective [13].

Information and communication technologies are currently one of the supporting tools that may facilitate such reinforcement and contribute to improving health and changing lifestyles [14]. Many mobile phone apps have been developed with this aim in mind, although the supporting evidence is generally limited [15]. Furthermore, the results are not always uniform, with positive effects in terms of weight loss [16,17], but few or contradictory effects on PA [18,19]. However, few studies have examined effectiveness in large population samples using an app combining PA and food habits.

This study evaluates the short-term (3 months) effects of adding an app in support of standardized counseling to increase PA and adherence to the Mediterranean diet.
Intervention

A research nurse performed a common intervention lasting 30 minutes in both groups. The intervention consisted of standardized counseling in PA and the Mediterranean diet, with the delivery of printed supporting material (leaflet) on the session. The effectiveness of these interventions has been demonstrated in the “Experimental Program for Physical Activity Promotion” (PEPAF) study [23] and the “Prevención con Dieta Mediterránea” (PREDIMED) study [10].

For the counseling+app group, the participants also received training in the use of a mobile phone app designed to promote the Mediterranean diet and increase PA over a 3-month period. The app was designed by software engineers in collaboration with dietitians and PA experts, with an easy-to-use interface for logging food and exercise. A 15-minute initial visit was used to provide training in the use of the device, which was employed daily for the full 3-month period of the intervention. The participants were instructed to enter their food intake (breakfast, lunch, afternoon snack, and dinner). Based on adequate proportions of macronutrients (carbohydrates: 50%-60%; protein: 10%-15%; fats: 30%-35%; fiber: >22 g/day), following recommendations of the of the National Academy of Sciences (US Department of Health and Human Services), a personalized recommendation was provided. Regular PA was recorded with the accelerometer of the device, together with user input of activities performed without the mobile phone (eg, swimming, football). Lastly, at the end of the day, the app reported a summary of food intake and PA performed and a balance of ingested and spent calories. The app, in turn, generated a recommended plan for the following days, with a view to improve eating habits and increase PA. A new visit took place 1 week after supplying the device to confirm that it was being used correctly. The mobile phone was returned after 3 months, coinciding with the common follow-up visit. Adherence to the mobile phone app was assessed by the number of days of recordings in the device.

Outcome Measures and Follow-Up

The main outcome measures were change in PA and adherence to the Mediterranean diet at 3 months in the app+counseling group compared to the counseling only group. Other outcome measures were also collected, including blood pressure, waist circumference, body mass index (BMI), and laboratory parameters. A detailed description has been published elsewhere of how clinical data were collected [20].

Physical Activity

Physical activity was measured with an accelerometer and the 7-day Physical Activity Recall (7-day PAR) questionnaire. The ActiGraph GT3X accelerometer (ActiGraph, Shalimar, FL,
USA) was used and has been previously validated [24-26]. Activity “counts” were recorded to the internal memory of the accelerometers by converting acceleration units over a given epoch [27]. Participants wore the accelerometer fastened with an elastic strap to the right side of the waist for seven consecutive days during habitual PA, except for bathing and performing activities in the water. The accelerometer was set to record PA data every minute. Inclusion criteria were a minimum of 5 days of recording, including at least one weekend day and at least 600 registered minutes per day. The first and last day’s data were excluded to analyze full days only, and the uptime was adjusted to 7 days. The main outcome variable from the activity monitor was the mean intensity of PA (counts/minute). The intensity of PA was rated according to the cut-off points proposed by Freedson [28].

The 7-day PAR is a semistructured interview (10-15 minutes) in which participants provide an estimate of the number of hours dedicated to physical or occupational activities requiring at least a moderate effort in the past 7 days. The categories collected are moderate, vigorous, and very vigorous PA. The amount of time dedicated to each activity was multiplied by the mean metabolic equivalent (MET) of each category: light activity=1.5, moderate activity=4, vigorous activity=6, and very vigorous activity=10. The dose of physical exercise was estimated in MET-minutes/week. Active individuals were considered as those doing at least 30 minutes of moderate activity 5 days per week, or at least 20 minutes of vigorous activity 3 days per week [29].

**Nutrition**

Adherence to the Mediterranean diet, as a nutrition primary endpoint, was measured using the validated 14-point Mediterranean Diet Adherence Screener (MEDAS) [30], developed by the PREDIMED study group. The 14-item screener includes 12 questions on food consumption frequency and two questions on food intake habits considered characteristic of the Spanish Mediterranean diet. Each question was scored as 0 or 1, and the total score ranged from 0 to 14. Adequate adherence to the Mediterranean diet was assumed when the total score was ≥ 9 points.

**Statistical Analysis**

Estimation of sample size was made for the main study endpoints. Assuming alpha=.05 and beta=.20, with a SD 154 counts/minute, we would need 828 participants (414 per group) to detect an increase of 30 counts/minute, we would need 828 participants (414 per group) to detect an increase of 0.5 points. We considered it sufficient to include 833 participants in order to detect clinically relevant differences in the main study endpoints.

The results were expressed as mean and standard deviation for quantitative variables and as the frequency distribution for qualitative variables. Analysis of the results was made on an intention-to-treat basis. The chi-square test and Fisher test were used to analyze the association between independent qualitative variables. The Student t test was used for the comparison of means between two groups and the paired t test was applied to assess changes within the same group. Analysis of variance (ANOVA) was used for comparison of means between more than two groups. In order to analyze the effect of the intervention, we compared the changes observed between the counseling only and app+counseling groups by ANCOVA test, adjusting for baseline measures of each variable. To evaluate the effect of adherence to the app in the increase of PA measured by the accelerometer, we performed a multivariate analysis based on the general linear model, adjusting the results for age and sex. The intraclass correlation coefficients of outcome data for centers were for MET-minutes/week: PAR; ρ=.009), for total moderate-to-vigorous PA (MVPA) time/week (accelerometer; ρ=.002), and for the score of adherence to Mediterranean diet (MEDAS; ρ=.009). The contrasting of hypotheses established alpha=.05. The data were analyzed using SPSS version 23.0 (IBM Corp, Armonk, NY, USA). A value of P<.05 was considered statistically significant.

**Results**

**Baseline Characteristics of the Participants and Follow-Up**

The 833 participants were predominantly females in both the app+counseling (249/415, 60.0%) and counseling only (268/418, 64.1%) groups, with a mean age of 51.4 (SD 12.1) and 52.3 (SD 12.0) years, respectively. Likewise, no differences were observed between the two groups in terms of the other demographic and clinical characteristics (Table 1). Regarding PA evaluated with the 7-day PAR, we found no significant difference between the groups; app+counseling reached a mean 864.6 (SD 1407.7) MET-minutes/week, whereas the counseling only group reached a mean 865.8 (SD 1330.6) MET-minutes/week (P=.34). For the parameters analyzed with the accelerometer, the results were also similar in both groups (Table 2). For adherence to the Mediterranean diet, the mean score was 7.6 (SD 2.1) in the app+counseling group and mean 7.4 (SD 1.9) in the counseling only group, with an adequate adherence rate of 34.2% (142/315) in the app+counseling group versus 28.5% (119/318) in the counseling only group (P=.09) (Table 2 and Multimedia Appendix 1).
Table 1. Baseline characteristics of the study population (N=833).

<table>
<thead>
<tr>
<th>Variable</th>
<th>App+counseling (n=415)</th>
<th>Counseling only (n=418)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.4 (12.1)</td>
<td>52.3 (12.0)</td>
<td>.28</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>249 (60.0)</td>
<td>268 (64.1)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>Work situation, n (%)</strong></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Works outside home</td>
<td>228 (54.9)</td>
<td>203 (48.6)</td>
<td></td>
</tr>
<tr>
<td>Homemaker</td>
<td>53 (12.8)</td>
<td>72 (17.2)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>77 (18.6)</td>
<td>89 (21.3)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>10 (2.4)</td>
<td>8 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>47 (11.3)</td>
<td>46 (11.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>University studies</td>
<td>117 (28.2)</td>
<td>132 (31.6)</td>
<td></td>
</tr>
<tr>
<td>Middle or high school</td>
<td>208 (50.1)</td>
<td>208 (49.8)</td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>90 (21.7)</td>
<td>78 (18.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoking, n (%)</strong></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>190 (45.8)</td>
<td>166 (39.7)</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>94 (22.7)</td>
<td>108 (25.8)</td>
<td></td>
</tr>
<tr>
<td>Former smoker</td>
<td>131 (31.6)</td>
<td>144 (34.4)</td>
<td></td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>95.2 (13.2)</td>
<td>94.8 (13.1)</td>
<td>.71</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.1 (5.1)</td>
<td>27.6 (4.59)</td>
<td>.14</td>
</tr>
<tr>
<td><strong>BMI category, n (%)</strong></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>&lt;25</td>
<td>117 (28.2)</td>
<td>131 (31.3)</td>
<td></td>
</tr>
<tr>
<td>25-30</td>
<td>172 (41.4)</td>
<td>173 (41.4)</td>
<td></td>
</tr>
<tr>
<td>&gt;30</td>
<td>126 (30.4)</td>
<td>114 (27.3)</td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>124 (16)</td>
<td>124 (17)</td>
<td>.75</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>76 (10)</td>
<td>76 (10)</td>
<td>.41</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL), mean (SD)</td>
<td>202 (35)</td>
<td>206 (37)</td>
<td>.08</td>
</tr>
<tr>
<td>Triglycerides (mg/dL), mean (SD)</td>
<td>112 (63)</td>
<td>107 (67)</td>
<td>.29</td>
</tr>
<tr>
<td>Glycated hemoglobin (%), mean (SD)</td>
<td>5.5 (0.5)</td>
<td>5.5 (0.6)</td>
<td>.87</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>145 (34.9)</td>
<td>133 (31.8)</td>
<td>.34</td>
</tr>
<tr>
<td>Dyslipidemia, n (%)</td>
<td>116 (28.2)</td>
<td>113 (27.3)</td>
<td>.77</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>32 (7.7)</td>
<td>30 (7.2)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Medication use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antihypertensive drugs</td>
<td>108 (26.0)</td>
<td>95 (22.7)</td>
<td>.29</td>
</tr>
<tr>
<td>Lipid-lowering drugs</td>
<td>90 (21.7)</td>
<td>74 (17.7)</td>
<td>.16</td>
</tr>
<tr>
<td>Antidiabetic drugs</td>
<td>24 (5.8)</td>
<td>28 (6.7)</td>
<td>.67</td>
</tr>
<tr>
<td>Physical activity stage of change, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>Precontemplation</td>
<td>57 (14.0)</td>
<td>73 (17.7)</td>
<td></td>
</tr>
<tr>
<td>Contemplation</td>
<td>28 (6.9)</td>
<td>38 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td>58 (14.2)</td>
<td>51 (12.4)</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>30 (7.4)</td>
<td>26 (6.3)</td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>235 (57.6)</td>
<td>224 (54.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Dietary habits stage of change, n (%)</strong></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Variable</td>
<td>App+counseling (n=415)</td>
<td>Counseling only (n=418)</td>
<td>P value</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------------</td>
<td>-------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Precontemplation</td>
<td>34 (8.3)</td>
<td>34 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Contemplation</td>
<td>26 (6.3)</td>
<td>20 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Preparation</td>
<td>59 (14.3)</td>
<td>57 (13.8)</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>18 (4.4)</td>
<td>18 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>275 (66.7)</td>
<td>285 (68.8)</td>
<td></td>
</tr>
<tr>
<td>Participants with total Mediterranean diet score ≥9 points, n (%)</td>
<td>142 (34.2)</td>
<td>119 (28.5)</td>
<td>.09</td>
</tr>
<tr>
<td>Score for adherence to Mediterranean diet, mean (SD)</td>
<td>7.6 (2.1)</td>
<td>7.4 (2.0)</td>
<td>.09</td>
</tr>
</tbody>
</table>
sedentary time in both groups. Furthermore, no differences were observed when comparing the changes between the two groups (Table 2). Both groups increased adherence to the Mediterranean diet to a similar degree after 3 months versus baseline (app+counseling: 8.4%; counseling only: 10.4%), with an increase in overall score of mean 0.42 (95% CI 0.24-0.60) points in the app+counseling group and mean 0.53 (95% CI 0.35-0.71) points in the counseling only group (Table 4).

Table 3. Changes in physical activity and sedentary lifestyle at 3 months compared to baseline.

<table>
<thead>
<tr>
<th>Measures of physical activity</th>
<th>App+counseling (n=379)</th>
<th>Counseling group (n=386)</th>
<th>Mean difference (app+counseling—counseling group)d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>Mean (95% CI)</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>7-day PARa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total minutes moderate activity/week</td>
<td>20.6 (–8.1, 49.2)</td>
<td>8.3 (–18.6, 35.2)</td>
<td>10.7 (–23.8, 45.2)</td>
</tr>
<tr>
<td>Minutes moderate activity in leisure minutes/week</td>
<td>28.4 (6.0, 50.8)</td>
<td>12.8 (–13.2, 38.8)</td>
<td>7.8 (–23.5, 39.2)</td>
</tr>
<tr>
<td>Total minutes vigorous/very vigorous activity/week</td>
<td>2.8 (–7.6, 13.1)</td>
<td>–0.7 (–10.0, 8.7)</td>
<td>3.5 (–8.3, 15.2)</td>
</tr>
<tr>
<td>Minutes vigorous/very vigorous activity in leisure minutes/week</td>
<td>0.7 (–9.5, 10.9)</td>
<td>–1.1 (–10.3, 8.1)</td>
<td>1.9 (–9.1, 13.0)</td>
</tr>
<tr>
<td>Total minutes MVPAc/week</td>
<td>23.3 (–5.4, 52.1)</td>
<td>7.7 (–19.8, 35.2)</td>
<td>14.2 (–20.1, 48.5)</td>
</tr>
<tr>
<td>Minutes MVPA in leisure minutes/week</td>
<td>29.1 (4.9, 53.3)</td>
<td>11.7 (–14.6, 38.1)</td>
<td>9.5 (–22.6, 41.6)</td>
</tr>
<tr>
<td>METb-minutes/week</td>
<td>88.8 (–42.8, 220.3)</td>
<td>14.5 (–108.7, 137.8)</td>
<td>72.4 (–76.4, 221.2)</td>
</tr>
<tr>
<td>MET-minutes/week in leisure time</td>
<td>110.5 (–5.0, 225.9)</td>
<td>26.9 (–90.3, 144.2)</td>
<td>51.5 (–90.0, 192.9)</td>
</tr>
<tr>
<td>Accelerometere</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps/day</td>
<td>–1042.1 (–1401.7, –682.6)</td>
<td>–584.2 (–961.2, –207.1)</td>
<td>–354.6 (–833.7, 124.4)</td>
</tr>
<tr>
<td>Counts minutes/week</td>
<td>–12.9 (–18.6, –7.3)</td>
<td>–6.8 (–13.3, –0.3)</td>
<td>–5.1 (–12.7, 2.5)</td>
</tr>
<tr>
<td>Sedentary minutes/week</td>
<td>167.7 (114.9, 220.5)</td>
<td>125.6 (73.7, 177.6)</td>
<td>32.9 (–37.6, 103.3)</td>
</tr>
<tr>
<td>Light minutes/week</td>
<td>–113.0 (–154.4, –71.6)</td>
<td>–96.6 (–137.3, –55.8)</td>
<td>–14.3 (–69.6, 41.1)</td>
</tr>
<tr>
<td>Moderate minute /week</td>
<td>–51.3 (–71.3, –31.4)</td>
<td>–26.3 (–47.0, –5.5)</td>
<td>–14.8 (–40.8, 11.1)</td>
</tr>
<tr>
<td>Vigorous very vigorous minutes/week</td>
<td>–3.4 (–6.9, , 0.2)</td>
<td>–2.8 (–6.7, 1.0)</td>
<td>–1.1 (–5.6, 3.4)</td>
</tr>
<tr>
<td>Total MVPA minutes/week</td>
<td>–55.3 (–75.8, –34.9)</td>
<td>–30.1 (–51.8, –8.4)</td>
<td>–15.9 (–42.8, 10.9)</td>
</tr>
<tr>
<td>MET-minutes/week</td>
<td>–229.3 (–313.2, –145.4)</td>
<td>–118.6 (–208.6, –28.7)</td>
<td>74.9 (–186.1, 36.2)</td>
</tr>
</tbody>
</table>

a 7-day PAR: 7-day Physical Activity Recall;
bMET: metabolic equivalent
cMVPA: moderate-to-vigorous physical activity.
dChanges in app+counseling and counseling only group=data at 3 months–baseline.
eIn accelerometer measurement, 335 participants in app+counseling group and 344 in counseling only group.
Table 4. Changes in the Mediterranean diet at 3 months compared to baseline.

<table>
<thead>
<tr>
<th>Criteria Mediterranean diet</th>
<th>App+counseling⁸ (n=379)</th>
<th>Counseling group⁸ (n=386)</th>
<th>Mean difference (app+counseling-counseling)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Mean (95% CI)</td>
<td>% Mean (95% CI)</td>
<td>% Mean (95% CI)</td>
</tr>
<tr>
<td>Using olive oil as the principal source of fat for cooking</td>
<td>3.2 (0.9, 5.5)</td>
<td>2.6 (0.4, 4.8)</td>
<td>0.6 (–2.6, 3.7)</td>
</tr>
<tr>
<td>≥4 tbsp (54 g) of olive oil/day (eg, used in frying, salads, meals eaten away from home)</td>
<td>0.5 (–4.4, 5.5)</td>
<td>2.1 (–2.8, 6.9)</td>
<td>–1.6 (–8.5, 5.4)</td>
</tr>
<tr>
<td>&lt;.0017.6 (2.9, 12.2).0010.4 (–6.0, 6.8).902 or more servings of vegetables/day</td>
<td>8.2 (3.1, 13.3)</td>
<td>12.3 (7.2, 17.4)</td>
<td>–4.1 (–11.3, 3.2)</td>
</tr>
<tr>
<td>1 serving of red meat or sausage/day (3.5, 12.4)</td>
<td>1.6 (–2.6, 5.8)</td>
<td>3.6 (0.1, 7.2)</td>
<td>–2.1 (–7.5, 3.4)</td>
</tr>
<tr>
<td>3 or more pieces of fruit/day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 serving of animal fat/day</td>
<td>0.8 (–2.2, 3.8)</td>
<td>0.8 (–2.1, 3.7)</td>
<td>0.0 (–4.1, 4.1)</td>
</tr>
<tr>
<td>1 cup (100 mL) of sugar-sweetened beverages/day</td>
<td>2.1 (–1.2, 5.4)</td>
<td>1.3 (–2.1, 4.8)</td>
<td>0.8 (–4.0, 5.6)</td>
</tr>
<tr>
<td>≥7 servings of red wine/week</td>
<td>–0.3 (–3.4, 2.9)</td>
<td>0.3 (–2.1, 2.6)</td>
<td>–0.5 (–4.5, 3.4)</td>
</tr>
<tr>
<td>≥3 servings of legumes/week</td>
<td>–3.4 (–8.1, 1.2)</td>
<td>–1.6 (–5.5, 2.3)</td>
<td>–1.9 (–7.9, 4.1)</td>
</tr>
<tr>
<td>≥3 servings of fish/week</td>
<td>5.3 (0.5, 10.1)</td>
<td>3.9 (–0.8, 8.6)</td>
<td>0.68</td>
</tr>
<tr>
<td>&lt;2 commercial pastries/week</td>
<td>6.9 (1.5, 12.2)</td>
<td>8.6 (3.6, 13.7)</td>
<td>–1.7 (–9.1, 5.6)</td>
</tr>
<tr>
<td>≥3 servings of nuts/week</td>
<td>2.1 (–2.9, 7.1)</td>
<td>4.7 (–0.2, 9.5)</td>
<td>–2.6 (–9.5, 4.4)</td>
</tr>
<tr>
<td>Preferring white meat over red meat?</td>
<td>6.4 (1.4, 11.3)</td>
<td>10.4 (6.3, 14.6)</td>
<td>–4.1 (–10.5, 2.4)</td>
</tr>
<tr>
<td>≥2 servings/week of a dish with a traditional sauce of tomatoes, garlic, onion, or leeks</td>
<td>3.4 (–1.8, 8.7)</td>
<td>–0.5 (–5.9, 4.9)</td>
<td>4.0 (–3.6, 11.5)</td>
</tr>
<tr>
<td>sautéed in olive oil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study participants with a total score ≥9 points</td>
<td>8.4 (3.4, 13.5)</td>
<td>10.4 (5.0, 15.8)</td>
<td>–1.9 (–9.3, 5.5)</td>
</tr>
<tr>
<td>Difference Mediterranean diet score</td>
<td>0.42 (0.24, 0.60)</td>
<td>0.53 (0.35, 0.71)</td>
<td>–0.02 (–0.25, 0.21)</td>
</tr>
</tbody>
</table>

⁸ Changes in app+counseling and counseling only group=data at 3 months–baseline.

Adherence to the Mobile Phone App

In the app+counseling group, 56.8% (236/315) of participants used the mobile phone for more than 60 days. Although there was a decrease in PA after 3 months, as evaluated by the accelerometer in both groups, the decrease was less pronounced in the group that used the mobile phone most (>60 days). This group showed a net increase in the time of moderate PA of mean 42.9 (95% CI 1.8-83.9) minutes/week and MVPA of mean 44.0 (95% CI 2.1-86.0) minutes/week, and a net decrease in sedentary time of mean 126.1 (95% CI 18.9-233.4) minutes/week. We also recorded a net increase in counts/minute of mean 766.6 (95% CI 26.2-1506.9) (Figure 2).

Analysis by Subgroups

In the male subgroup, we observed a greater decrease in MVPA by accelerometer in the app+counseling than counseling only group (Multimedia Appendixes 2 and 3). In the female subgroup, we observed an increase in leisure-time moderate physical activity as evaluated with the 7-day PAR in the app+counseling versus counseling only group, although the statistical significance was lost after adjusting for baseline data (Multimedia Appendix 4).
Discussion

Principal Findings

Although some randomized controlled clinical trials have analyzed the effect of mobile phone apps in promoting healthy lifestyles, the EVIDENT II trial has included the largest number of participants (N=833) and also has the longest follow-up (12 months). The main findings at short-term follow-up (3 months) were an increase in PA as evaluated by the 7-day PAR in both groups (although greater in app+counseling), and an increase in the time dedicated to leisure-time moderate/vigorous activities. However, assessment with the accelerometer revealed a similar decrease in PA in both groups. Adherence to the Mediterranean diet was seen to increase in both groups, as evidenced by the MEDAS score. Lastly, in the accelerometer analysis, the participants in the app+counseling group that most used the app showed a net increase in MVPA time and a net decrease in sedentary time.

Comparison With Prior Work

At this time, there is still no conclusive evidence of the effectiveness of apps for mobile phones in improving lifestyles. In this regard, the meta-analysis published by Flores et al [16] found that interventions with apps had some impact in terms of weight loss (mean BMI 0.43 kg/m²), although no improvement in terms of increased PA was observed. Partridge et al [31], in a sample of 250 participants between ages 18 and 35 years, evaluated PA using the International Physical Activity Questionnaire (IPAQ), with results similar to those obtained in our study with the 7-day PAR. In both cases, there was a greater increase in PA in the intervention group versus the control group, although the differences between them were not significant. In turn, Laing et al [17], in a randomized controlled study of 212 overweight individuals with a mean age of 43 years, found the use of an app (MyFitnessPal) had no impact on either weight loss or increased PA as assessed by questionnaire.

However, the SMART MOVE study [32], which had 90 participants (45 in each group), PA was assessed from the steps estimated by the mobile phone pedometer and an increase was recorded after 8 weeks in the intervention group (1631 steps), whereas a decrease was observed in the control group (–386 steps). The baseline values in the two groups were 4365 and 5138 steps/day, respectively. In the baseline evaluation of the EVIDENT II study, the mean number of steps/day as determined with the accelerometer was 9992 in the app+counseling group and 9708 in the counseling only group. This was followed by a decrease in both groups after 3 months, possibly because the baseline values were very high. We have found no studies involving accelerometer interventions in adults with the published data being limited to younger participants. Direito et al [18] compared two intervention groups using two different apps with a control group. Physical activity, evaluated with an accelerometer, decreased in both the control group and in one of the intervention groups after 8 weeks coinciding with the findings of the EVIDENT study, which saw practically no changes in the data assessed with the Physical Activity Questionnaire for Adolescents (PAQ-A). The decrease in accelerometer recordings is probably attributable to a Hawthorne
effect associated with utilization of the device—the increase in usual activity being more evident at baseline than after 3 months due to a certain loss of effect. This circumstance could limit the usefulness of the accelerometer in evaluating the effect of the interventions, despite the method being objective.

In the EVIDENT trial, nutritional counseling was seen to increase the overall score of adherence to the Mediterranean diet. Counseling was standardized in both groups with all participants receiving an informative leaflet [20]. This type of nutritional counseling has shown improvements in food habits, with a moderate increase in the consumption of fruit, vegetables, and fiber, especially when written materials are supplied in support of counseling [13]. However, the added use of an app did not result in significant differences between the overall groups or subgroups. There is little evidence of the effectiveness of apps in improving food habits and, in general, the results obtained are modest and come from studies with small sample sizes [33]. Nevertheless, the use of new technologies achieved some change in a study of young individuals aged between 18 and 35 years, with a slight increase in vegetable intake and a decrease in the consumption of sugared beverages [31]. Furthermore, a lesser calorie and fat intake was recorded, resulting in increased weight loss [33]. On the other hand, Coughlin et al [33] considered that heterogeneity in the functional characteristics of the different apps makes it more difficult to draw conclusions and to estimate the magnitude of their effect. In turn, Wang et al [34] suggested that effectiveness can be increased by orienting these tools toward personalized needs, such as self-education and the gaining of awareness of personal food intake. In this regard, one of the novelties of the EVIDENT app is the incorporation of weekly notifications on the benefits and characteristics of the consumption of vegetables, fruit, olive oil, fish, and tomato sauce prepared with vegetables and olive oil—all being traditional ingredients of the Mediterranean diet.

Limitations
Our study also has several limitations. The nature of the intervention precludes blinding of the participants and this could influence the results obtained. Also, the main findings of the study are based on self-reported information for adherence to both the Mediterranean diet and to PA. Lastly, the recorded loss rate of close to 10% may have biased the study sample composition to some extent because certain populations may have experienced difficulties using the app and consequently decided to leave the study. During the study period, although we recommended not using other apps or wearables that register nutrition and PA, we have no total guarantee that any participant did not use them.

Conclusions
Physical activity, evaluated with the 7-day PAR, increased more in the app+counseling group than the counseling only group for leisure-time MVPA, although no difference was found when comparing the increase between the two groups. Improved adherence to the app appears to be associated with better results in terms of PA evaluated with the accelerometer. Counseling accompanied by printed materials appears to be effective in improving adherence to the Mediterranean diet, although the app for mobile phones did not increase effectiveness. Further studies are needed to determine which population subgroups may benefit most from interventions based on information and communication technologies.
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Abstract

Background: Mobile apps for mental health have the potential to overcome access barriers to mental health care, but there is little information on whether patients use the interventions as intended and the impact they have on mental health outcomes.

Objective: The objective of our study was to document and compare use patterns and clinical outcomes across the United States between 3 different self-guided mobile apps for depression.

Methods: Participants were recruited through Web-based advertisements and social media and were randomly assigned to 1 of 3 mood apps. Treatment and assessment were conducted remotely on each participant’s smartphone or tablet with minimal contact with study staff. We enrolled 626 English-speaking adults (≥18 years old) with mild to moderate depression as determined by a 9-item Patient Health Questionnaire (PHQ-9) score ≥5, or if their score on item 10 was ≥2. The apps were (1) Project: EVO, a cognitive training app theorized to mitigate depressive symptoms by improving cognitive control, (2) iPST, an app based on an evidence-based psychotherapy for depression, and (3) Health Tips, a treatment control. Outcomes were scores on the PHQ-9 and the Sheehan Disability Scale. Adherence to treatment was measured as number of times participants opened and used the apps as instructed.

Results: We randomly assigned 211 participants to iPST, 209 to Project: EVO, and 206 to Health Tips. Among the participants, 77.0% (482/626) had a PHQ-9 score >10 (moderately depressed). Among the participants using the 2 active apps, 57.9% (243/420) did not download their assigned intervention app but did not differ demographically from those who did. Differential treatment effects were present in participants with baseline PHQ-9 score >10, with the cognitive training and problem-solving apps resulting in greater effects on mood than the information control app (χ²=6.46, P=.04).

Conclusions: Mobile apps for depression appear to have their greatest impact on people with more moderate levels of depression. In particular, an app that is designed to engage cognitive correlates of depression had the strongest effect on depressed mood in this sample. This study suggests that mobile apps reach many people and are useful for more moderate levels of depression.


(J Med Internet Res 2016;18(12):e330) doi:10.2196/jmir.6482
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Introduction

Major depressive disorder affects approximately 7% of the US population in a given year [1], and approximately 16% of all individuals will experience major depression at least once in their lifetime [2]. Despite the fact that depression is treatable [3,4], less than a quarter of individuals receive adequate care for this illness [1] due to treatment access barriers, such as time and transportation constraints, long wait lists, and a dearth of trained professionals to provide high-quality care [5-7]. Access problems could be easily mitigated through the use of technology; several studies have already demonstrated that telemedicine and Internet-based approaches are feasible and as effective as in-person treatment [8,9]. The success of these distance approaches has resulted in considerable interest in the use of mobile phone apps as an alternative care delivery platform. Not only do mental health apps have tremendous reach, but also patients can access these tools whenever they feel the need and as often as they like without having to wait until a health professional is available [10,11]. Such reach is evident when considering that 68% of all adults in the United States own a smartphone, and approximately 45% own a tablet device [12].

Hundreds of apps for depression are available for download on one’s smart device [13-15], with the majority of these apps designed to be self-guided. While a few proof-of-concept studies and small-scale randomized controlled trials (RCTs) have been conducted, to our knowledge, none have compared theoretically driven interventions versus controls, nor have they investigated the effects of these apps under real-world conditions [16]. Furthermore, we know little about the people who download depression treatment apps in terms of symptom severity, disability, and use of more traditional mental health services. Although a few proof-of-concept studies have found that adherence to depression app guidelines tends to be poor over time [17-21], there is little information about the relative use patterns between different types of apps. We conducted a large-scale RCT (NCT00540865) of 3 different depression apps to answer the following questions: (1) Who downloads mobile apps for depression? (2) How do people who download these apps use them? (3) What is the impact of these apps as they are typically used? (4) What are the methodological issues inherent in conducting a fully remote RCT? We have already published the data on the methodological issues in the recruitment and retention of participants into a large-scale, remote RCT [10]. We report here on the characteristics of people who download and use depression apps, what their use patterns are like, and how effective these interventions are in light of typical use patterns typically deployed in the community.

Methods

Study Design

This was a fully remote, randomized clinical field trial comparing 2 active apps and a control app for mood [10], and to test the feasibility of remote research using mobile phone apps. We recruited participants through a variety of Web-based advertising sources, including Craigslist (Craigslist Inc, San Francisco, CA, USA), Google AdWords (Google Inc, Mountain View, CA, USA), and social media outlets (eg, Twitter; Twitter, Inc, San Francisco, CA, USA) from all 50 US states. All potential participants learned about the study through a website explaining study details, which led to a screening protocol using automated software (SurveyGizmo; Widgit, LLC, Boulder, CO, USA) to determine eligibility. Informed consent was conducted through a 2-minute video explaining the study risks and benefits, and the payment structure over the course of the study. In addition to a PDF file of the consent form was provided. Participants had to complete a 3-item quiz testing their understanding of the study to advance to the randomization phase.

Participant contact was minimal. Study staff contacted participants via email or short message service (SMS) text messaging to remind them to use their intervention or assessment app if they had 3 consecutive days of missing data. Aside from this, participants were contacted only when they (1) were due with a payment, or (2) reached out to study staff for technical support. Contact was primarily through email or SMS, with occasional phone call meetings if needed to help participants download their intervention apps. Ethical approval for the trial was granted by the University of California, San Francisco, Committee for Human Research.

Participants

To be eligible, participants had to be English speakers, be at least 18 years old, and own a smartphone (iPhone or an Android device) with Wi-Fi or third- or fourth-generation capabilities. Because 1 of the 2 interventions was available only on the iOS mobile operating system and had to be used on devices with a visual field larger than that on a typical smartphone, participants had to own an Apple iPad 2.0 or newer version.

Participants had to obtain a score of 5 or more on the 9-item Patient Health Questionnaire (PHQ-9 [22]) or a score of 2 or greater on item 10 of the PHQ-9 (“If you checked off any problems, how difficult have these problems made it for you to do your work, take care of things at home, or get along with other people?”). The decision to include participants with mild symptoms of depression, rather than limit the sample to those with moderately severe depression (eg, PHQ-9 score >10), was based on our intent to test the use and effects of these apps in people with a range symptoms of depression, as well as to determine what proportion of participants who downloaded depression apps fell into mild, moderate, or severe ranges of depression. The only exception to this rule was suicidal ideation. Participants with a PHQ-9 suicide item score of 1 or more were referred to the suicide hotline. We randomly assigned participants to 1 of the 3 apps using a random number generator built into the eligibility survey.

Baseline Assessments

We collected information on demographics, depression severity using the PHQ-9 [22], functional disability using the Sheehan Disability Scale (SDS [23]), anxiety using the Generalized Anxiety Disorder 7-item scale (GAD-7 [24]), history of mania or psychosis using the Improving Mood-Promoting Access to Collaborative Treatment (IMPACT) assessment of mania and
Participants were expected to use their assigned app as burden, a common problem associated with app adherence.

### Procedures for App Access

Once participants completed the consent process, a secure, 1-user valid link to a secure webpage was sent to participants’ email addresses that contained a brief personalized YouTube video explaining how to download and then use their assigned intervention. This webpage also contained a link to automatically download said apps to the participants’ phone or iPad.

### Intervention Apps

#### Cognitive Control App (Project: EVO)

Participants randomly assigned to this condition were encouraged to use Project: EVO (Akili Interactive Labs, Larkspur, CA, USA) 6 times a week for approximately 30 minutes per day. This app is designed as a video game that modulates cognitive control abilities, a common neurological deficit seen in depression [27]. The app uses adaptive algorithms to adjust the intervention’s difficulty to the user’s level of proficiency over time. Previous work that Project: EVO was derived from demonstrated at this dosage that its prescribed use could improve cognitive control in older adults [28], with preliminary evidence for a similar effect on depression [29].

#### Problem-Solving Therapy App (iPST)

Participants were to use the problem-solving app iPST as often as possible each week, with a minimum of once per week being the typical amount undertaken in a clinical setting. iPST is based on problem-solving therapy, which focuses on a 7-step model to manage mood. In this app, participants choose a goal and are guided through a 7-step process to create an action plan. Problem-solving therapy is an evidence-based treatment [30] and is particularly effective in treating depression [3,31].

#### Information Control (Health Tips)

Participants in this condition were given an app that provided daily health tips for improved health, such as self-care (eg, taking a shower) or physical activity (eg, taking a walk). Although it provided daily advice on improving one’s health, it is not tied to any specific theory, similar to supportive control treatments. Participants were not required to act on the health tip.

### App Design

All 3 apps were developed by professionals with user-centered design method experience (Project: EVO, Akili Interactive Labs, Larkspur, CA, USA; iPST, Wow Internet Labz Pvt Ltd, Bengaluru, India; and Health Tips, Ginger.io, San Francisco, CA, USA) to maximize engagement and minimize app use burden, a common problem associated with app adherence [32,33]. Participants were expected to use their assigned app as instructed for 1 month. The survey app had internally programmed reminders to notify the user that a new assessment was ready for completion, or that they had not completed a given assessment 8 hours after it was originally transmitted. For each intervention app, our team of research assistants monitored participants’ use of their assigned apps using a custom Web-based dashboard. If a participant had not used Project: EVO or iPST in 72 hours, they were sent an email or SMS (based on their indicated preference) reminding them to use their assigned app. If participants did not use their app within the next 72 hours, no further reminders were sent. App use was collected and ported to a secure data server at the University of California, San Francisco, which met all Health Insurance Portability and Accountability Act (HIPAA) and security requirements imposed by the university. Participants were not compensated for using the apps. Note that the eligibility criteria for randomization required that participants had (1) either an iPhone or Android smartphone, and (2) an iPad 2.0 or newer. Participants who met criteria as per requirement (1) but not (2) were given Project: EVO if they had an iPhone, or Health Tips if they had an Android.

### Outcome Assessments

The primary outcome measures were of depression (PHQ-9) and function (SDS [34]), with these scores captured weekly for the first 4 weeks of treatment, then at 8 and 12 weeks (see Multimedia Appendix 1 for discussion of other exploratory outcomes). Participants were paid US $20.00 for completing assessments at the 4-, 8-, and 12-week marks. Because all assessment was conducted using assessment software, procedures for blinding research assistants was not necessary.

### Data Analysis

All analyses were modeled on an intent-to-treat approach. We used hurdle models [35] to estimate (1) predictors of app adherence and follow-up rates, (2) which variables would predict using the apps at least once (as odds ratios, ORs) and, (3) which variables would predict the number of times the apps were used (as rate ratios, RRIs). ORs and RRIs used standardized z scores as continuous predictors to facilitate interpretations associated with the relative increase in odds or rate associated with a 1-SD change on given predictors. Predictors in hurdle models included baseline PHQ-9, SDS, GAD-7, AUDIT-C, IMPACT, age, sex, level of education, marital status, employment status, minority status, whether participants endorsed other psychiatric or psychotherapeutic treatments at baseline, and condition assignment.

We characterized participant adherence in 3 ways: none=no use at all (downloading the app did not count toward use); suboptimal=use, but never met adherence criteria for a given week or only met adherence criteria for 1 of the 4 weeks; and optimal=met adherence criteria for at least 2 of the 4 weeks, such that participants exactly followed the specified instructions for app use as outlined in the informative YouTube videos. For Project: EVO, we considered these 30-minute sessions per week (or 50% of the indicated amount) to be the minimum acceptable amount of treatment with respect to assessing the feasibility of self-administering a daily cognitive intervention. We used
identical procedures to predict follow-up rates, but included participants from all 3 treatment conditions.

To estimate changes in depression and disability during and after the treatment period, we tested growth curve models using multilevel modeling with continuous piecewise growth curves for each period. These models used restricted maximum likelihood with all available data to reduce missing data bias [36], and included random intercepts and random effects for time. Growth curve models are well known to be better than some other methods for estimating interindividual variability in intraindividual patterns of change, including accounting for missing data in a rigorous manner [37]. We entered baseline PHQ-9 or SDS scores as control variables along with medication use due to differences between groups in this variable at baseline. Separate models tested the impact of the app conditions on remission rates. Remission was assessed by characterizing the proportion of participants who demonstrated a reduction of 50% of their pretreatment depression and disability scores [38,39].

We conducted sensitivity analyses to evaluate whether missing data biased estimates through pattern-mixture models [40], which is considered the gold standard for RCT studies [41,42]. This approach is deemed important to test the assumption that data are missing at random for multiple imputation methods [43]. We also tested whether the amount of change in depression or disability was moderated by baseline PHQ-9, GAD-7, SDS, AUDIT-C, age, or app use through baseline variable-by-time interactions.

Sample Size and Power
A power analysis [44] indicated that 200 participants per condition would provide 0.80 power to detect whether an active treatment condition improved by 2 points on the PHQ-9 beyond the control condition (approximately Cohen \( d = 0.4 \)), assuming a 50% dropout and an alpha level of .05.

Results
Participant Flow, Recruitment, and Baseline Data
National recruitment began in August 2014, with 2923 participants screened across the 5 waves of 2-week advertising (total of 5 months of recruitment; see Consolidated Standards of Reporting Trials [CONSORT] diagram, Figure 1). A total of 626 participants had both an iPad 2.0 and a smartphone, and were randomly assigned to the 3 study arms (iPST, 211; Project: EVO, 209; Health Tips, 206). The mean age of the sample was 33.95 (SD 11.84) years, and the mean PHQ-9 score at baseline (13.64, SD 4.95) indicated the sample was moderately depressed. The proportion of individuals in our sample with a PHQ-9 total score between 5 and 10 was 23.0% (144/626), while the proportion of those with a score \( \geq 10 \) was 77.0% (482/626). Only 11 participants who had a total PHQ-9 score less than 5 reported a score greater than 2 on item 10 of this tool, with their baseline total PHQ-9 being 3.09 (SD 0.83). The majority of the sample was female (494/626, 79.0%) and non-Hispanic white (376/626, 60.1%). Table 1 presents the demographic characteristics of the randomized sample, including ethnic group proportions, concurrent clinical diagnoses, and those in treatment.

Figure 1. Consolidated Standards of Reporting Trials (CONSORT) diagram. EVO: Project: EVO; HT: Health Tips; PHQ-9: 9-item Patient Health Questionnaire; wk: week.
Table 1. Sample descriptive statistics of participants using 3 different self-guided mobile apps for depression.

<table>
<thead>
<tr>
<th>Baseline variable</th>
<th>EVO(^a) (n=209)</th>
<th>iPST(^b) (n=211)</th>
<th>HT(^c) (n=206)</th>
<th>Total (n=626)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9(^d) score, mean (SD)</td>
<td>13.76 (4.9)</td>
<td>13.51 (5.1)</td>
<td>13.64 (4.9)</td>
<td>13.64 (4.95)</td>
</tr>
<tr>
<td>PHQ-disability score, mean (SD)</td>
<td>1.34 (0.75)</td>
<td>1.44 (0.68)</td>
<td>1.40 (0.73)</td>
<td>1.39 (0.72)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>34.9 (12.3)</td>
<td>33.4 (10.9)</td>
<td>33.6 (12.3)</td>
<td>33.9 (11.84)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>51 (24.2)</td>
<td>48 (23.0)</td>
<td>33 (16.0)</td>
<td>132 (21.1)</td>
</tr>
<tr>
<td>University education, n (%)</td>
<td>128 (60.7)</td>
<td>140 (67.0)</td>
<td>130 (63.1)</td>
<td>398 (63.6)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>62 (29.4)</td>
<td>73 (34.9)</td>
<td>68 (33.0)</td>
<td>203 (32.4)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>144 (68.2)</td>
<td>156 (74.6)</td>
<td>141 (68.4)</td>
<td>441 (70.5)</td>
</tr>
<tr>
<td>Racial/ethnic minority, n (%)</td>
<td>128 (60.7)</td>
<td>122 (58.4)</td>
<td>124 (60.2)</td>
<td>374 (59.7)</td>
</tr>
<tr>
<td>African American</td>
<td>29 (13.7)</td>
<td>29 (13.9)</td>
<td>28 (13.6)</td>
<td>86 (13.7)</td>
</tr>
<tr>
<td>American Indian</td>
<td>4 (1.9)</td>
<td>1 (0.5)</td>
<td>1 (0)</td>
<td>6 (1.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>22 (10.4)</td>
<td>16 (7.7)</td>
<td>16 (7.8)</td>
<td>54 (8.6)</td>
</tr>
<tr>
<td>White</td>
<td>137 (64.9)</td>
<td>140 (67.0)</td>
<td>133 (64.6)</td>
<td>410 (65.5)</td>
</tr>
<tr>
<td>&gt;1 race</td>
<td>19 (9.0)</td>
<td>21 (10.0)</td>
<td>26 (12.6)</td>
<td>66 (10.5)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>0 (0)</td>
<td>2 (1.0)</td>
<td>2 (1.0)</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>Hispanic (any race)</td>
<td>24 (11.4)</td>
<td>33 (15.8)</td>
<td>22 (10.6)</td>
<td>79 (12.6)</td>
</tr>
<tr>
<td>First-use variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDS(^e), mean (SD)</td>
<td>15.9 (7.1)</td>
<td>14.9 (6.7)</td>
<td>15.9 (7.1)</td>
<td>15.6 (6.96)</td>
</tr>
<tr>
<td>GAD-7(^f), mean (SD)</td>
<td>10.4 (4.9)</td>
<td>9.2 (4.9)</td>
<td>10.4 (5.3)</td>
<td>10.0 (5.09)</td>
</tr>
<tr>
<td>AUDIT-C(^g), mean (SD)</td>
<td>3.20 (2.5)</td>
<td>3.03 (2.2)</td>
<td>3.40 (2.3)</td>
<td>3.21 (2.38)</td>
</tr>
<tr>
<td>Psychotic symptoms, n (%)</td>
<td>29 (19)</td>
<td>24 (20)</td>
<td>32 (24)</td>
<td>155 (21)</td>
</tr>
<tr>
<td>Other psychiatric treatment, n (%)</td>
<td>84 (58)</td>
<td>64 (52)</td>
<td>74 (56)</td>
<td>222 (56)</td>
</tr>
<tr>
<td>Psychiatrist</td>
<td>41 (19.6)</td>
<td>31 (14.8)</td>
<td>35 (16.7)</td>
<td>107 (17.1)</td>
</tr>
<tr>
<td>Therapist</td>
<td>41 (19.6)</td>
<td>32 (15.3)</td>
<td>30 (14.4)</td>
<td>103 (16.5)</td>
</tr>
<tr>
<td>Group</td>
<td>15 (7.1)</td>
<td>10 (4.8)</td>
<td>5 (2.4)</td>
<td>30 (4.8)</td>
</tr>
<tr>
<td>Book</td>
<td>26 (12.4)</td>
<td>23 (11.0)</td>
<td>35 (16.7)</td>
<td>84 (13.4)</td>
</tr>
<tr>
<td>Medication(^h)</td>
<td>63 (30.1)</td>
<td>43 (20.6)</td>
<td>39 (18.6)</td>
<td>145 (23.2)</td>
</tr>
</tbody>
</table>

\(^a\)EVO: Project: EVO.
\(^b\)iPST: problem-solving therapy app.
\(^c\)HT: Health Tips.
\(^d\)PHQ-9: 9-item Patient Health Questionnaire.
\(^e\)SDS: Sheehan Disability Scale.
\(^f\)GAD-7: Generalized Anxiety Disorder 7-item scale.
\(^g\)AUDIT-C: Alcohol Use Disorders Identification Test.
\(^h\)EVO had a significantly higher rate of baseline medication use than iPST and HT.

Sensitivity Analysis and Moderators of Treatment Effects

The sensitivity analyses performed here to account for potential bias in the data revealed that the patterns of missing data did not predict significant differences in PHQ-9 (\(\chi^2_{6}=8.47, P=.20\)) or SDS trajectories (\(\chi^2_{6}=9.67, P=.14\)) during weeks 1-4. This suggests that overall levels and changes in depression during weeks 1-4 were not significantly different between those who did and did not provide follow-up data after week 4. Comparing participants who used the Project: EVO and iPST apps optimally, suboptimally, or not at all, we observed that the overall levels of depression as scored by the PHQ-9 were not different for the suboptimal or optimal groups relative to the “none” group for both Project: EVO (all \(P \geq .22\)) and iPST (all
Baseline functioning, alcohol use, and age did not significantly moderate the effects of treatment condition on depression outcomes. We found that baseline depression significantly moderated changes in depression over time during weeks 4-12 for the iPST group relative to control \((P = .02)\). Baseline anxiety significantly moderated changes in the SDS scores over time during weeks 4-12 for iPST \((P = .01)\) but not for Project: EVO \((P = .08)\) relative to control.

### Assessment Adherence

Of the participants who self-reported a PHQ-9 total score <10, 66.0% \((95/144)\) used the survey app, compared with 64.9% \((313/482)\) of those with a PHQ-9 score >10, with this difference in use being nonsignificant \((P = .82)\). A total of 354/626 \((56.6\%)\) provided at least one follow-up assessment. Participants with at least one follow-up assessment provided an average of 5.83 \((SD 2.42)\) of 8 possible follow-up assessments, with participants who were older \((RR 1.08, P = .02)\) completing a greater number of follow-up assessments (see Table 2). Racial/ethnic minorities were more likely than nonminorities to provide at least one follow-up assessment \((OR 1.26, P < .001)\); see Multimedia Appendix 1 for more on follow-up analyses, participant expectancy, and perceived study burden).

### Table 2. Predictors of app use and follow-up completion.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Any use OR (^a) (SE(^b))</th>
<th>Use count OR (^a) (SE(^b))</th>
<th>P value</th>
<th>Any follow-up OR (^a) (SE(^b))</th>
<th>No. of follow-ups Beta (^c) (SE(^b))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9 (^d)</td>
<td>1.01 (0.12)</td>
<td>0.79 (0.09)</td>
<td>.93</td>
<td>0.90 (0.09)</td>
<td>-.23 (0.16)</td>
<td>.04</td>
</tr>
<tr>
<td>PHQ-disability</td>
<td>0.93 (0.11)</td>
<td>1.27 (0.15)</td>
<td>.54</td>
<td>0.96 (0.09)</td>
<td>-.17 (0.16)</td>
<td>.03</td>
</tr>
<tr>
<td>Age</td>
<td>1.06 (0.12)</td>
<td>1.15 (0.12)</td>
<td>.61</td>
<td>1.08 (0.10)</td>
<td>.29 (0.15)</td>
<td>.19</td>
</tr>
<tr>
<td>Male</td>
<td>0.89 (0.09)</td>
<td>0.96 (0.09)</td>
<td>.25</td>
<td>0.96 (0.08)</td>
<td>-.11 (0.14)</td>
<td>.67</td>
</tr>
<tr>
<td>University education</td>
<td>1.21 (0.13)</td>
<td>1.01 (0.11)</td>
<td>.07</td>
<td>1.01 (0.09)</td>
<td>.18 (0.14)</td>
<td>.92</td>
</tr>
<tr>
<td>Married</td>
<td>0.93 (0.10)</td>
<td>0.93 (0.09)</td>
<td>.53</td>
<td>0.84 (0.07)</td>
<td>-.21 (0.14)</td>
<td>.46</td>
</tr>
<tr>
<td>Employed</td>
<td>1.09 (0.11)</td>
<td>0.92 (0.09)</td>
<td>.42</td>
<td>0.97 (0.08)</td>
<td>-.05 (0.14)</td>
<td>.39</td>
</tr>
<tr>
<td>Racial/ethnic minority</td>
<td>1.04 (0.11)</td>
<td>0.95 (0.09)</td>
<td>.70</td>
<td>1.26 (0.11)</td>
<td>.25 (0.14)</td>
<td>.57</td>
</tr>
<tr>
<td>Condition: iPST (^e)</td>
<td>1.06 (0.21)</td>
<td>1.11 (0.21)</td>
<td>.78</td>
<td>1.05 (0.21)</td>
<td>-.05 (0.33)</td>
<td>.60</td>
</tr>
<tr>
<td>Condition: EVO (^f)</td>
<td></td>
<td></td>
<td></td>
<td>0.69 (0.14)</td>
<td>-.93 (0.33)</td>
<td></td>
</tr>
<tr>
<td><strong>First-use variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDS (^g)</td>
<td>0.97 (0.16)</td>
<td>1.30 (0.16)</td>
<td>.83</td>
<td>1.29 (0.24)</td>
<td>-.06 (0.19)</td>
<td>.04</td>
</tr>
<tr>
<td>GAD-7 (^h)</td>
<td>1.03 (0.17)</td>
<td>0.78 (0.10)</td>
<td>.86</td>
<td>0.76 (0.14)</td>
<td>-.26 (0.19)</td>
<td>.04</td>
</tr>
<tr>
<td>AUDIT-C (^i)</td>
<td>1.03 (0.13)</td>
<td>0.77 (0.06)</td>
<td>.80</td>
<td>0.96 (0.14)</td>
<td>-.14 (0.15)</td>
<td>.001</td>
</tr>
<tr>
<td>Psychotic symptoms</td>
<td>1.19 (0.40)</td>
<td>1.02 (0.25)</td>
<td>.62</td>
<td>1.34 (0.53)</td>
<td>.24 (0.39)</td>
<td>.93</td>
</tr>
<tr>
<td>Other psychiatric treatment</td>
<td>0.77 (0.21)</td>
<td>1.08 (0.21)</td>
<td>.34</td>
<td>0.73 (0.23)</td>
<td>-.03 (0.32)</td>
<td>.71</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.  
\(^b\)SE: standard error.  
\(^c\)RR: rate ratio.  
\(^d\)PHQ-9: 9-item Patient Health Questionnaire.  
\(^e\)iPST: problem-solving therapy app.  
\(^f\)EVO: Project: EVO.  
\(^g\)SDS: Sheehan Disability Scale.  
\(^h\)GAD-7: Generalized Anxiety Disorder 7-item scale.  
\(^i\)AUDIT-C: Alcohol Use Disorders Identification Test.

### Intervention Adherence

Because the Health Tips control did not require interaction, we report adherence for the active apps only. Among the 420 participants in the Project: EVO and iPST conditions, 243 (57.9\%) did not download their assign app. Those who used their app at least once used it on average 10.78 \((SD 11.44)\) times. Higher baseline depression (PHQ-9) and anxiety (GAD-7) were associated with less use, such that a 1-SD increase in each was associated with a 21\% and 23\% lower rate of adherence,
respectively (RR 0.79 and 0.78, respectively, \( P = .04 \) and \( P = .001 \), respectively). However, higher disability was associated with a greater adherence (27% for PHQ-disability scale and 30% for SDS; RR 1.27 and 1.30, respectively, \( P = .047 \) and \( P = .04 \); see Table 2). None of the baseline variables were significantly associated with the likelihood of using versus not using the Project: EVO or iPST apps. Among participants with at least one use, higher baseline PHQ-9, GAD-7, and AUDIT-C scores were associated with fewer uses, while higher PHQ-disability scores and SDS scores were associated with a greater number of uses.

We further tested whether there were condition-by-baseline variable interactions that predicted use counts and the likelihood of at least one use. Marital status also interacted with treatment condition to predict having at least one instance of use (\( P = .02 \)), such that married individuals were less likely to use iPST once (OR 0.54, \( P = .05 \)). Baseline AUDIT-C scores significantly interacted with treatment condition to predict use counts among those with at least one use (\( P = .048 \)). Specifically, higher AUDIT-C scores were significantly associated with lower use counts in the Project: EVO condition (RR 0.59, \( P = .001 \)). There were no significant interactions between treatment and the variables presented in Table 2 predicting use.

Baseline depression significantly interacted with treatment condition to predict the likelihood of having at least one use instance (\( P = .01 \), such that higher baseline depression was associated with a lower likelihood of using the Project: EVO app at least once (OR 0.73, \( P = .03 \); 95% CI 0.55-0.96). All app adherence significantly declined over time (log OR –0.77, SE 0.23, \( z \) score –3.30, \( P < .001 \)), with no main effect of group (log OR 0.80, SE 0.51, \( z \) score 1.56, \( P = .12 \)) or group-by-time interaction (log OR 0.24, SE 0.31, \( z \) score 0.77, \( P = .44 \); see Figure 2, parts a and b).

Figure 2. Participant intervention use and changes in primary outcome measures over time. (a) Average number of active intervention uses across the first 4 weeks of the study. (b) Number of participants using each active intervention by the level of adherence. (c) 9-item Patient Health Questionnaire (PHQ-9) depression scores over time for each intervention. (d) Sheehan Disability Scale scores over time for each intervention. Control: Health Tips; EVO: Project: EVO; iPST: problem-solving therapy app. Error bars indicate +/- 1 SE.
<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>PHQ-9(^a)</th>
<th>SDS(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept, week 4)</td>
<td>8.21</td>
<td>11.33</td>
</tr>
<tr>
<td>Baseline PHQ-9 or SDS</td>
<td>2.89</td>
<td>3.91</td>
</tr>
<tr>
<td>Medication use</td>
<td>1.10</td>
<td>0.66</td>
</tr>
<tr>
<td>Change per week, weeks 1-4</td>
<td>-0.73</td>
<td>-0.67</td>
</tr>
<tr>
<td>EVO(^d) condition</td>
<td>-0.52</td>
<td>0.05</td>
</tr>
<tr>
<td>iPST(^e) condition</td>
<td>-0.60</td>
<td>0.47</td>
</tr>
<tr>
<td>Change per week, weeks 4-12</td>
<td>-0.01</td>
<td>-0.04</td>
</tr>
<tr>
<td>EVO \times change per week, weeks 1-4</td>
<td>-0.12</td>
<td>-0.22</td>
</tr>
<tr>
<td>iPST \times change per week, weeks 1-4</td>
<td>-0.16</td>
<td>-0.02</td>
</tr>
<tr>
<td>EVO \times change per week, weeks 4-12</td>
<td>-0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>iPST \times change per week, weeks 4-12</td>
<td>-0.06</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-9: 9-item Patient Health Questionnaire.
\(^b\)SDS: Sheehan Disability Scale.
\(^c\)SE: standard error.
\(^d\)EVO: Project: EVO.
\(^e\)iPST: problem-solving therapy app.

Depression Outcomes

**Depression Symptom Severity**

For the total sample, PHQ-9 scores decreased an average of 0.73 points per week during the treatment phase and did not significantly change from weeks 4-12 (see Figure 2c). The models revealed no significant differences between Project: EVO and iPST compared with control at week 4 or week 12, and did not differ in rates of change over time (see Table 3). With respect to treatment remission (using a reduction of pretreatment scores of at least 50% as the criterion for this), 45.0% (45/100) of Project: EVO participants and 46% (36/79) of iPST participants showed improvement by the 4-week assessment, as compared with 34.0% (34/100) of the control app (\(\chi^2=3.36, P=.19\)).

**Outcomes by Baseline Depression Severity**

A total of 144 participants were classified as having mild symptoms of depression (PHQ-9 \(\leq 9\)) and 482 with moderate symptoms of depression at baseline (PHQ-9 \(\geq 10\)). For the mildly depressed subgroup, Project: EVO and iPST did not significantly differ from the control condition at any point. For the subgroup with higher baseline depression, depression was significantly lower at week 12 for the iPST condition (difference=1.79, SE 0.76, \(t_{201}=-2.36, P=.02\)) but not the Project: EVO condition (\(P=.15\)) relative to control (see Figure 3, parts a and b). With regard to remission, moderately depressed participants had a greater response to Project: EVO (28/56, 50%) and iPST (39/79, 49%) than to the Health Tips arm (24/76, 32%; \(\chi^2=6.46, P=.04\)). We found no difference between treatment groups at week 4 (\(\chi^2=0.84, P=.66\)) or week 8 (\(\chi^2=1.79, P=.41\)).

Disability Outcomes

**Disability Symptom Severity**

Disability decreased an average of 0.67 points per week during weeks 1-4 and did not significantly change from weeks 4-12 (see Figure 2d). The Project: EVO and iPST groups’ disability did not significantly differ from that of controls at week 4 or week 8 or in the rates of change over time (see Table 3).

**Outcomes by Baseline Disability Severity**

A total of 159 participants were classified as having mild disability (SDS \(\leq 15\)) and 237 with moderate disability at baseline (SDS >15). For the both subgroups, Project: EVO and iPST did not significantly differ from the control condition at week 4 or week 8. With regard to remission, moderately disabled participants showed no difference at weeks 4 and 8 for the Project: EVO (13/42, 31%; and 7/30, 23%), iPST (20/54, 37%; and 16/45, 36%), and Health Tips conditions (15/61, 25%; and 18/44, 41%; \(\chi^2=2.09\) and 2.48, respectively, \(P=.35\) and .29, respectively; see Figure 3c). For the mildly disabled group, Project: EVO yielded higher rates of recovery at 4 weeks (18/34, 53%) compared with the Health Tips group (9/38, 24%; \(\chi^2=5.36, P=.02\), with similar recovery observed between the iPST (14/40, 35%) and Health Tips arms (\(\chi^2=0.72, P=.40\); see Figure 3d), with no group differences observed at week 8 (\(\chi^2=1.31, P=.52\)).
Figure 3. Changes in 9-item Patient Health Questionnaire (PHQ-9) and Sheehan Disability Scale scores moderated by baseline depression and by symptom severity for each intervention. (a) Individuals with lower baseline depression by group. (b) Individuals with higher baseline depression by group. (c) Individuals with lower baseline anxiety by group. (d) Individuals with higher baseline anxiety by group. Control: Health Tips; EVO: Project: EVO; iPST: problem-solving therapy app. Error bars represent +/- 1 SE.

Discussion

Principal Findings

To our knowledge, this is the first fully remote randomized clinical field trial of mobile apps for depression in a national sample in the United States. Given the increased interest of health care organizations in the potential of mobile technology to address service gaps for mental health [45], the data from this study provide important information on the impact apps can have in depression care. Our findings suggest that apps designed to engage cognitive correlates of depression had the strongest effect on depressed mood for people with more moderate levels of depression.

As has been found in smaller-scale studies, people who download mood apps tend to use these tools as intended for no more than 2 weeks [21,46]. Despite poor adherence in app use, the benefits seem to be positive in terms of mood and functioning. While we cannot rule out that the outcomes were not simply regression to the mean for the full sample, it does appear that for those who are more significantly impaired, apps that are designed to target specific cognitive deficits implicit in depressive disorders, in this case cognitive control, are more effective than our control intervention. These findings, coupled with data from smaller proof-of-concept studies of the impact of apps on mood [17,47], suggest that for some people with mild to moderate depression, mobile apps could serve as an alternative means of treatment, particularly for those where mental health resources are scarce (eg, ethnic minorities). This was evidenced by the fact that our sample was much more representative of the US population than is typically found in mental health settings across the United States, with service utilization among ethnic/racial groups here being comparable with use rates in the United States [48]. However, these (and all) interpretations should be reviewed with caution given that, while this was an RCT, it was primarily conducted as a feasibility trial. Thus, this was not a mechanistic trial specifically designed to assess and compare the efficacy of these interventions, but rather to provide methodological insights for future work in this space.

Interpretation and Limitations

While our findings showed a positive impact on depression and disability outcomes, half of the enrolled participants never downloaded their assigned app despite having completed eligibility screens, consent forms, and baseline assessment. This is not an uncommon phenomenon in research of this nature: for example, nearly all self-guided Internet-based studies experience...
dropout rates as high as 90% very early in the study timeline [49], and a recent RCT comparing a mood app versus a control app had an 82% dropout rate [50]. Although our final sample was large enough to test the effects of apps on outcomes, the findings should be interpreted cautiously. For the mildly depressed subsample (those individuals with a PHQ-9 between 5 and 10), changes in mood could be attributed to regression to the mean, as spontaneous recovery with such mild depression is not uncommon. However, it is rare for people with a score of ≥15 on the PHQ-9 to simply “get better” (ie, regress to the mean), with our findings in the moderately depressed subsample demonstrating a significant difference between interventions. Furthermore, given the variation in outcomes based on symptom severity, and recent data finding that people with PHQ-9 scores of less than 10 do not have a clinical depression [22], we do not recommend that depression outcomes studies recruit participants with such mild presentations, unless the sample is very large (>10,000).

In addition to the high early study dropout rate, most participants did not use their assigned intervention apps as instructed, a ubiquitous effect across apps even given that these apps differed in content, user experience, and other features. This pattern of use mirrors other field trials of mental health apps that report app use typically wanes over the course of 2 weeks [51]. While limited adherence restricts our ability to test the efficacy of these interventions when used as designed, our data provide useful insight into how individuals typically interact with self-guided treatment apps. Indeed, the participants in this study were relatively tech savvy compared with those less technologically inclined, and we would expect to see some differences comparing these 2 groups, especially in the likelihood of using such apps for treatment purposes. For those less technologically inclined (or even those in this study), having a personal connection with a coach or other peers may be a critical element to encourage longer-term app use. Additionally, future research should also investigate the utility of apps that dynamically shift as user goals shift. The human-computer interaction field has recently demonstrated that user needs and interest in app-supported care vary over time, and engagement with app-based care may hinge on the ability of apps to dynamically adjust to the users’ needs and interests [52].

Mobile apps still have a potential place in the treatment of mood disorders. Adherence to these tools, particularly when delivered as a self-guided treatment, is a problem, and methods for improving adherence should be explored.
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Social Media Use Among Living Kidney Donors and Recipients: Survey on Current Practice and Potential

Abstract

Background: In the United States, there is a national shortage of organs donated for transplant. Among the solid organs, most often kidneys are donated by living donors, but the lack of information and complicated processes limit the number of individuals who serve as living kidney donors. Social media can be a tool for advocacy, educating the public about the need, process, and outcomes of live kidney donors, yet little is known about social media use by kidney transplant patients.

Objective: The purpose of this study was to examine the social media use of potential kidney transplant patients and their willingness to use social media and their networks to advocate and educate about living kidney donation.

Methods: Using a validated survey, we modified the instrument to apply to the patient population of interest attending the Medical University of South Carolina, Charleston, SC, USA. The questions on the survey inquired about current social media use, sites visited, frequency and duration of social media use, and willingness to use social media to share the need for living kidney donors. We asked patients who had received a transplant and those awaiting a transplant to complete the survey during an office visit. Participation was voluntary.

Results: A total of 199 patients completed the survey. Approximately half of all kidney transplant patients surveyed used social media (104/199, 52.3%), and approximately one-third (66/199, 33.2%) had more than 100 friends in their social media network. Facebook was the most popular site, and 51% (102/199) reported that they would be willing to post information about living kidney donation on their social networks. More than a quarter of the sample (75/199, 37.7%) had posted about their health status in the past.

Conclusions: Social media holds great promise for health-related education and awareness. Our study shows the current social media use of kidney transplant patients. In turn, such information can be used to design interventions to ensure appropriate decision making about live kidney donation. Transplant programs can help increase the number of living donors by providing guidance to kidney transplant patients in how to use social media, to be advocates, and to provide information about living kidney donation to their social network.

doi:10.2196/jmir.6176
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Introduction

For patients with end-stage renal disease, kidney transplant is the best available treatment, improving longevity of life (average 10 years), optimizing quality of life, and costing significantly less than dialysis treatments. One of the biggest challenges in the US transplantation community (though this problem exists worldwide) is the growing gap between the increasing demand and the number of procured organs [1,2]. In the United States, there are more than 100,000 candidates on the kidney transplant waitlist. However, only 17,878 kidney transplants were performed in the United States in 2015 [3].

Recent strategies to reduce waitlist time-to-transplant have focused on increasing living donor kidney transplant (LDKT) [4-6]. LDKT is associated with improved graft function, better patient survival, and lower health-related financial costs [7]. Although the risks of donation are minimal (eg, potential hypertension, hernia, and <0.01% mortality), there has been an overall decrease in rates of LDKT [4,8]. Barriers to living kidney donation include difficulty communicating about the need for kidney donation with potential donors, worry about financial strain for the donor, fear of health risks to the donor, and a general lack of knowledge about the kidney donation and transplant process. Patients and transplantation professionals must continue to seek new ways to promote awareness and provide education about the opportunity to be a living donor.

Social media has proven to be an effective tool for increasing awareness about various chronic illnesses and has been used to promote positive health behavior change for certain health-related topics. The literature supports the utility of social media campaigns to promote awareness about cancer and to reduce rates of smoking, alcohol abuse, and use of illicit drugs [9-11]. Further, social media has been shown to reinforce positive behaviors such as healthy eating, regular exercise, and frequent preventive medical screenings [12]. One of the notable campaigns using social media, with a goal of increasing the number of donor registrations, has been a remarkable collaborative effort between the transplantation team at the Johns Hopkins University School of Medicine and Facebook that resulted in the addition of a feature on Facebook that both raised awareness about donation and recruited participants into donor registries. Known as the “Facebook effect,” this effort was vastly successful, increasing the number of new donor registrations by approximately 21-fold by the day after the implementation and by a 5.8-fold increase over baseline over a 13-day period [13].

These innovative health-promoting social media initiatives highlight the great potential to increase awareness and provide education about living kidney donation by capitalizing on the influence of social media in the United States. Social media can be a tool used in creative ways to educate hard-to-reach populations. With the worldwide use of social media and its structure of social group communication, there can be opportunities for patients to use their social media networks as a way to increase LDKT, with the goals of reducing time on the waitlist and improving quality of life both before and after transplant. This can be accomplished by raising awareness and educating others about the need for living kidney donation. However, the literature is lacking in understanding whether or how potential transplant patients use social media. The purpose of this study was to examine and describe social media use by individuals in South Carolina who have been referred for a kidney transplant. This study allowed us to learn about patients’ current practices with social media and evaluate the potential for future interventions that could raise awareness of the opportunity for living kidney donation through the use of social media.

Methods

We used a cross-sectional design to examine patients’ current use of social media for health-related and nonhealth-related topics. Additionally, we assessed patients’ perceptions of social media use for specific kidney transplant health-related activities. Study data were collected and managed using REDCap electronic data capture tools hosted at the Medical University of South Carolina, Charleston, SC, USA [14]. A research associate administered approximately 200 survey interviews to both kidney transplant candidates and kidney transplant recipients who were seen at the Medical University of South Carolina Renal Access Clinic. Kidney transplant candidates were defined as patients who did not have a kidney transplant prior to administration of the survey and who were attending clinic as a pretransplant requirement to be placed on our kidney transplant waitlist. Kidney transplant recipients were defined as those who underwent a kidney transplant and were attending clinic visits as a routine follow-up or due to an acute issue.

Data collection was not identified to any particular patients and data were only examined in the aggregate. Patients provided verbal consent during their clinic visit and, if they were willing to participate, were interviewed using the survey questions. Data were collected between May and September 2015, and the study was approved by the institutional review board of the Medical University of South Carolina.

Using a validated survey with permission from PricewaterhouseCoopers LLP (New York, NY, USA), we sought to identify social media use in our sample [15]. Due to the specific aims of our study, we added questions to the survey to gauge the willingness of patients to share transplant-related information. The added questions were written with expert input and pilot tested with a sample of 15. Descriptive analyses, including frequencies, means, and ranges, were calculated for all the variables. We computed 1-way analysis of variance and chi-square analyses to determine any potential differences among transplant status, and social media use and demographic variables (eg, age, income, education, sex), using IBM SPSS version 23 (IBM Corporation).

Results

The total number of patients surveyed was 199. Of these 199 patients, a majority (n=115, 57.8%) were male. A majority of the patients were kidney transplant recipients (n=133), and 66 were kidney transplant candidates. In terms of educational level attained, 29 patients had not graduated from high school, and...
8 had an eighth grade education or less. More than one-third had graduated from high school, and more than half had at least some college education. The majority of the sample ranged in age from 45 to 64 years, while 21.1% (n=42) were older than 65 years, and 24.1% (n=48) were less than 45 years of age. Table 1 lists these results.

More than half of the sample (n=104, 52.3%) reported that they used social media sites on the Internet. Due to small sample sizes within groups, we transformed age to include only 2 groups (18-44 and ≥44 years), and we collapsed education to comprise 3 groups (less than a high school diploma, high school degree and some college, 2-year college degree or higher). Pearson chi-square analyses comparing potential differences between transplant status (pre- or post-) and social media use revealed no significant difference between those who had a transplant and those who had not in their tendency to use social media ($\chi^2_{12} = .023$, $P > .99$). No significant differences were found between transplant status and income, sex, age, or education.

In terms of social media use, there was a significant difference between age and social media use, with younger people more likely than older adults to use social media ($\chi^2_{5} = 26.15$, $P < .001$). We found no significant differences between social media use and any other demographic variables.

Nearly half (n=96) of the patients sampled had been using social media for less than a month, whereas 31.2% (n=62) had been on social media for over 4 years. Of those who used social media, 24.1% (n=48) reported using social media for 5 hours or less per week. Given the purpose of the study, the size of the social media networks was of particular interest. Of those on social media, 33.2% (n=66) had over 100 “friends” in their social network. Table 2 presents these results.

The most frequently used social media site was Facebook, followed by Instagram, Twitter, and Google+. None of the participants used Reddit, Foursquare, or LiveJournal. Table 3 presents these results.

Table 1. Descriptive data of kidney transplant candidates and kidney transplant recipients, Medical University of South Carolina Renal Access Clinic, May-September 2015 (N=199).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>115 (57.8)</td>
</tr>
<tr>
<td>Female</td>
<td>84 (42.2)</td>
</tr>
<tr>
<td><strong>Transplant status</strong></td>
<td></td>
</tr>
<tr>
<td>Pretransplant</td>
<td>66 (33.2)</td>
</tr>
<tr>
<td>Posttransplant</td>
<td>133 (66.8)</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>14 (7.0)</td>
</tr>
<tr>
<td>35-44</td>
<td>29 (14.6)</td>
</tr>
<tr>
<td>45-54</td>
<td>54 (27.1)</td>
</tr>
<tr>
<td>55-64</td>
<td>55 (27.6)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>42 (21.1)</td>
</tr>
<tr>
<td><strong>Educational level attained</strong></td>
<td></td>
</tr>
<tr>
<td>≤8th grade</td>
<td>8 (4.0)</td>
</tr>
<tr>
<td>Some high school</td>
<td>21 (10.6)</td>
</tr>
<tr>
<td>Graduated from high school</td>
<td>69 (34.7)</td>
</tr>
<tr>
<td>Some college</td>
<td>41 (20.6)</td>
</tr>
<tr>
<td>2-year college</td>
<td>25 (12.6)</td>
</tr>
<tr>
<td>≥4-year college</td>
<td>35 (17.6)</td>
</tr>
</tbody>
</table>
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Table 2. Summary of social media use by kidney transplant candidates and kidney transplant recipients.

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Do you use social networking sites on the Internet?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>104 (52.3)</td>
</tr>
<tr>
<td>No</td>
<td>95 (47.7)</td>
</tr>
<tr>
<td><strong>How long have you been on social media?</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 month</td>
<td>96 (48.2)</td>
</tr>
<tr>
<td>1-6 months</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>6-12 months</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>2-4 years</td>
<td>18 (9.0)</td>
</tr>
<tr>
<td>≥5 years</td>
<td>62 (31.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Total</td>
<td>199</td>
</tr>
<tr>
<td><strong>How many hours per week do you spend on social media?</strong></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>97 (48.7)</td>
</tr>
<tr>
<td>0-5 hours</td>
<td>48 (24.1)</td>
</tr>
<tr>
<td>6-10 hours</td>
<td>29 (14.6)</td>
</tr>
<tr>
<td>11-20 hours</td>
<td>10 (5.0)</td>
</tr>
<tr>
<td>21-30 hours</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>≥31 hours</td>
<td>9 (4.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Total</td>
<td>199</td>
</tr>
<tr>
<td><strong>How many “friends” do you have on social media?</strong></td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>6 (3.0)</td>
</tr>
<tr>
<td>11-50</td>
<td>17 (8.5)</td>
</tr>
<tr>
<td>51-100</td>
<td>15 (7.5)</td>
</tr>
<tr>
<td>101-250</td>
<td>22 (11.1)</td>
</tr>
<tr>
<td>≥251</td>
<td>44 (22.1)</td>
</tr>
<tr>
<td>Total</td>
<td>104</td>
</tr>
<tr>
<td>N/A</td>
<td>95</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 3. Social media of choice among kidney transplant candidates and kidney transplant recipient.

<table>
<thead>
<tr>
<th>Social media site used</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>102</td>
</tr>
<tr>
<td>Google+</td>
<td>16</td>
</tr>
<tr>
<td>Tumblr</td>
<td>2</td>
</tr>
<tr>
<td>Twitter</td>
<td>18</td>
</tr>
<tr>
<td>Instagram</td>
<td>20</td>
</tr>
<tr>
<td>Pinterest</td>
<td>13</td>
</tr>
<tr>
<td>Reddit</td>
<td>0</td>
</tr>
<tr>
<td>Vine</td>
<td>3</td>
</tr>
<tr>
<td>LiveJournal</td>
<td>0</td>
</tr>
<tr>
<td>Foursquare</td>
<td>0</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>12</td>
</tr>
<tr>
<td>Myspace</td>
<td>2</td>
</tr>
<tr>
<td>Snapchat</td>
<td>8</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
</tr>
</tbody>
</table>

Once we established that the majority of our sample used social media, we sought to gauge their comfort and willingness to use it to promote health-related causes. Results indicated that 25.1% (n=50) of patients questioned had used social media to post health-related activities, while 37.7% (n=75) had posted about nonhealth-related activities. Importantly, 35.7% of participants (n=71) reported that they would be willing to share information about their health through social media. And nearly half (n=94, 47.2%) of patients indicated that they would be willing to post information about their kidney disease on social media. Survey results revealed that several patients or their families had already used social media to promote their need for living kidney donation: 14 patients (7%) had a family or friend post about their need for a living kidney donor, 3 patients had asked for a living kidney donation through social media, and 6 (3.0%) had both posted themselves and had a friend or relative post for them. In total, 23 individuals (11.6%) had used social media to ask for a living kidney donation. Table 4 presents these results.
Table 4. Health-related social media use and willingness to use it to promote health-related causes.

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Have you posted health-related activities using social media?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>50 (25.1)</td>
</tr>
<tr>
<td>No</td>
<td>54 (27.1)</td>
</tr>
<tr>
<td>Total</td>
<td>104</td>
</tr>
<tr>
<td>N/Aa</td>
<td>95 (47.7)</td>
</tr>
<tr>
<td><strong>Have you posted nonhealth-related activities on social media?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>75 (37.7)</td>
</tr>
<tr>
<td>No</td>
<td>28 (14.1)</td>
</tr>
<tr>
<td>Total</td>
<td>103</td>
</tr>
<tr>
<td>N/A</td>
<td>96 (48.2)</td>
</tr>
<tr>
<td><strong>Would you be willing to share information about your health through social media?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>71 (35.7)</td>
</tr>
<tr>
<td>No</td>
<td>33 (16.6)</td>
</tr>
<tr>
<td>Total</td>
<td>104</td>
</tr>
<tr>
<td>N/A</td>
<td>95 (47.7)</td>
</tr>
<tr>
<td><strong>Would you be willing to post information about your kidney disease on social media?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>94 (47.2)</td>
</tr>
<tr>
<td>No</td>
<td>41 (20.6)</td>
</tr>
<tr>
<td>Total</td>
<td>135 (67.8)b</td>
</tr>
<tr>
<td>Missing</td>
<td>64 (32.2)</td>
</tr>
<tr>
<td><strong>Did you or a family or friend share information on social media about your need for a kidney transplant?</strong></td>
<td></td>
</tr>
<tr>
<td>Neither asked</td>
<td>74 (37.2)</td>
</tr>
<tr>
<td>Patient asked</td>
<td>3 (1.5)</td>
</tr>
<tr>
<td>Family or friend asked</td>
<td>14 (7.0)</td>
</tr>
<tr>
<td>Both asked</td>
<td>6 (3.0)</td>
</tr>
<tr>
<td>Total</td>
<td>97 (48.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>102 (51.3)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bIncludes people who said “no” to a history of sharing.

Discussion

The utility of social media holds great potential for connecting individuals with others, as well as for providing health-related education. Results from this study revealed that social media is used by many patients in this population who are in need of, or already had, a kidney transplant. Importantly, responses indicate that almost half of patients surveyed would be willing to use social media to share information about their kidney disease. Younger adults are more likely to use social media, which suggests that older adults (≥45 years) could be targeted as a population of intervention to educate about social media use. The results demonstrate the vast potential that social media has for raising awareness about chronic illness and providing health care-related education.

From a transplant-specific perspective, we have shown that some patients and family members have already begun using social media to promote the need for living kidney donors. Moreover, many patients who haven’t yet used social media in this way indicated a willingness to do so. Because social media has been effective in raising awareness for other health-related topics, the global potential in using it as a tool to raise awareness about renal disease and the prospect of living donor transplants is immeasurable. One of the significant barriers to living kidney donation is the kidney transplant candidate’s hesitation in initiating conversation with potential donors, family, and friends. Therefore, social media use offers an innovative and unique opportunity for transplant candidates to promote awareness about renal disease and the negative effect of various treatments (e.g., dialysis), and about their need for a kidney, in a thoughtful and less anxiety-provoking way, thereby potentially increasing...
their network size of potential living kidney donors. Despite the sensitivity and privacy that sometimes accompany illness, results from this study suggest that a good number of patients would be willing to share information about their kidney disease using social media, yet only a small number have done so.

Interestingly, kidney disease patients sampled in this study used social media less than the general population of adults in the United States (65%) [16]. Results then also suggest that the kidney transplantation population is actually underrepresented on social media. This indicates that patients may need guidance in using social media in general, and also to promote their need for a transplant. It is also possible that many of the patients who do use social media have not yet considered using it for this purpose.

Given the potential networking capability of social media, a well-presented case of an individual patient in need of a kidney transplant may raise awareness and lead individuals who know the patient, as well as altruistic donors, to come forward. Since Gallup data have shown that a majority of Americans support organ donation, there is reason to believe that individuals would be receptive to such targeted messages [17]. There have been a handful of already publicized cases of living donors who came forward after learning of the need of an individual patient through social media [18,19]. Furthermore, with the option of paired kidney exchanges and donation chains, the potential for donations to happen is even greater than if a single person comes forward to make a single donation. Given the abundant and growing need for transplantable organs, social media may provide a tool to increase awareness and promote growth in living kidney donation.

Future research may evaluate the use of a social media intervention to increase public awareness of the potential to serve as a living kidney donor and, subsequently, the number of living donors who are evaluated and have learned of the option of living kidney donation through a social media app. Such interventions will have to heed which social media sites are the most popular, as the goal would be to reach the widest audience possible. Transplant centers may consider providing coaching or examples of how social media messages should be written to be compelling, accurate, and informative. Although some patients have larger social media networks (ie, number of friends), others do not. Those who do not can still use the tool by asking their “connections” to also share their message, with the option to boost posts geographically.

Our study does have limitations. First, the data are from only a single transplant center and, thus, the results may not be representative of other geographical areas. Second, the results are self-reported and thus may include some responder bias. It was surprising that 48% of participants had only used social media for less than a month; this may suggest survey reading confusion. We also did not gather information about etiology of kidney disease or ethnicity, which could have added to our understanding of social media use in this population. Third, this was an exploratory study examining the potential of social media in living kidney transplant, and our results are not tied to any specific outcomes.
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Abstract

Background: Human papillomavirus (HPV) is the most common sexually transmitted infection in the United States. There are several vaccines that protect against strains of HPV most associated with cervical and other cancers. Thus, HPV vaccination has become an important component of adolescent preventive health care. As media evolves, more information about HPV vaccination is shifting to social media platforms such as Twitter. Health information consumed on social media may be especially influential for segments of society such as younger populations, as well as ethnic and racial minorities.

Objective: The objectives of our study were to quantify HPV vaccine communication on Twitter, and to develop a novel methodology to improve the collection and analysis of Twitter data.

Methods: We collected Twitter data using 10 keywords related to HPV vaccination from August 1, 2014 to July 31, 2015. Prospective data collection used the Twitter Search API and retrospective data collection used Twitter Firehose. Using a codebook to characterize tweet sentiment and content, we coded a subsample of tweets by hand to develop classification models to code the entire sample using machine learning procedures. We also documented the words in the 140-character tweet text most associated with each keyword. We used chi-square tests, analysis of variance, and nonparametric equality of medians to test for significant differences in tweet characteristic by sentiment.

Results: A total of 193,379 English-language tweets were collected, classified, and analyzed. Associated words varied with each keyword, with more positive and preventive words associated with “HPV vaccine” and more negative words associated with name-brand vaccines. Positive sentiment was the largest type of sentiment in the sample, with 75,393 positive tweets (38.99% of the sample), followed by negative sentiment with 48,940 tweets (25.31% of the sample). Positive and neutral tweets constituted the largest percentage of tweets mentioning prevention or protection (20,425/75,393, 27.09% and 6477/25,110, 25.79%, respectively), compared with only 11.5% of negative tweets (5647/48,940; P<.001). Nearly one-half (22,726/48,940, 46.44%) of negative tweets mentioned side effects, compared with only 17.14% (12,921/75,393) of positive tweets and 15.08% of neutral tweets (3787/25,110; P<.001).

Conclusions: Examining social media to detect health trends, as well as to communicate important health information, is a growing area of research in public health. Understanding the content and implications of conversations that form around HPV vaccination on social media can aid health organizations and health-focused Twitter users in creating a meaningful exchange of
ideas and in having a significant impact on vaccine uptake. This area of research is inherently interdisciplinary, and this study supports this movement by applying public health, health communication, and data science approaches to extend methodologies across fields.

(J Med Internet Res 2016;18(12):e318) doi: 10.2196/jmir.6670
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Introduction

Human papillomavirus (HPV) is the most common sexually transmitted infection in the United States [1]. In the United States, approximately 79 million people are infected with HPV, and 14 million will become newly infected each year [2,3]. Although many infections will resolve without serious consequences, HPV infection has been causally linked to cervical and anal cancers, as well as genital warts. Several HPV vaccines are licensed in the United States that protect against strains of HPV most associated with cervical cancer in females and genital warts in males [4]. Thus, HPV vaccination has become an important component of adolescent preventive health care. According to the US Centers for Disease Control and Prevention, in the United States, HPV vaccination rates have steadily increased among adolescent girls yet remain lower in adolescent boys. In 2007, among girls aged 13-17 years, only 25.1% initiated the vaccine series and 5.9% completed the series, compared with 60.0% initiation and 39.7% completion in 2014 [5]. In 2014, vaccination rates among boys aged 13-17 years were 41.7% initiation and 21.6% completion [5].

A substantial body of communication research demonstrates that mediated communication reflects, but also serves to shape, popular understanding of important issues, including health [6-10]. As media evolves, more information about HPV vaccination is shifting to digital platforms on the Internet, in the form of websites, personal blogs, and social media. Of particular concern is the accuracy or viewpoint of the information. An analysis of the top search results about the HPV vaccine returned from Google, Yahoo, Bing, and Ask.com found that, while the majority of websites (57%) maintained a neutral tone about vaccination, a significant number of sites contained inaccuracies or mentioned conspiracy theories about the vaccine [11]. Users on Twitter, a popular microblogging social media platform, communicate about a range of topics, and there is strong evidence that communication includes a sizeable discourse on public health research and practice, including surveillance [12-16] and information dissemination [17-19].

Health information consumed on social media may be especially influential for segments of society such as younger populations, as well as ethnic and racial minorities, who may be less likely to access health information through formal news sources, health care providers, and other more traditional resources. For example, Latino, African American, and younger populations are more likely than white and older respondents to use mobile technologies for health information [20]. Furthermore, young users, along with minority users, disproportionately access Twitter on mobile devices. This is no surprise, as minority audiences are among the highest users of mobile technologies and social networking platforms [21,22].

A major motivation for this study was the evolving nature of Web-based health information and the opportunity to better understand this area of inquiry through interdisciplinary research. That is, the ways in which Web-based health information is searched for and consumed are no longer limited to a 1-way or static process (ie, using a search engine). Rather, more and more Web information seekers are turning to more dynamic informational sources, including social media, blogs, and forums, to access but also respond to health information [23]. A recent nationwide survey conducted by the Pew Research Center, focusing on how adults in the United States use Web-based resources for health information, found that among Web-based health information seekers, 16% tried to find others who might share the same health concerns, 30% consulted Web-based reviews or rankings of health care services or treatments, and 26% read or watched someone else’s experience about a health issue [23]. Instinctively, public health researchers and practitioners are beginning to examine how health information is generated and disseminated via Twitter. There is a growing evidence base detailing methods for data collection and analysis using social media platforms, and in this study we sought to further this literature by describing a novel approach to data collection using two data collection tools.

These types of analyses and studies are particularly useful for the public health community, in tracking the dissemination of information about vaccination across populations and to gauge receptivity to vaccination messages. Researchers are just beginning to assess the extent and type of discourse about the HPV vaccine on Twitter, although methods are varied [24-27]. This emerging area of communication research provides an opportunity for interdisciplinary teams among the fields of public health, health communication, and data science to strengthen the science and methodology in this growing area of research. Thus, the purposes of this study were to quantify HPV vaccine communication on Twitter, specifically focusing on (1) sentiment, (2) side effects, and (3) prevention and protection, and to describe a novel methodology using two data collection methods to analyze Twitter data.

Methods

We used two methods to collect and validate Twitter data related to HPV vaccination, detailed in Figure 1. The first method used prospective data collection (Figure 1, box A) with a proprietary software program developed by Black and colleagues [28], and the second method employed retrospective data collection (Figure 1, box B) through Microsoft Research. To identify
tweets related to HPV vaccination, we used the following keyword search terms and hashtags: “HPV,” “HPVvaccine,” “HPV shot,” “hpvshot,” “Gardasil,” “Cervarix,” and “#Cervarix.” We developed these keywords by drawing from previous research in content analyses of HPV print and Web-based news sources, balancing the general HPV-related topics with vaccine-specific information [29,30].

Figure 1. Flowchart detailing data collection, merging, and cleaning of final dataset of tweets related to human papillomavirus vaccination.

Prospective Data Collection
The proprietary software was developed to capture Twitter messages in real time, or prospectively, based on keyword search terms. Using the Twitter Search API (Twitter, Inc), the software collected publicly available data that contained tweets that were 6 or fewer days old, although it may include tweets up to 9 days old. The software captured not only the message posted on Twitter, including hashtags (#) and mentions (@), but also features of the message, such as information about the Twitter user; the date, location, and language of the tweet; and the number of times the message was retweeted. Information on the software architecture is detailed elsewhere [28]. As the software used the Twitter Search API, we used the software to conduct prospective data collection at least once a week during the study period (August 1, 2014 to July 31, 2015). We collected a total of 305,517 tweets using prospective data collection.

Retrospective Data Collection
In August 2015, after completing prospective data collection, Microsoft Research accessed Twitter Firehose to extract data using the same keyword search terms. Twitter Firehose allowed access to all tweets during the study timeline (August 1, 2014 to July 31, 2015), except those deleted by the users. We collected a total of 258,102 tweets using retrospective data collection.

Data Integration and Validation
All tweets contained a unique tweet identification (ID) number. Using this unique tweet ID, we merged and matched the prospective and retrospective datasets to produce a final dataset of n=216,060 tweets (Figure 1, box E). We included retweets in this final dataset as long as they had a unique tweet ID. The final dataset included 71.72% (89,457/305,517) of the prospective data and 83.71% of the retrospective data (42,042/258,102). Tweets that did not match were excluded from the final dataset (Figure 1, boxes C and D). Possible reasons for tweets not matching from the two data sources were that (1) user-selected language preferences changed between the prospective and retrospective collection periods, and thus the language variable did not match, (2) gaps longer than 7 days in prospective data collection due to study team scheduling would result in missing tweets no longer available through the Twitter Search API, and (3) some tweets had been deleted. Importantly, deleted tweets or tweets from suspended users that were captured in the prospective data collection were omitted from the final sample because they would not have been captured in the retrospective data collection (per Twitter’s user and data policy). We included English-language tweets, regardless of specific location, in the study; we removed tweets in all other languages from the final dataset.

Content Coding
Data captured included both the tweet content or message itself, contained within 140 characters, and information on the characteristics of the communication and sender. We developed a codebook to classify the content of the 140 characters, and in this study we report on sentiment toward the HPV vaccine (positive, negative, neutral, or no mention), side effects discussed, and prevention or protection discussed. We derived the coding system from previous content analysis research conducted by study team members about the HPV vaccine [29,30], although in print rather than in social media, as well as published Twitter content analysis research [13]. Table 1 details the sample codebook with features including variable description, along with tweet examples. "No mention" is included as part of sentiment because we wanted to situate vaccine sentiment within the larger HPV communication environment on Twitter. Therefore, we are able to quantify how much of the HPV discussion was vaccine focused and how this compares with HPV communication in general.
Table 1. Content classification codebook with feature description and tweet example for tweets related to human papillomavirus (HPV) vaccination.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sentiment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>The tweet contains supportive messages about the HPV vaccine and encourages its uptake</td>
<td>1. Not only does the HPV vaccine protect against human papillomavirus, but it also reduces the risk of cancers 2. #HPV vaccine can be #cancer prevention! Parents, #vaccinate your children at ages 11-12</td>
</tr>
<tr>
<td>Negative</td>
<td>The tweet contains disparaging messages about the HPV vaccine or discourages its uptake</td>
<td>1. Healthy 12-year-old girl dies shortly after receiving HPV vaccine 2. RT @CBCHealth: The Gardasil Girls: How Toronto Star story on young women hurt public trust in vaccine <a href="http://t.co/">http://t.co/</a>...</td>
</tr>
<tr>
<td>Neutral</td>
<td>The tweet’s text holds no subjective opinions about the vaccine—purely facts repeated from sources</td>
<td>1. State officials unveil campaign for HPV vaccination <a href="http://t.co/0ls2sAWGXYs">http://t.co/0ls2sAWGXYs</a> 2. RT @DrJenGunter: About 10% boys have received 3 doses HPV vax</td>
</tr>
<tr>
<td>No mention</td>
<td>The tweet does not mention the HPV vaccine</td>
<td>1. RT @Forbes: HPV is truly indiscriminate 2. RT @CDCSTD: #Women: get screened &amp; talk w/ your friends about the link between #HPV &amp; cervical #cancer</td>
</tr>
<tr>
<td><strong>Side effects</strong></td>
<td>The tweet refers to side effects caused by the HPV vaccine or effects that may be unknown to the user</td>
<td>1. Healthy 12-year-old girl dies shortly after receiving HPV vaccine 2. RT @ksbrownneyegirl: It can happen to your child...to your family...#OneLess #Gardasil #CDCwhistleblower #vaccine...</td>
</tr>
<tr>
<td><strong>Prevention/protection</strong></td>
<td>The tweet refers to the extent to which the HPV vaccine will protect the user from or prevent negative health outcomes</td>
<td>1. Single HPV jab could prevent 70% of cervical cancers (<a href="http://t.co/Hg0KSlIk2A">http://t.co/Hg0KSlIk2A</a>) 2. A new HPV vaccine prevents nine strains of the virus <a href="http://t.co/ZFGvVqlq0U">http://t.co/ZFGvVqlq0U</a></td>
</tr>
</tbody>
</table>

aRT: retweet.

Next, 5 members of the team independently coded the same random sample of tweets (n=50) for each of the codebook variables. Interrater reliability was high (>0.8 on each variable) among all 5 coders, indicating that the codebook is systematic and replicable. Based on developed coding procedures, 2 study members manually coded additional tweets for the purpose of developing classification models. This was an iterative process that involved manual coding of tweets, then computer-assisted coding, followed again by manual coding to refine the classification results. After each round of coding, we analyzed randomly selected tweets to validate model classifications. In total we coded 1470 tweets manually over 4 iterative rounds.

We used the 1470 manually coded tweets to develop a machine learning classifier for each variable in the codebook. Binary variables were classified using a linear classifier (Moore-Penrose pseudoinverse), while a decision tree was applied to variables with more than two categorical responses. Multimedia Appendix 1 details features of the classifiers.

We evaluated the classifiers using leave-one-out estimation; that is, we trained classifiers on (n−1) samples and tested them on the remaining sample, repeating the process n times without replacement [31]. The accuracy of the classifications for binary variables was evaluated by the area under the receiver operating characteristic curve (AUC) and multiple-valued attributes via the fraction of errors. Figure 2 shows that the average AUC improved as a function of the number of manually coded tweets. In this study, we investigated 3 variables classified through this process: HPV vaccine sentiment (AUC=0.918), side effects (AUC=0.739), and prevention/protection (AUC=0.774).

After evaluating the performance of the machine classifiers, we then applied these to the full set of 216,060 tweets in the study, except for the 1470 manually labeled tweets. Based on the coding scheme, no study variables should have classification values rounding to zero; however, this was the case for some of values, indicating improper classification based on the coding scheme. Therefore, we randomly sampled 300 tweets with rounded classification values of zero and discerned no clear pattern within any of the unrounded classification values. That is, the tweets with values rounding to zero were not consistently supposed to be coded as 1 or another value. Due to this inconsistent classification pattern and to provide conservative estimates, we discarded all observations with a rounded classification of zero for sentiment, side effects, and prevention/protection (Figure 1, box F), leaving us with a final study sample of n=193,379 (Figure 1, box G).

Finally, for each tweet collected, we documented the words in the 140-character tweet text most associated with each keyword. We did this by computing the probability that a word would appear in tweets that contain the keyword, compared with the probability of that word in the entire corpus of tweets (n=193,379). To compute the probability, we counted the number of times each word appeared in the given set of tweets and divided this count by the total number of words in the set.

We used the statistical package Stata 14 (StataCorp LP) to analyze differences in tweet characteristics by tweet sentiment. To determine significant differences by sentiment, we used chi-square tests for the counts and categorical variables, analysis of variance for the continuous variables, and nonparametric equality of medians for the medians.
Results

A total of n=193,379 English-language tweets were collected, classified, and analyzed between August 1, 2014 and July 31, 2015. Figure 3 details the percentage of tweets that included the specified keyword search term. The keyword categories are not mutually exclusive, and the same tweet could be captured in multiple keyword searches. In our final dataset, the potential overlap of tweets across keyword searches was reconciled during the deduping and merging process. Over 88.64% (191,515/216,060) of the final dataset included the keyword search term HPV, and nearly 34.91% (75,433/216,060) included HPV vaccine. Based on the keyword query process, all tweets captured by the keyword HPV vaccine would by definition also be captured by the keyword HPV, as both searches share HPV.

Table 2 displays the words most associated with each keyword search term. Results show that associated words varied with each keyword, with HPV being associated with personal words such as I, me, and have, and #HPV being associated with January (cervical cancer awareness month), prevent, and learn. Words associated with the specific vaccine-related keywords (ie, HPV vaccine, Gardasil, and Cervarix) varied greatly, with more positive and preventive words being associated with HPV vaccine (ie, read, to prevent, for girls), and more negative words being associated with Gardasil and Cervarix (ie, cdcwhistleblower, exposed).

Table 2. Most significant terms associated with each keyword in tweets related to human papillomavirus (HPV) vaccine.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Most significant terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPV</td>
<td>me, my, have HPV, I, I have, been, got, read, have to, like</td>
</tr>
<tr>
<td>#HPV</td>
<td>been, cervicalcancer, disease, January, to prevent, just, learn, it’s, vaccine to, time, out</td>
</tr>
<tr>
<td>HPV vaccine</td>
<td>read, been, to prevent, vaccine to, I, out, for girls, age, the HPV, HPV vaccine</td>
</tr>
<tr>
<td>#HPVvaccine</td>
<td>HPVvaccine, to have, please, cancer is, teens, vaccine for, cervicalcancer, linked to, getting, safe</td>
</tr>
<tr>
<td>HPV shot</td>
<td>shot, have to, got, my, I have, me, go to, get, like, I</td>
</tr>
<tr>
<td>#HPVshot</td>
<td>12 year, 13 year, a new, about, about HPV, about the, active, after, against, against HPV</td>
</tr>
<tr>
<td>Gardasil</td>
<td>shot, Gardasil, 13 year, me, cdcwhistleblower, my, want, I, have to, got</td>
</tr>
<tr>
<td>#Gardasil</td>
<td>13 year, cdcwhistleblower, Gardasil, HPVvaccine, 100, need to, her, think, life, please</td>
</tr>
<tr>
<td>Cervarix</td>
<td>exposed, need to, many, medical, need, to be, cdcwhistleblower, health, how, research</td>
</tr>
<tr>
<td>#Cervarix</td>
<td>exposed, need to, medical, many, need, to be, cdcwhistleblower, health, research, link between</td>
</tr>
</tbody>
</table>

Table 3 describes overall sample totals, as well as sample totals by Vaccine sentiment in the tweet (positive, negative, neutral, and no mention). Between August 2014 and July 2015 there were a total of 78,643 unique users who tweeted about HPV, with an average of 2.5 tweets per user. The average number of followers per user was 6569, compared with the median number of followers per user of 443. This large difference between the average and median number of followers indicates that, in our sample, the number of followers per user was heavily skewed to the right (toward a small number of highly followed users).
Moreover, the number of followers differed significantly by sentiment \((P<.001\), with a greater average number of followers exposed to positive sentiment than to negative sentiment (8022 vs 4772, respectively). A majority of tweets included a URL (138,059/193,379, 71.39%), nearly half included a hashtag (86,966/193,379, 44.97%), and just over half included a mention (112,049/193,379, 57.94%). Additionally, there were an average of 12 retweets per tweet and a median of 1 retweet per tweet. Tweets that did not mention the HPV vaccine had the highest average retweet count of 22 retweets per tweet.

Table 3. Characteristics based on metadata and classification analysis, \(n=193,379\).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Tweet sentiment toward vaccine</th>
<th>Total</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HPV vaccine tweets</strong></td>
<td>Positive</td>
<td>Negative</td>
<td>Neutral</td>
</tr>
<tr>
<td>Tweets with sentiment, %</td>
<td>38.99</td>
<td>25.31</td>
<td>12.98</td>
</tr>
<tr>
<td>Total tweets, n</td>
<td>75,393</td>
<td>48,940</td>
<td>25,110</td>
</tr>
<tr>
<td>Total users, n</td>
<td>36,283</td>
<td>24,010</td>
<td>15,045</td>
</tr>
<tr>
<td>Average HPV vaccine tweets per user</td>
<td>2.1</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>Average followers per user</td>
<td>8022</td>
<td>4772</td>
<td>6093</td>
</tr>
<tr>
<td>Median followers per user</td>
<td>459</td>
<td>467</td>
<td>445</td>
</tr>
<tr>
<td><strong>Tweet contents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Includes at least 1 link, n</td>
<td>57,800</td>
<td>34,491</td>
<td>18,898</td>
</tr>
<tr>
<td>Link, %</td>
<td>76.66</td>
<td>70.48</td>
<td>75.26</td>
</tr>
<tr>
<td>Includes at least 1 hashtag, n</td>
<td>36,638</td>
<td>21,523</td>
<td>10,890</td>
</tr>
<tr>
<td>Hashtag, %</td>
<td>48.60</td>
<td>43.98</td>
<td>43.37</td>
</tr>
<tr>
<td>Includes at least 1 mention, n</td>
<td>44,558</td>
<td>31,085</td>
<td>12,659</td>
</tr>
<tr>
<td>Mention, %</td>
<td>59.10</td>
<td>63.52</td>
<td>50.41</td>
</tr>
<tr>
<td>Mentions prevention/protection, n</td>
<td>20,425</td>
<td>5647</td>
<td>6477</td>
</tr>
<tr>
<td>Prevention/protection, %</td>
<td>27.09</td>
<td>11.54</td>
<td>25.79</td>
</tr>
<tr>
<td>Mentions side effects/unknowns, n</td>
<td>12,921</td>
<td>22,726</td>
<td>3787</td>
</tr>
<tr>
<td>Side effects/unknowns, %</td>
<td>17.14</td>
<td>46.44</td>
<td>15.08</td>
</tr>
<tr>
<td><strong>Retweets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of retweets per tweet</td>
<td>9.7</td>
<td>9.1</td>
<td>7.8</td>
</tr>
<tr>
<td>Median number of retweets per tweet</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)No mention of HPV vaccine, but mention of HPV.

\(^b\)Total differs from sum of totals because some users tweeted in multiple categories.

Table 3 also displays results by tweet sentiment. Positive, negative, or neutral sentiment describes how the HPV vaccine was communicated, and no mention indicates that the HPV vaccine was not mentioned (thought HPV was mentioned). Positive sentiment toward the vaccine was the largest type of sentiment in the sample, with 75,393 positive tweets (38.99% of the sample). Negative sentiment was the second largest type with 48,940 tweets (25.31% of the sample). Many more users participated in positive sentiment than in negative sentiment (36,283 vs 24,010 users, respectively).

Tweets coded as having positive sentiment toward HPV vaccine and no mention of HPV vaccine had a significantly higher use of URLs (57,800/75,393, 76.66%, and 18,898/25,110, 75.26% containing links, respectively) as compared with negative sentiment (34,491/48,940, 70.48%) \((P<.001)\). The use of hashtags and mentions in tweets was fairly consistent across sentiment, with positive sentiment showing the greatest use of hashtags (36,638/75,393, 48.60%) and negative sentiment showing the greatest use of mentions (31,085/48,940, 63.52%).

When examining sentiment by tweet content, positive and neutral tweets had the largest percentage of mentions of prevention/protection (20,425/75,393, 27.09%, and 6477/25,110, 25.79%, respectively), compared with only 11.54% (5647/48,940) of negative tweets \((P<.001)\). Nearly one-half (22,726/48,940, 46.44%) of negative tweets mentioned side effects, compared with only 17.14% (12,921/75,393) of positive tweets and 15.08% (3787/25,110) of neutral tweets.
Discussion

This study took place at the intersection of public health, health communication, and data science, and demonstrated the application of a novel methodology for collecting and integrating Twitter data from multiple sources, as well as supporting prior research showing the use of content and classification analysis. Building upon prior studies, we demonstrated the application of similar analyses and techniques across health domains [25,32], as well as expanding data collection and integration procedures. Using tweet characteristics, as well as content analysis based on classification models, we examined the potential reach and classified the nature of HPV vaccine-related tweets from August 2014 to July 2015 (n=193,379).

As our results show, words matter from both a data collection standpoint and a content perspective. The vast majority of our data contained the keyword HPV (88.64%), and thus future studies may be able to limit their keyword search to this single word, especially if resources are limited. Additionally, our findings show that different keywords are associated with different word clusters. HPV, for example, was associated with personal words such as me, I, and have, whereas #HPV was associated with more awareness-raising words, such as January, prevent, and learn. The hashtag (#) is an important feature on Twitter that categorizes tweets based on keyword and makes it easier to search other tweets with that same hashtag and keyword. By including #HPV in a tweet, users are able to click on #HPV and read other messages that have also included #HPV, thus acting as a “social search” function. This search feature may play an important role in raising awareness, as demonstrated by the associated word clusters. Importantly, brand-specific HPV vaccines were associated with more negative words on Twitter (ie, cdcwhistleblower, exposed), whereas the general keyword HPV vaccine was not. This could be important to understand when crafting messages about HPV and the vaccine: including brand-specific vaccines may encourage or lead to a more negative space in Twitter conversations.

Despite some research demonstrating that Web-based vaccine information can have a largely negative sentiment [11], our findings show that a great percentage of tweets about HPV vaccine had a positive sentiment, helping to validate findings on the same topic [24-27]. Furthermore, over one-quarter of these positive HPV vaccine tweets mentioned prevention or protection. In addition, positive tweets had, on average, many more followers than negative tweets, indicating the potential for a greater reach and more exposure of positive tweets than of negative tweets.

There is also an important relationship between tweet sentiment and tweet content: many more tweets that were classified as positive mentioned information about prevention or protection, whereas tweets classified as negative included a much greater discussion about side effects. This can be important information for health promotion and communication campaigns, specifically in terms of tailoring a message and joining a particular conversation. As tweets that contain information on side effects are more likely to be part of a negative conversation, tweeting “side effects are minimal,” that is, downplaying negative sentiment, may not be the most effective way to communicate this information. Importantly, for the “no mention” category (only discussion of HPV and not the vaccine), there was a very low percentage of tweets that mentioned prevention or protection as well as side effects. This is an important data analysis check in terms of the validity of our classification models, as we would...
not expect a large percentage of this content because it relates almost exclusively to the vaccine.

On Twitter, the distribution of followers by user is often highly skewed to the right; that is, few users (often dubbed the elite users, such as celebrities, organizations, and other high-profile users) have many more followers than the majority of Twitter users [33,34]. Our data support this distribution, as the average number of followers per user is much higher than the median number of follower per user (6569 compared to 443). When comparing average number of followers by sentiment, our findings show that tweets with positive sentiment toward the vaccine had a much higher average follower count than did tweets with negative sentiment, averaging 8022 followers compared to only 4772 followers, respectively. This suggests that more influential users, as measured by the number of followers, are tweeting about the vaccine more positively than negatively. This is an important finding, as number of followers is a proxy for reach, and thus more Twitter users are potentially being exposed to more positive sentiment than negative [33,34]. However, when examining sentiment distribution by the median, the numbers of followers are much closer, at 459 (positive) and 467 (negative). This suggests a more evenly distributed reach, or exposure, of positive and negative sentiment among typical Twitter users.

Social features on Twitter, including hashtags, mentions, and links, are important features to help with message dissemination and reach. Tweets classified as having positive sentiment accounted for the greatest percentage of tweets with links: 76.66% of positive tweets contained at least one link. Links are used to connect to other Web sources, often increasing the likelihood of interactivity (ie, shared by a retweet) and serving as a source information to support and corroborate the veracity of tweet content [35]. Tweet link content needs to be examined in order to examine the nature of links. Conversely, tweets classified as having negative sentiment had the greatest percentage of mentions per tweet: 63.52% (31,085/48,940) of negative tweets contained at least one mention. Mentions are a way to communicate directly to other users (more directed messaging and communication), and may serve as a way for agenda setters and opinion leaders to emerge in a network [36], bringing more attention to themselves and their message [37], and to control message diffusion [38]. Use of mentions may be a mechanism for negative and alternative messages about the HPV vaccine, which are in the minority, to appear to gain clout and recognition.

Measuring retweets is a way to quantify reach and dissemination [34,37,38], and in our sample “no mention” had the highest average number of retweets per tweet. “No mention” captures messages about HPV in general and not specifically related to HPV vaccine. This could potentially indicate an interest in disseminating information about the virus in general, or could be related to cervical cancer awareness and screening.

Understanding the content and implications of conversations that form around HPV vaccination on social media can aid health organizations and health-focused Twitter users in creating a meaningful exchange of ideas and having a significant impact on vaccine uptake. As HPV vaccination campaigns continue to use social media platforms, it is important to understand trends in social media communication, particularly across media platforms. In terms of public health surveillance, our study demonstrated that, despite an often negative-leaning frame and discussion of HPV vaccine on social media, the greatest percentage of HPV vaccine tweets are positive. Understanding effective dissemination channels will help connect campaigns with “elite” users and media who have many followers, and consequently may lead to a wider reach of message.

**Limitations**

While this study contributes to interdisciplinary research and methods, there are a few limitations worth noting. First, when merging tweets from the two data sources, we excluded 29.28% (89,457/305,517) of the prospective data and 16.29% (42,042/258,102) of the retrospective data due to nonmatching tweet IDs. To investigate why tweet IDs did not match and were thus excluded from the final sample, we examined excluded tweets from both data collection methods. We randomly selected 1000 tweets from the prospective data, which we identified through Twitter Search API, and found that many were excluded due to English-language misspelling (456/1000, 45.6%), deletion of the tweet (324/1000, 32.4%), no keyword being matched in the text (78/1000, 7.8%), and unexplained reasons (142/1000, 14.2%). We examined all tweets from the prospective data, which were identified through Twitter Firehose, and found that many were excluded due to gaps in time of the prospective data (9821/42,042, 23.36%) and a majority for unexplained reasons (32,221/42,042, 76.64%).

While excluding tweets from the final sample may be a limitation, our study shows that the majority of tweets captured using the Twitter Search API, which is accessible to the public, was validated against the gold standard of Twitter Firehose. According to Twitter, Firehose contains “all public statuses,” compared with Twitter Search API, which only “offer samples of the public data flowing through Twitter.” Twitter Search API is further limited by the number of queries that can be made to it and the number of responses it returns. Therefore, for example, if there is a surge in the use of a keyword, only some of the tweets using it will be returned using Twitter Search API. For this reason, Firehose is considered the gold standard for Twitter data collection.

Second, when applying the classification models to our sample, we may have misclassified some of the tweets or not classified some at all. To limit misclassification, we used an iterative process that included multiple rounds of human coding to strengthen the computer classification models, and we reached on average 80% accuracy with each model. Tweets that were not classified with an adequate level of certainty (ie, above 70%) were excluded from the final sample. This process allowed for our entire sample of tweets to be classified as opposed to a randomly selected subsample.

Third, when discussing reach and exposure of health messages on Twitter, it is important to note that, when a user tweets, it does not mean that all of their followers will read the tweet. Thus, it is most accurate to refer to potential reach and exposure, as opposed to actual reach. In addition, analyzing the follower network of each user and tweet would provide additional...
information on reach; however, that was beyond the scope of this study.

Conclusion
Using and leveraging social media to detect health trends, as well as communicate important health information, is a growing area of research in public health. This area of research is inherently interdisciplinary, and this study supports this movement by applying public health, health communication, and data science approaches to extend methodologies across fields. Building on this particular study, future research will need to further examine how various stakeholders, including parents, youth, health care providers, and health care systems, communicate about the HPV vaccine and identify opportunities to strengthen vaccine uptake and completion. Furthermore, identifying how communication trends are associated with behavioral outcomes, that is, actual vaccine uptake, will be an important next phase of this area of inquiry.
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Abstract

Background: Compared with the traditional ways of gaining health-related information from newspapers, magazines, radio, and television, the Internet is inexpensive, accessible, and conveys diverse opinions. Several studies on how increasing Internet use affected outpatient clinic visits were inconclusive.

Objective: The objective of this study was to examine the role of Internet use on ambulatory care-seeking behaviors as indicated by the number of outpatient clinic visits after adjusting for confounding variables.

Methods: We conducted this study using a sample randomly selected from the general population in Taiwan. To handle the missing data, we built a multivariate logistic regression model for propensity score matching using age and sex as the independent variables. The questionnaires with no missing data were then included in a multivariate linear regression model for examining the association between Internet use and outpatient clinic visits.

Results: We included a sample of 293 participants who answered the questionnaire with no missing data in the multivariate linear regression model. We found that Internet use was significantly associated with more outpatient clinic visits ($P = .04$). The participants with chronic diseases tended to make more outpatient clinic visits ($P < .01$).

Conclusions: The inconsistent quality of health-related information obtained from the Internet may be associated with patients’ increasing need for interpreting and discussing the information with health care professionals, thus resulting in an increasing number of outpatient clinic visits. In addition, the media literacy of Web-based health-related information seekers may also affect their ambulatory care-seeking behaviors, such as outpatient clinic visits.

(J Med Internet Res 2016;18(12):e319) doi:10.2196/jmir.5498
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Introduction

The way people search for health information is constantly changing. Not long ago, people relied almost solely on physicians’ advice to address patients’ medical needs because medicine was a highly specialized field of knowledge, inaccessible and incomprehensible to the general population. However, recent studies have indicated that the picture is gradually changing [1].

According to an annual report published by the Taiwan Network Information Center in 2012, 15.94 million Taiwanese used the Internet, accounting for 77.25% of the Taiwanese population aged 12 years and older [2]. Among those Internet users, many had used the Internet for searching health-related information. Research reported that, in the United States in 2009, 74% of adults used the Internet, and 61% had searched for health-related information online. In particular, 49% had accessed a website for understanding a specific medical condition or problem [3]. As reported by the Pew Research Center in 2013, approximately 59% of Americans had searched online health information in the preceding year [4]. The Internet offers a wide variety of health-related information, allowing the general population to reaffirm what they have heard from their doctors and to make a thoroughly informed decision [5-7].

Compared with the traditional ways of gaining health-related information, such as visiting an outpatient clinic, reading newspapers or magazines, listening to radio or watching television shows, getting advice from neighbors or community or family members, the Internet is inexpensive, accessible, and conveys diverse opinions. On the other hand, more and more physicians use the convenience of the Internet to search drug information [8] and Web-based evidence sources such as UpToDate [9] for providing better medical care to patients.

Relevant studies on how increasing Internet use affects outpatient clinic visits have been inconclusive. Azocar et al [10] in 2003 concluded that patients’ use of a behavioral health website significantly motivated them to increase their use of health care services. In 2008, Lee [11] reported that increasing use of the Internet was correlated with increasing outpatient clinic visits, although only age and sex were controlled in the data analysis. Another study analyzed the association between Internet use and the Internet users’ health-seeking behaviors for those who searched the Web for different purposes. The authors reported that, for every 1-hour increment of searching the Internet, the likelihood for patients to visit physicians was increased by about 10% [12].

In contrast, some studies found a negative or no effect of using the Internet on the number of outpatient clinic visits. A survey conducted in the United States showed that 94% of the participants said their Internet use did not change the number of outpatient clinic visits they made [13]. Another survey conducted in Japan reported that 88.9% of the respondents thought there was no association between their Internet use and their frequency of visiting outpatient clinics or making phone calls to their physicians to inquire about health-related issues [14].

Given that the association between Internet use and health-seeking behaviors is still controversial, and that prior studies were conducted without sufficiently adjusting for potential confounding variables, we conducted this survey in which we derived the data from a sample randomly selected from the general population in Taiwan, with adjustment for most of the potential confounding variables. The aim of this study was to examine the role of Internet use in health-seeking behaviors as indicated by the number of outpatient clinic visits.

Methods

We derived the data for this study from the sixth cycle’s second year (2011) survey of the research project Taiwan Social Change Survey (TSCS) [15]. The project was conducted by the Institute of Sociology, Academia Sinica, and sponsored by the Ministry of Science and Technology (formerly known as the National Science Council) in Taiwan. Each year, 2 modules were used for the questionnaires. For example, in 2009, the 2 modules were Social Inequality and Religion. A total of 2026 Social Inequality questionnaires and 1924 Religion questionnaires were finally answered by the participants randomly selected from Taiwan’s general population.

The 2011 TSCS survey contained 2 modules: (1) the Family questionnaire, and (2) the Health questionnaire. Participants in the 2011 TSCS survey were randomly selected from the general population in Taiwan. Face-to-face structured interviews were conducted for all selected participants. In addition to shared questions, some of the survey questions in the questionnaire had been separated into 2 sets: set-A questions and set-B questions. Each set-A question has a similar set-B question. For example, question D1a1 in set A and question D1b1 in set B both inquire about participants’ smoking status.

This was a cross-sectional study. The Health questionnaires collected for this study were answered by the participants who were randomly selected from Taiwan’s general population. Participants in this study were numbered: the odd-numbered participants were assigned to answer set-A questions and the shared questions; and the even-numbered participants were assigned to answer set-B questions and the shared questions in the Health questionnaires. Our study used a secondary dataset collected in 2011 by the Institute of Sociology in Academia Sinica.

We selected the following variables: (1) reported confounding variables such as age [16,17], sex [13,16], annual income [16], educational level [14], self-reported health status, and chronic disease [17,18]; (2) background information of a participant such as residence and marital status; (3) social support variables such as the total number of family members and self-perceived neighbor support; and (4) attitudes toward the health care system.

For balancing the variables between the group of questionnaires without missing data and the group of questionnaires with missing data, we built a model for propensity score matching using multivariate logistic regression. Age and sex were the independent variables, and whether a questionnaire answered by a participant had missing data (the uncompleted group) or...
not (the completed group) was the dependent variable in the multivariate logistic regression model for propensity score matching. We obtained each participant’s propensity score of being assigned to the completed group based on the multivariate logistic regression model. A participant in the completed group was matched to a participant in the uncompleted group using 1-to-1 nearest-neighbor matching without replacement and a caliper of 0.18 of the pooled standard deviation of the logit of the propensity scores. We examined whether the propensity score model had good discrimination by using the area under the receiver operating characteristic curve. We expected age and sex in the propensity score model to be balanced between the completed and uncompleted groups. The questionnaires in the completed group that were matched to the questionnaires in the uncompleted group were retained for further analysis.

For examining the linear association between an independent variable and the outcome variable, we calculated the Pearson correlation coefficient or Spearman rank correlation coefficient depending on the scale of an independent variable. The outpatient clinic visit was the outcome variable. We coded the outpatient clinic visit using a Likert scale ranging from 1 to 5, indicating the frequency of outpatient clinic visits from “never” to “several times a month,” respectively. An independent variable with a P value of the correlation coefficient <.30 was eligible to enter the multivariate linear regression model. In addition, we examined the collinearity between 2 independent variables using the Spearman rank correlation coefficient: “How is your health status?” and “Do you have chronic diseases?” Only one of them stayed in the model if a significant collinearity was identified.

We conducted multivariate linear regression analysis for examining the association between Internet use and outpatient clinic visits, including the confounding variables selected by linearity and collinearity checks. We regarded PR<.05 as statistically significant. We conducted all statistical analyses in this study using STATA/MP 11.0 (StataCorp LP) for Windows PC. This study was approved by the Research Ethics Committee of National Taiwan University Hospital (201510102W).

Results

A total of 2199 participants joined this study to answer the Health questionnaires. Among the 2199 Health questionnaires, 1064 (48.39%) were even numbered and assigned to answer the set-A questions and the shared questions. Among the 1135 participants who were odd numbered and assigned to answer the set-B questions and the shared questions on the Health questionnaires, 23 (2.03%) did not provide their age and were thereby excluded. Therefore, we finally included 1112 Health questionnaires for propensity score matching using multivariate logistic regression (Figure 1).

A total of 1112 Health questionnaires were eligible for this study: 555 questionnaires did not have missing data (the completed group); 557 questionnaires (50.09%) had missing data (the uncompleted group). The participants in the completed group were significantly younger than those in the uncompleted group (P<.001). More male participants were in the completed group than in the uncompleted group with a borderline significance (P=.06). To avoid the potential risk of selection bias, we conducted propensity score matching to balance age and sex between the 555 questionnaires in the completed group and the 557 questionnaires in the uncompleted group (Table 1).

We established a propensity score model for matching a questionnaire answered by a participant in the completed group (n=555) to a questionnaire answered by a participant in the uncompleted group (n=557). The propensity score model for the completed group and uncompleted group included 2 independent variables: age and sex. It showed good discrimination (area under the receiver operating characteristic curve=0.83). We identified 293 matched pairs: 293 respondents from the completed group and 293 respondents from the uncompleted group. The mean (SD) propensity scores before matching were 0.67 (0.22) for the completed group and 0.33 (0.25) for the uncompleted group (P<.001). The mean (SD) propensity scores after matching were 0.55 (0.22) for the 293 participants from the completed and 0.51 (0.22) for the 293 participants from the uncompleted groups (P=.07). Age and sex were not significantly different between the 293 participants from the completed group and the 293 participants from the uncompleted group. The 293 participants from the completed group were eligible for bivariate analysis and multivariate linear regression analysis.

In examining the linear relationship between each independent variable and the number of outpatient clinic visits (Table 2), we found that participants who rated themselves healthier were negatively associated with making more outpatient clinic visits (P<.003). In comparison, people with chronic diseases, such as diabetes, hypertension, or hyperlipidemia, tended to have made more outpatient clinic visits (P<.001). The collinearity check using the Spearman rank correlation coefficient for “What is your health status?” and “Do you have chronic diseases?” showed a correlation coefficient of −.18 (P=.002). We therefore excluded “What is your health status?” from further analysis.
**Figure 1.** Participant selection.

- 2199 participants from 2011 Taiwan Social Change Survey (TSCS) database
  - Excluded 1064 even-numbered participants who were assigned to answer the set-B questions and the shared questions
  - 1135 odd-numbered participants who were assigned to answer the set-A questions and the shared questions
  - Excluded 23 participants with missing ages
  - 1112 odd-numbered participants who were assigned to answer the set-A questions and the shared questions

- Completed group (n=555 participants)
- Uncompleted group (n=557 participants)

  - Propensity score matching with a caliper of 0.18 of the pooled standard deviation of the logit of the propensity scores
  - 293 matched pairs

- Completed group (n=293 participants)
- Uncompleted group (n=293 participants)

For further analysis
- ie, correlation coefficient/multivariate linear regression
Table 1. Characteristics before and after propensity score matching for the completed group and uncompleted group.

<table>
<thead>
<tr>
<th>Questionnaire item (score)</th>
<th>Before propensity score matching</th>
<th>After propensity score matching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completed (n=555)</td>
<td>Uncompleted (n=557)</td>
</tr>
<tr>
<td></td>
<td>Mean (SD) or n (%)</td>
<td>Missing data&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>How often have you visited a doctor in the past 12 months? n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never (1)</td>
<td>27 (4.86)</td>
<td>13 (2.76)</td>
</tr>
<tr>
<td>Once a year (2)</td>
<td>51 (9.19)</td>
<td>35 (7.19)</td>
</tr>
<tr>
<td>Several times a year (3)</td>
<td>383 (69.01)</td>
<td>295 (60.57)</td>
</tr>
<tr>
<td>Once a month (4)</td>
<td>78 (14.05)</td>
<td>118 (24.23)</td>
</tr>
<tr>
<td>Several times a month (5)</td>
<td>16 (2.88)</td>
<td>26 (5.34)</td>
</tr>
<tr>
<td>How many hours do you use the Internet every day? mean (SD)</td>
<td>2.90 (2.69)</td>
<td>2.87 (3.15)</td>
</tr>
<tr>
<td>How many hours do you watch TV news every day? mean (SD)</td>
<td>0.98 (0.96)</td>
<td>1.10 (1.07)</td>
</tr>
<tr>
<td>How many years of school education did you receive? mean (SD)</td>
<td>14.23 (2.89)</td>
<td>9.66 (3.79)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>37.21 (13.03)</td>
<td>57.91 (16.58)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td>0</td>
<td>.06</td>
</tr>
<tr>
<td>Female</td>
<td>265 (47.75)</td>
<td>297 (53.32)</td>
</tr>
<tr>
<td>Male</td>
<td>290 (52.25)</td>
<td>260 (46.68)</td>
</tr>
<tr>
<td>Residence, n (%)</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Rural</td>
<td>18 (3.24)</td>
<td>54 (9.73)</td>
</tr>
<tr>
<td>Urban</td>
<td>537 (96.76)</td>
<td>501 (90.27)</td>
</tr>
<tr>
<td>What is your marital status? n (%)</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Unmarried</td>
<td>245 (44.14)</td>
<td>59 (10.63)</td>
</tr>
<tr>
<td>Divorced</td>
<td>17 (3.06)</td>
<td>27 (4.86)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (0.36)</td>
<td>88 (15.86)</td>
</tr>
<tr>
<td>Married</td>
<td>285 (51.35)</td>
<td>372 (67.03)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (1.08)</td>
<td>9 (1.62)</td>
</tr>
<tr>
<td>How many members, including you, are there in your family? mean (SD)</td>
<td>4.25 (1.86)</td>
<td>4.14 (2.13)</td>
</tr>
<tr>
<td>When you need help, your neighbors are willing to give you a hand. mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.79 (0.89)</td>
<td>3.88 (0.84)</td>
</tr>
<tr>
<td>Are you satisfied with Taiwan’s health care system? mean (SD)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.46 (1.08)</td>
<td>3.62 (1.01)</td>
</tr>
<tr>
<td>Generally speaking, Taiwan’s physicians are trustworthy. mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.56 (0.90)</td>
<td>3.49 (0.94)</td>
</tr>
<tr>
<td>Do you smoke? n (%)</td>
<td>2</td>
<td>.26</td>
</tr>
<tr>
<td>No</td>
<td>454 (81.80)</td>
<td>439 (79.10)</td>
</tr>
<tr>
<td>Yes</td>
<td>101 (18.20)</td>
<td>116 (20.90)</td>
</tr>
<tr>
<td>Questionnaire item (score)</td>
<td>Before propensity score matching</td>
<td>After propensity score matching</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>Completed (n=555) Uncompleted (n=557)</td>
<td>Completed (n=293) Uncompleted (n=293)</td>
</tr>
<tr>
<td></td>
<td>Mean (SD) or n (%) Missing data(^a) (P) value</td>
<td>Mean (SD) or n (%) Missing data(^a) (P) value</td>
</tr>
<tr>
<td><strong>Do you drink alcohol? n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>272 (49.01) 345 (62.27) 162 (55.29) 155 (52.90)</td>
<td>0 &lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>283 (50.99) 209 (37.73) 131 (44.71) 138 (47.10)</td>
<td></td>
</tr>
<tr>
<td><strong>Do you chew betel nut? n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>515 (92.79) 475 (85.28) 277 (94.54) 238 (81.23)</td>
<td>4 &lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>40 (7.21) 82 (14.72) 16 (5.46) 55 (18.77)</td>
<td></td>
</tr>
<tr>
<td><strong>Did you receive a self-paid health checkup in the past 3 years? n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>403 (72.61) 458 (82.82) 222 (75.77) 231 (79.38)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>152 (27.39) 95 (17.18) 71 (24.23) 60 (20.62)</td>
<td></td>
</tr>
<tr>
<td>What is your health status? mean (SD)(^d)</td>
<td>2.63 (0.97) 2.44 (1.03) 2.61 (0.96) 2.58 (1.04)</td>
<td></td>
</tr>
<tr>
<td><strong>Do you have chronic diseases? n (%)</strong></td>
<td>10 &lt;.001</td>
<td>49 .61</td>
</tr>
<tr>
<td>No</td>
<td>437 (78.74) 294 (53.75) 215 (73.38) 196 (69.01)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>118 (21.26) 253 (46.25) 78 (26.62) 88 (30.99)</td>
<td></td>
</tr>
<tr>
<td><strong>In the past 12 months, did you seek medical assistance from comple-</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>mentary and alternative medicine? n (%)</strong></td>
<td>61 .10</td>
<td>49 .61</td>
</tr>
<tr>
<td>No</td>
<td>343 (61.80) 331 (66.73) 181 (61.77) 156 (63.93)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>212 (38.20) 165 (33.27) 112 (38.23) 88 (36.07)</td>
<td></td>
</tr>
<tr>
<td><strong>Are you satisfied with your quality of life? n (%)</strong></td>
<td>10 .92</td>
<td>3 .02</td>
</tr>
<tr>
<td>Very dissatisfaction or dissatisfied</td>
<td>115 (20.72) 112 (20.48) 51 (17.41) 73 (25.17)</td>
<td></td>
</tr>
<tr>
<td>Very satisfied or satisfied</td>
<td>440 (79.28) 435 (79.52) 242 (82.59) 217 (74.83)</td>
<td></td>
</tr>
<tr>
<td><strong>Is your household income higher than, lower than, or similar to other households in Taiwan? mean (SD)(^e)</strong></td>
<td>2.88 (0.63) 2.59 (0.75) 2.87 (0.64) 2.67 (0.71)</td>
<td>12 &lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)The sample size of missing data in the uncompleted group next to itself for the item.

\(^b\)Possible responses and their scores were strongly disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5).

\(^c\)Possible responses and their scores were very dissatisfied (1), dissatisfied (2), neutral (3), satisfied (4), and very satisfied (5).

\(^d\)Possible responses and their scores were bad (1), fair (2), good (3), very good (4), and excellent (5).

\(^e\)Possible responses and their scores were much lower (1), lower (2), similar (3), higher (4), and much higher (5).
Table 2. Correlation coefficients between each independent variable and the number of outpatient clinic visits.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Correlation coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many hours do you use the Internet every day?</td>
<td>.06</td>
<td>.27</td>
</tr>
<tr>
<td>How many hours do you watch TV every day?</td>
<td>.04</td>
<td>.48</td>
</tr>
<tr>
<td>How many years of school education did you receive?</td>
<td>-.10</td>
<td>.08</td>
</tr>
<tr>
<td>Age (1-year increment)</td>
<td>.11</td>
<td>.06</td>
</tr>
<tr>
<td>Sex (0=female, 1=male)</td>
<td>-.06</td>
<td>.34</td>
</tr>
<tr>
<td>Residence (0=rural, 1=urban)</td>
<td>-.01</td>
<td>.83</td>
</tr>
<tr>
<td>What is your marital status? (reference group: married)</td>
<td>-.04</td>
<td>.49</td>
</tr>
<tr>
<td>How many members, including you, are there in your family?</td>
<td>-.11</td>
<td>.06</td>
</tr>
<tr>
<td>When you need help, your neighbors are willing to give you a hand.</td>
<td>.02</td>
<td>.77</td>
</tr>
<tr>
<td>Are you satisfied with Taiwan’s health care system?</td>
<td>.01</td>
<td>.83</td>
</tr>
<tr>
<td>Generally speaking, Taiwan’s physicians are trustworthy.</td>
<td>.08</td>
<td>.15</td>
</tr>
<tr>
<td>Do you smoke? (0=no, 1=yes)</td>
<td>-.09</td>
<td>.11</td>
</tr>
<tr>
<td>Do you drink alcohol? (0=no, 1=yes)</td>
<td>-.07</td>
<td>.22</td>
</tr>
<tr>
<td>Do you chew betel nut? (0=no, 1=yes)</td>
<td>&lt;.01</td>
<td>.99</td>
</tr>
<tr>
<td>Do you receive self-paid health checkup in the past 3 years? (0=No, 1=Yes)</td>
<td>.07</td>
<td>.22</td>
</tr>
<tr>
<td>What is your health status? (reference group: Bad)</td>
<td>-.18</td>
<td>.003</td>
</tr>
<tr>
<td>Do you have chronic diseases? (0=no, 1=yes)</td>
<td>.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>In the past 12 months, did you seek medical assistance from complementary and alternative medicine? (0=no, 1=yes)</td>
<td>.01</td>
<td>.83</td>
</tr>
<tr>
<td>Are you satisfied with your quality of life? (0=very dissatisfied/dissatisfied, 1=very satisfied/satisfied)</td>
<td>.06</td>
<td>.31</td>
</tr>
<tr>
<td>Is your household income higher than, lower than, or similar to other households in Taiwan?</td>
<td>.07</td>
<td>.24</td>
</tr>
</tbody>
</table>

After controlling for other confounding variables using multivariate linear regression for the 293 participants from the completed group, we found that Internet use was significantly associated with more outpatient clinic visits ($P=.04$) (Table 3). The adjusted $R^2$ was .1195, indicating that 11.95% of the variance could be accounted for by this multivariate linear regression model.
Table 3. Multivariate linear regression on number of outpatient office visits (n=293)\(^a\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many hours do you use the Internet every day?</td>
<td>0.04</td>
<td>.04</td>
</tr>
<tr>
<td>How many years of school education did you receive?</td>
<td>-0.03</td>
<td>.03</td>
</tr>
<tr>
<td>Age (1-year increment)</td>
<td>0.01</td>
<td>.20</td>
</tr>
<tr>
<td>Sex (0=female, 1=male)</td>
<td>-0.09</td>
<td>.32</td>
</tr>
<tr>
<td>What is your marital status? (reference group: married)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>0.24</td>
<td>.08</td>
</tr>
<tr>
<td>Divorced</td>
<td>0.15</td>
<td>.50</td>
</tr>
<tr>
<td>Widowed</td>
<td>0.75</td>
<td>.15</td>
</tr>
<tr>
<td>Other</td>
<td>-1.22</td>
<td>.02</td>
</tr>
<tr>
<td>How many members, including you, are there in your family?</td>
<td>-0.02</td>
<td>.50</td>
</tr>
<tr>
<td>Generally speaking, Taiwan’s physicians are trustworthy.</td>
<td>0.01</td>
<td>.76</td>
</tr>
<tr>
<td>Do you smoke? (0=no, 1=yes)</td>
<td>-0.19</td>
<td>.12</td>
</tr>
<tr>
<td>Do you drink alcohol? (0=no, 1=yes)</td>
<td>-0.11</td>
<td>.21</td>
</tr>
<tr>
<td>Did you receive a self-paid health checkup in the past 3 years? (0=no, 1=yes)</td>
<td>0.12</td>
<td>.22</td>
</tr>
<tr>
<td>Do you have chronic diseases? (0=no, 1=yes)</td>
<td>0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Is your household income higher than, lower than, or similar to other households in Taiwan?</td>
<td>0.04</td>
<td>.51</td>
</tr>
</tbody>
</table>

\(^a\)The value of adjusted \(R^2\) for this multivariate linear regression model is .1195.

**Discussion**

Principal Findings

After controlling for age and sex using propensity core matching for the completed group and uncompleted group, and for other confounding variables using multivariate linear regression analysis, we found that spending more time using the Internet was significantly associated with making more outpatient clinic visits.

Health-Related Information in the Media

Media such as newspapers, magazines, journals, television, and radio report not only information on daily life and their audiences’ interests, but also health-related information. One of the most important ways the media may help patients to correctly interpret health-related information is to present the information in an unbiased manner [19,20]. Nevertheless, this is not usually the case. Web-based health information may not be as correct as the information shown in textbooks or academic journals [21].

Diem et al [22] reported that, in television programs, the survival rates of people receiving cardiopulmonary resuscitation were significantly higher than the most optimistic survival rates reported in the literature. Chen et al [23] also reported that information reported in the major newspapers in Taiwan regarding the use of life supporting treatments for patients who are critically ill is too optimistic as indicated by the probability of survival. In addition to health-related information regarding life supporting treatments in the media, Moynihan et al [24] studied media coverage of the benefits and risks for three medications in leading national newspapers, local newspapers, and television networks in the United States. They concluded that media stories about medications included inadequate or insufficient information about the benefits, risks, and costs of the drugs.

One theme emerged from the above studies [22-24], which is that the media tends to show biased health-related information. Accordingly, the audience’s ability to analyze and evaluate the messages shown on a wide variety of media is critical for telling whether health-related information in the media is biased or unbiased.

Internet Use and Outpatient Clinic Visits

The media plays an important role in raising awareness about health care services to patients and in shaping laypeople’s perceptions of and decision making about health care [25]. Our study found that laypeople who spend more time using the Internet are more likely to visit outpatient clinics. Several reasons may account for this phenomenon:

First, some studies reported that people who used the Internet to search for health-related information needed more help from health care professionals with interpreting and understanding the health-related information they obtained [11,26]. Another study reported that the controversial health-related information reported in the media might affect patients’ perceptions of and decision making about medical care [27]. In addition, several studies have shown that health-related information on the Internet is less likely to be accredited by the Health on the Net Foundation, and is therefore less reliable [28]. Such inconsistent quality may bring about significant anxiety for patients. As a result, patients who spend more time using the Internet may be more likely to visit outpatient clinics for clarification and interpretation of a kaleidoscope of health-related information. This, therefore, may increase physicians’ workloads, as they
have to spend additional time discussing health-related information and reassuring patients [27].

Second, compared with nonseekers, adults seeking health-related information on the Web were more likely to rate themselves as having poor health [13]. Therefore, laypeople who spend more time using the Internet are more likely to visit outpatient clinics, not because of their Internet use, but because they tend to rate themselves as having poor health and, therefore, tend to seek professional advice about their health status.

Third, media literacy may account for our study result. Laypeople with better media literacy may not simply accept health-related information shown in the media. Instead, they may prefer to carefully digest health-related information obtained from the media by studying academic journals, seeking professional guidance by consulting health care professionals, and so on. Visiting outpatient clinics to obtain professional advice for health-related information shown in the media is the most convenient and least time-consuming way to get that guidance. As a result, people who frequently seek health-related information on the Web are significantly associated with making more outpatient clinic visits.

Strengths and Limitations

We conducted this study, based on a sample derived from a random sample of the general population in Taiwan, to examine the relationship between Internet use and health-seeking behaviors as indicated by the number of outpatient clinic visits. We used sophisticated statistical methods to minimize the threat to external validity due to missing data and to control a large variety of confounding variables. In addition, the study results extended what is already known and from previously reported academic work by providing new data and by controlling for some confounding variables that were not controlled for (ie, the total number of family members and whether physicians are perceived as trustworthy) in previous studies [11-13]. Accordingly, we are confident that the results of this study are convincing and generalizable.

Nevertheless, there are some limitations in this study. This was a cross-sectional study using a questionnaire for the participants to recall the frequency of their Internet use and the frequency of their outpatient clinic visits. The causal relationship between Internet use and outpatient clinic visits is not as strong as in the design of a prospective cohort study. In addition, the frequency of Internet use recalled by the study respondents did not necessarily indicate that they had been searching for health-related information. This potential inaccuracy should be further considered when applying the results of this study.

Second, recall bias may also affect the outcome of this study. It could simply occur due to the differences in the accuracy or completeness of participants’ answers to the survey questions regarding their Internet use and outpatient clinic visits from the past year. Or, if participants were so sick that they had visited outpatient clinics several times, it would not have been easy for them to recall the frequency of their visits in the past year. Similarly, if participants only sometimes used the Internet, they might not have been able to recall the frequency of their Internet use.

Third, there may be concerns about the relationship between Internet use and the number of outpatient clinic visits, which was nonsignificant in univariate analysis (P=.27) but significant in multivariate analysis (P=.04). Several reasons may cause this phenomenon [29]: (1) interaction: we have checked the interaction between the time of using the Internet every day in hours and chronic diseases status, and identified that there is no interaction between these 2 variables (P=.57); (2) the effect of unbalanced sample size: the dataset for multivariate linear regression did not have unbalanced sample size; and (3) the influence of missing data: there were no missing data in the 293 questionnaires included in the multivariate linear regression model. There may be some other reasons associated with this “nonsignificant in univariate analysis but significant in multivariate analysis” phenomenon.

Fourth, we used propensity score matching to compare the subset of participants in the completed group with a subset of participants in the uncompleted group who were similar in age and sex [30-32]. The subsets of the completed and uncompleted groups selected using propensity score matching might not be well representative of their respective entire group. As a result, the generalizability of the study results might be of concern.

Fifth, the low adjusted $R^2$ may be of concern. However, it is expected that the adjusted $R^2$ value will be low in some fields. For example, fields that attempt to predict human behaviors typically have lower adjusted $R^2$ values. Given that the nature of this study was to predict human behaviors, it is acceptable that our study results have an adjusted $R^2$.1195.

Conclusions

The use of information technology, such as the Internet, to provide health-related information to the general population has grown extremely rapidly in the past decade and will continue to grow at a rapid pace in the future. Our study identified that Internet use is positively associated with frequency of outpatient clinic visits. The contradictory or diverse nature of Internet information might play an important role in the increasing frequency of outpatient clinic visits. In addition, patients’ ability to analyze and evaluate health-related information conveyed by a wide variety of media modes for telling whether this information is biased or unbiased may also influence their frequency of making outpatient clinic visits. Future studies may focus on how media literacy affects laypeople’s interpretation of health-related information and their health-seeking behaviors.
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Abstract

Background: The majority of health care utilization decisions in the United States are made by persons with multiple chronic conditions. Existing public reports of health system quality do not distinguish care for these persons and are often not used by the consumers they aim to reach.

Objective: Our goal was to determine if tailoring quality reports to persons with diabetes mellitus and co-occurring chronic conditions would increase user engagement with a website that publicly reports the quality of diabetes care.

Methods: We adapted an existing consumer-focused public reporting website using adult learning theory to display diabetes quality reports tailored to the user’s chronic condition profile. We conducted in-depth cognitive interviews with 20 individuals who either had diabetes and/or cared for someone with diabetes to assess the website. Interviews were audiotaped and transcribed, then analyzed using thematic content analysis.

Results: Three themes emerged that suggested increased engagement from tailoring the site to a user’s chronic conditions: ability to interact, relevance, and feeling empowered to act.

Conclusions: We conclude that tailoring can be used to improve public reporting sites for individuals with chronic conditions, ultimately allowing consumers to make more informed health care decisions.

(J Med Internet Res 2016;18(12):e332) doi: 10.2196/jmir.6555
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diabetes; chronic conditions; public reports; patient engagement
**Introduction**

In spite of evidence that consumers want more information on health care provider performance, there is limited use of current reports to make informed health care decisions [1,2] because only 12% of US adults have consulted online rankings or reviews of clinicians or other physicians [3]. Public reporting on health care performance has been available in the United States for more than two decades and was further enhanced with the Affordable Care Act’s [4] creation of a “national strategy for quality improvement through publicly reporting quality performance” [5]. Consequently, health care information transparency initiatives are rapidly increasing. For example, the recently formed Center for Healthcare Transparency has a goal of making information on the relative cost and quality of health care services available to 50% of the US population by 2020 [6]. Yet, studies suggest that consumers do not seek out this information, understand it, trust it, or know how to use it [7,8]. Promising strategies to increase consumer engagement in public reports are to improve the design [9,10], include patient narrative [11-14], and to tailor metrics to reflect the concerns and preferences of individual consumers [15]. It has been shown that the absence of tailoring in public reports makes them unlikely to succeed [16,17] and that consumers are deterred by the content and design of current reports that lack tailoring to their individual needs [18]. Tailoring, or personalizing health information, means creating communicative information about a given individual to determine what specific content they will receive, the contexts or frames surrounding the content, by whom it will be presented, and the channels through which it will be delivered [19].

Consumers with multiple chronic conditions are a priority population for tailoring public reports because they have a continuing need to know how to best manage their health conditions to avoid complications and improve their health [20]. It is increasingly recognized that existing reporting initiatives do not support decision making for these consumers even though persons with chronic conditions may be the population most interested in public reports [7,21]. Those with diabetes mellitus are particularly representative of this group because more than 90% have multiple chronic conditions (diabetes plus at least one more condition) [22]. Additionally, persons with diabetes may be more receptive to publicly reported information on quality [23] because of their emotional connection to their disease, awareness of symptoms and consequences, and information-seeking behaviors.

We examined whether tailoring existing public reports on health care quality to persons with diabetes and co-occurring chronic conditions would increase their engagement with the reports. Using four principles of adult learning [24], we adapted a consumer-focused website that publicly reports the quality of diabetes care using a hypothetical patient narrative [25] by tailoring the information presented more specifically to each person’s co-occurring chronic conditions. We shared the original and revised websites with consumers and conducted semistructured interviews to obtain feedback on the changes. We expected that greater customization of content tailored to the individual’s conditions would increase engagement with this public reporting website [26].

**Methods**

**Study Design**

As recommended in the 2025 vision for public reporting [20], we engaged consumers in developing and testing public reports as a mechanism to determine what is most useful and meaningful to them. We adapted an existing public reporting website that uses a novel storytelling format to explore the health issues and health care options of “Helen,” who has diabetes [27]. In its existing format, consumers can follow and learn from Helen’s story, compare the performance of more than 20 health systems on metrics representing the quality of diabetes care within each health system, and find useful tips about being a better health care consumer. For our study, we redesigned the website to tell the story of “Karen,” who has diabetes and other health issues (Multimedia Appendix 1 Figure A1). The website redesign was interactive and allowed the content to be tailored to each user to reflect health system performance metrics for individuals with similar chronic conditions. Next, to assess the websites, we conducted in-depth cognitive interviews with 20 individuals who either had diabetes and/or cared for someone with diabetes [28]. During the interviews, we asked participants to navigate through the existing website with Helen’s story and the redesigned website with Karen’s story. Interviews were audiotaped and transcribed, then analyzed using thematic content analysis.

**Developing a Website That Tailors Information to the User**

To create a website that tailors information for the user, we used four principles of adult learning: (1) adult learners’ experience, (2) involved adult learner, (3) problem-centered, and (4) relevance and impact to learners’ lives [24]. Our adaptations to address these principles included (1) creating a new story about Karen who has other health issues in addition to diabetes, (2) allowing the user to answer four questions about their own chronic conditions, (3) using the four questions to create a chronic condition profile for the user (Multimedia Appendix 1 Figure A2), and (4) generating a report comparing quality among health systems for that user’s chronic condition profile.

**Sampling**

To recruit, flyers advertising the study were posted at local libraries, grocery stores, community centers, senior centers, university buildings, and a local hospital. Additionally, we placed an ad in a local paper. Only individuals who had diabetes and/or cared for an individual with diabetes were eligible. Those interested in participating in the study were screened via telephone by the University of Wisconsin Survey Center. We expected our study population to be older, white, and college educated based on the demographics of the local population. Once we reached 20 participants, we closed enrollment into the study. We based our sample size on the goal of saturation (ie, little new is being learned) [29,30]. Each participant received a US $50 stipend on the completion of their interview.
Data Collection
Between April and May 2015, we conducted 20 one-on-one, hour-long, in-depth cognitive interviews. During the interviews, the participants navigated through the existing consumer-focused Web pages with Helen’s story while being asked scripted, open-ended questions related to (1) navigation of content, (2) validity of the content, and (3) understanding of the displays. The participants were then instructed to navigate through the newly adapted Web pages with Karen’s story while being asked the same scripted, open-ended questions plus questions about (4) their understanding of information presented for the chosen chronic condition profile, and (5) perceived value of the health care quality report presented for the user’s chronic condition profile. The interviews were audio recorded and transcribed. Short summary thoughts and notes were drafted after each interview.

Data Analysis
We used thematic content analysis to identify, analyze, and report themes within our data. As a guide, we applied Braun and Clarke’s “six phases of analysis” in which coders (1) familiarize themselves with the data, (2) generate codes, (3) search for themes among codes, (4) review themes, (5) define and name themes, and (6) produce the report [31]. Data analysis was performed by two research assistants who independently coded each transcript in full and met regularly to discuss coding and reach interrater reliability. Agreed-on codes were then examined to identify reoccurring themes in our dataset.

Results
Our study population (n=20) was primarily female (n=13) with racial minorities making up 30% (6/20) of our sample (Table 1). The median age range of our participants was between 41 and 50 years old. The majority (60%, 12/20) of participants had health insurance either through Medicare (n=4), Medicaid (n=8), or a mix of Medicaid and/or Medicare supplemented with private insurance (n=5). Participants included 8 persons with diabetes, 8 caregivers of persons with diabetes, and 4 participants who were both persons with diabetes and caregivers for persons with diabetes.

Themes
The findings from our thematic content analysis support the concept that tailoring a public reporting website to a user’s chronic condition profile can increase consumer engagement. Participants found that the ability to interact (Theme 1) with the website to generate a chronic condition profile personalized their experience, whereas the addition of Karen’s story to the website increased the relevance (Theme 2) of the site because it presented the voice of an individual who has “other health issues” in addition to diabetes (Textbox 1). The presence of these two themes—ability to interact and relevance—led to participants’ feeling empowered to act (Theme 3) to improve their health care and health.

Textbox 1. Themes identified and relevant quotes from interviews with consumers’ while navigating a public reporting website on health care quality tailored to a user’s chronic condition profile compared to a nontailored website.

<table>
<thead>
<tr>
<th>Theme 1: Ability to interact</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “It’s nice that, like, you can kind of put your conditions in and see how people are performing.”</td>
</tr>
<tr>
<td>• “Well, right off the bat this is more personal because it’s involving my opinion or self-data. So, it’s more personal.”</td>
</tr>
<tr>
<td>• “They should maybe have a box where you could actually type in comments because you might want to specify what issues you’re dealing with. I would like to provide more information.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: Relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “…it’s really good to hear personal stories of people going through the same things—just to be able to relate to that…”</td>
</tr>
<tr>
<td>• “She [Karen] said that she had other health problems in addition to diabetes, which a lot of people have and can probably relate to.”</td>
</tr>
<tr>
<td>• “This one’s [Karen’s] a lot better. I just realized that this one [Helen’s] tells you nothing, nothing at all. This one right here is pretty much breaking it down for me. Karen’s—I can relate to her more.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: Feeling empowered to act</th>
</tr>
</thead>
<tbody>
<tr>
<td>• “I think that it’s just a way of knowing which health system would take care of you the best to manage your disease.”</td>
</tr>
<tr>
<td>• “Well, if I’m changing insurance, and I have the ability to choose a doctor, I want to choose a doctor that knows what they’re doing.”</td>
</tr>
<tr>
<td>• “It’s important to do your research, because that is true, some doctors, hospitals, and clinics are better when they’re dealing with patients with multiple issues…in addition to diabetes. I didn’t know that.”</td>
</tr>
</tbody>
</table>
Table 1. Participant characteristics (n=20).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>5 (25)</td>
</tr>
<tr>
<td>31-40</td>
<td>2 (10)</td>
</tr>
<tr>
<td>41-50</td>
<td>6 (30)</td>
</tr>
<tr>
<td>51-60</td>
<td>6 (30)</td>
</tr>
<tr>
<td>61-70</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unidentified</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>8 (40)</td>
</tr>
<tr>
<td>$25,000-$40,000</td>
<td>4 (20)</td>
</tr>
<tr>
<td>$40,000-$65,000</td>
<td>6 (30)</td>
</tr>
<tr>
<td>$75,000-$100,000</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Medicare</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Mix of Medicaid and/or Medicare with Private</td>
<td>5 (25)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Some college</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

**Ability to Interact**

The process of answering questions about their chronic conditions allowed participants to interact directly with the site to create their chronic condition profile and, based on this profile, display information on which health systems perform best for a “patient like them.”

Participants saw value in interacting with the site to create a profile based on their conditions. One participant stated that it was nice to be able to select your conditions and receive more “personal” data. In fact, some participants would have liked the ability to interact with the site on an even more personal and comprehensive level via a comment box where they could be more specific about their health and conditions. Another participant suggested having a checklist of all possible conditions for the user to self-select. Our findings suggest that the more a user is allowed to interact on a website that reports on health care quality, the more engaged they may become with website and ultimately the information that the website provides.
Overwhelmingly, participants in the study found the website easy to navigate (90%, 18/20). Because the primary goal of the website was for participants to be able to create a tailored report on health care quality by self-selecting their conditions to create a chronic condition profile, the ease of navigating the website was an integral piece of allowing that interaction to take place.

Relevance

Karen’s story (multiple chronic conditions in addition to diabetes) was viewed by the participants as being more relevant because Karen faced challenges similar to their own. Adding Karen’s story to the website provided a relatable narrator for the participants in our study. It was easy for them to “see themselves” in Karen’s story because she, like them, lives with diabetes and other chronic conditions. As one participant remarked, “There’s more to the issue of complicated diabetes...I don’t know many diabetics that don’t have other health issues.” Participants viewed receiving a score on how health systems perform for an individual with diabetes and other health issues similar to theirs, as opposed to a score for all patients with diabetes, as significant to them as an individual. Providing a platform for consumers to identify their conditions, to create a profile, and receive a score on health system performance that is personalized for them allows consumers to “see” themselves in the data. This increased the relevance of the health care quality report being communicated because it was specifically related to the consumer and their chronic condition profile. When asked if the website tailored to their chronic condition profile provided more value compared to the untailored website, 13 of 20 participants said yes, 3 participants did not comment, and 4 found no additional value.

Feeling Empowered to Act

The process of self-selecting their conditions and receiving personalized data on how health systems perform for a “patient like them” created a sense of empowerment for the participants. This feeling of empowerment was stimulated by providing a report that showed which health systems perform best in managing patients with their similar chronic condition profile.

Participants suggested that knowing how health systems perform for individuals similar to themselves may influence where they would seek out care. For example, one participant stated they would be more likely to see a provider if the data showed they were good at treating patients with a similar profile to theirs. Participants also thought they would find this information particularly valuable if they were changing insurance. This highlights the importance of making public reports available to consumers at times when they are most likely to make a decision about their health care including health care insurance coverage (eg, open enrollment periods).

Lastly, Karen’s narrative served as a prescriptive guide for participants on how they should interact with their provider to better manage their health. One participant stated, “If you don’t understand something, you have to be honest. And you have to say (to your provider), you know, ‘I don’t understand.’” Other participants felt empowered by the narrative to initiate conversations with their provider and become more of an active participant in their health.

Discussion

The development of personalized or customizable report cards has been identified as an important priority to the success of consumer-focused quality reporting [32], although there has been a dearth of evidence on the consumer perspective on personalization [18]. By engaging consumers, we found that tailoring a website that publicly reports on health care quality to a consumer’s chronic condition profile increased consumer engagement with the website in specific ways. The themes that emerged from our analysis suggest that consumers value a public reporting website that they can interact with, that they feel is relevant to their situation, and that provides them with a feeling of empowerment to support action. Our findings support that tailoring is indeed a potential strategy for increasing consumer engagement in public reports as suggested by Huckman [15].

Our specific approach of tailoring a public reporting website based on the principles of adult learning as a framework represents a useful guide to increase consumer engagement. Multiple different strategies have been proposed to increase consumer engagement in public reporting, such as providing cost data, having patient comments and stories on the sites, better design, and providing information that is more relevant to the user [18,33]. However, there has been a lack of an overarching framework to organize and prioritize these multiple strategies. Our framework is consistent with consumer requests to have public reporting websites provide more personally relevant information on health care quality for patients with similar health conditions [34]. Also supporting our framework, we found that the participants in our study wish to engage further with the website we adapted. For example, participants expressed a desire to enter more detailed information about their health conditions in order to create an even more personalized quality report. This suggests that ensuring the delivery of public reports on health care quality are adequately personalized to the consumer is important to consider because personalization is an important component of effectiveness [35,36]. In other settings, tailoring educational materials to individual consumers increases the chances that the information will be read and remembered, saved and discussed with others, perceived as interesting, and personally relevant [37].

There are multiple ways to tailor health information, such as matching to race, ethnicity, gender, or age [34], but we chose to tailor reports for persons with multiple chronic conditions for a variety of reasons. Currently in the United States, the majority of health care utilization decisions are made by the quarter of individuals who have multiple chronic conditions, comprising approximately 66% of health care expenditures in the United States [38]. Having chronic conditions is a powerful motivator to seek out the best health care available because individuals with chronic conditions have a continuing need to know how to best manage their health conditions to avoid complications or deterioration, minimize symptoms, and improve their health [21]. In addition, individuals with chronic conditions see multiple providers of potentially differing quality in the face of complex medical needs [21]. By allowing consumers to tailor the reports to their chronic condition profile,
we are delivering content that is relevant to their interests and needs [26].

Our study has several limitations. First, although building on the design of a preexisting consumer website as a basis for our assessment reduced development time and facilitated real-world testing, it constrained our options in presentation of data. Second, we had an overrepresentation of low-income and racial minorities in our sample compared to the expected population. However, our sample represents a high-priority population as a proposed strategy to reduce health disparities and improve health outcomes by making health information, such as public reports available to racial and ethnic minorities [39].

Although consumers want more transparency and information on health care provider performance, they do not use existing public websites that provide this information. We found that redesigning a public reporting website using adult learning theory is one way to potentially increase consumer engagement with these sites. Participants in our study valued their ability to interact with the website, felt the information on the site had relevance to them, and felt empowered to act based on the information provided. Our approach provides specific guidance on changing the content and format of public reports to engage and inform consumer decisions. A potential area for future study is how to tailor health system performance metrics to additional consumer attributes that might affect the quality of care (eg, race/ethnicity), to the relevance of diabetes in a person’s perception of health, or to awareness of other comorbidities, and how these might affect diabetes care.
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Abstract

Background: Prehospital treatment of acute coronary syndrome (ACS) in German emergency medical services (EMSs) is reserved for EMS physicians due to legal issues.

Objective: The objective of this prospective, interventional, multicenter trial was to evaluate the quality of telemedically-delegated therapy and the possible complications in patients with ACS.

Methods: After approval by the ethics committee and trial registration, a one-year study phase was started in August 2012 with five ambulances, telemedically equipped and staffed with paramedics, in four German EMS districts. The paramedics could contact an EMS-physician–staffed telemedicine center. After initiation of an audio connection, real-time data transmission was automatically established. If required, 12-lead electrocardiogram (ECG) and still pictures could be sent. Video was streamed from inside each ambulance. All drugs, including opioids, were delegated to the paramedics based on standardized, predefined algorithms. To compare telemedically-delegated medication and treatment in ACS cases with regular EMS missions, a matched pair analysis with historical controls was performed.

Results: Teleconsultation was performed on 150 patients having a cardiovascular emergency. In 39 cases, teleconsultation was started due to suspected ACS. No case had a medical complication. Correct handling of 12-lead ECG was performed equally between the groups (study group, n=38 vs control group, n=39, \( P>.99 \)). There were no differences in correct handling of intravenous administration of acetylsalicylic acid, heparin, or morphine between both the groups (study group vs control group): acetylsalicylic acid, n=31 vs n=33, \( P=.73 \); unfractionated heparin, n=34 vs n=33, \( P>.99 \); morphine, n=29 vs n=27, \( P=.50 \). The correct handling of oxygen administration was significantly higher in the study group (n=29 vs n=18, \( P=.007 \)).

Conclusions: Telemedical delegation of guideline conform medication and therapy by paramedics in patients with ACS and was found to be feasible and safe. The quality of guideline-adherent therapy was not significantly different in both the groups except for the correct administration of oxygen, which was significantly higher in the study group.


(J Med Internet Res 2016;18(12):e314) doi:10.2196/jmir.6358
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Introduction

The in-hospital mortality rate of ST Segment Elevation Myocardial Infarction (STEMI) could be significantly reduced by the modern reperfusion therapy and improved secondary prophylaxis. However, the overall mortality remains unchanged because two-thirds of deaths occur during the prehospital phase—usually due to lethal arrhythmias that are triggered by ischemic events [1]. Therefore, an appropriate therapy must be initiated in the early prehospital phase, and the time of admission must be as small as possible to improve survival. This is also important in non–STEMI-acute coronary syndrome (NSTE-ACS) as the incidence of NSTE-ACS rises further [2,3].

Telemedical support for diagnosis and therapy in acute coronary syndromes (ACSs) has been established for quite some time in emergency medical services (EMS). Several telemetry projects have demonstrated feasibility [4-7] in the transmission of a 12-lead electrogram (ECG) or its images to a cardiologist. The cardiologist receiver can then consecutively assess the potential to improve survival and outcome in STEMI [7]. It even has been shown that an artificial neural network could predict STEMI and the need of acute percutaneous coronary intervention (PCI) in ambulance ECGs [8]. However, all of these studies assessed the impact of 12-lead ECG transmission on in-hospital parameters and outcome in STEMI patients. Evidence regarding telemedical concepts in non-STEMI ACS patients is mostly lacking.

Germany uses a two-tiered EMS system with paramedic-staffed ambulances and additional EMS with physician response units. Like some other European countries, only an EMS physician can administer the medication required in ACS. Except for nitrates, paramedics cannot dispense drugs. In cases where primary dispatch was merely a paramedic-staffed ambulance and the EMS physician was notified later, the time to arrival and thus the administration of medication may be unacceptably long. This effect is exacerbated in more rural areas and by an occasional lack of physician-staffed EMS [9,10].

Against this background, a mobile telemedicine system was developed during a first research project from 2007 to 2010. Two comprehensive simulation studies demonstrated that real-time telemedical support by experienced remote EMS physicians leads to improved quality of care in STEMI. Even telematically supported paramedics were able to handle emergency care on their own with a comparable performance compared with on-scene physicians [11,12]. The main findings during the project, preceding to the one described here, were the feasibility of prehospital teleconsultation in general and the improvement of data transmission in acute stroke [13,14]. This succeeding research project allowed further technical and organizational development. The telemedical equipment was made more practicable and paramedic-staffed ambulances were equipped with this system. Thus, the concept allowed medications to be given by paramedics in ACS when supervised by an experienced EMS physician—the so-called tele-EMS physician. In this prospective, interventional trial, we assessed the quality of prehospital emergency care in patients suffering from ACS (measured by adherence to international guidelines) when using a telematically supported EMS. Using matched pairs, we compared our findings with a comparable historical control group treated by our regular physician-based EMS.

Methods

This prospective, interventional, multicenter trial was conducted from August 1, 2012 to July 31, 2013 within the research project “TemRas” (telemedical rescue assistance system).

Study Setting

In 4 different EMS districts in Germany, 5 paramedic-staffed ambulances were stepwise equipped with a multifunctional telemedicine system. Three of the 4 EMS districts were rural and one was urban (Table 1). As described elsewhere, all participating EMS physicians in the function of a “tele-EMS physician” were trained prior to the start of the intervention phase [15]. All participating tele-EMS physicians had a minimum experience of 3 years in anesthesia and critical care as well as broad experience as an EMS physician. The paramedics involved (N=178) ran through a standardized eight-hour training program before the project started. The goal was to learn the use of the technical system, the medical concept of teleconsultation including indications for teleconsultation (eg, ACS), and communication skills [15].
Table 1. Demographics and structure of the participating emergency medical service (EMS) districts.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Aachen (urban)</th>
<th>Heinsberg (rural)</th>
<th>Dueren (rural)</th>
<th>Euskirchen (rural)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>248,137</td>
<td>256,546</td>
<td>267,712</td>
<td>190,591</td>
</tr>
<tr>
<td>Area (km²)</td>
<td>160.8</td>
<td>628.0</td>
<td>941.4</td>
<td>1248.7</td>
</tr>
<tr>
<td>Ambulances</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24-h Ambulances</td>
<td>6 (2)</td>
<td>7 (1)</td>
<td>11 (1)</td>
<td>9 (1)</td>
</tr>
<tr>
<td>Daytime ambulances</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>EMS physician units</td>
<td>2+1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4</td>
<td>4+1&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3</td>
</tr>
<tr>
<td>Ambulance emergency missions/year</td>
<td>22,984</td>
<td>14,346</td>
<td>20,302</td>
<td>15,108</td>
</tr>
<tr>
<td>EMS physician missions/year</td>
<td>7898</td>
<td>7786</td>
<td>9057</td>
<td>5317</td>
</tr>
<tr>
<td>Hospitals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroke units</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Level 1 trauma center</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24-h Cardiac catheterization laboratory</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of cases (n)</td>
<td>18</td>
<td>6</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

<sup>a</sup>telematically equipped for 24 hours, operation of teleconsultation center: 7:30 am-4:30 pm.
<sup>b</sup>EMS: emergency medical service.
<sup>c</sup>additional EMS physician at home can be picked up by the fire department.
<sup>d</sup>daytime EMS physician unit: 7 am-4 pm.

**Trial Registration and Ethical Issues**

The trial was registered before the intervention phase (clinicaltrials.gov NCT01644006). The study was approved by the local ethics committee (University Hospital Rheinisch-Westfälische Technische Hochschule Aachen, Germany, registration number EK 191/11). The written informed consent was waived by the ethics committee due to the emergency setting; however, all alert patients had to give verbal approval to data and video transmission before teleconsultation. Data from the preintervention phase was analyzed retrospectively via prospectively planned outcomes of the intervention phase. Multimedia Appendix 1 shows the trial protocol.

**Technical System**

An MRx monitor-defibrillator unit (Philips Healthcare, Andover, MA, USA) connected to a portable data transmission unit (peeqBox, P3 communications, Aachen, Germany) was used by the paramedics to establish parallelized and encrypted data and audio connection via different mobile networks. The audio channel was accomplished with 2 headsets (Voyager Pro HD, Plantronics, Santa Cruz, CA, USA) connected via Bluetooth to the mobile transmission unit. Real-time vital data transmission (numerical values and curves, Einthoven leads I-III continuously) occurred automatically after initiation of a teleconsultation. If required, 12-lead ECGs could be transmitted. Still pictures could be sent using a Bluetooth connection between a mobile phone (HTC Sensation XE, High Tech Computer Corporation, Taoyuan, Taiwan) and the data transmission unit. The tele-EMS physician could start a video streaming from a ceiling camera of the ambulance when the patient was inside in the ambulance. On the telemedical workstation, real-time vital data was displayed using the IntelliVue Information Centre (Philips Healthcare, Boeblingen, Germany), and 12-lead-ECGs were displayed on the HeartStart Telemedicine Viewer (Philips Healthcare, Andover, MA, USA). All other software components in the telemedicine center were specifically developed as part of the research project. In cases of ACS, an established algorithm could be displayed on the workstation to support the tele-EMS physician in guideline-adherent therapy recommendations including the steps needed to diagnose and dose medication as recommended by national and international guidelines. A detailed technical description of the telemedicine system was already described elsewhere [16].

**Interventions**

The decision to initiate a teleconsultation was solely made by the on-scene paramedics. All participating EMS districts ran their own dispatch centers. Local protocols for ambulance and EMS physician units’ alarm were not changed before or within the project period. The telemedicine system was used in addition to the regular EMS system. If the EMS dispatch centers suspected ACS, then an EMS physician response unit was sent in accordance to the special provisions of law for paramedic-staffed ambulance. Therefore, only cases where the initial notification was different or cases that bridged the arrival of an EMS physician unit could be managed with telemedical care. The additional telemedicine service was available during workdays from 7:30 am to 4:30 pm during the first 4 months of the intervention phase and from 7:30 am to 8:00 pm for the rest of the trial phase due to restricted funding. No teleconsultation system existed during the preintervention period.
Outcomes and Data Sources

The following data sources were used: the teleconsultation protocols, paper-based EMS protocols of the participating EMS stations, and data of the local EMS dispatch centers. The quality of prehospital care of ACS based on national and international published guidelines [17-21] for non–STEMI-ACS and STEMI was analyzed as the primary outcome measure. Guideline adherence was measured by correct handling of the following measures: 12-lead ECG completed; administration of acetylsalicylic acid $\geq 250$mg iv, independent of long-term therapy of the patient; administration of heparin 70 IU/kg iv, maximum 5000 IU, but waiver in the presence of effective anticoagulation in patient’s long-term therapy; administration of morphine if numerical rating scale (NRS) $\geq 3$ (repeatedly 3-5 mg iv until NRS $\leq 3$); and administration of oxygen if oxygen saturation $\leq 95\%$. Treatment was not carried out in cases of any allergies or contraindications. If so, this was measured as correct handling.

A standardized report for any potential problems or adverse events was completed daily by the tele-EMS physician in charge. The adverse events were defined as follows: respiratory or circulatory insufficiency due to administered medications with a need for intervention or allergic reaction due to administered medications. Multimedia Appendix 2 shows the original dataset for further statistical evaluation.

Sample Size

The trial had a restricted funding period of one year. Because this was the first study of prehospital telemedically-delegated diagnosis and therapy including medication in patients with ACS in this setting, a power analysis and formal sample size calculation could not be performed before this pilot study. A possible sample size was estimated by an expert group and documented in the trial registration. The anticipated enrolment of the sample size was N=180.

Inclusion and Exclusion Criteria

Patients were included if ACS was diagnosed, verbal consent for teleconsultation was obtained, and were aged $\geq 18$ years. Patients who refused consent to teleconsultation or had no suspected ACS were excluded. Figure 1 shows the study flowchart.

Matched Pairs

The matched pairs were searched from a historical preintervention period (April 1, 2011 to March 31, 2012) that was one consecutive year prior to the first training lesson. Matching was done using predefined criteria (Table 2) and the nearest-neighbour matching method for all cases that fulfilled the matching criteria.

Table 2. Matching criteria.

<table>
<thead>
<tr>
<th>Matching criteria</th>
<th>Matching categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMS$^a$ district</td>
<td>Study group cases and control group cases had to be from same district</td>
</tr>
<tr>
<td>Date of emergency mission</td>
<td>During the historical control period, the same month and calendar day was used as starting point for the backward and forward search; the first case that fulfilled the matching criteria listed below was included</td>
</tr>
<tr>
<td>Patient’s age</td>
<td>Same age $\pm 10$ years</td>
</tr>
<tr>
<td>Sex</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>Male</td>
</tr>
<tr>
<td>Symptoms</td>
<td>Chest pain (typically)</td>
</tr>
<tr>
<td></td>
<td>No chest pain (atypically), but other symptoms (ie, nausea, vomiting)</td>
</tr>
<tr>
<td></td>
<td>No symptoms</td>
</tr>
</tbody>
</table>

$^a$EMS: emergency medical service.
Statistical Methods
Categorical parameters were compared using 4 field contingency tables with McNemar’s Test. All statistical analyses were performed using SAS 9.4 (SAS Institute Inc). *P* values < .05 were considered to be significant. Multimedia Appendix 3 shows the statistical evaluation.

Results
Overall, 425 emergency teleconsultation cases were performed with 150 patients having a cardiovascular emergency. The demographic data (Multimedia Appendix 4) was spread equally between the study group and the control group. In each group, 14 patients were female (36%, 14/39), the rest were male. In 39 cases, teleconsultation was started due to suspected ACS. In the described cases, no adverse events were detected. Correct handling of 12-lead ECG was performed equally between the groups (study group, n=38 vs control group, n=39; *P* > .99). There was no significant difference in correct handling of intravenous administration of acetylsalicylic acid (n=38), heparin (n=38), or morphine (n=29) between both groups (study group vs control group): acetylsalicylic acid, n=31 vs n=33, *P* = .73; unfractionated heparin, n=34 vs n=33, *P* > .99; and morphine, n=29 vs n=27, *P* = .50. The correct handling of oxygen differed significantly between the groups (n=34). In the study group it was performed correctly for n=29 and for n=18 in the control group (*P* = .007). Multimedia Appendix 5 gives a detailed view of the correct or incorrect handling of each measure in each of the participating districts. Table 3 summarizes the above mentioned results.
## Discussion

### Principal Findings

To the best of our knowledge, this is the first study providing prehospital diagnosis and emergency care for ACS that was completely delivered by telemedically supported paramedics. The telemedical concept is feasible, and guideline adherence was at least comparable with on-scene physician care with improved guideline adherence regarding oxygen administration. The feasibility and improvements on outcome by wireless transmission of ECGs to specialists have already been shown in STEMI [4, 5, 7]. As demonstrated here, both groups handled the administration of the 12-lead ECG correctly. Due to legal restrictions in Germany, the full administration of required medication in patients with ACS administered by paramedics is completely new to the field of prehospital care. The required medication for each patient in the study group was delegated by the tele-EMS physician. Between groups, there were no significant differences in the correct handling of intravenous administration of acetylsalicylic acid, heparin, or morphine. It was already shown that telemedically supported administration of analgesics by paramedics is feasible and secure [22]. Regarding the pain therapy in ACS described here, both groups could improve the correct handling of morphine. We noted that morphine should be administered when NRS was ≥3 (repeatedly 3-5 mg iv). Eventually, morphine was given in both groups even if NRS was not ≥3 or pain reduction was not achieved in a sufficient extent.

In the study group, the oxygen administration was performed significantly more correctly than in the control group. This may be because the tele-EMS physician had a predefined algorithm for correct treatment of ACS at any time in digital form that was integrated in the documentation system. As this algorithm stated, oxygen had to be applied when the blood saturation was ≤95%. We assume that oxygen was applied in the control group all too often, even if the oxygen saturation was above 95%. Therefore, the differences are explained by improved guideline adherence.

Neither the telemedicine group nor the control group had any medical complication. Due to the small sample size, a definitive statement regarding the safety of complete prehospital ACS therapy by paramedics and tele-EMS physicians cannot be given. However, these findings support the thesis that telemedically supported prehospital diagnosis and therapy on the whole is a safe procedure, although the process was completely new for the participating physicians as well as for the paramedics. In comparison with ground- or helicopter-based EMS physician operations [23], this concept allows for a spatially unrestricted emergency concept with fewer resources. At this point it has to be mentioned that, to our knowledge, most studies with 12-lead-ECG transmission represent rather small sample sizes. Therefore, a large randomized controlled trial is needed.

No case had major technical problems. Although the technical performance of the telemedicine system has not yet been evaluated in detail, no consultation had to be terminated due to technical problems.

### Limitations

This pilot study had no formal sample size calculation and power analysis. Therefore, all results have to be interpreted against this background. This was the first pilot study to evaluate the concept of telemedically-assisted prehospital therapy in ACS to allow safe, effective, and guideline-adherent therapy. On the basis of these pilot results, a confirmatory trial with a calculated sample size would be meaningful. However, it cannot be definitely stated that telemedically assisted treatment is as effective as treatment with an on-site EMS physician. Due to medical privacy policy in Germany, we could not obtain in-hospital follow-up data and therefore could not highlight outcome parameters such as in-hospital time intervals in STEMI (contact to balloon time, arrival to balloon time), the rate of secondary transfer for PCI (rate of secondary transfer to a different facility for PCI), or laboratory analysis like troponin-levels.

### Conclusions

Prehospital diagnosis and treatment of ACS that was carried out by paramedics supported by tele-EMS physicians seems to be as safe and effective as the conventional procedure, assuming a holistic telemedical support system is used, as shown here. In fact, the supply and the adherence to national and international guidelines was better and not worse than in the conventional EMS physician-based service. Further trials with larger patient numbers and a randomized allocation are needed to confirm the findings of this pilot study.

---

**Table 3.** Summary of results of correct handling of measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>n</th>
<th>Study group</th>
<th>Control group</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-lead ECGa</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Acetylsalicylic acid</td>
<td>38</td>
<td>31</td>
<td>33</td>
<td>.73</td>
</tr>
<tr>
<td>Heparin</td>
<td>38</td>
<td>34</td>
<td>33</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Morphine</td>
<td>29</td>
<td>29</td>
<td>27</td>
<td>.50</td>
</tr>
<tr>
<td>Oxygen</td>
<td>34</td>
<td>29</td>
<td>18</td>
<td>.007</td>
</tr>
</tbody>
</table>

aEGC: electrocardiogram.
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Abstract

Background: Recruiting a diverse sample of pregnant women for clinical research is a challenging but crucial task for improving obstetric services and maternal and child health outcomes.

Objective: To compare the feasibility and cost of recruiting pregnant women for survey research using social media-based and clinic-based approaches.

Methods: Advertisements were used to recruit pregnant women from the social media website Facebook. In-person methods were used to recruit pregnant women from the outpatient clinic of a large, tertiary care center. In both approaches, potential respondents were invited to participate in a 15-minute Web-based survey. Each recruitment method was monitored for 1 month. Using bivariate statistics, we compared the number, demographic characteristics, and health characteristics of women recruited and the cost per completed survey for each recruitment method.

Results: The social media-based approach recruited 1178 women and the clinic-based approach recruited 219 women. A higher proportion of subjects recruited through social media identified as African American (29.4%, 207/705 vs 11.2%, 20/179), reported household incomes <US $30,000 per year (56.8%, 409/720 vs 25.8%, 47/182), reported being in early pregnancy (18.6%, 135/726 vs 10.4%, 19/183 first trimester), and rated their health as fair or poor (22.2%, 160/722 vs 8.2%, 15/183; all P<.001). A smaller proportion of subjects recruited through social media had earned a college degree (21.3%, 153/717 vs 62.3%, 114/183) and were married or in a domestic partnership (45.7%, 330/722 vs 72.1%, 132/183; all P<.001). Social media-based recruitment costs were US $14.63 per completed survey, compared with US $23.51 for clinic-based recruitment.

Conclusions: Web-based recruitment through a social networking platform is a feasible, inexpensive, and rapid means of recruiting a large, diverse sample of pregnant women for survey research.

(J Med Internet Res 2016;18(12):e326) doi:10.2196/jmir.6593

KEYWORDS
pregnant women; surveys and questionnaires; methods; social media
**Introduction**

Recruiting pregnant women for clinical research is a challenging but crucial task for improving obstetric services and maternal and child health outcomes. Conventional methods for recruiting pregnant women for survey research face significant limitations. Traditionally, pregnant women have been recruited from clinical care sites, an approach that is often plagued by underrepresentation of women in early pregnancy, poor demographic diversity, and the inability to access women who do not seek prenatal care—resulting in limited generalizability of study findings and inferential errors and bias in the use of such data [1,2]. Recruitment through established national samples (e.g., Survey Sampling International, Gesellschaft für Konsumforschung or GfK) is attractive for its methodological rigor and geographic diversity of participants. However, these companies are often only able to provide small samples of pregnant women, which limit analytic power. As a result, innovative strategies are needed to conduct methodologically sound and cost-effective survey research influencing the care of pregnant women.

The Internet and social media platforms offer promising avenues for recruitment of pregnant women. Recent data from the Pew Internet & American Life Project reveal that 96% of 18- to 29-year-olds in the United States have access to the Internet and that Internet use continues to rise among the adult population [3]. An even more recent phenomenon is the rise in popularity of social networking websites, with Facebook (Facebook Inc., Palo Alto, CA, USA) second only to Google (Google Inc., Mountain View, CA, USA) as the most popular website in the United States [4]. With 1.09 billion active users daily, Facebook has been used as an effective method to recruit female adolescents and women for survey research [1,5-15]. Little is known, however, about whether social media platforms are a feasible method for recruitment of pregnant women and how they compare with traditional recruitment methods in terms of cost.

Our team conducted a head-to-head comparison of 2 recruitment methods among pregnant women: Web-based recruitment through social media and traditional in-person recruitment at prenatal clinics. Our objective was to describe the relative advantages and disadvantages of each approach, including the total number of women recruited, their demographic and health characteristics, and the cost per completed survey for each recruitment method.

**Methods**

**Recruitment**

We utilized a cross-sectional design to invite respondents recruited via both methods to watch a brief Web-based video about health in pregnancy and answer survey items about pregnancy-related health knowledge and behaviors. Approximately 1 month of time was allocated to each recruitment method. Women were eligible for participation if they self-identified as being 18 years of age or older, pregnant, English speaking, and living in the United States. The study was deemed exempt by the study site's institutional review board.

**Recruitment of the Social Media-Based Sample**

We recruited participants through advertisements on Facebook. Ads created on Facebook contained three key features: an image, a caption, and an ad copy containing a link to the survey website. Study ads were developed by the investigators using Facebook's self-service application. Ads were shown on Facebook users' newsfeeds. Clicking on the hyperlink within the ad led users to our survey website.

Facebook's platform can direct ads to specific audiences based on sex, age, location, and interests. Interest-based targeting parameters such as “expectant parents,” “interest in motherhood,” and “parents”—or a combination of these—may be utilized. Facebook uses a proprietary method to infer users' racial and ethnic “interests” by analyzing pages and posts users have liked or engaged with on Facebook. These inferences can be used as targeting parameters. Ad content can also be tailored. For example, ad images may differ in the race of women depicted.

Before study recruitment began, ads were refined over 11 days during May 2015 by testing a variety of combinations of image, caption, ad copy, and interest-based targeting parameters. During this ad refinement phase, Facebook automatically monitored the cost per click on the survey link included in each potential recruitment ad, as well as the cost per completed survey. This enabled the study team to learn which ads worked best for progressive outreach to audiences of particular interest. To investigate the effects of financial incentives on recruitment, US $5 and US $10 incentives were tested during this period, with results showing that the US $10 offer attracted more clicks. Availability of incentives was indicated in the ads that appeared on Facebook. Respondents who completed the survey during the ad refinement period, 21 in total, are not included in the recruitment numbers.

The final campaign included the highest-performing ads with US $10 incentives, ultimately targeting women aged 18 years and older, living in the United States, and fitting the following interest profiles: African American expectant parents, Asian American expectant parents, and Hispanic women interested in motherhood. A sample Facebook ad is provided in Figure 1.
Following pilot testing, women were recruited through Facebook during 27 consecutive days in May-June 2015 utilizing the targeting parameters listed above. Potential participants were able to engage with the study materials via their own Internet access (mobile devices, personal computers, public computers, etc).

**Recruitment of the Clinical Sample**
Clinic-based recruitment occurred over 29 business days in August-September 2015. Pregnant women were recruited at routine outpatient obstetric visits at a large tertiary care center in the Midwest. Clinic clerks distributed study fliers to all patients presenting for prenatal appointments. Patients who expressed interest in participating were directed to trained research staff in the waiting room. Research staff invited participation, assessed eligibility, and answered questions about the study based on a standardized recruitment script. Patients completed the survey in the clinic waiting room or examination room using a tablet and headphones provided by the study team. Research staff sent participants individual survey links by email if they preferred to take the survey via their own Internet access. No identifying information was collected, and survey responses were not linked to participants’ clinical information. Because of the high proportion of women interested in participation with the US $5 incentive, US $10 incentives were not offered.

**Survey Completion**
The survey’s introductory webpage explained the purpose of the study, the anonymous nature of the research, the expected time needed to complete the survey (15 minutes), and the option to quit at any time. Upon completion of the survey, participants were asked to provide their email address for delivery of the incentive. Participant email addresses were reviewed for repetition or similarity to exclude duplicate respondents who appeared to be seeking multiple incentives.

**Statistical Analysis**
All data were deidentified and analyzed in Stata 14 (StataCorp LP).

**Demographics**
Demographic information and health characteristics were first investigated with descriptive statistics, including means and proportions, and stratified by recruitment method. Independent samples t tests and chi-square tests of independence were used to investigate whether or not these measures differed significantly by recruitment method.

**Costs**
The direct research-related cost per completed survey was calculated for each recruitment method. For social media-based recruitment, cost per completed survey was calculated as follows: ([pilot ad cost + pilot-testing respondent incentives] + [recruitment ad cost + respondent incentives])/number of completed surveys as a result of Facebook approaches. For the clinical sample, cost per completed survey was calculated as follows: (respondent incentives + research assistants’ salaries)/number of completed surveys as a result of clinic approaches. Investigator costs were not included as the study team developed and deployed the campaigns as a group and focused on the Web-based and clinical efforts in a consistent fashion across both modes.

**Results**

**Recruitment**
A flow diagram comparing social media-based with clinical recruitment is presented in Figure 2. Facebook ads were shown on 364,035 users’ newsfeeds over the 4-week campaign period. There were 9972 clicks on the ads, resulting in 1323 entries to the survey’s webpage and 1178 respondents who consented to participate. Among consenting respondents recruited via...
Facebook, 74.02% (872/1178) met eligibility criteria and 64.43% (759/1178) completed the survey.

During in-person clinical recruitment, approximately 500 unique pregnant patients were seen in clinic. Among the patients consenting to participate, 95.9% (210/219) met eligibility criteria and 190 86.8% (190/219) completed the survey.

**Demographics**

A higher proportion of subjects recruited through social media self-identified as African American (29.4%, 207/705 vs 11.2%, 20/179; \( P < .001 \); Table 1) and reported annual household incomes <US $30,000 per year (56.8%, 409/720 vs 25.8%, 47/182; \( P < .001 \)). A significantly lower proportion of those recruited through social media had earned a college degree (21.3%, 153/717 vs 62.3%, 114/183; \( P < .001 \)) and were married or in a domestic partnership (45.7%, 330/722 vs 72.1%, 132/183; \( P < .001 \)). With respect to health status, a higher proportion of those recruited through social media were in the first trimester of pregnancy (18.6%, 135/726 vs 10.4%, 19/183; \( P < .001 \)) and rated their own health as fair or poor with greater frequency (22.2%, 160/722 vs 8.2%, 15/183; \( P < .001 \)).

**Cost**

The total cost of social media-based recruitment was calculated by adding the pilot-testing cost (pilot ads US $494.51 + pilot incentives US $155.00) and the final campaign cost (ads US $3243.74 + incentives US $7210.00), which totaled US $11,103.25 (Figure 3). Dividing the total cost by the total number of surveys completed as a result of Facebook approaches (n=759), the cost per completed survey was determined to be US $14.63.

The total cost of recruiting the clinical sample was calculated by adding expenditures on research assistants’ salaries (US $3551.68) and on participant incentives (US $915.00), which totaled US $4466.68. Dividing the total cost by the total number of surveys completed as a result of in-clinic approaches (n=190), the cost per completed survey was determined to be US $23.51.

**Figure 2.** Flow diagram of inclusion, exclusion, and dropout of pregnant women recruited via social media–based compared to clinic-based approaches.
Table 1. Characteristics of pregnant women recruited via social media-based versus clinic-based approaches.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Social media-based recruitment (n=759)</th>
<th>Clinic-based recruitment (n=190)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, mean (SD)^a</strong></td>
<td>27.3 (5.2)</td>
<td>29.9 (4.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gestational age, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;14 weeks</td>
<td>135 (18.6)</td>
<td>19 (10.4)</td>
<td></td>
</tr>
<tr>
<td>14-27 weeks</td>
<td>276 (38.0)</td>
<td>54 (29.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;28 weeks</td>
<td>315 (43.4)</td>
<td>110 (60.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White only</td>
<td>283 (40.1)</td>
<td>130 (72.6)</td>
<td></td>
</tr>
<tr>
<td>African American only</td>
<td>207 (29.4)</td>
<td>20 (11.2)</td>
<td></td>
</tr>
<tr>
<td>Multiracial or other</td>
<td>215 (30.5)</td>
<td>29 (16.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not complete high school</td>
<td>42 (5.9)</td>
<td>5 (2.7)</td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>220 (30.7)</td>
<td>20 (10.9)</td>
<td></td>
</tr>
<tr>
<td>Associate’s degree or some college</td>
<td>302 (42.1)</td>
<td>44 (24.0)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>153 (21.3)</td>
<td>114 (62.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>73 (10.1)</td>
<td>8 (4.4)</td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>319 (44.2)</td>
<td>43 (23.5)</td>
<td></td>
</tr>
<tr>
<td>Married or domestic partnership</td>
<td>330 (45.7)</td>
<td>132 (72.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Household income, US $, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30,000</td>
<td>409 (56.8)</td>
<td>47 (25.8)</td>
<td></td>
</tr>
<tr>
<td>30,000-60,000</td>
<td>231 (32.1)</td>
<td>37 (20.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;60,000</td>
<td>80 (11.1)</td>
<td>93 (53.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Rating of own health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>276 (38.2)</td>
<td>106 (57.9)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>286 (39.6)</td>
<td>62 (33.9)</td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>160 (22.2)</td>
<td>15 (8.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Region^c, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>32 (5.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>342 (60.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>114 (20.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>75 (13.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aSocial media-based recruitment n=750.

^cSum of percentages for subpopulation is within 0.1 of 100.0 due to rounding error.

^cThe region was not asked in clinic-based recruitment as the participants were recruited from a clinic in the Midwest.
Discussion

Principal Findings

Our findings indicate that Web-based recruitment may be a feasible approach to recruit a large, diverse sample of pregnant women at low cost relative to traditional, clinic-based recruitment. Over similar periods of time, the social media-based approach generated 5 times as many pregnant women for survey research compared to clinic recruitment. Women recruited through social media were also more demographically diverse than clinic recruits, and social media-based recruitment cost less per completed survey. Given that participants reported early gestational ages and were widely distributed geographically, it is unlikely that a similar cohort could have been recruited in 1 month using traditional in-clinic methods, even at a higher cost.

Recruitment of racially and ethnically diverse samples of pregnant women for research has been identified as a priority by the Division of Reproductive Health at the Centers for Disease Control and Prevention [16]. Adverse pregnancy outcomes, including severe maternal morbidity and mortality, are disproportionally higher among many minority populations [16,17]. At the same time, racially and ethnically diverse populations have been historically underrepresented in clinical research efforts for reasons including failure on behalf of researchers to reach minorities [18]. Furthermore, the association between socioeconomic disadvantage and poorer maternal and fetal pregnancy outcomes has long been established [19,20], as has the large and persistent association between lower educational attainment and worse health [21]. Our findings support the feasibility of social media to access vulnerable populations who may be harder to reach through traditional, clinic-based approaches.

Lower costs for social media-based recruitment (US $14.63 per completed survey) versus clinic-based recruitment (US $23.51 per completed survey), in combination with faster recruitment over time, suggest that social media-based recruitment offers a so-called dominant strategy—the process is more favorable and costs less. Importantly, it is possible that recruitment goals for either method could be met in shorter time with larger incentives or at cheaper cost over a longer period. Post hoc consideration of cost data for clinic recruitment revealed that the rate of accruing new subjects decreased over time, while the cost of accruing new subjects increased over time—indicating decreasing efficiency. In contrast, likely due to the exponentially larger pool of eligible participants on Facebook, the rate of subject accrual and cost were linear over time, which may make projections of recruitment through social media more predictable. While time-to-saturation of clinical recruitment pools may vary based on the characteristics of different patient populations, our findings may guide other researchers in estimating their own costs for reaching recruitment goals.

Despite these advantages, recruitment through social media has important disadvantages. This recruitment approach involves snowball sampling within established social networks; therefore, it may not be ideal for surveys trying to measure diversity of attitudes, perceptions, or experiences in care. For instance, snowball sampling likely explains the overrepresentation of those from the Midwest in the Facebook recruitment population. Fortunately, an inherent capability of the Facebook approach is that ad performance and cost can be monitored and adjusted in real time, which requires minimal time or technical expertise. Investigators can engage in purposive sampling by targeting ads to underrepresented users based on changing targets for demographic characteristics or interests as the study progresses.

http://www.jmir.org/2016/12/e326/
Limitations

Limitations of the study design should be considered when interpreting our findings. While clinic-based recruitment may have produced a more diverse sample in different or more numerous clinical settings, recruited participants will largely reflect the sample of patients served in a specific clinical setting. The Internet, in contrast, offers an inherently broader, more diverse recruitment pool and the potential advantages of targeting specific individuals or groups. Next, eligibility was assessed by self-report. It is unclear whether reliability of self-report differs between Web-based versus in-person recruitment settings, and comparative assessment of the quality of data obtained through social media is an important direction for future research [22]. Because of failure to meet eligibility criteria, there was a notably higher dropout rate in the Facebook sample. In future work, Facebook ads could be edited to more clearly reflect requirements for participation. Finally, there were also some indirect research costs, which were unclear in terms of their implications and are not included in reported estimates. These include 6 phone calls with Facebook and the labor required to train clinic clerks and research assistants, which required approximately 10 hours of the authors’ time in total and were split across the recruitment modalities.

Conclusions

Successful survey research designed to improve the care of pregnant women requires the recruitment of diverse, adequately powered samples of participants. There are significant barriers to achieving this outcome with traditional, in-person recruitment, and the extant literature offers little comparative guidance regarding recruitment methods. Our head-to-head comparison of social media-based versus clinic-based recruitment of pregnant patients for survey research suggests that the use of a social networking platform is a feasible, inexpensive, and efficient approach to recruiting a large, diverse sample of pregnant women for survey research.
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Abstract

Background: When parents of young children with special health care needs (CSHCN) receive their child’s diagnosis, they encounter information they may not understand, emotions they may not know how to cope with, and questions about their child’s immediate and long-term future that frequently lack answers. The challenge of health care providers is how to prepare parents for caring for their CSHCN, for coping with any resulting challenges, and for accessing the systems and services that can assist them.

Objective: The purpose of this work was to review evidence of the information and support needs of parents of young CSHCN and to determine whether online social support can serve as an avenue for learning and empowerment for these parents.

Methods: A scoping review identified the challenges, coping mechanisms, and support needs among parents of CSHCN, and the reach and effectiveness of digital technologies with these families and health care providers. We also conducted interviews with professionals serving parents of CSHCN.

Results: The literature review and interviews suggested that parents best learn the information they need, and cope with the emotional challenges of raising a CSHCN, with support from other parents of CSHCN, and that young parents in recent years have most often been finding this parent-to-parent support through digital media, particularly social media, consistent with the theory of online social support. Evidence also shows that social media, particularly Facebook, is used by nearly all women aged 18-29 years across racial and socioeconomic lines in the United States.

Conclusions: Parents of young CSHCN experience significant stress but gain understanding, receive support, and develop the ability to care for and be advocates for their child through parent-to-parent emotional and informational social support. Online social support is most effective with young adults of childbearing age, with social media and apps being the most useful within the theoretical framework of social support. This opens new opportunities to effectively educate and support parents of young CSHCN. Providers seeking to inform, educate, and support families of CSHCN should develop strategies to help parents find and use social support through digital resources to facilitate their emotional adjustment and practical abilities to care for and access services for their child.

(J Med Internet Res 2016;18(12):e333) doi:10.2196/jmir.6722
Introduction

Parents of infants and young children with special health care needs (CSHCN) are often thrust into a world they know little about—a vast network of professionals, systems, and services that address the needs of children with disabilities. (In this paper, “parents” refers to guardians of all types.) At the same time, these young parents must learn to cope emotionally and practically with a child’s medical and developmental needs, a situation far from the dreams of many young parents. These challenges can confront young parents when their child receives a diagnosis as a young child delayed in reaching milestones, as a newborn requiring a neonatal intensive care unit (NICU) stay for special health care needs, or even in pregnancy with a prenatal diagnosis. A key challenge for professionals who serve these families is in helping them to gain emotional support and, subsequently, the informational knowledge and skills necessary to be advocates for and achieve better health outcomes for their children. Improving social support is one way to accomplish this. Increasingly, digital communication, and social media in particular, are being used to offer online social support for parents of CSHCN. Given that research on digital communication with parents of CSHCN is lacking, we address the following question: Can we expect that social media can be an effective avenue for emotional and informational support for parents of CSHCN? In attempting to answer this question, we offer a novel exploration of how established benefits of parent-to-parent support and the theoretical framework of online social support can provide new avenues for professional partnerships to support families of CSHCN.

Challenges to Obtaining Necessary Support for Parents of CSHCN

CSHCN are defined by the US Maternal and Child Health Bureau as “those who have or are at increased risk for a chronic physical, developmental, behavioral or emotional condition and who also require health and related services of a type or amount beyond that required of children generally” [1]. When parents give birth to a CSHCN, or receive such a diagnosis prenatally or in the early years of childhood, they are immediately faced with a loss of the child they thought they would have and a tremendous amount to learn. The result is emotional stress that is overwhelming as parents sort through medical and developmental information, resources and services, varying reactions from friends and family, and even adjusting to their own new identities as parents of a CSHCN [2,3].

Shortly after a new diagnosis of a child’s special health care need, parents typically receive education from their child’s hospital NICU or specialist—often at one in-person appointment—about caring for their child and referrals for medical and community-level assistance. This usually occurs in the hospital just before discharge from the NICU, or in a pediatric specialty office at the end of a diagnosis appointment. At these early stages, however, parents are typically passive receivers of information as they try to process difficult information without the emotional capacity or skill sets developed to ask questions of care providers, or even to know what to ask. Mishel’s theory of uncertainty in illness proposes that stressful health care experiences such as new diagnoses actually interfere with the ability of patients and families to process and understand information shared with them [4]. Only later do they start to comprehend their situation and begin to seek additional support, sometimes from care providers, but more often from family, friends, and the Internet [5]. As parents adjust to the diagnosis and start to try to make sense of how to proceed with their lives and help their child, they report that their child’s medical and even social work providers have inadequate and sometimes inaccurate information about services to help the child and family at home and in their community. Initially, many parents rely on existing support networks such as family or friends who have always been their main source of all kinds of support. In many cases, these individuals lack an understanding of the child’s diagnosis and resulting challenges. For emotional understanding and resources, parents have indicated that they prefer to connect with other parents of CSHCN who live in their geographic area and who have a child with the same or a similar diagnosis [6,7].

Parent-to-Parent Support as an Avenue of Social Support for Parents of CSHCN

The concepts of social support and parent-to-parent support for CSHCN both had their start in the 1970s. In 1976, Cassel concluded from both human and animal studies that social support mediates the health impact of stress [8]. In 1981, House identified four kinds of supportive actions that can help people deal with a crisis or chronic stress and allow them to cope, learn, and even grow during their challenges. This support can be emotional (being there), instrumental (doing things), informational (sharing knowledge and resources), or appraisal (helping individuals to see their stressors with more confidence in their ability to cope). Such support can provide a person with the strength to find new contacts and information in order to solve problems, the cognitive skills necessary to process that information, and the ability to better cope with stress, doubt, and fear [8]. For many young parents of CSHCN, empowerment gained from social support—particularly a combination of emotional and informational support—can lead them to successfully navigate the medical information and services necessary to help their child.

http://www.jmir.org/2016/12/e333/
The idea of parent-to-parent support for families of CSHCN grew out of the movement for family-centered medical care beginning in 1971. Since that time, veteran parents of CSHCN supporting new parents has been promoted as a way for families to both reduce stress by realizing they are not alone in their struggles, and as a way to find solutions and services for their CSHCN. At first, parent-to-parent support was facilitated by health care professionals who connected a parent to another parent whose child had a similar diagnosis. Over time, organizations devoted to providing support to families of CSHCN through other parents emerged. Research into parent-to-parent support in the 1990s showed that this type of social support has several benefits, as Textbox 1 shows [9].

Parents of children with a variety of special health care needs who have been mentored by other parents of CSHCN have reported increased emotional well-being and better adaptation to their new life and identity as the parents of a CSHCN. A 2007 study of parents of CSHCN found benefits of parent-to-parent support as well, reporting that relationships with other parents helped them share experiences, feel less alone, and even find positive aspects of very painful experiences [10]. While this study focused on personal and phone support, Konrad noted that the Internet and email listservs offered additional avenues for parent-to-parent support that bridge barriers of geographic distance and rare disorders. An email support forum for parents of children with clubfoot was shown to help families, especially mothers, gain information and manage uncertainty about their child’s diagnosis [11]. Today, listservs and email are fading in popularity, while social media and mobile phone apps are becoming more popular [12]. A study of military families found a preference for online parent support via Facebook over face-to-face support, particularly among mothers [13]. Regardless of format, the reported benefits of parent-to-parent support remain consistent across time and modalities.

Traditionally, health education and social support for parents of CSHCN were available through in-person trainings and support groups. Leaders of family support nonprofit organizations for families of CSHCN responded to a common interview protocol in ways that reinforce the findings of the literature. “Support used to happen in group trainings and over kitchen tables,” said Jane Scott, assistant director of About Special Kids in Indiana, USA, a not-for-profit organization that provides parent-to-parent support for Indiana parents of CSHCN. “Now it’s social media. It’s not the same as in-person support, but it has reduced families’ isolation, and it’s especially great for rural families without options for in-person groups nearby,” Scott also noted that short message service (SMS) text messaging with families seeking information has been highly effective, with 80% of parents responding to a text message, more than twice that of parents who return a call (J Scott, oral communication, January 2016). Likewise, Jennifer Akers, project director of Family Voices Indiana, noted that parents like in-person training but, because they often lack time to attend, many interact on Facebook and “tag” her with questions. Family Voices Indiana is an Indiana nonprofit focused on parent-to-parent support for CSHCN, particularly in the areas of health care financing and advocacy. Akers said the importance of parent-to-parent organizations is that they can explain things in ways that parents understand and can apply to their lives, which she says often works better for families than information they receive from clinical and social services professionals (J Akers, written communication, January 2016). A 2014 study noted that low-income families have a particularly difficult time attending in-person support and education programs, with a recruitment rate of 31% and a high rate of attrition due to problems with child care, transportation, and time and work constraints. Swindle and colleagues found widespread access to the Internet, mobile phones, and social media among the same low-income parents, suggesting that, for low-income parents, technology may be a more accessible path to education and support than in-person programs [14]. The experiences of these nonprofit organizations serving families of CSHCN support those findings.

Textbox 1. Benefits of parent-to-parent support (adapted from Santelli et al [9]).

- Increased acceptance of child’s special health care needs
- Enhanced parent coping skills
- Increased self-efficacy for parents to work on problems and access services
- Rated as helpful by more than 80% of parents served
- Access to support typically unavailable from any other source
- An essential aspect of family-centered care

Theoretical Frameworks: Theory of Social Support

The availability of social supports helps individuals believe they are well supported, which leads them to interpret others as supportive, have a better ability to draw from past support, and have the ability to readily think about their current sources of support. This social cognitive perspective of social support [15] proposes that perceived support—an individual’s belief that she is well supported—leads to better coping skills and higher self-esteem. Individuals under stress engage in appraisals to determine whether a stressful situation is a genuine threat, and whether they have the personal and social resources to deal with the situation.

Parents of newly diagnosed young CSHCN face the stressful situation of receiving a diagnosis of their child’s condition that brings significant uncertainty and fear. However, the skills and self-confidence built through social support can empower parents to interact more positively with care providers and medical information [16]. The model shown in Figure 1 adapts Lakey and Cohen’s [15] model of the social support theory to show how emotional and informational support available from contact with other parents of CSHCN affects how parents
perceive the stressful situation with their child and the supports they can count on, which mitigates stress and leads to better self-efficacy and coping skills. This belief in social support and the resulting self-efficacy ultimately allows parents to understand their child’s care, seek important services for their children, and thus gain the potential to experience better health outcomes for both parent and child.

Social support can come from existing social networks (such as friends and family), new social networks (such as with other families sharing a similar diagnosis or experience), or from indigenous or community health workers. While many social service professionals focus on helping individuals strengthen their natural supports through family and friends, interventions for parents of young CSHCN also should focus on developing new social networks that exist around parenting CSHCN or dealing with specific diagnoses. New social networks often work best in response to a major life change or a specific stressor, such as a child’s diagnosis. People with similar experiences can provide support based on their like journeys, providing emotional and informational support from a viewpoint only someone with similar experiences can provide [8]. Caregivers of children with life-threatening or -altering conditions share an experience unlike any that most of their friends and families can understand. Without connections to other, similar families, parents of young CSHCN often feel isolated, overwhelmed, uninformed, and uncertain. Many identify a desire to access other families with the same diagnosis for advice and support [16].

**Figure 1.** Digital parent-to-parent social support as a path to better outcomes for children with special health care needs (CSHCN). Adapted from Lakey and Cohen’s social support theory [15].

### Informational and Emotional Support of Parents of CSHCN

Parents of children newly diagnosed with diabetes reported feeling incompetent, stressed, and anxious, and having low confidence when faced with learning how to administer home insulin injections, blood tests, and other care in a short period of time [17]. Parents indicated that the large amount of information was overwhelming and asked for repeated, short teaching sessions. In addition, parents indicated they wanted realistic, truthful information that includes not just instructions about how to care for their child but reasons why this care is needed, in ways that are practical for use in their lives at home [18]. Among parents of premature babies, parents are typically unable to actively engage in learning about their child’s special health care needs immediately after diagnosis [5]. Once parents become ready to seek information, as indicated by a survey of parents of young CSHCN, their top needs for information include finding ways to help their child develop, handling the emotional impact of having a CSHCN, managing the demands on the parents’ time, finding and accessing community resources, understanding their child’s rights, and planning for the future [19]—needs that reflect the inextricable connection between emotional and informational social support. These needs also reflect practical, real-life coping questions that may best be answered by other parents who have learned to navigate similar needs in their own children. The 2009-2010 US National Survey of Children with Special Health Care Needs showed similar needs among parents, while also identifying additional stressors around paying for needed services, especially in the common situation of one parent leaving employment in order to care for the child [12]. Several studies have suggested that stress can be alleviated through social support, and some have concluded that learning is difficult until the stress of a situation is reduced [8,19].

The desire for social support as a means to learn about and access services is consistent with the instrumental aspect of the social support theoretical framework [15]. Given the lack of support available in one’s own circle of family and friends, a lack of information in small or rural communities, and the previously referenced barriers to attending in-person training and support groups [14,20], this support is difficult to access for many families. As options for online support have grown, many parents of CSHCN are turning to online social support for information on systems and services that could benefit their child [16].

### Online Social Support of Parents of CSHCN

The online social support theory [21] expands the theoretical framework of social support to include sources of support found on the Internet. This theory is based on the assertion that a
change or perceived change in health can bring on acute episodes of stress that, without relief of the condition, can lead to chronic stress. The ability of a person to adapt to significant changes, such as receiving a diagnosis of a special health care need in a young child, is influenced by individual and health factors, demographics, and, increasingly, Internet use. The online social support theory proposes that online support, particularly through social media, is especially helpful for caregivers of relatives with health concerns, including parents of CSHCN [22,23].

Healthy People 2020 emphasizes health communication and information technology as key methods to improve health outcomes and increase health care equity and quality, stating specifically the role of technology in widening social support networks [24]. Digital technologies such as mobile health apps, social media groups, and other Web-based resources are 21st century solutions that directly address the need for accessible health information and communication [25]. Online support and education have been increasingly used in health care and other interventions in a variety of contexts, including with families of children with diabetes, asthma, attention-deficit/hyperactivity disorder (ADHD), and hydrocephalus [2,26,27]. The ability of these digital technologies to provide social support to parents of CSHCN achieves the traditional aims of education and information sharing through a digital avenue of online emotional and informational support. The accessibility of these technologies to parents across racial and socioeconomic lines is expanding every year.

Social media sites, particularly Facebook groups for parents of CSHCN, have high levels of intimacy and immediacy, meaning that support is available despite members’ distance from one another, which naturally leads to high levels of social support. Social support is most helpful when it comes from others with similar experiences. Online peer support can provide instrumental support of information and resource sharing, as well as emotional support of caring, compassion, and inclusion [16]. Other forms of digital communication, such as blogs, listservs, chat rooms, and apps to record and share a child’s milestones or health care experiences, can also provide social support but generally work best as an adjunct to Facebook groups, which are the most interactive and interpersonal formats [23]. When used by parents of CSHCN, online support has been shown to reduce isolation, increase feelings of self-control, increase parents’ feelings of connection to others who understand, increase self-confidence, and lower depression and anxiety [27].

Numerous studies have concluded that mobile phone, Internet, and social media use crosses demographic lines such as income, race, and age [14,28-30]. Parents of young children have been using digital communication and social media since their teens or early adulthood, and they are already accustomed to connecting via apps, texting programs, and social media sites for social support [31]. All kinds of digital communication technologies—mobile phones, smartphones, Internet, mobile apps, Facebook, and other social media use—are most commonly used by the youngest group of adults: 18-to-29-year-olds. In this age group, the most common age group of parents of young children, shrinking social disparities in the use of these technologies are becoming even smaller. For instance, in the United States, the most prevalent users of the Internet and mobile phones are African Americans, and the most prevalent users of Facebook are Hispanics [14,28-30] (Table 1). Some studies, however, have found lower overall Internet use among minorities with low levels of education [32].
Table 1. Access to digital technologies for social support across US demographic groupsa.

<table>
<thead>
<tr>
<th>Demographic groups</th>
<th>Access</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual income (US $)</td>
<td></td>
</tr>
<tr>
<td>High (75,000)</td>
<td>98% own mobile phones</td>
</tr>
<tr>
<td></td>
<td>78% use Facebook</td>
</tr>
<tr>
<td></td>
<td>84% own smartphones</td>
</tr>
<tr>
<td>Low (&lt;30,000)</td>
<td>84% own mobile phones</td>
</tr>
<tr>
<td></td>
<td>73% use Facebook</td>
</tr>
<tr>
<td></td>
<td>50% own smartphones</td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>90% use social media</td>
</tr>
<tr>
<td></td>
<td>86% own smartphones</td>
</tr>
<tr>
<td>30-49</td>
<td>83% own smartphones</td>
</tr>
<tr>
<td>All adults</td>
<td>90% own mobile phones</td>
</tr>
<tr>
<td></td>
<td>85% access Internet</td>
</tr>
<tr>
<td></td>
<td>64% own smartphones</td>
</tr>
<tr>
<td>Racial/ethnic/geographic groups</td>
<td></td>
</tr>
<tr>
<td>African Americans</td>
<td>68% own smartphones</td>
</tr>
<tr>
<td>Hispanics</td>
<td>64% own smartphones</td>
</tr>
<tr>
<td>Whites</td>
<td>66% own smartphones</td>
</tr>
<tr>
<td>Rural Americans</td>
<td>75% view mobile health services as important</td>
</tr>
</tbody>
</table>

aData from [14,28-30].

Provider Use of Online Social Platforms

Hospitals and health care providers are increasingly communicating digitally with one another and, less often, with patients. A survey of outpatient family practice patients revealed that 56% said they wished their doctor used social media to interact with them. Despite this interest, many clinicians have been hesitant to enter into electronic health communication with patients due to US Health Insurance Portability and Accountability Act regulatory concerns over privacy and well-publicized, inadvertent breaches of patient confidentiality by health care professionals [33]. However, most privacy breaches have been around professionals’ posts on their personal social media pages, and not from official health care social media pages. In fact, health care providers are able to communicate via social media with a patient if the patient is the only one who can see it or if the patient has consented to communication via the digital platform [34]. The overriding principle in providers’ involvement in digital communication efforts in general, and in social media in particular, is that the patient must be in control of their participation. It is also possible that, just as young adults are the highest users of social media, there may be generational differences in physicians’ willingness to engage with patients and families online. Yet with widely available opportunities to connect online with peers beyond their own communities, and with few health care providers engaging with patients in this way, patients and families are increasingly relying less on medical providers and more on their peers for health information [35].

The findings about digital health communications in the literature are consistent with the experiences of Nerissa Bauer, MD, a pediatrician involved in research on parent engagement among children with ADHD at the Indiana University School of Medicine, Department of Pediatrics, Children’s Health Services Research. Bauer has developed support groups for parents and children with ADHD and reports that getting parents to attend is a “logistical nightmare” and meets with considerable parent resistance. However, she says that parents who attend enjoy the in-person group and want to continue. Even so, she has found that parents also want information online in general and through social media particularly, echoing results from much of the literature. “Parents say they want ways to interact with health information for their kids online, but we’ve found that if it’s not on Facebook, if it’s on a different platform than what they already use, they don’t use it,” she said. At the same time, she said, hospitals and academic centers are extremely cautious about using Facebook for reasons relating to privacy and the expectations of parent-professional interaction online, a situation also noted in the literature. “It’s definitely something to think about, and parents want it, but there are real hurdles to making it work,” she said.

Currently, Bauer is working on parent-developed YouTube videos of family members talking about life with their child or grandchild with ADHD, with the idea that parents who help develop the video will share the video on their own social media channels, a video approach to parent-to-parent social support. “A mom can watch these in her pajamas at 3 AM and find families who share her experiences,” Bauer said. This project is early in development and has not yet been implemented and
evaluated. She also has found blogs have been a successful and controlled way to share information with parents one-way rather than interactively, but acknowledges that this strategy is better for education and information sharing than for social support (N Bauer, MD, oral communication, March 2016).

Academic literature and input from family and health leaders all point to the benefits of parent-to-parent communication and support, as well as barriers that parents of CSHCN face in finding the time and means to meet with other parents in similar situations. The aim of this scoping review was to consider what research to date has shown regarding the usefulness of digital communication, and in particular social media, in providing informational and emotional support to CSHCN.

**Methods**

The observations and recommendations in this paper focus on the information needs of parents of CSHCN, the barriers to face-to-face education and communication for this population, and the effectiveness of electronic media for health education and communication with parents and others using eHealth sources. It is based on a scoping review conducted in PubMed, Social Sciences Citation Index, ACM Digital Library, Education Resources Information Center (ERIC) accessed through ProQuest, and Google Scholar. Scoping reviews, like summary reviews, use rigorous and transparent research methods but focus on the findings of the reviews rather than the research used to obtain those findings [36]. We searched the databases using the following phrases, individually and in combination: “children with special needs,” “children with special health care needs,” “children with disabilities,” “parents of children with special needs,” “parents of children with special health care needs,” “parents of children with disabilities,” “parents of young children with special needs,” “parents of young children with special health care needs,” “parents of young children with disabilities,” “digital communication,” “e-health,” “electronic communication,” “electronic health education,” “health communication,” “social media,” “apps,” and “texting.” The search also included results found in PubMed’s related articles feature. We eliminated articles focusing on digital health interventions for children rather than parents, and digital health interventions for adults not targeted as parents. We also eliminated articles on health education and communication methods published prior to 2005, with searches focused on digital health education and communication articles from 2010 or later. Articles focused on the needs and challenges of parents of CSHCN were selected due to their relevancy to the topic rather than their date of publication. In each article we used, the focus was on the information and communication needs of the audience, the methods of health communication and education used, and the results for different racial and socioeconomic groups.

The collection of data also looked specifically at the use of social media, mobile phones, and other technology, and barriers to accessing various forms of education and communication, particularly among parents of CSHCN. As the literature revealed the information preferences and barriers for parents of CSHCN, it became apparent that the theories of social support and online social support were important theoretical frameworks for the subject, resulting in subsequent searches of the databases for “social support,” “online social support,” and both of these terms with the term “theory” and “theoretical framework.” Searches for health care providers’ use of social media included the terms “hospital use of social media” and “physician use of social media,” and each of these terms with “with patients” added. This was not a systematic review of the efficacy of eHealth interventions, so although the literature we present covers every subject explored in the search, it includes the sources most illustrative of these related topics rather than every article we found in the literature.

We gleaned supporting information from key-informant conversations with leaders at four Indiana organizations that serve families of CSHCN. These conversations focused on how parents engage with the organization face-to-face and online, and what strategies for informing and supporting families of CSHCN have been most successful. Another key informant was an Indianapolis pediatrician engaged in services for and research regarding children with ADHD, who discussed her work with a parent support group and her thoughts about online support for these parents.

**Results**

Parents of young CSHCN have enormous needs for informational and emotional support, and they often express the desire to connect with other parents for help with these needs. Juxtaposed with these needs for social support are barriers to attending in-person parent trainings or meetings, issues felt most acutely by caregivers of CSHCN who are isolated by geography or the intense care needs of their child. While research into digital communication for parents of CSHCN is limited, each study that has reported on the issue reveals that using online sources for information and support is not only possible for parents of CSHCN, it’s already happening outside of the health arena. Parents of CSHCN are already using social media, particularly Facebook, to seek out parent-to-parent online social support, and these parents report the online groups are helpful in providing informational and emotional support. These effects are consistent with the social cognitive theory of online social support [21] and social cognitive perspective of social support [15], which proposes that online support enhances participants’ belief that they are supported, affecting their perception of stressful situations and allowing them to develop coping skills that lead to better health outcomes.

In seeking effective ways to communicate with, educate, and support parents of young CSHCN, the theoretical framework of social support illustrates a way toward future efforts. For decades, parent-to-parent support has been a key pathway toward parents’ knowledge and understanding of services and supports for their CSHCN and how to access them, within the context of emotional support. This existing structure reflects the social support theory, that individuals with good social support in a crisis or time of significant change, particularly from individuals with similar experiences, are better able to cope with and move forward in the situation. Today, barriers to attending in-person programs and the availability of online social networking has
moved parent-to-parent support to a largely digital venture, primarily through Facebook. This online support, consistent with the theory of online social support, can buoy parents with coping skills and self-efficacy, as well as information, to allow them to better care for and be advocates for their children.

The literature about how parents of CSHCN find support is echoed in the words of the physicians and professionals in personal interviews, and reinforced by other evidence found in randomized controlled trials about health communications. Many of these studies have concluded that texting, mobile apps, and social media are all effective ways of educating and supporting people facing serious life changes or health issues, particularly among younger adults such as parents of young children [31,37]. Following is a look at the literature involving each of these digital formats.

**Mobile Phones and Texting**

Texting is perhaps the first digital technology used for health communication, and it still is in use today, with uses ranging from appointment reminders, to health behavior prompts, to health information messages [38]. The ability to send and receive text messages is widespread in the United States, with 90% of all adults owning a mobile phone. Among adults 18-29 years old, 98% have a mobile phone, as do 97% of adults age 30-49 years [39]. This popularity gave rise to the text4baby program, which debuted in 2010 as a way to deliver prenatal and postpartum health messages to pregnant women and mothers who recently delivered, with messages timed to the baby’s gestational age based on due date. As of February 2016, text4baby had served almost 975,000 unique pregnant and recently delivered women [40]. In 2014, a study of the use of text4baby by 943 women at an army medical center found that text messages affected the women’s beliefs about health issues, particularly the importance of taking prenatal vitamins, the importance of seeing a health care provider, and the risks of drinking alcohol during pregnancy. It did not, however, seem to affect health behaviors [41]. Other studies found that text health programs had significant effects on smoking cessation and mixed effects on diabetes management and asthma management, with limited evidence and a lack of research into the long-term effects of health text programs [27,42]. Researchers have noted that studies of texting as a health intervention in general is difficult due to the variety of strategies, conditions, and subjects involved, making it unrealistic to evaluate effectiveness of texting interventions outside of small programs focused on a narrow subject, such as diabetes [38].

The literature we searched revealed no studies related to texting interventions for parents of CSHCN, and no studies relating text messaging to social support. Texting in health care has exclusively been used for one-way informational messages, which may have educational benefits but does not provide any type of emotional support, which requires some level of interaction and is, for parents of CSHCN, a necessary component of informational support [19,38].

**Mobile Phones and Apps**

Apps on mobile phones are some of the newest and most interactive digital modalities for education and communication. On apps, patients are not only getting health information, but also logging their weight, fitness activity, asthma peak flow numbers, insulin levels, food intake, and more, moving patients and families from passive recipients of information to active participants in their health and health care [43]. In addition, apps for mobile phones and tablets are relatively inexpensive, easily customizable to specific patient populations, and widely accessible [44]. Accessibility is growing exponentially, as 68% of Americans owned a smartphone in 2015, up from just over a third in 2011. Smartphone ownership rises with income and education. However, among the 18- to 29-year-olds, smartphone ownership is nearing saturation among all socioeconomic groups [45]. People from low-income households, as well as African American and Latino smartphone users, are more likely to be dependent on their smartphones to obtain information because many have no other access to the Internet [39]. In a study of teenagers and their caregivers in Bronx, New York, USA, most living at well below the federal poverty line and almost entirely African American and Hispanic, 85% had smartphones, and more than 70% reported accessing more than three apps a day. Singh and colleagues suggested that smartphones are becoming more affordable and accessible and, as a result, may allow public health professionals to approach elimination of health disparities in communication [46].

Each study we evaluated that used mobile apps to deliver an intervention focused on providing information and allowing users to record their own information, but lacked any aspect of social support. Any support provided involved feedback from a health care coach or other provider, providing reinforcement but lacking true emotional support. Studies of the effectiveness of apps for health education and support have been mixed. For instance, one study of an app for asthma management showed no significant impact on health outcomes [44], while another showed that app users increased peak flow, increased forced expiratory rate, and reported a high quality of life with fewer unscheduled medical visits [2]. A small study of young women aged 18-30 years in a weight loss program showed a preference for app logs over paper diaries, with 46.2% preferring apps for the program, second only to an online discussion forum. However, retention in the program (67%) was consistent with the low rates of retention and adherence seen in other weight loss programs for young women. Hutchesson and colleagues felt that the women’s interest in technology interventions was promising, however, and noted that health interventions should keep up with new and changing digital platforms [47]. Another study of pregnant women compared patients who used a mobile app to record health information versus women using paper diaries. Patients using the app recorded information more frequently and were more engaged in the intervention than those using paper diaries. They reported the app was easier to use, less of a bother, and more efficient than paper journals, and app users consistently rated their satisfaction with care higher than those using paper diaries [48]. A pilot app developed for parents of high-risk infants allowed parents to record milestones and aspects of care for their baby, record certain aspects of the electronic medical record, and share what they chose with their baby’s care team and on social media. This model of collaborative data collection was not tested but rather was offered as a design model. It offers promising avenues for
communication and support for parents of CSHCN, as it allows parents to engage other parents with the app data on their existing digital platforms for support. However, Liu and colleagues also noted that the app’s data collection feature placed a burden on parents who are already overwhelmed to collect and record data about their child, which they may find distressing, as data collection is not typically required of parents of hospitalized infants [2]. Another app for NICU families is available commercially for a fee, but it focuses on support provided to parents via a health coach rather than through peer-to-peer social support [49]. An app called NICU Companion for parents of NICU babies has been developed through the Indiana University School of Medicine [50] as in information-sharing and parent support app. Developers are expanding this platform to allow parents to track baby’s progress, providing information they can then share on social media if they choose. This app is in development and could be a source for further research.

Although evidence is scant, recent studies have suggested that collaborative technology may be more readily accepted by parents than by clinicians [2]. A 2016 study found that physicians and other clinicians were resistant to using patient-collected data from an app unless it didn’t take extra time and was integrated into their normal workflow. Woods and colleagues concluded that clinicians did not yet see the value of patient-collected data and may not be comfortable with the power assigned to the patient as part of his or her own care team. However, they noted that such digital collaboration could work if patients bear most of the responsibility for collecting the data and sharing it with their providers [51]. Apple has introduced its health app for iPhone, which allows individuals to track their own health, fitness, and medical information and, in some cases, share it with their doctors, fitting in neatly with emerging trends in telehealth [52]. Many apps exist or are in development to work with the Apple Health app, creating the option for shared plans of care, patient-provider communication, and other uses that could be helpful to parents of CSHCN. With very few studies focused on the use of apps by parents of CSHCN, understanding the potential and effectiveness of this technology for that population—and its potential for providing social support or enhancing collaborative family-provider partnerships—presents an opportunity for further research.

Social Media

Social media includes several forums where individuals can share thoughts and experiences with friends and followers by posting on apps and Internet sites such as Facebook, Twitter, Instagram, and other similar sites. Some studies have shown that social media use may help improve health of the users by increasing the perception of having social support and connections, and by creating patient-centered control of what is and isn’t shared. Health improvements have been observed in some social media programs centered on smoking cessation and nutrition [8,16,22,23]. Potential problems with social media may arise if information provided is incorrect, or if a digital divide exists in which vulnerable populations have no access to the Internet and social media [37]. With the rapid advances of social media use and access to mobile phones, however, this digital divide appears to be shrinking. Among all US adults, 65% now use social media sites, up from 7% just 10 years ago. Nearly all (90%) of young adults aged 18-29 years use social media, and use is similar among racial and ethnic groups of all ages. People with higher incomes and higher educational levels of attainment are more likely to use social media, but these differences are far less pronounced among young adults [28]. With the explosion of social media, public health and clinical professionals are increasingly exploring its use for health communication and education [43]. Among the most receptive to social media may be young women, as social media is most commonly used by young adults and women. A 2014 study of how mothers of young children use social media revealed that young moms naturally turn to Facebook during pregnancy and early childhood to share their experiences, just as they have been doing since they were teenagers or college students. In fact, Facebook allows users to make “Expecting a Baby” a Facebook life event, and baby pictures on Facebook are so common, an app called “unbaby.me” allows users to block baby pictures from their Facebook newsfeed [31].

While there is a lack of studies regarding the use of texting and phone apps among parents of CSHCN, social media use is much more commonly studied as an intervention for this population. Social media has been shown to reduce isolation, increase emotional support, and provide useful information, addressing key challenges for parents of young CSHCN. In a 2013 study of parents of children with hydrocephalus [26], parents cited Facebook and YouTube as their preferred sources of information about hydrocephalus and their preferred way to connect with other parents. In that study, 95% of the parents indicated they used social media, and this use cut across racial and socioeconomic lines. A study of a blog and Facebook network of parents of youth with Hirschsprung disease found social media to be a successful way to connect parents of children with rare diseases with support around the world, but noted that this support lacked evidence-based health information [13]. While Facebook is the most popular social media platform, use of social media evolves quickly, requiring ongoing research and consideration of platforms such as Twitter, Instagram, and other emerging platforms of the future.

The support available on social media does more than reduce isolation. Because Facebook groups provide nearly instant access to other parents of CSHCN, parents have the opportunity to learn about systems and services available to their child and how to access them. This informal, online support group helps parents cope with and make sense of the maze of local, state, and national systems of care, as well as the overwhelming amount of information on the Internet and the network of various community services. On social media, parents help other parents navigate this complex web of information and understand what is important to do first, and eventually to be advocates for their child’s needs and rights across health, education, community, and policy arenas [6]. Parents of CSHCN report they have formed meaningful relationships in social media groups, and that they feel less judged by their social media friends than by their friends and family in their “in-person” life. In social media, parents find information and support to address their most pressing needs, which often are things their family and friends don’t understand. These needs include learning ways to help
their children’s development, dealing with the emotions of having a CSHCN, handling time demands, finding resources in the community, planning for the future, and understanding their children’s rights. This combination of emotional and informational social support provides parents with important information and real skills that can affect outcomes for their children. In fact, support from other parents on social media has more effect on a parent’s feelings of stress than does their child’s functional level [6]. Other studies offered increasing evidence that online support, particularly through Facebook, improves feelings of well-being, which, consistent with the theory of online social support, assists parents of CSHCN through help with stress management and coping; functional support such as practical advice, information, and assistance; emotional support; and increased perceptions of being supported [16]. These benefits are routinely reported by mothers of CSHCN, as seen in one study focused on moms protesting the closing of an online support network for CSHCN, who praised the empowerment they received from the group, from information shared and emotional support [53]. Parents who receive emotional and informational support from their online friends, especially when those friends are geographically close by or whose children share similar diagnoses, eventually develop the belief they are supported and are able to summon the self-efficacy needed to advocate and pursue services for their CSHCN.

**Discussion**

The literature about digital platforms suggests that social media is ideally suited and already in use for supporting and informing parents of CSHCN, but that its primary use is for parent-to-parent support rather than provider-to-parent support. Texting programs have mixed success, with their most significant impact being made in health education and information sharing. The one-way nature of texting programs does not lend itself well to social support, and the multiple factors involved in texting make it difficult to assess. Because of these limitations, texting programs are not ideal for digital communication with parents of CSHCN.

Mobile phone apps are newer formats for health communication, which have shown some success with health outcomes and patient satisfaction. Most are focused strictly on providing information and collecting data, making apps an uncertain platform for social and emotional support. However, the almost total saturation of mobile phone use among young adults, indications that young adults prefer apps to paper-based health programs, barriers to in-person training and support, and the potential relevancy to interactive telehealth and telemedicine make the use of apps an intriguing possibility for parents of young CSHCN. Apps for children with serious health care needs and hospitalizations, such as babies in intensive care units, could allow parents to record important information about their child’s progress, with the potential to use the app as a tool to share updates via social media, thus creating an avenue for social support. Implementation and evaluation of an app-based intervention for parents of CSHCN would be a valuable contribution to what is currently limited literature related to this topic.

For a health care provider such as a hospital, these tools may present a way to encourage parents to connect to support from other parents via social media, without requiring medical providers to directly host a social media site for families. Finding ways to work with social media may become important for pediatric providers because social media seems to offer the most natural and effective means of online social support for parents of CSHCN.

New efforts focusing on digital communication add to the established success of parent-to-parent social support in allowing parents to share information about their child with other parents who have common experiences. Online parent-to-parent support uniquely provides the emotional and informational support that parents of CSHCN often find difficult to obtain in their own families and communities. Nonprofit organizations and, with professional precautions, larger health care organizations can develop interventions around social media strategies, while health care organizations with privacy and practical concerns about maintaining social media interventions can develop mobile phone apps that generate parent-recorded data that families can share with their online social networks, or through telemedicine connections, with their child’s doctor. Apps that allow parents to easily share their child’s progress with social networks could be a focus of future app development and research.

Location-based, opt-in apps could even serve to connect parents with children who have similar diagnoses in given locations, such as in hospital cafeterias. Partnerships with community family-to-family organizations who already offer online support to families of CSHCN could be another option for health care providers, providing an avenue to reach families with information through their community partners’ social media channels. In these ways, parents learn about their children and their needs from health care professionals, share this information with their social networks, and then receive from those networks the emotional and informational support that applies to real life as a parent of a CSHCN. Exploration of potential online programs to enhance provider-parent relationships should include research into physicians’ and other medical professionals’ goals and barriers around online family support. Additionally, online support among youth with special health care needs—connecting them with other young people with similar diagnoses—would be another new area of research within the framework of online social support. In addition, efforts to further establish associations between social support and positive health outcomes can lead to greater acceptance of such programs and better options for funding.

Online social support has been shown to be effective in helping parents accept their child’s diagnosis and develop the skills they need to help their child in the days and years to come. Additional research-based evidence about online tools for communication and partnership between parents of CSHCN and physicians could advance the adoption of such tools by health care providers if such tools are shown to be effective. Digital interventions that work to inform, educate, and empower parents of CSHCN, including interventions that work within the framework of online social support, should be the focus of future research, with the goal of improving outcomes for CSHCN and their families.
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Abstract

Background: Evolving research practices and new forms of research enabled by technological advances require a redesigned research oversight system that respects and protects human research participants.

Objective: Our objective was to generate creative ideas for redesigning our current human research oversight system.

Methods: A total of 11 researchers and institutional review board (IRB) professionals participated in a January 2015 design thinking workshop to develop ideas for redesigning the IRB system.

Results: Ideas in 5 major domains were generated. The areas of focus were (1) improving the consent form and process, (2) empowering researchers to protect their participants, (3) creating a system to learn from mistakes, (4) improving IRB efficiency, and (5) facilitating review of research that leverages technological advances.

Conclusions: We describe the impetus for and results of a design thinking workshop to reimagine a human research protections system that is responsive to 21st century science.

(J Med Internet Res 2016;18(12):e329) doi:10.2196/jmir.6634
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Introduction

Over half a century ago, in response to egregious cases of research participant mistreatment, the US government proposed prospective review of research involving human participants. This prospective review process is what we now know as the institutional review board (IRB) system. Today, IRBs are firmly entrenched within the fabric of academic research institution, with estimates putting the number of IRBs in the United States at around 6000 (I Prichard, Senior Advisor to the Director of the Office for Human Research Protections, Department of Health and Human Services; oral communication, September 2014).

IRBs have aimed to serve an important function, which is to protect human research participants. While IRBs have helped address this critical need, the IRB system has not kept pace with the evolution of research methods and practices or current and emerging trends in science and technology. The fact that the system has become antiquated calls into question whether the IRB continues to foster the protection of human research participants per the principles originally put forth in the Belmont Report [1]. New forms of research enabled by technological advances in information technology and data science appear to be particularly challenging to IRBs [2], yet clear standards to guide best practices are not well established [3-5]. We propose that the time has come to reimagine and ultimately work toward redesigning our human research protection system so that it is responsive to both the evolution of general research practices and new forms of research enabled by technological advances—what we refer to here as 21st century science. This is critical for the proper protection of research participants, ethical and efficient use of research resources, and facilitation of research insights important for human health specifically and knowledge production more generally.

A Changing Research Landscape

The IRB model was created when research was typically conducted by a single principal investigator in a single academic institution, and when data were both scarce and expensive to collect. Today, multiple principal investigator, multi-institution, and even multicountry studies are common, and such studies have resulted in unprecedented insights regarding human health. Researchers now need, or are even expected to share, data between different universities, across entities in different sectors (eg, universities, corporations, and nonprofits) and frequently across international borders. It also used to be that the scale of research was closely linked to the research methods. For instance, intervention studies were conducted with small numbers of participants in tightly controlled environments, and large-N surveys tended to collect data in ways that limited the possibility of individual identification and promoted easy anonymization. Today, expanding computational capabilities, social media, and broad research networks allow us to conduct an intervention study on Facebook with millions of participants [6], engage patients using mobile phone technology [7], study the whole genomes of thousands of individuals [8], or collect digital traces of human activity [9] at such granular levels that reidentification of individuals is possible if one possesses the right tools and expertise [10]. While traditional approaches to research require collecting only as much data as is necessary to test a hypothesis, data mining and other big data techniques derive their power from large data sets, where it may be impossible to determine, a priori, which variables will be of interest.

A Static Regulatory Environment

In contrast to the evolving research practices landscape, procedures for research oversight have been markedly static. The Common Rule, which refers to a set of regulations that specify the procedures for establishing and operating IRBs, was adopted in 1991, and the Belmont Report and the Common Rule remain the primary sources for guiding review of human research. In 2011, recognizing that these regulations had not kept pace with the evolving human research enterprise, the US Department of Health and Human Services issued an Advance Notice of Proposed Rulemaking (ANPRM) aimed at “enhancing protections for research subjects and reducing burden, delay, and ambiguity for investigators” [11]. In 2015, the ANPRM transitioned to a Notice of Proposed Rulemaking (NPRM), the next step in the process to update federal regulations [12]. The NPRM updates include, for example, new consent requirements for biological specimens, use of a central IRB for multisite studies, and changes to procedures for determining exempt versus expedited study review categories. Use of a central IRB is particularly contentious, with concerns focusing on whether protection of participants may be compromised for the increased efficiency of a single IRB [13]. Regardless, in June 2016, the US National Institutes of Health published a policy requiring single IRB review for multisite studies [14]. While the NPRM reflects important and potentially promising activity toward IRB system improvements, many have questioned or objected outright to some of the proposed changes, and even supporters have suggested they are not ideal [15]. Most recently, a report by the National Academies of Science, Engineering, and Medicine Committee on Federal Research Regulations and Reporting Requirements issued a report criticizing the NPRM, citing that the proposed changes would be detrimental to advancing research [16]. This committee recommended that the US Congress authorize the presidential appointment of a national commission to examine and update the ethical and regulatory frameworks governing human research protections. Regardless of whether and to what extent the Common Rule or principles of the Belmont Report are revised, the extent to which IRBs can keep abreast of changes in the research landscape and be responsive to studies that leverage emerging technologies remains questionable at best.

A Flawed Institutional Review Board System

There is increasing evidence that the IRB system is deeply and inherently flawed [17]. Lidz and colleagues captured the tip of the proverbial iceberg in their study of 20 IRB panels at 10 large medical institutions, where they documented 104 protocol reviews [18]. They found that IRBs consistently discussed the informed consent document, one of the Common Rule’s central mandates, and requested changes to the consent document in 88% of those cases. They also documented a disturbing observation, which was that other elements of the Common
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Rule (eg, data monitoring and protection of vulnerable populations) that are intended to promote research ethics were rarely discussed. Furthermore, in studies that exceeded minimal risk of harm, 21% of reviews did not address the inclusion of strategies to minimize risk. Likewise, they noted that 50% of reviews did not compare risks and benefits, and 60% of the protocols that excluded groups of potential research subjects without explicit justification were not discussed. They also found that critical review of the research design and methodology was not uncommon, and that IRBs often requested that investigators make changes to their research design, which is typically considered outside the purview and mission of IRBs.

Taken together, these observations call into question whether IRB members are sufficiently familiar with the standards intended to guide their review of research. Furthermore, while this is the case with respect to studies that leverage traditional research methods (eg, clinical trials), these concerns are magnified when the studies under review involve emerging technologies and nontraditional methods that the IRB was not originally designed to handle and that IRB members often do not understand. Examples of such studies are those that use smartphone capabilities to measure physical activity, social media to assess adverse drug reactions, or N-of-1 genome sequencing studies for diagnosis of rare disease. Such studies raise new and nuanced ethical issues regarding participant privacy, informed consent, and data security. Some of these novel methods also inadvertently include nonparticipants [19] or “bystanders” [20] in the research record, raising potential concerns that further challenge IRB processes.

Methods

How Might We Redesign the Institutional Review Board?

In light of these issues, in January 2015 we assembled a multidisciplinary group of 11 researchers and IRB professionals drawn from academic and research institutions in San Diego, California, to consider how we might reimagine and redesign human research protections for 21st century science. The half-day workshop was set up as a brainstorming session to generate ideas for addressing IRB challenges related to review of human studies, with a particular focus on studies that leverage emerging technologies and methods. The aim was not only to stimulate creative thinking about how the existing IRB structure and process could be modified to meet the often cited challenges of the current system, but also to generate ideas for exploring entirely new ways of evaluating research to ensure that research participants are informed and protected.

Design Thinking

A central feature of this workshop was the use of design thinking strategies in the brainstorming process. Design thinking is a formal method for practical and creative resolution of problems [21] that emphasizes a phase during which the group or team focuses on generating as many ideas as possible using thoughtful prompts (eg, How might we advise as opposed to restrict? How might we simplify IRB review?). Design thinking is also considered particularly useful when the problem itself, in addition to the solution, may be unknown or ill defined at the outset of the problem-solving exercise.

Workshop Description and Stages

Workshop participants included a facilitator (SK), a cofacilitator (CB), and 9 participants (the remaining authors). A high-level goal of the session was to generate ideas for how we might reimagine and ultimately redesign the human research protections system to foster the ethical conduct of research in the changing landscape of 21st century science.

The design thinking protocol consisted of 3 primary stages. During the first stage, we asked participants to brainstorm ideas using 6 categories as prompts: (1) settings, scenarios, and steps; (2) stakeholders and extreme users; (3) utopia and dystopia; (4) change levers; (5) change agents and obstacles; and (6) things to find out. During the second stage, we asked participants to consider the ideas generated in stage 1 and to complete the sentence “How might we...?” using the stage-1 ideas as prompts. A total of 22 “How might we...?” statements were generated (seeTextbox 1). From the full list of “How might we...?” statements generated in stage 2, we asked participants to select 3 ideas that they were most interested in pursuing further.

In stage 3, participants were broken into groups based on overlapping interests to further discuss and expand on specific ideas. The 5 refined “How might we...?” statements that received the most votes were (1) How might we redesign the consent form and process? (2) How might we empower researchers to protect their participants? (3) How might we learn from our efforts to protect participants? (4) How might we make the IRB system more efficient? and (5) How might we help IRBs review new forms of research enabled by technological advances? The group discussions related to each of these ideas are presented below.
Textbox 1. “How might we...?” statements.

- Start a learning health system experiment?
- Share all of our data?
- Prevent those interested in profit from taking advantage of those interested in science?
- Conduct bold experiments? (Incentivize and facilitate)
- Expedite institutional review board (IRB) review? (More appropriately classify)
- Make consent actually informed?
- Increase transparency of IRB processes and outcomes?
- Set up an appropriate surveillance system to monitor ethical violations?
- Simplify IRB review?
- Abolish IRBs?
- Reframe the IRB as a research partner rather than a research barrier?
- Increase confidence in anonymization?
- Create a learning system where IRB evolves along with research practices?
- Engage the public in research and in helping IRBs?
- Assess the true cost of the IRB system? (Direct and indirect; What are we not doing [that we should be] because of the current IRB process?)
- Collect more empirical research on the current state of the IRB?
- Create a movement around IRB?
- Influence current legislation wisely? (Start at the state level to guide national policy; eg, California Embryonic Stem Cell Research Oversight [ESCRO] committee)
- Seek an IRB waiver process?
- Include topic experts in IRB decision-making processes?
- Advise as opposed to restrict?
- Move from permission to forgiveness?

Results

Redesigning the Consent Form and Process

The ethical principle of respect for persons implies that individuals should be informed about and voluntarily consent to participate in research. How do we ensure that consent is actually informed? How do we ensure that research participants from diverse backgrounds truly understand research study risks and opportunities? In regard to the first question, one idea may be to establish mechanisms through which participants can provide real-time feedback about their experiences to researchers. These mechanisms could serve to collect empirical data regarding the clarity of consent forms and potential participants’ perceptions of risks and benefits. These data could inform and drive potential revisions to the consent form and other aspects of the research protocol. Relatedly, it is often the case that investigators write their consent forms to adhere to institutional templates, which may prompt the inclusion of content that is not relevant to or appropriate for a study. Thus, accurate and understandable descriptions of research should be encouraged in consent forms and processes, and inappropriate adherence to templates should be discouraged.

In addition, to make the informed consent process more accessible, one idea may be to think of the Creative Commons licenses [22] as a model. Similarly to the “three layers of licenses” used by Creative Commons, research studies could create three consent forms: one that contains all the legalese and scientific exposition; one in plain English that presents the facts; and a third that is simplified even further and presents risks in bullet point format. To make the process of obtaining consent culturally appropriate for underserved and underrepresented populations, community leaders, such as a Promotor/a in a Latino community, could be asked to help design the consent form and facilitate its use in ways that address community-specific concerns that researchers might not anticipate. Researchers could work with the community leader to help communicate these risks in a way that resonates with the community.

Empowering Researchers to Protect Participants

It may be worthwhile to consider how to construct a system of human research protections that fosters the ethical conduct of research without relying on an institution like the IRB. How might we start anew and reimagine and redesign research oversight without the traditional IRB in mind? What would an alternative system look like? One idea is to place responsibility for participant protection on the researcher rather than on the IRB. Researchers intending to engage in human-participant research could produce a document that lays out plans and risks of the research. They could then offer those documents, along with an outline of the proposed consent process, for review by
their peers. Peers would be researchers in the field of relevance for the research. These documents could be posted on the Web in the same way clinical trials are registered; not to get approval but to create a public record of the research. Peers who review the documents might be accredited with some type of certification in human research protections, although an open question would be what entity would design and provide such certification (and how such an entity would look different from a traditional IRB). Obtaining this certification and participating in this process could be incentivized for researchers by considering these activities to be professional service required for career advancement and academic promotion. In this scenario, responsibility for ethical conduct during the study would be shared by both the researchers and the peers who agreed that the plan would adequately protect participants.

To make it easier to create high-quality plans, researchers could consult a Web-based resource similar to Stack Overflow [23], a resource that software developers often use to obtain quick answers from experts about specific technical issues. With this resource, the median response time is 11 minutes [24], and the people responding are rated, which provides information pertaining to their credibility and expertise. Using this Web-based resource, within a few hours, researchers posing questions such as “How do I ensure that I won’t cause harm by asking this interview or survey question?” would receive answers from researchers who have been rated in terms of experience and expertise in human research protections. Elements of the plans could ultimately become like “protection modules” that could be swapped in and out of consent forms and research protocols, drawing attention to highly ranked modules. We note, however, that such a solution would require an active community with a critical mass of users, which may or may not be realistic depending on whether the IRB process ever became truly standardized. Importantly, if such a system were found to be feasible, it is an approach that could be coupled with a system that punishes offenders (see below).

Reinforcement and Learning From Experience

This notion also begins with the premise that the burden to protect participants be shifted to the researcher rather than remain with an IRB or other regulatory body. How might we simultaneously reduce the bureaucratic burden of IRBs for researchers, particularly those conducting low-risk studies, and, at the same time, improve protection for research participants? In addition, how might we transform universities into learning ethics institutions that continuously improve their capacity to conduct ethical research [25]? One model for doing this could be the US Federal Aviation Administration’s Aviation Safety Reporting System [26]. Pilots who have a “bad” landing or make another safety-related error who self-report their mistake are spared from punishment, but those who do not report it themselves are penalized if someone elects to report [27]. Analogously, as an alternative to an IRB, in this system, researchers who create a protocol they believe to be safe, who then observe a harm during the research and who report that harm to their university or institution, present an opportunity for the research institution and community to learn how to prevent future harm. This expectation would be reinforced because, if the harm were to be reported by anyone else, including research staff or the research participant, the researcher would be sanctioned. That being said, there are clearly potential risks of supplanting the traditional IRB with a system entirely driven by researcher self-regulation. There could be conflicts between the researchers’ mandate to conduct studies and publish them and their mandate to protect participants, thus creating the opportunity for bias, the perception of bias, or, in extreme cases, maleficence. A system of researcher self-regulation would need to carefully consider and guard against these potential threats.

Increasing Efficiency of the Institutional Review Board

We suggest that, in order to improve the IRB process, it is essential to understand its costs, both direct and indirect. How might we collect and analyze empirical data on costs of the IRB system? Obvious tangible costs associated with the IRB system include salaries of personnel, IRB fees, space and infrastructure costs, and fees paid for training, education, and accreditation. In addition, for researchers, costs include the amount of time required for study staff to prepare and process a study protocol through the IRB. Depending on the institution and the type of protocol, IRB submissions can be extremely time intensive to prepare, which is an opportunity cost in terms of other ways in which that time could be spent. For research participants, costs include the time and cognitive effort needed to understand increasingly complex and bureaucratic consent forms. There are also less-tangible costs related to the broader public health caused by unnecessary delays to research imposed by IRBs.

One idea to increase efficiency may be to use the “Cooperative Research” process (see 45 CFR 46.114 [28]) to reduce the multiple IRB review of multisite studies and to use the “exempt” category to a greater degree, as it was intended. The exempt category is frequently appropriate for the vast majority of social and behavioral science studies, yet it is underused, which leads to delays in review and approval [29] and, thus, wasted resources. In addition, IRBs could take care to ensure that the process of review for exempt studies is reasonable and truly reflects their low-risk nature. Interestingly, exempt research, according to US federal regulations, does not need to be verified or reviewed by IRB staff. If institutions permitted, determining exempt status could be made the responsibility of the researcher. Overall, the idea that the bureaucracy of the IRB creates a significant burden to the research enterprise while producing unclear or intangible benefits to research participants is consistent with the purported rationale cited for the development of the proposed revisions to the Common Rule in the form of the NPRM [11] discussed above. We suggest that the IRB may benefit from an analysis of costs and benefits of its own activities, much like it does with the studies it oversees.

Review of Research That Leverages Technological Advances

New forms of research enabled by technological advances in information technology, data science, and other fields appear to be particularly challenging to IRBs. How might we develop resources that would facilitate appropriate review of 21st century science? The California Institute for Regenerative Medicine (CIRM) research oversight process could serve as a model. In CIRM 1.0, a committee separate from the IRB called the Embryonic Stem Cell Research Oversight (ESCRo) committee...
was formed to review stem cell research. Recognizing that few IRB members would have sufficient expertise to provide a meaningful review, the ESCRRO committee, which is composed of scientists and a community representative, serves in an advisory capacity to the IRB. Such a model could be replicated for studies using emerging technologies about which IRBs may be similarly unfamiliar to ensure that experts are involved in the review.

For example, mobile, visual imaging, pervasive sensing, and geolocation tracking technologies present new ethical and regulatory challenges [20]. For instance, visual imaging using wearable sensors have made it possible for researchers to measure physical activity, diet, travel, and the settings in which these behaviors occur using a first-person point-of-view wearable camera. Given the increasing interest in these methods for studying behavior “in the wild,” we anticipate increased research using visual methods, which raises privacy concerns and issues related to the rights of bystanders. Likewise, with wearable sensors, mobile phone transmission, and analytics in the cloud, health information can be captured continuously in real time. Location tracking technologies provide spatial data and the opportunity for assessing the context in which behavior is occurring, as well as identifying underlying spatial relationships such as clustering or transmission pathways. These data are fine grained and specific down to the exact longitude and latitude at a given point in time. Standards for how these data are transmitted, stored, and shared are necessary, since the introduction of the US Health Insurance Portability and Accountability Act, in most cases (at least at present), does not apply. A virtual network composed of researchers, technologists, and bioinformatics experts may prove to be a workable solution to augment or replace the traditional IRB review process resulting in an informed and meaningful human protections review of 21st century science.

Discussion

In this paper we imagine, and offer some ideas for the design of, a progressive, responsive, and nimble human research protections system. By encouraging broad and innovative ideas, the design thinking method not only opens up new avenues for exploration, but also provides clarity about some of the shortcomings of our current IRB system. The workshop described here aimed to stimulate creative thinking about how the existing IRB structure could be improved, while also generating ideas for entirely new ways of protecting research participants. Clearly, some of the ideas presented here are more feasible than others. For example, it may be more realistic to encourage IRBs to exploit the current regulations and use the “exempt” category more appropriately and frequently. Alternatively, imagining a completely different review process that would replace the traditional IRB entirely may be less acceptable and would likely create new problems. If the proposed NPRM is adopted, we note that some research may be excluded from the traditional IRB review yet may benefit from an “ethics consultation” process to avoid making mistakes that an IRB may have detected. It would be valuable to estimate the cost savings realized by implementing the new practices that reduce the burden on both IRBs and researchers without compromising human research protections. Clearly, further debate by stakeholders is necessary to develop these and other ideas into concrete recommendations to advance applied human research ethics.

Sometimes, systems are so entrenched in ways of doing things that change from within is not possible and disruptive external approaches are required (eg, Uber as an alternative to transportation via taxis, or specialty charter schools as an alternative to traditional public schools). The IRB may be a system in need of disruption. Using the design thinking method fostered the development of “outside the box” ideas that may improve research participant protections and the IRB structure. As such, we initiated the exercise described in this paper and seek to share the process and results with the greater research community. The IRB system will need to be updated or possibly even reinvented in order to be responsive to technological advances of recent decades that have enabled new forms of research. These advances have created challenges to our current system that the NPRM will not likely solve. Pilot research programs that test-drive the reform ideas presented here, or perhaps other ideas, would be worthwhile and informative as the research community considers how to intervene and make healthy what many believe is an ailing human research protections system.
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Abstract

Background: Patients are increasingly using physician review websites to find “a good doctor.” However, to our knowledge, no prior study has examined the relationship between online rating and an accepted measure of quality.

Objective: The purpose of this study was to assess the association between online physician rating and an accepted measure of quality: 30-day risk-adjusted mortality rate following coronary artery bypass graft (CABG) surgery.

Methods: In the US states of California, Massachusetts, New Jersey, New York, and Pennsylvania—which together account for over one-quarter of the US population—risk-adjusted mortality rates are publicly reported for all cardiac surgeons. From these reports, we recorded the 30-day mortality rate following isolated CABG surgery for each surgeon practicing in these 5 states. For each surgeon listed in the state reports, we then conducted Internet-based searches to determine his or her online rating(s). We then assessed the relationship between physician online rating and risk-adjusted mortality rate.

Results: Of the 614 surgeons listed in the state reports, we found 96.1% (590/614) to be rated online. The average online rating was 4.4 out of 5, and 78.7% (483/614) of the online ratings were 4 or higher. The median number of reviews used to formulate each rating was 4 (range 1-89), and 32.70% (503/1538) of the ratings were based on 2 or fewer reviews. Overall, there was no correlation between surgeon online rating and risk-adjusted mortality rate ($P = .13$). Risk-adjusted mortality rates were similar for surgeons across categories of average online rating ($P > .05$), and surgeon average online rating was similar across quartiles of surgeon risk-adjusted mortality rate ($P > .05$).

Conclusions: In this study of cardiac surgeons practicing in the 5 US states that publicly report outcomes, we found no correlation between online rating and risk-adjusted mortality rates. Patients using online rating websites to guide their choice of physician should recognize that these ratings may not reflect actual quality of care as defined by accepted metrics.

KEYWORDS

online reviews; cardiac surgery; physician quality
While patients are increasingly using physician review websites to find “a good doctor,” it remains unclear whether online physician ratings actually reflect quality of care. Segal et al analyzed online ratings in relation to surgeon case volume, which they considered to be a proxy for quality of care, and found no correlation between numerical rating and number of procedures performed [13]. Similarly, Gao and colleagues analyzed ratings from the RateMDs.com website in comparison with data obtained from the Virginia Board of Medicine, and found no correlation between physician rating and malpractice claims [8]. However, to our knowledge, no prior study has examined the relationship between online ratings and an accepted measure of quality.

The purpose of this study was to assess the degree to which online physician ratings reflect quality of care. In the US states of New York, New Jersey, Massachusetts, Pennsylvania, and California—which together account for over one-quarter of the US population [16]—risk-adjusted mortality rates are publicly reported for all cardiac surgeons. By analyzing the online ratings of these surgeons in comparison with their clinical outcomes, we sought to assess the degree to which online ratings correlate with quality of care.

**Methods**

In June 2015, we accessed the cardiac surgeon “report cards” for all 5 states that publicly report risk-adjusted cardiac surgery mortality rates (ie, California [17], Massachusetts [18], New Jersey [19], New York [20], and Pennsylvania [21]). From the online reports, we recorded the names of all cardiac surgeons practicing in these states, as well as their institutions. For each surgeon listed, we also recorded the 30-day risk-adjusted mortality rate following isolated coronary artery bypass graft (CABG) surgery.

To calculate the risk-adjusted mortality rate, the observed mortality rate is divided by the expected mortality rate and then multiplied by the statewide mortality rate. (For reference, the observed mortality rate is the observed number of deaths divided by the total number of cases, and the expected mortality rate is the sum of predicted probabilities of death for all patients divided by the total number of patients.)

For each surgeon listed in the state reports, we conducted Internet-based searches between July and September 2015 to determine his or her online rating(s). Searches were conducted using surgeon name, location, and specialty. For each online rating identified, we recorded the name of the website, the overall rating, and the number of reviews used to formulate the rating. Online ratings were out of 5. The individuals performing these searches (TKPB and KCX) were blinded to the surgeons’ clinical outcomes.

We assessed the association between surgeon online rating and risk-adjusted mortality rate using the Pearson correlation coefficient. In addition, surgeons were grouped on the basis of average online rating, and risk-adjusted mortality rates were compared using the Student t test. Surgeons were also grouped on the basis of risk-adjusted mortality rate quartile, and online ratings were compared using Student t test. P<.05 was considered statistically significant, and all tests were 2-sided. Statistical analysis was performed using SAS version 9 (SAS Institute Inc).

**Results**

There were 614 cardiac surgeons with risk-adjusted mortality rates listed in the 5 state reports (California: 271; Massachusetts: 52; New Jersey: 36; New York: 135; and Pennsylvania: 120). For all states combined, the average 30-day risk-adjusted mortality rate after isolated CABG surgery was 1.68% (SD 1.98, median 1.22%, range 0.00%-16.98%).

We found 96.1% (590/614) of the surgeons to be rated online, including from Healthgrades (n=540) [22], Vitals (n=495) [23], UCompareHealthCare (n=366) [24], and RateMDs (n=103) [25]. We found that 74 of the surgeons were rated on a single website, while 170 were rated on 2 websites, 266 were rated on 3 websites, and 80 were rated on 4 or more websites. The average online rating for the cardiac surgeons was 4.4 on a scale of 1-5, with 1 being the lowest score and 5 being the highest score obtainable. As Table 1 shows, 78.7% (483/614) of the scores were 4 out of 5 or better. The median number of reviews per surgeon was 4, with a wide range (1-89 reviews).

Figure 1 depicts a scatterplot of surgeon risk-adjusted mortality rate versus average online rating. Surgeon online rating did not correlate with risk-adjusted mortality rate (Pearson correlation coefficient −.06, P=.13). Risk-adjusted mortality rates were similar for surgeons across categories of average online rating (P>.05; Figure 2). Similarly, surgeon average online rating was similar across quartiles of surgeon risk-adjusted mortality rate (P>.05; Table 2).
Table 1. Average online ratings\(^a\) of cardiac surgeons who had risk-adjusted mortality rates listed, July-September 2015.

<table>
<thead>
<tr>
<th>Average online rating</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>159 (25.9)</td>
</tr>
<tr>
<td>4.00-4.99</td>
<td>324 (52.8)</td>
</tr>
<tr>
<td>3.00-3.99</td>
<td>94 (15.3)</td>
</tr>
<tr>
<td>2.00-2.99</td>
<td>8 (1.3)</td>
</tr>
<tr>
<td>1.00-1.99</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td>Not rated online</td>
<td>24 (3.9)</td>
</tr>
<tr>
<td>Total</td>
<td>614 (100.0)</td>
</tr>
</tbody>
</table>

\(^a\)Ratings are out of 5.

Figure 1. Average online rating versus risk-adjusted mortality rate. Ratings are out of 5.
Figure 2. Risk-adjusted mortality rate, by average online rating. Note that the categories of average online rating differ in size. Error bars indicate 95% CIs, which vary in magnitude due to the number of ratings in each category (n=13 for 1.00-2.99, n=94 for 3.00-3.99, n=324 for 4.00-4.99, and n=159 for 5.00). Ratings are out of 5. There were no significant differences between the groups (P>0.05).

Table 2. Average online rating, by quartile of surgeon risk-adjusted mortality rate.

<table>
<thead>
<tr>
<th>Surgeon risk-adjusted mortality rate</th>
<th>Surgeon average online rating&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quartile</strong></td>
<td><strong>Range</strong></td>
<td><strong>n</strong></td>
</tr>
<tr>
<td>Very low</td>
<td>0.00%-0.41%</td>
<td>148</td>
</tr>
<tr>
<td>Low</td>
<td>0.45%-1.20%</td>
<td>147</td>
</tr>
<tr>
<td>Medium</td>
<td>1.23%-2.31%</td>
<td>148</td>
</tr>
<tr>
<td>High</td>
<td>≥2.34%</td>
<td>147</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ratings are out of 5.

<sup>b</sup>Compared with surgeons with risk-adjusted mortality rates categorized as “very low.”

**Discussion**

In this study of cardiac surgeons practicing in the 5 US states that publicly report outcomes, we found no correlation between online rating and risk-adjusted mortality rates.

We are not aware of any prior study assessing the correlation between physician online rating and accepted measures of quality. However, 2 prior studies have examined the relationship between patients’ subjective assessments of care and objective measures of quality. In these 2 studies, both of which were conducted among individuals over the age of 65 years, the subjective ratings given by patients were not found to correlate with the accepted quality measures [26,27].

Our study is not without its limitations. We used 30-day risk-adjusted mortality rates to measure quality, and it is possible that our results could have differed had we examined long-term mortality rates or rates of major morbidity (such as renal failure or stroke). However, 30-day risk-adjusted mortality is the most commonly accepted measure of quality in the field [28]. In addition, since we investigated cardiac surgeons in 5 US states, it is unclear whether the findings can be generalized to other fields of medicine or other locations.

For physicians, who have long argued that online ratings do not reflect clinical competency [29], the results of our study may not be surprising. However, our findings serve as a reminder that the provision of high-quality medical care may not necessarily translate into higher online ratings.

Our study also has important implications for patients. Consumers are increasingly using online reviews to guide their selection of goods and services, and health care is no exception [15]. Based on the results of our study, patients using online rating websites to guide their choice of physician should recognize that these ratings may not reflect actual quality of care as defined by accepted metrics. In contrast, they may be more reflective of factors such as clinic wait times [30] or bedside manner [31].
In summary, this study of cardiac surgeons practicing in the 5 US states that publicly report outcomes found no correlation between online rating and risk-adjusted mortality rates. Patients using online rating websites to guide their choice of physician should recognize that these ratings may not reflect actual quality of care as defined by accepted metrics.
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Abstract

Developing effective digital interventions to change health behavior has been a challenging goal for academics and industry players alike. Guiding intervention design using the best combination of approaches available is necessary if effective technologies are to be developed. Behavioral theory, design thinking, user-centered design, rigorous evaluation, and dissemination each have widely acknowledged merits in their application to digital health interventions. This paper introduces IDEAS, a step-by-step process for integrating these approaches to guide the development and evaluation of more effective digital interventions. IDEAS is comprised of 10 phases (empathize, specify, ground, ideate, prototype, gather, build, pilot, evaluate, and share), grouped into 4 overarching stages: Integrate, Design, Assess, and Share (IDEAS). Each of these phases is described and a summary of theory-based behavioral strategies that may inform intervention design is provided. The IDEAS framework strives to provide sufficient detail without being overly prescriptive so that it may be useful and readily applied by both investigators and industry partners in the development of their own mHealth, eHealth, and other digital health behavior change interventions.

Introduction

Digital technology has rapidly and dramatically shifted how humans interact with the world and presents an unprecedented opportunity to develop, test, and widely disseminate effective health behavior change interventions. The prospect of modifying lifestyle behaviors, such as diet, physical activity, smoking, and sleep, to improve health outcomes has increasingly driven efforts in both academia and industry. However, achieving meaningful and sustained improvements in health behaviors has eluded researchers and industry players alike, and numerous challenges remain. Within industry, most digital health interventions are yet to incorporate theory-based strategies known to drive changes in health behaviors or undergo systematic testing to demonstrate their effectiveness [1-3]. Moreover, interventions are often plagued by rapidly declining retention rates [4].
a quarter of downloaded health apps used only once and three-quarters discontinued after the tenth use [5]. Within academia, interventions are more often grounded in behavioral theory and tested for their efficacy [6]. However, they face similar challenges around declining retention rates, and the rapid pace of new technology development makes it increasingly difficult for researchers to develop, pilot-test, and evaluate interventions before such technologies become outdated or obsolete [7,8]. In addition, researcher-driven technologies often do not benefit from numerous rapid cycles of fine-tuning based on user feedback nor do they usually become widely disseminated among the broader public [9].

In light of these challenges, investigators have called for digital health interventions to be (1) grounded in behavioral theory [1-3,17-19] and (2) grounded in an in-depth qualitative understanding of the target population [10], (3) rapidly and iteratively developed with multiple stages of user feedback [11,12], (4) subject to rigorous evaluation [8,13], and (5) widely disseminated [14]. However, published frameworks to guide the development of such technologies are disparate and no single approach integrates these elements. In addition, specific recommendations for integrating principles from behavioral theory are lacking in available frameworks. These gaps limit our ability to advance health behavior change research and practice. As our knowledge evolves in this young field, investigators have been called on to publish the methods they use to develop interventions to further advance the field [15]. This paper responds to that call and aims to build on prior models by combining behavioral theory, design thinking, and intervention evaluation and dissemination through a systematic framework to guide the development of more effective digital health interventions. It introduces Integrate, Design, Assess, and Share (IDEAS), an integrated 10-phase process.

**Essential Components of a Framework**

**Behavioral Theory**

To maximize the potential efficacy of interventions to change health behavior, those who design interventions should have an understanding of theory or the hypothesized mechanisms underlying human behavior and behavior change [16]. Behavioral theory is widely acknowledged to be critical to the development of interventions to change health behavior [1-3,17-19] and increasing evidence suggests that health interventions grounded in theory are more effective than those without such theoretical foundations [19]. Among the most frequently used theories in health behavior research are social cognitive theory, the health belief model, and the transtheoretical model [20,21]. One approach to intervention development is to use one or more theories to identify the key constructs to be targeted in the intervention. For example, the health belief model suggests that a behavior change intervention should target perceived susceptibility, severity, benefits, and barriers. An alternative approach is to select behavior change techniques (eg, from those listed in the taxonomy of behavior change techniques [BCTs] [22]) and use these to construct the intervention. In principle, the two approaches could be used in combination, selecting techniques that are believed based on theory and/or evidence to be likely to produce change in the targeted behaviors.

**Design Thinking**

A recent consensus statement on the prevention of noncommunicable diseases emphasized the importance of using human-centered design, or design thinking, to develop effective and innovative interventions [23]. First coined by David Kelley, a founder of the design firm IDEO and the Stanford University Hasso Plattner Institute of Design (d.school), design thinking is intended to guide the development of more creative and innovative solutions [24]. The process has been summarized by the Stanford d.school as encompassing 5 phases: “empathize” (understand target population), “define” (identify goals and scope), “ideate” (brainstorm potential solutions), “prototype” (mock up primitive potential solutions), and “test” (gather feedback from target users) [25]. Design thinking starts by reframing the context for behavioral change around “what matters most” to a target group rather than “what’s the matter” with them [23]. This approach enables the design of more empathetic solutions that are more desirable to target populations. The importance of grounding behavioral health interventions in a deep understanding of a target population has been emphasized by experts in public health and health psychology [10,23]. Design thinking next involves rapidly and iteratively brainstorming, prototyping, and gathering user feedback on potential solutions. This process is similar to user-centered design, first presented by Norman and Draper [26], and involves gathering user feedback throughout intervention development, refining designs through prototyping and iteration, and including multidisciplinary skills and perspectives [27]. Core to design thinking is the notion that everyone has the potential to be highly creative and can learn to apply design-based approaches such as need-finding, brainstorming, prototyping, and iteration to unlock their creative potential [28]. It has been suggested that design thinking may increase the self-efficacy of those who practice the process [29] and frees even the most novice designers to generate more creative ideas and solutions. As a result, the process has been increasingly adopted among a diverse range of academics and industry players [24] and has been adapted to better serve the varied contexts in which it is used, particularly through discipline-specific frameworks and processes [30,31].

**Evaluation and Dissemination**

There have long been calls for the evaluation and dissemination of digital health interventions [8]. Rigorous evaluation is essential to judge whether or not an intervention achieves its desired effect. Published evaluations also contribute to the literature and evidence base, helping uncover the potential and challenges of using digital interventions to improve health outcomes [8,13]. Rigorous evaluation methods also enable more reliable conclusions. It has been recommended that the purpose of evaluation, the balance of potential benefits and risks, and the level of resource investment required by providers and users can help drive the necessary level of evidence needed [8]. As the UK Medical Research Council emphasizes, evaluation efforts should employ randomization whenever possible because it is considered the most robust approach to preventing several
forms of bias. Without randomization to the intervention or a control or comparison condition, it is not possible to determine whether the intervention itself was responsible for the observed effects or whether a selected group of participants, for instance, happened to be highly motivated and might have improved without the intervention [19].

Moreover, dissemination is crucial if digital health interventions are to fulfill their potential. One of the great promises of digital interventions is their ability to reach broad segments of the population with minimal cost [14]. However, most publicly available apps to promote dietary behavior change have not been assessed in rigorous randomized controlled efficacy trials [32,33]. In turn, most digital health interventions that have demonstrated efficacy in peer-reviewed trials are not available to the public; instead, they have been created ad hoc for research purposes [32]. Thus, interventions that are publicly available have not been evaluated and those that have been evaluated are not publicly available [32]. As a result, there is a need for effective interventions to be more widely disseminated to populations that may benefit.

Existing Frameworks and Limitations

Using the best combination of recommended approaches to guide intervention design is important if effective technologies to change health behavior are to be developed. Researchers often rely on published frameworks to guide them through the process of designing digital interventions [34]. However, currently available frameworks are numerous, disparate, and do not fully integrate behavioral theory, design thinking, and evaluation and dissemination. Although many electronic health (eHealth) frameworks exist, most envision their objective as guiding the development of technologies to facilitate medical or patient care (eg, patient-physician communication, access to medical records) rather than to modify health behavior [35,36]. For instance, Van Velsen et al [36] propose a “requirements development” approach in which stakeholder interviews are meant to lead directly to a list of technical specifications to be developed (eg, one-stop portal for patient information). This approach may be appropriate for building products to facilitate logistics or care provision in medical settings, but designing for behavior change is a different type of endeavor that requires thoughtful integration of behavioral theory and evidence.

Relatively few frameworks focus on guiding the development of digital interventions for the express purpose of changing health behavior. Among the frameworks that do are Yardley et al’s [10] person-based approach, Ludden et al’s [37] design research perspective, and Brown et al’s [38] health information technology usability evaluation model. Although each of these approaches provides valuable guidance for investigators, each focuses on a particular aspect of intervention development and none provides guidance on behavioral strategies that may be used in intervention design. Hekler et al’s [12] process, referred to as behavioral science-informed user experience design, combines a user-centered design approach with the use of behavioral theory-driven strategies. This process notably suggests the integration of user-centered and theory-based approaches, but it does not provide step-by-step guidance on how others may replicate the approach. Whittaker and colleagues [15] have proposed perhaps the most comprehensive step-by-step framework to date which involves 5 phases (focus groups, pretesting, pilot, randomized controlled trial [RCT], interviews) to guide overall mobile health intervention development and evaluation. Whittaker’s framework has been applied to the iterative development of numerous mobile health interventions [39-42], includes stages for user feedback and evaluation, and states the importance of using behavioral theory. However, it does not make use of design thinking approaches such as ideation, brainstorming, or rapid prototyping, nor does it include specific guidance on behavioral strategies that may inform intervention design. Although it has been suggested that design thinking and behavioral science can together inform the development of more effective digital health interventions [12], no published frameworks appear to combine behavioral theory, design thinking, and evaluation and dissemination into a comprehensive step-by-step process for guiding digital interventions to change health behavior. This gap limits our ability to advance health behavior change research and practice.

IDEAS Framework

Overview

To address the need for a framework that more fully integrates strengths from behavioral theory, design thinking, and evaluation and dissemination, we introduce IDEAS, a framework to better guide the development of digital health interventions to change behavior. IDEAS was informed by a multisector team of researchers, designers, and engineers, and was then applied to and refined in the iterative development of Vegethon, a mobile health (mHealth) intervention that demonstrated user acceptability and initial efficacy [43]. IDEAS consists of 10 phases: (1) empathize with target users, (2) specify target behavior, (3) ground in behavioral theory, (4) ideate implementation strategies, (5) prototype potential products, (6) gather user feedback, (7) build a minimum viable product, (8) pilot test to assess potential efficacy and usability, (9) evaluate efficacy in an RCT, and (10) share intervention and findings. These phases are grouped into 4 overarching categories: Integrate, Design, Assess, and Share (Figure 1).

Figure 1. IDEAS (Integrate, Design, Assess, and Share) framework for developing digital health behavior change interventions.

http://www.jmir.org/2016/12/e317/
Figure 2. IDEAS (Integrate, Design, Assess, and Share) phases for developing digital health behavior change interventions.

1. EMPATHIZE with target users
   - Gather qualitative insights from users (e.g., in-depth interviews, focus groups).
   - Craft qualitative research questions around target users and behavioral goals (e.g., “How can a mobile app support overweight adults in eating healthier?”)
   - Focus inquiry to uncover current health behaviors; technology usage and attitudes; needs, desires, motivations; daily successes and challenges in changing behaviors.

2. SPECIFY target behavior
   - Translate broad behavioral goals into a highly specific target behavior (e.g., from “eating healthier” to “eating non-starchy vegetables 5 times per day”). Considerations:
     - Actionability: Is the target behavior highly specific and countable?
     - Health impact: Is there a strong evidence base for the target behavior?
     - Acceptability: Does it align with formative research findings and user insights?

3. GROUND in behavioral theory
   - Gain familiarity with behavioral theory, referencing Table 1 as a starting point.
   - Identify behavioral strategies for possible inclusion, based on approaches best suited to intervention area of focus, target behavior, and target users.

4. IDEATE implementation strategies
   - Brainstorm creative strategies for translating theory and user insights into features.
     - Collect and draw inspiration from wide and varied sources.
     - Conduct multiple, iterative brainstorming sessions.
     - Focus idea generation on features and user experience.
     - Quickly generate large numbers of ideas and winnow down.

5. PROTOTYPE potential products
   - Develop rough prototypes of ideas rapidly and iteratively.
     - Construct rough prototypes (e.g., hand sketches, mockups, clickable prototypes).
     - Share, discuss, and improve prototypes as a cross-sector team.
     - Iteratively winnow down to the most promising prototypes.

6. GATHER user feedback
   - Gather user feedback on prototypes through interviews and questionnaires. Uncover insights to inform product improvement.
     - Interest in overall product and eagerness to use as part of regular routine.
     - Potential impediments to regular use.
     - Suggestions for improvement and unexpected new ideas.

7. BUILD minimum viable product
   - Build a fully functional minimum viable product.
     - Build initial intervention with only most essential features.
     - Iteratively make decisions as app is constructed about user experience, visual design, backend logic, and health content.
     - Incorporate app analytics to collect data on app usage patterns.

8. PILOT potential efficacy and usability
   - Conduct a pilot test of the intervention.
     - Conduct small-scale evaluation to test potential efficacy and refine study protocol.
     - Analyze usage behavior to assess frequency, depth, and duration of use.
     - Use a questionnaire to assess usability and satisfaction.
     - Conduct interviews to understand user experiences.

9. EVALUATE efficacy in RCT
   - Evaluate efficacy of product in a rigorous trial.
     - Conduct RCT to assess efficacy in improving target health behavior.
     - Assess broader effect on behavioral patterns and health risk factors.
     - Analyze potential moderators and mediators.
     - Interpret data from app analytics, usability questionnaires, and interviews.

10. SHARE intervention and findings
    - Publish findings and disseminate intervention widely to populations that could benefit.
      - Publish or otherwise disseminate findings to advance science and practice.
      - Enlist industry partners to facilitate widespread dissemination of intervention.
      - Analyze usage data to understand product usage “in the wild”.
      - Continue refining product to increase potency and usability.

IDEAS aims to facilitate the creation of more effective interventions by using strengths from a combination of disciplines at the intersection of digital health. The framework builds on design thinking and user-centered design in that it is iterative, engages multidisciplinary perspectives through a cross-sector team, includes stages for ideation and prototyping (phases 4, 5, 7), and integrates user insights throughout (phases 1 and 6). It focuses the design process around defining behavioral goals grounded in evidence (phase 2) and encourages the inclusion of theory-driven behavioral strategies both initially (phase 3) and throughout the design process. IDEAS integrates evaluation methods captured by the UK Medical Research Council framework [19] by emphasizing the importance of rigorously evaluating behavioral outcomes through both pilot and more substantially powered RCTs (phases 8 and 9). Finally, given the abundance of low-quality interventions currently available to the public, IDEAS concludes with a stage for dissemination (phase 10), which capitalizes on the readily
scalable nature of digital interventions to provide access to target populations that may benefit. Dissemination also includes sharing findings with other audiences that can use the findings to advance the field and science of behavior change.

The 10 IDEAS phases are summarized in a step-by-step fashion in Figure 2. As with design thinking, although the IDEAS phases are presented sequentially, they are not necessarily intended to be carried out linearly, and projects are encouraged to loop back through the phases in an iterative fashion as different ideas and directions are explored and refined [44].

**Phase 1: Empathize With Target Users**

The first 3 IDEAS phases (empathize, specify, and ground) aim to integrate insights from users and behavioral theory and orient the intervention development process around a measurable target behavior. These phases are primarily about information gathering to help inform the development in later stages of a more well-accepted, theory-driven intervention.

In phase 1, qualitative research is undertaken to gain a deeper understanding of the selected target population and their needs [10,45]. This need-finding stage can include observations, interviews, focus groups, and questionnaires [46]. Designers gain insight into users’ unmet or latent needs, which they may not necessarily be aware of or be able to articulate [47]. The goal of this stage is to move beyond identifying incremental improvements that users might be able to articulate (eg, refinements to a health app they already enjoy using) and to instead uncover deeper needs, values, and motivations that may help inspire more innovative and creative solutions [44]. For instance, nuanced insights, such as not wanting to feel like a failure or lacking family support for healthier cooking, while not directly suggestive of potential intervention solutions, may equip team members with the background and context necessary to develop an intervention that helps users feel supported with a virtual social support group and positive language. By engaging all members of the intervention development team in this qualitative research stage, it may be possible to guide the development of solutions that are more relevant and acceptable to the target population [48].

**Phase 2: Specify Target Behavior**

Insights gathered from users help inform the next phase, in which a highly specific target behavior is selected. This target behavior defines both the purpose of the intervention as well as the outcomes by which the intervention will be judged. For instance, an initially broad intervention goal of “increase physical activity” may be refined to “take 10,000 steps each day.” The narrowing of the intervention goal in this way helps to focus the scope of idea generation and has been associated with success in the context of highly innovative concepts [49].

Multiple, and sometimes competing, factors may inform the selection of the target behavior. Insights from users in the previous phase may help investigators identify appropriate potential target behaviors that would be well accepted by individuals. A review of the literature may be conducted to identify the health benefits of possible target behaviors under consideration. For example, before deciding whether to target greater vegetable consumption or greater breakfast consumption, it would be advantageous to understand whether one behavior is more likely to have a greater health impact than the other. Some behaviors may be more susceptible to change than others, particularly if they are readily countable and therefore easier for users to self-monitor and modify. Some behaviors may also have the potential to produce a beneficial cascade effect, improving other health behaviors or aspects of the same health behavior [50]. Qualitative investigations have also shown that users may be more interested in technologies that frame behaviors as actions to increase as opposed to decrease (eg, increasing the number of days per week free of sugar-sweetened beverages vs cutting back on sugar-sweetened beverages) [51]. Thus, principles that may guide the selection of the intervention target behavior include (1) a behavior that is well accepted by the target population, (2) an evidence base demonstrating a significant health benefit to changing the target behavior, (3) a behavior that is highly specific and countable and therefore more actionable, (4) a behavior that is framed as something to increase versus decrease, and (5) optimally a behavior that if changed has the potential for producing a beneficial cascade effect on related and reinforcing behaviors.

**Phase 3: Ground in Behavioral Theory**

Once a target behavior is identified, strategies are explored to ground intervention development in behavioral theory. The intervention design team may seek to gain familiarity with a range of theory-driven behavioral strategies available for inclusion. Strategies best suited to the target behavior and intervention delivery medium are identified for possible inclusion. Researchers may draw from behavioral theories, such as social cognitive theory [52], which are frequently used in academia to guide mobile health interventions [2]. Researchers may also draw from collections of theory-driven behavioral strategies, which have increasingly been introduced by investigators. For example, Michie et al’s [22] taxonomy summarizes 93 behavior change techniques such as goal setting, self-monitoring, feedback, prompts/cues, and action planning.

In our cumulative experience, we have also found it useful to apply a theory-driven process motivation lens during intervention development [53]. Process motivators, first introduced by Robinson [53], may be used to make the process itself of behavior change more engaging and intrinsically rewarding. Process motivators stand in contrast to outcome motivators, which focus on the eventual outcomes of behavior change such as weight loss, physical appearance, becoming more fit, and reducing risks of future chronic diseases [53]. Although outcome motivators have historically dominated medical and public health interventions (eg, smoking cessation interventions emphasizing reduced risk of lung cancer), such rational appeals are limited in their motivational power to initiate and sustain behavior changes [54,55]. Outcome motivators rely on results that are often delayed and difficult to achieve and maintain, reducing their motivational impact and an individual’s self-efficacy for behavior change [52,53,56]. By contrast, interventions that emphasize motivation for participating in the intervention itself, or the process of behavior change, may be more effective in initiating and sustaining behavior changes [53]. It has been suggested that process motivators, such as fun, taste, pride, choice, and challenge, can make the process of...
eating healthier or of engaging in physical activity more inherently enjoyable and desirable [53]. Table 1 presents examples of behavioral strategies using process motivation, adapted and extended from Robinson [53], and based on research on intrinsic motivation and interventions to change behavior [53,57-62], which may be useful to investigators in the development of their own interventions.

Table 1. Toolkit of behavioral strategies using process motivation to guide intervention design.

<table>
<thead>
<tr>
<th>Behavioral strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenge</td>
<td>Maintain optimal levels of moderate challenge (i.e., not too hard, not too easy)</td>
</tr>
<tr>
<td>Choice/control</td>
<td>Provide objective and perceived choice and control over one’s environment and actions</td>
</tr>
<tr>
<td>Community</td>
<td>Provide social meaning (public recognition, identification with desirable group) for accomplishments</td>
</tr>
<tr>
<td>Competence</td>
<td>Provide immediate, frequent, clear, constructive, encouraging positive feedback following success</td>
</tr>
<tr>
<td>Competition</td>
<td>Facilitate social comparison and competition among individuals, groups, or teams</td>
</tr>
<tr>
<td>Context</td>
<td>Embed intervention into real/imaginary contexts with stories/characters</td>
</tr>
<tr>
<td>Curiosity</td>
<td>Provide sensory (color, taste, sound) and cognitive (mystery) curiosity and surprise</td>
</tr>
<tr>
<td>Growth mindset</td>
<td>Cultivate belief that behaviors/preferences (e.g., for foods, activity levels) are malleable with effort</td>
</tr>
<tr>
<td>Identity</td>
<td>Facilitate an identity shift related to the behavior change (e.g., someone who is now a runner)</td>
</tr>
<tr>
<td>Personalization</td>
<td>Personalize intervention using an individual’s name and personally relevant content</td>
</tr>
<tr>
<td>Pride</td>
<td>Cultivate pride and a sense of accomplishment</td>
</tr>
<tr>
<td>Piggybacking</td>
<td>Engage individuals in social movements (e.g., animal rights) to harness deeper values</td>
</tr>
<tr>
<td>Reframing</td>
<td>Cast the purpose of a behavior in a more positive light to improve thoughts or feelings about it</td>
</tr>
<tr>
<td>Taste</td>
<td>Emphasize the taste and texture of healthier foods</td>
</tr>
<tr>
<td>Teamwork</td>
<td>Facilitate cooperation and teamwork among individuals, groups, or teams</td>
</tr>
</tbody>
</table>

Regardless of which behavioral theories or strategies are used or preferred by investigators, the goal of this phase is to consider ways in which behavioral theory can be incorporated into intervention development. Equipped with behavioral theory and strategies, subsequent stages enable the creative translation of such strategies into tangible and specific intervention components. Theory-driven insights can also be instrumental in helping guide the interpretation of user interview findings and addressing gaps in user understanding and awareness. At this stage, the team may wish to explore, discuss, compare, and reconcile insights from users and behavioral strategies in order to prepare for the brainstorming phase.

**Phase 4: Ideate Creative Implementation Strategies**

The next 4 phases (ideate, prototype, gather, and build) involve a highly iterative design process that focuses idea generation around the target behavior and takes insights from users and behavioral theory into account throughout.

To begin, a series of group brainstorming sessions is held to ideate potential intervention solutions, components, and features. The agreed-upon target behavior focuses the scope of idea generation [25] and the aim is to generate a large number of diverse ideas that could influence the target behavior. Previously gathered user insights and behavioral theories help inspire the range of ideas. For instance, a “self-monitoring” behavioral strategy in the context of a target behavior to “increase daily steps” might inspire an idea to engage users in taking a photograph of the outdoor scenery each time they go for a run. User insights suggesting that individuals prefer outdoor running to other types of activities might lend further credibility to such an idea. Hundreds of ideas may be generated “ranging from the absurd to the obvious” (p 31 [44]). Adhesive notes can be used to capture different ideas (one idea per note), which can be displayed on a wall or board, and visual representations of ideas are encouraged to facilitate communication of ideas to other team members [44]. Divergent thinking is achieved through interdisciplinary teams engaging in structured brainstorming sessions. Team members are encouraged to generate ideas that build on prior ideas and/or are divergent from those already suggested. Deferring judgment is a central rule during this phase to encourage rather than discourage idea generation [63]. Throughout the process, weaker ideas drop off early on, whereas stronger ideas “naturally rise to the top” [44]. This phase is ideally undertaken with a cross-sector team to enable the generation of greater numbers of more varied and creative ideas. As brainstorming progresses, discussing and debating ideas during this highly creative stage is recommended because it has been associated with more novel innovations and produces a more thorough exploration of possible solutions [64].

**Phase 5: Prototype Potential Products**

Prototypes are then created to share and discuss ideas with team members and to facilitate both further ideation (phase 4) and the rapid gathering of user feedback (phase 6). The prototyping phase is exemplified by the adage “enlightened trial and error outperforms the planning of flawless intellect” (p 1 [65]). Prototypes may be sketched, hand crafted using primitive materials, and/or developed into clickable mockups of digital interfaces. In the earliest stages, low-cost, low-fidelity (i.e., “quick and dirty”) prototypes are developed rapidly to gather feedback from users early and often. This approach allows
numerous decisions that need to be made with the technical challenges and realities of building a digital intervention surface of analytics such as metadata may be applied in the development collection of a rich dataset capturing patterns of usage. The use of content, and logic (eg, to calculate graphs, to trigger push focuses on a level of detail beyond the prototype stage with developed to facilitate early learning from users. This stage Next, a fully functional minimum viable product (MVP) is developed to facilitate early learning from users. This stage iteration has been shown to lead to objectively stronger final products even when a team is under time constraints [65].

Phase 6: Gather User Feedback
User feedback is then gathered on prototypes. Methods may include informal conversations, usability tests, surveys, and in-depth qualitative interviews. For instance, during a usability test of an early prototype, a researcher may observe participants use the intervention and participants may be asked to think aloud by providing commentary during the process. These methods of inquiry seek to uncover users’ interests in the overall product and eagerness to use it as part of their typical routine, potential impediments to usage on a regular basis, suggestions for improvement, and unexpected new ideas or opportunities. When this phase is initially employed in the design process, the focus is on quickly gathering initial user impressions and inspiring further divergent ideation. As this phase is repeated in quick succession with the ideate and prototype phases such that the phases inform one another [68], the goal is increasingly to inform concept refinement and focus. Thus, the ideate, prototype, and gather phases are carried out in a fluid and iterative fashion until a more refined design solution is reached [25].

Phase 7: Build a Minimum Viable Product
Next, a fully functional minimum viable product (MVP) is developed to facilitate early learning from users. This stage focuses on a level of detail beyond the prototype stage with decisions made regarding user experience, visual design, content, and logic (eg, to calculate graphs, to trigger push notifications). Analytics are built into the product to enable the collection of a rich dataset capturing patterns of usage. The use of analytics such as metadata may be applied in the development of just-in-time, adaptive interventions (JTITs), in which real-time data are used to tailor an intervention to the dynamically changing needs of a user [69,70]. The practical challenges and realities of building a digital intervention surface numerous decisions that need to be made with the technical developers. A multisector team can include perspectives to help ensure that the influence of behavioral theory, user needs and desires, and technical, financial, and practical feasibility are properly balanced and reconciled throughout the decision-making process. A core tenet of the MVP concept is to avoid wasting precious time and resources on perfecting a product that may be substantially altered in subsequent phases based on user feedback [71]. The goal, therefore, is to quickly develop only a minimum version of the product necessary to facilitate pilot testing among users, without incorporating additional unnecessary features. However, this industry-driven tenet must be balanced with the common assumption among behavioral scientists that many behavioral strategies are most effective when used in concert, rather than in isolation [39], which may encourage the inclusion of more behavioral strategies. Weighing these opposing priorities (ie, fewer features vs more theory-driven strategies) will determine how theory- and feature-rich the minimum viable intervention becomes at this stage. The degree to which an intervention is theory- and feature-rich will vary in each case and depend on the unique resource (eg, financial, human, time) constraints as well as the behavioral needs of the intervention. As with all phases in IDEAS, this phase can be conducted iteratively with other phases, particularly phase 6, to gather user feedback to help inform product decisions before pilot testing.

Phase 8: Pilot Test
The final 3 phases (pilot, evaluate, and share) aim to assess and disseminate the final intervention and evaluation results. This process begins by subjecting the MVP to pilot testing to gather information on the usability, feasibility, and potential efficacy of the first viable version of the intervention [8,15,39]. For example, usability and satisfaction questionnaires may ask individuals on a 5-point scale how strongly they agree with statements such as “I have found this app easy to use,” “this product has motivated me to be more physically active,” or “I have had a hard time remembering to use this product” [72]. Analysis of product usage data helps identify usage patterns and peak usage times, which may inform notification timing. Qualitative and usability interviews lend insight into preferred features, problematic or confusing user flows, and opportunities for intervention modifications or improvements. Study design and implementation procedures, such as recruitment, enrollment, retention, and data collection, are tested and refined to avoid problems in subsequent larger-scale evaluation studies [73]. Randomization, which may [74] or may not [15] be used at this pilot stage, enables the potential efficacy of the intervention to be assessed [75]. Based on the wealth of information gathered during this stage, the intervention is further refined until it is ready for a larger-scale evaluation.

Phase 9: Evaluate Efficacy
A sufficiently powered RCT is then conducted to test intervention efficacy.RCTs are considered the most robust study design for evaluating interventions due to their ability to minimize bias [8,19,76]. Outcomes may include measures of the original target health behavior; mediators, proximal behaviors, or conditions that may lie on the causal pathway to behavior change; and broader effects on related health behaviors and risk factors. Assessing possible moderators, or preexisting risk factors. Assessing possible moderators, or preexisting
factors that may help define characteristics of users that respond more or less to the intervention, has also been recommended to better define the appropriate target audience for ultimate dissemination [77]. Given the rapidly evolving nature of mobile technology and the time involved in carrying out a rigorous evaluation study, the digital intervention may need to be continuously refined during the trial to ensure that it does not become obsolete by the time the trial is completed [13]. Researchers need to weigh the advantages of such an approach with the potential limitations to internal validity that are introduced if the intervention is modified too dramatically. To yield reliable and valid results, several best practices for conducting an RCT are followed. Randomization is used to eliminate conscious and unconscious selection bias in the assignment of participants to the intervention versus a control condition [78]. Proper randomization is achieved when the allocation sequence is unpredictable and concealed, such that the researcher enrolling participants does not know in advance which treatment the next participant will receive [79,80]. The widely recommended “intention-to-treat” analysis approach is used to preserve the benefits of randomization, in which all randomized participants are included in the analysis and retained in the original groups to which they were allocated, regardless of adherence to the digital intervention, missing data, or dropouts [81,82]. Data collectors and researchers who perform statistical analyses are blinded to intervention assignment to prevent the introduction of biases in the interpretation or analysis of data. For further guidance on RCTs, researchers may consult the evidence-based Consolidated Standards of Reporting Trials (CONSORT) 2010 guidelines [83].

**Phase 10: Share Widely**

There are two types of sharing implied in the IDEAS framework. First, learnings and evaluation results should be disseminated to both researchers and digital health intervention developers to help advance the field and improve the effectiveness of future interventions. For example, the evaluation trial’s findings should be published, including a description of the final intervention and its theoretical basis and/or use of behavior change techniques, such as those using standardized language and descriptors from a taxonomy of behavior change techniques [22]. The second type of sharing involves disseminating efficacious interventions more broadly with appropriate target audiences. One of the greatest promises of digital health interventions is their potential to be widely scaled to users at a relatively low cost [84]. Thus, once intervention efficacy has been demonstrated, the intervention is disseminated to the broader population that may benefit the most, as demonstrated in the evaluation. Scaling an intervention for wide dissemination is not a trivial undertaking. Health-related intervention goals may be less salient in certain dissemination settings where, for instance, health care providers, health insurers, and/or employers may be more motivated by cost savings. The systems architecture (eg, servers, databases, storage systems) of an intervention may need to be adjusted to account for greater traffic at scale. Further intervention refinements may be warranted based on dissemination goals [10]. Cost considerations, including marketing, maintenance, and ongoing implementation, may significantly influence adoption [14].

Academic researchers may wish to form strategic partnerships with relevant public and private sector organizations to support the more effective and sustainable dissemination of the final intervention [84].

**How to Apply IDEAS**

**Engage a Multidisciplinary Team**

Digital health is increasingly acknowledged to be an inherently transdisciplinary endeavor in which involving user-centered designers, programmers, behavioral researchers (particularly those working in the area of behavioral intervention development), and industry partners is crucial [9,11]. The effectiveness of digital health interventions rests on multiple diverse factors including esthetic design, behavioral theory, evidence grounding, user centeredness, technical capacity, and demonstrated efficacy. Only a true multidisciplinary team will have the knowledge and expertise to address these complex factors in tandem [27]. Engaging all team members throughout the full intervention development process may help the team proceed through each of the phases iteratively, nimbly, collaboratively, and with greater buy-in at all stages. This practice can also help ensure that all team members understand users’ needs and the theoretical grounding underpinning the intervention. Finally, enlisting the full multidisciplinary team may facilitate the generation of more highly divergent ideas and prototypes, which has been shown to lead to more creative and efficacious final intervention designs [64].

**Use a Flexible, Iterative Approach**

As with design thinking, the teams that stand to benefit the most from applying the IDEAS framework are those who will apply the stages flexibly, pursuing multiple stages in parallel, in combination, more than once, and/or iteratively, as new directions are explored and refined [68]. For example, some high-performing teams have been shown to combine, in particular, the ideate, prototype, and gather phases, rapidly shifting between them as needed. A single brainstorming session (ideate phase) may flow directly into the use of highly primitive prototypes (prototype phase) to communicate ideas to team members, generate new ideas, and/or gather user feedback (gather phase) to facilitate further brainstorming (ideate phase) [68]. In this way, the 10 IDEAS phases are more like “a system of overlapping spaces, rather than a sequence of orderly steps” as design thinking has been described [44].

**Transition Between Divergence and Convergence**

A key consideration in applying the framework involves balancing the opposing processes of divergent and convergent thinking. Idea divergence, or the generation of highly diverse and varied ideas, is critical during early stages of the intervention development process to fully consider the range of user experiences and possible solutions. However, idea convergence, or the narrowing of possible ideas, becomes equally important to identify a target behavior and refine potential solutions without being hampered by a continual revision of prior decisions which may impede progress. High-performing teams have been shown to shift their behavior nimbly and repeatedly as needed throughout the design process, exhibiting greater debate and divergence during “concept generation” stages and...
less debate and more focused attention during “concept selection” stages [68]. In a space where digital technology is young and the best solutions are likely yet to be uncovered, a highly divergent approach in brainstorming possible solutions may maximize the likelihood of identifying the most potent solutions. As the design process progresses, successful teams may find it advantageous to transition from divergence to convergence, particularly once a set of possible solutions have been identified for refinement [85].

Discussion

Overview

This paper introduces IDEAS, a framework to guide the design, development, and evaluation of digital interventions to change health behavior. It includes a summary of behavioral strategies that may be useful for intervention developers seeking to apply IDEAS in the development of their own interventions. IDEAS is among the few frameworks that aim to guide the development of digital interventions to change health behavior. It builds on Whittaker et al.’s [15] framework by incorporating phases for ideation and prototyping that may contribute to more creative interventions and by providing guidance on behavioral strategies that may inform more effective technologies. It draws on strengths from Yardley et al.’s [10] person-based approach through a focus on qualitative inquiry and Hekler et al.’s [12] behavioral science-informed user experience design model through a focus on behavioral strategies and user-centered design. Although the importance of combining behavioral theory and design thinking has been emphasized [12], IDEAS appears to be the first framework to provide step-by-step guidance on integrating these approaches.

Strengths

Among the strengths of IDEAS is its provision of a toolkit of behavioral strategies grounded in process motivation, which may aid and inspire intervention design. These strategies include theory-driven approaches not presently captured by the taxonomy of behavior change techniques [22] and may serve as a useful additional resource for intervention developers seeking to develop their own solutions. Moreover, theory by nature is abstract [21] and intervention developers may not know how to translate such insights into concrete intervention features. The IDEAS framework fills this gap by suggesting that ideating, prototyping, and gathering user feedback may be used iteratively and in quick succession to incrementally translate theories into highly relevant and practical intervention components. IDEAS also addresses the topic of creativity, which has been given considerably less attention in the mHealth and eHealth design literature [36]. Through structured brainstorming sessions and rapid prototyping with user feedback, intervention developers aiming to incorporate greater amounts of creativity into their designs are provided with practical guidance on how to do so. In addition, by integrating user insights throughout the intervention development process, IDEAS helps guard against an unexpected mismatch between intervention goals and user goals, which may lead to low user satisfaction and poor adherence to an intervention [37,86]. Finally, the promise of digital interventions lies in their potential for reaching broad segments of the population [14]; where other frameworks have neglected dissemination altogether, the inclusion of dissemination as a key phase may help more intervention developers take this stage into consideration to advance the field overall and produce greater population impacts on health.

Limitations

Several limitations to this framework exist. Despite research exploring the application of design-based approaches among novice designers [68], less-experienced users may find it difficult to effectively apply some of the suggested methods. There are practical challenges inherent to working with a multidisciplinary team and team members may disagree in a counterproductive manner or find it difficult to advance potential intervention solutions. The behavioral strategies presented are not exhaustive. The framework does not suggest the randomized evaluation of isolated intervention components [87]. However, it is commonly argued that behavioral strategies work best in concert with one another; thus, evaluating individual intervention components separately may not necessarily be advantageous in this context [39]. This framework is not the only approach to intervention development and many other useful approaches may complement or advance IDEAS. Future research is recommended to systematically evaluate the IDEAS framework.

Conclusions

The IDEAS framework is proposed to guide the design, development, and rigorous evaluation of more creative and effective digital health interventions. It integrates behavioral theory, design thinking and user-centered design, and evaluation and dissemination, and summarizes a list of theory-driven behavioral strategies that may be useful to intervention developers. IDEAS is intended to accelerate the translation of behavioral theory and evidence into industry practice where most digital health interventions are born. Other researchers who use IDEAS or alternative frameworks are encouraged to report on their processes and outcomes so that we and others may learn from their experiences and continue to improve the quality, efficacy, and effectiveness of our digital health interventions.
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Abstract

Background: As more and more researchers are turning to big data for new opportunities of biomedical discoveries, machine learning models, as the backbone of big data analysis, are mentioned more often in biomedical journals. However, owing to the inherent complexity of machine learning methods, they are prone to misuse. Because of the flexibility in specifying machine learning models, the results are often insufficiently reported in research articles, hindering reliable assessment of model validity and consistent interpretation of model outputs.

Objective: To attain a set of guidelines on the use of machine learning predictive models within clinical settings to make sure the models are correctly applied and sufficiently reported so that true discoveries can be distinguished from random coincidence.

Methods: A multidisciplinary panel of machine learning experts, clinicians, and traditional statisticians were interviewed, using an iterative process in accordance with the Delphi method.

Results: The process produced a set of guidelines that consists of (1) a list of reporting items to be included in a research article and (2) a set of practical sequential steps for developing predictive models.

Conclusions: A set of guidelines was generated to enable correct application of machine learning models and consistent reporting of model specifications and results in biomedical research. We believe that such guidelines will accelerate the adoption of big data analysis, particularly with machine learning methods, in the biomedical research community.

(J Med Internet Res 2016;18(12):e323) doi: 10.2196/jmir.5870
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Introduction

Big data is changing every industry. Medicine is no exception. With rapidly growing volume and diversity of data in health care and biomedical research, traditional statistical methods often are inadequate. By looking into other industries where modern machine learning techniques play central roles in dealing with big data, many health and biomedical researchers have started applying machine learning to extract valuable insights from ever-growing biomedical databases, in particular with predictive models [1,2]. The flexibility and prowess of machine learning models also enable us to leverage novel but extremely valuable sources of information, such as wearable device data and electronic health record data [3].

Despite its popularity, it is difficult to find a universally agreed-upon definition for machine learning. Arguably, many machine learning methods can be traced back as far as 30 years ago [4]. However, machine learning started making a broad impact only in the last 10 years. The reviews by Jordan and Mitchell [5] and Ghahramani [6] provide accessible overviews for machine learning. In this paper, we focus on machine learning predictive methods and models. These include random forest, support vector machines, and other methods listed in Multimedia Appendix 1. They all share an important difference from the traditional statistical methods such as logistic regression or analysis of variance—the ability to make accurate predictions on unseen data. To optimize the prediction accuracy, often the methods do not attempt to produce interpretable models. This also allows them to handle a large number of variables common in most big data problems.

Accompanying the flexibility of emerging machine learning techniques, however, is uncertainty and inconsistency in the use of such techniques. Machine learning, owing to its intrinsic mathematical and algorithmic complexity, is often considered a “black magic” that requires a delicate balance of a large number of conflicting factors. This, together with inadequate reporting of data sources and modeling process, makes research results reported in many biomedical papers difficult to interpret. It is not rare to see potentially spurious conclusions drawn from methodologically inadequate studies [7-11], which in turn compromises the credibility of other valid studies and discourages many researchers who could benefit from adopting machine learning techniques.

Most pitfalls of applying machine learning techniques in biomedical research originate from a small number of common issues, including data leakage [12] and overfitting [13-15], which can be avoided by adopting a set of best practice standards. Recognizing the urgent need for such a standard, we created a minimum list of reporting items and a set of guidelines for optimal use of predictive models in biomedical research.

Methods

Panel of Experts

In 2015, a multidisciplinary panel was assembled to cover expertise in machine learning, traditional statistics, and biomedical applications of these methods. The candidate list was generated in two stages. The panel grew from a number of active machine learning researchers attending international conferences including the Asian Conference on Machine Learning, the Pacific Asia Conference on Knowledge Discovery and Data Mining, and the International Conference on Pattern Recognition. The responders were then asked to nominate additional researchers who apply machine learning in biomedical research. Effort was exercised to include researchers from different continents. Researchers from the list were approached through emails for joining the panel and/or recommending colleagues to be included. Two declined the invitation.

The final panel included 11 researchers from 3 institutions on 3 different continents. Each panelist had experience and expertise in machine learning projects in biomedical applications and has learned from common pitfalls. The areas of research expertise included machine learning, data mining, computational intelligence, signal processing, information management, bioinformatics, and psychiatry. On average, each panel member had 8.5 years’ experience in either developing or applying machine learning methods. The diversity of the panel was reflected by the members’ affiliation with 3 different institutions across 3 continents.

Development of Guidelines

Using an iterative process, the panel produced a set of guidelines that consists of (1) a list of reporting items to be included in a research article and (2) a set of practical sequential steps for developing predictive models. The Delphi method was used to generate the list of reporting items.

The panelists were interviewed with multiple iterations of emails. Email 1 asked panelists to list topics to be covered in the guidelines. An aggregated topic list was generated. Email 2 asked each panelist to review the scope of the list and state his or her recommendation for each topic in the aggregated list. Later iterations of email interviews were organized to evolve the list until all experts agreed on the list. Because of the logistic complexity of coordinating the large panel, we took a grow-shrink approach. In the growing phase, all suggested items were included, even an item suggested by only 1 panelist. In the shrinking phase, any item opposed by a panelist was excluded. As it turned out, most items were initially suggested by a panelist but seconded by other panelists, suggesting the importance of the group effort for covering most important topics.

The practical steps were developed by machine learning experts in their respective areas and finally approved by the panel. During the process, the panelists consulted extensively the broad literature on machine learning and predictive model in particular [16-18].

Results

A total of 4 iterations of emails resulted in the final form of the guidelines. Email 1 generated diverse responses in terms of topics. However the final scope was generally agreed upon. For email 2, most panelists commented on only a subset of topics (mostly the ones suggested by themselves). No
recommendations generated significant disagreement except for minor wording decisions and quantifying conditions.

The final results included a list of reporting items (Tables 1-5, Textboxes 1-4, and Figure 1) and a template flowchart for reporting data used for training and testing predictive models, including both internal validation and external validation (Figure 2).

Recognizing the broad meaning of the term “machine learning,” we distinguish essential items from desirable items (using appropriate footnotes in the tables). The essential items should be included in any report, unless there is a strong reason indicating otherwise; the desirable items should be reported whenever applicable.

Figure 1. Steps to identify the prediction problem.
Table 1. Items to include when reporting predictive models in biomedical research: title and abstract.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Section</th>
<th>Topic</th>
<th>Checklist item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Title</td>
<td>Nature of study</td>
<td>Identify the report as introducing a predictive model</td>
</tr>
<tr>
<td>2</td>
<td>Abstract</td>
<td>Structured summary</td>
<td>Background</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Objectives</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Data sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Performance metrics of the predictive model or models, in both point estimates and confidence intervals</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Conclusion including the practical value of the developed predictive model or models</td>
</tr>
</tbody>
</table>

Table 2. Items to include when reporting predictive models in biomedical research: introduction section.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Topic</th>
<th>Checklist item</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Rationale</td>
<td>Identify the clinical goal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review the current practice and prediction accuracy of any existing models</td>
</tr>
<tr>
<td>4</td>
<td>Objectives</td>
<td>State the nature of study being predictive modeling, defining the target of prediction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify how the prediction problem may benefit the clinical goal</td>
</tr>
</tbody>
</table>

Figure 2. Information flow in the predictive modelling process.
Table 3. Items to include when reporting predictive models in biomedical research: methods section.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Topic</th>
<th>Checklist item</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Describe the setting</td>
<td>Identify the clinical setting for the target predictive model.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify the modeling context in terms of facility type, size, volume, and duration of available data.</td>
</tr>
<tr>
<td>6</td>
<td>Define the prediction problem</td>
<td>Define a measurement for the prediction goal (per patient or per hospitalization or per type of outcome).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Determine that the study is retrospective or prospective.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify the problem to be prognostic or diagnostic.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Determine the form of the prediction model: (1) classification if the target variable is categorical, (2) regression if the target variable is continuous, (3) survival prediction if the target variable is the time to an event.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Translate survival prediction into a regression problem, with the target measured over a temporal window following the time of prediction.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Explain practical costs of prediction errors (eg, implications of underdiagnosis or overdiagnosis).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Defining quality metrics for prediction models.</td>
</tr>
<tr>
<td></td>
<td>Prepare data for model building</td>
<td>Identify relevant data sources and quote the ethics approval number for data access.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>State the inclusion and exclusion criteria for data.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Describe the time span of data and the sample or cohort size.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Define the observational units on which the response variable and predictor variables are defined.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Define the predictor variables. Extra caution is needed to prevent information leakage from the response variable to predictor variables.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Describe the data preprocessing performed, including data cleaning and transformation. Remove outliers with impossible or extreme responses; state any criteria used for outlier removal.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>State how missing values were handled.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Describe the basic statistics of the dataset, particularly of the response variable. These include the ratio of positive to negative classes for a classification problem and the distribution of the response variable for regression problem.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Define the model validation strategies. Internal validation is the minimum requirement; external validation should also be performed whenever possible.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Specify the internal validation strategy. Common methods include random split, time-based split, and patient-based split.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Define the validation metrics. For regression problems, the normalized root-mean-square error should be used. For classification problems, the metrics should include sensitivity, specificity, positive predictive value, negative predictive value, area under the ROC curve, and calibration plot.</td>
</tr>
<tr>
<td></td>
<td>Build the predictive model</td>
<td>Identify independent variables that predominantly take a single value (eg, being zero 99% of the time).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify and remove redundant independent variables.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify the independent variables that may suffer from the perfect separation problem.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Report the number of independent variables, the number of positive examples, and the number of negative examples.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assess whether sufficient data are available for a good fit of the model. In particular, for classification, there should be a sufficient number of observations in both positive and negative classes.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Determine a set of candidate modeling techniques (eg, logistic regression, random forest, or deep learning). If only one type of model was used, justify the decision for using that model.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Define the performance metrics to select the best model.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Specify the model selection strategy. Common methods include K-fold validation or bootstrap to estimate the lost function on a grid of candidate parameter values. For K-fold validation, proper stratification by the response variable is needed.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>For model selection, include discussion on (1) balance between model accuracy and model simplicity or interpretability, and (2) the familiarity with the modeling techniques of the end user.</td>
</tr>
</tbody>
</table>
Table 4. Items to include when reporting predictive models in biomedical research: results section.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Topic</th>
<th>Checklist item</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Report the final model and performance</td>
<td>Report the predictive performance of the final model in terms of the validation metrics specified in the methods section.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>If possible, report the parameter estimates in the model and their confidence intervals. When the direct calculation of confidence intervals is not possible, report nonparametric estimates from bootstrap samples.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comparison with other models in the literature should be based on confidence intervals. Interpreted final model. If possible, report what variables were shown to be predictive of the response variable. State which subpopulation has the best prediction and which subpopulation is most difficult to predict.</td>
</tr>
</tbody>
</table>

Table 5. Items to include when reporting predictive models in biomedical research: discussion section.

<table>
<thead>
<tr>
<th>Item number</th>
<th>Topic</th>
<th>Checklist item</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Clinical implications</td>
<td>Report the clinical implications derived from the obtained predictive performance. For example, report the dollar amount that could be saved with better prediction. How many patients could benefit from a care model leveraging the model prediction? And to what extent?</td>
</tr>
<tr>
<td>11</td>
<td>Limitations of the model</td>
<td>Discuss the following potential limitations:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Assumed input and output data format</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Potential pitfalls in interpreting the model&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Potential bias of the data used in modeling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Generalizability of the data</td>
</tr>
<tr>
<td>12</td>
<td>Unexpected results during the experiments</td>
<td>Report unexpected signs of coefficients, indicating collinearity or complex interaction between predictor variables&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Desirable but not mandatory items.

Textbox 1. Data leakage problem.

Leakage refers to the unintended use of known information as unknown. There are two kinds of leakage: outcome leakage and validation leakage. In outcome leakage, independent variables incorporate elements that can be used to easily infer outcomes. For example, a risk factor that spans into the future may be used to predict the future itself. In the validation leakage, ground truth from the training set may propagate to the validation set. For example, when the same patient is used in both training and validation, the future outcome in the training may overlap with the future outcome in the validation. In both leakage cases, the performance obtained is overoptimistic.

Textbox 2. Calibration.

Calibration of a prediction model refers to the agreement between the predictions made by the model and the observed outcomes. As an example, if the prediction model predicts 70% risk of mortality in the next 1 year for a patient with lung cancer, then the model is well calibrated if in our dataset approximately 70% of patients with lung cancer die within the next 1 year.

Often, the regularized prediction may create bias in a model. Therefore, it is advisable to check for the calibration. In the case of regression models, the calibration can be easily assessed graphically by marking prediction scores on the x-axis and the true outcomes on the y-axis. In the case of binary classification, the y-axis has only 0 and 1 values; however, smoothing techniques such as LOESS algorithm may be used to estimate the observed probabilities for the outcomes. In a more systematic way, one can perform the Hosmer-Lemeshow test to measure the goodness of fit of the model. The test assesses whether the observed event rates match the predicted event rates in subgroups of the model population.

When a categorical predictor variable can take an uncommon value, there may be only a small number of observations having that value. In a classification problem, these few observations by chance may have the same response value. Such “perfect” predictors may cause overfitting, especially when tree-based models are used. Therefore, special treatment is required.

One conservative approach is to remove all dummy variables corresponding to rare categories. We recommend a cutoff of 10 observations. For modeling methods with feature selection built in, an alternative approach is to first fit a model with all independent variables. If the resulting model is only marginally influenced by the rare categories, then the model can be kept. Otherwise, the rare categories showing high “importance” score are removed and the model refitted.


K-fold validation refers to the practice of splitting the derivation data into K equal parts. The model is then trained on K−1 parts and validated on the remaining part. The process is repeated K times. The average results for K-folds are then reported. For small classes and rare categorical factors, stratified K-fold splitting should be used to ensure the equal presence of these classes and factors in each fold.

Discussion

We have generated a set of guidelines that will enable correct application of machine learning models and consistent reporting of model specifications and results in biomedical research.

Because of the broad range of machine learning methods that can be used in biomedical applications, we involved a large number of stakeholders, as either developers of machine learning methods or users of these methods in biomedicine research.

The guidelines here cover most popular machine learning methods appearing in biomedical studies. We believe that such guidelines will accelerate the adoption of big data analysis, particularly with machine learning methods, in the biomedical research community.

Although the proposed guidelines result from a voluntary effort without dedicated funding support, we still managed to assemble a panel of researchers from multiple disciplines, multiple institutions, and multiple continents. We hope the guidelines can result in more people contributing their knowledge and experience in the discussion.

As machine learning is a rapidly developing research area, the guidelines are not expected to cover every aspect of the modeling process. The guidelines are expected to evolve as research in biomedicine and machine learning progresses.
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