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Abstract

**Background:** Despite empirical evidence supporting the use of Web-based interventions for problem drinking, much remains unknown about factors that influence their effectiveness.

**Objective:** We evaluated the performance of 2 resources for people who want to achieve and maintain abstinence: SMART Recovery (SR) and Overcoming Addictions (OA). OA is a Web application based on SR. We also examined participant and intervention-related factors hypothesized to impact clinical outcomes of Web-based interventions.

**Methods:** We recruited 189 heavy drinkers through SR’s website and in-person meetings throughout the United States. We began by randomly assigning participants to (1) SR meetings alone, (2) OA alone, and (3) OA and SR (OA+SR). Recruitment challenges compelled us to assign participants only to SR (n=86) or OA+SR (n=102). The experimental hypotheses were as follows: (1) Both groups will reduce their drinking and alcohol-related consequences at follow-up compared with their baseline levels, and (2) The OA+SR condition will reduce their drinking and alcohol or drug-related consequences more than the SR only condition. Additionally, we derived 3 groups empirically (SR, OA, and OA+SR) based on the participants’ actual use of each intervention and conducted analyses by comparing them. Primary outcome measures included percent days abstinent (PDA), mean drinks per drinking day (DDD), and alcohol or drug-related consequences. Postbaseline assessments were conducted by phone at 3 and 6 months. Secondary analyses explored whether clinical issues (eg, severity of alcohol problems, level of distress, readiness to change) or intervention-related factors (eg, Internet fluency, satisfaction with site) affected outcomes.

**Results:** Both intent-to-treat analyses and the actual-use analyses showed highly significant improvement from baseline to follow-ups for all 3 groups. Mean within-subject effect sizes were large (d>0.8) overall. There was no significant difference between groups in the amount of improvement from baseline to the average of the follow-ups. We found that participants who stopped drinking before joining the clinical trial had significantly better outcomes than participants who were still drinking when they joined the study. Neither Internet fluency nor participants’ reported ease of navigating the site had an impact on outcomes.

**Conclusions:** These results support our first experimental hypothesis but not the second. On average, participants improved on all dependent measures. Both SR and OA helped participants recover from their problem drinking. Web-based interventions can help even those individuals with lengthy histories of heavy drinking to make clinically significant reductions in their consumption and related problems. These interventions work well for individuals in the action stage of change.

**Trial Registration:** Clinicaltrials.gov NCT01389297; https://clinicaltrials.gov/ct2/show/NCT01389297 (Archived by WebCite at http://www.webcitation.org/6kLNUNDcc)
Introduction

Background

Clinicians, researchers, and public health officials working to reduce the prevalence of substance use disorders have sought to develop and implement a range of evidence-based treatments and techniques (EBTs) over the last 20 years. Concomitant with these clinical developments, the emergence and growth of personal computing, media technology, and the Internet afforded new means and contexts for the adaptation and delivery of EBTs. In fact, apps and Web-based interventions for hazardous drinking have proliferated over the last decade [1-3].

With regard to their ability to deliver clinical services, Web-based interventions in general have several proven as well as potential virtues. Accuracy and validity of assessment protocols, probabilistic feedback algorithms, reliable computations, impartial results and objectives, and tailored recommendations are all appropriate functions of computers, making them (theoretically) optimal for the delivery of evidence-based behavioral health interventions [4-9]. The ubiquity of the Internet and mobile technology afford these interventions with a greater accessibility and reach, on both an individual and public level, and theoretically their impact on public health could be significant. However, the nature of the medium and the way people use Web-based interventions present serious challenges to the field. While developers have control over the content and design of the program, the remote context of implementation affords users a great deal of freedom in how they actually engage with the intervention and also precludes close assessment of ostensible therapeutic mechanisms [10,11]. Further, people often exhibit significantly less engagement with Web-based interventions than developers envision when they design them [11-13]. Indeed, there is a substantial proportion of users who drop out of programs after a single visit to a site [14,15].

When subjected to empirical tests of their effectiveness, self-guided Web-based interventions for problematic alcohol and substance use have consistently exhibited effect sizes that range from medium to disappointingly low [1,4,16-19]. Questions persist as to whether there is in fact a dose-response effect of engagement (ie, greater use of a site is associated with better outcomes), and if so, what can be done to enhance engagement with any given Web-based intervention to increase its effectiveness. The evidence on the relationship between engagement and outcomes is equivocal, with some reviewers and researchers finding support for a connection [20-22] and others finding no such evidence [15,23-25]. Nonetheless, much effort has gone into determining what factors (whether related to the users of the program or the programs themselves) influence adherence and engagement with Web-based interventions [2,14,25]. The general consensus among clinicians and researchers in the field is that until and unless the puzzle of engagement is solved, the seeming potential of Web-based interventions will not be fully realized.

Thus, as studies have accumulated over the last 10 years, interest has grown in identifying factors that might influence engagement with, and the effectiveness of, these interventions [2,3,14,26]. Leading investigators agree that more needs to be known about how EBTs are best adapted to Web-based format (intervention-related factors) as well as who is most likely to use and benefit from access to such a format (participant-related factors) [2,10,12,14,21]. There have also been calls for researchers to cleave to a rigorous set of standards in the development and testing of Web-based interventions (ie, to clearly report the study’s rationale, methods, and limitations) and do what they can during clinical trials to explore both intervention-related and participant-related factors that are thought to influence outcomes [1,2,10,14,27,28].

The Study

In this randomized controlled trial, we evaluated the performance of 2 resources for heavy drinkers: SMART Recovery (SR) and Overcoming Addictions (OA). OA is an online intervention that we developed based on the principles and practices of SR. There were 2 main goals of this study. First, we sought to determine whether SR and OA helped individuals make clinically significant reductions in their alcohol consumption and related problems. In addition, we were also interested to know if participants with access to OA would experience better outcomes than those assigned to SR. Second, we wanted to know more about who was most likely to engage with and benefit from these online resources and whether there were factors related to the site that influenced engagement and outcomes. Overall, we sought to learn more about translating EBTs into Web-based programs, and in the process to develop a more effective empirically supported intervention for drug and alcohol misuse.

We chose SR [29] as the model for our intervention because of its sound theoretical orientation, its commitment to EBTs, and, pragmatically, because the cognitive-behavioral exercises found in SR are well suited to online dissemination. SR’s program uses a common set of cognitive and behavioral strategies to address all addictive behaviors [30]. Their rationale for this is based on the generally accepted theory that common etiological factors underlie the development and maintenance of addictive behaviors (eg, stimulus control, maladaptive reinforcers) as well as the broad applicability of cognitive-behavioral and motivational strategies that are supported by outcome research in the treatment of various addictions. The outcomes of individuals who visit the SR website have never been subjected to empirical analysis before this study, but because SR is explicitly based on the use of cognitive-behavioral EBTs, we hypothesized that people who visited the site would, on average, change their drinking.
OA is designed to be used either as a complement to traditional SR (ie, meetings and workbook) or as a stand-alone, self-guided program. We thought that a structured, self-guided site, providing an enhanced suite of SR exercises and entailing the benefits of Web-based interventions (ie, accessibility, reliability, interactivity), would improve outcomes for individuals seeking SR. Although at the time of this study SR did offer a workbook, OA’s comprehensive structure brought SR’s exercises and rationale into an organized, integrated program. We assumed that individuals would benefit from being able to access program content at any time and from any place that was most convenient to them, rather than, for example, having to navigate the scheduling constraints of SR meetings. We reasoned that OA’s consistent and clinically valid presentation of treatment components (ie, the concepts being taught or the exercises offered) would increase their effectiveness. We also thought that unique features of the site such as the ability to track and get feedback on triggers and urges to drink, guided mindfulness exercises, and the videos provided by highly regarded SR trainers, would enhance engagement with therapeutic mechanisms and likewise lead to better outcomes.

At the same time, we were interested in learning more about who was most likely to benefit from OA and whether the design of the site was impacting outcomes. The issue of matching clients to interventions is as important to Web-based interventions as it is in the context of face-to-face treatment. Research has found that factors related to characteristics such as gender, age, level of education or income, level of alcohol consumption, and readiness to change all contribute to Web-based treatment adherence [31,32], although the influence is complex [15] and evidence is as yet inconclusive regarding their influence on outcomes on various clinical measures [1,33].

Another individual factor that has received some attention in trials of Web-based interventions is “readiness to change.” The Transtheoretical Model of Change [34] has long been recognized for its ability to inform behavioral treatments [35,36] and has in fact been used in the development of Web-based interventions as a theoretical basis for the tailoring they provide [5,37]. Like any self-directed program, Web-based interventions are ostensibly well suited for individuals in the action stage of change [11]. Prior research has shown that Web-based interventions can increase readiness to change [37], and one study found that individuals who were high in treatment readiness (ie, approaching the “action” stage of change) were more likely to complete a Web-based program [28]. It has yet to be shown empirically that such individuals do in fact benefit from Web-based interventions and, conversely, whether individuals who are still in the contemplation stage of change can also benefit from them. Evidence to support establishing such a distinction for individuals seeking to change their drinking could inform treatment recommendations as well as implementation strategies for Web-based interventions more broadly.

A person’s relative ability to function effectively with computers and on the Internet is another individual factor of interest to Web-based intervention developers. Feasibility studies have consistently found that site visitors are quite conscious of the difficulty they experience navigating Web-based programs [32,38-41] and may disengage from the programs if the process of using them becomes too frustrating [41-43]. As one way of assessing this difficulty, researchers have examined whether users’ relative proficiency with “Internet skills” can moderate their ability to benefit from a Web-based intervention [38-40]. While we know people can struggle to effectively navigate websites and so might fail to obtain relevant information in ways that interfere with Web-based interventions, there is as yet no evidence to support the theory that such difficulties moderate clinical outcomes. Nonetheless, it seemed reasonable to assume that participants who typically spent more time on the Internet and who navigated the site with more ease would have more facility with the program, and so derive greater benefit from the treatment it conveys.

Considering the participant factor of Internet proficiency, we were curious whether there were aspects of OA’s design that would influence outcomes in ways not associated with the traditional delivery of EBTs (ie, face-to-face). Specifically, we were interested in participants’ subjective sense of how difficult the OA site was for them to navigate (ie, to successfully access the information and exercises in the program). With regard to navigating through course content, evidence shows that low prior-knowledge and low metacognitive learners learn better when the program dictates the pacing and structure of the content (ie, utilizing guided information architecture) rather than leaving it to the learner to decide how to proceed [44]. According to e-learning researchers, novice learners don’t know enough about a given domain to benefit from “learner control” over the structure and pacing of the content [45].

Furthermore, one common assumption about Web-based interventions is that persuasive features such as site architecture and navigation, the use of video or social media, or the deployment of email or text messaging prompts can positively impact engagement with therapeutic mechanisms [13,26,32,43]. On the other hand, researchers have found that providing too much content can depress engagement with Web-based programs [46]. The principle applies whether content is added to enhance interest [47], to increase depth [48,49], or to expand on key ideas [50,51]. Given the cognitive impairments commonly associated with early recovery from hazardous drinking, we sought to know whether the user’s subjectively rated satisfaction with their ability to navigate the website, as well as the amount of content on the site, would account for variance in outcomes.

Finally, with regard to the optimal methods for conducting a clinical trial on line, among those who develop and validate Web-based interventions, there is a well-known trade-off between more ecologically valid and more clinically rich methodologies [10]. There have been several clinical trials conducted entirely online, the method generally regarded as the most ecologically valid, and so most indicative of “real-world” effectiveness [10,11]. However, in addition to the disadvantage of their typically high rates of attrition, such tests are constrained in their ability to gather data regarding factors that might influence outcomes [10,13,14]. Indeed, it is often impossible to know who the participants are, whether their reports are genuine, and how seriously they are treating the intervention.
For our study, we chose to recruit from individuals who were actively seeking information online about SR. We did this intentionally to test SR and OA with a sample drawn from the population that would likely be interested in SR’s treatment approach or EBTs more generally. Furthermore, we chose to conduct our intake and follow-up interviews online and over the phone. Although even this limited contact with our research staff represents a significant deviation from the conditions under which self-guided Web-based interventions are encountered at large, online, we considered it a necessary trade-off in order to gather the data we needed for our qualitative analysis. We sought to minimize the impact of our contact with participants on our findings by conducting our baseline assessments at the three-month follow-up.

**Methods**

**Trial Design**

Further details regarding study recruitment, inclusion and exclusion criteria, the screening process, randomization, assessments, baseline and follow-up interviews, and institutional review board approval are presented in Part 1 of this study [23].

**Treatment Conditions**

**SMART Recovery**

SR is a nonprofit educational organization run by a board of directors that consists primarily of clinicians with backgrounds in cognitive-behavioral practice [28]. The board determines, based on the empirical evidence and the feasibility of translating elements into self-help formats, what components will make up the SR program. While SR content may vary as empirical research evolves, the underlying philosophy of the protocol has remained consistent since its inception. In particular, SR promotes the dissemination of, and instruction in, empirically supported techniques and practices that “empower” [28] individuals to make changes in their own lives.

SMART Recovery’s program for change is focused on the following 4 domains: (1) building and maintaining motivation for change; (2) dealing with urges; (3) managing thoughts, feelings and behaviors; and (4) developing a balanced lifestyle. To build motivation, SR offers such exercises as cost-benefit analysis and guidance on how to develop a change plan. With regard to dealing with urges, SR teaches individuals how to identify and think functionally about triggers as well as how to manage urges when they arise. SR prescribes the use of such cognitive interventions as disputing irrational beliefs, and the “ABC” exercise commonly used to understand and improve upon emotional upsets. SR also provides instructions for learning relapse prevention techniques. Finally, to help support lifestyle changes that coincide with changes in drinking, SR offers exercises designed to help individuals identify and plan for meaningful activities, attain a balanced life, and engage in healthier behaviors.

SMART Recovery has been implemented historically in face-to-face and online self-help or mutual aid groups, with meetings that are facilitated only by individuals who have received official SR training [28]. While there is no formal treatment manual for SR, interested individuals obtain a workbook containing various descriptions of SR principles and exercises. The SR website serves as a resource for individuals who are seeking information about, or are actively engaged in, addressing their alcohol or drug use through SR. The site explains the principles of SR in detail, contains resources to support SR exercises, and serves as a portal for an SR community, including contacts for in-person meetings around the country, live online SR meetings, and a blog. While the site contains a wealth of resources pertaining to SR, it does not provide a Web-based SR intervention, nor does it expressly advise site visitors about how to utilize SR’s treatment components.

**Overcoming Addictions**

OA is a self-directed Web-based intervention designed for individuals who want to stop drinking and are in the “action” stage of change [34]. It is intended to faithfully render the EBTS of SR while also enhancing engagement with its therapeutic mechanisms. Once visitors register to use the site, the program creates a new record in the database, personalizes the content, and directs them to the homepage. The content is organized into “modules” around the 4 points of the SR program. The site also contains exercises not found in the SR handbook or website (eg, mindfulness and meditation exercises), but which are empirically supported and that we judged to be consistent with SR’s 4-point program.

For example, the first module, Getting Started, provides an overview of the program and its theoretical approach, while also explaining Stages of Change, and addressing how an individual’s relative stage might influence their approach to the program. The next module, Building and Maintaining Motivation for Change, begins with an exercise to help individuals think about how their drinking and their desire to change relates to their values; it then proceeds to a decisional balance exercise that helps users to consider the pros and cons of changing. The third module, Dealing with Urges and Cravings, contains information about urges and triggers and provides users the tools to monitor, track, and develop strategies to handle them. The fourth module, Self-Managing Thoughts, Behaviors, and Feelings contains common cognitive behavioral therapy exercises such as problem solving, functional analysis of problematic behaviors and situations, and information about the interactions between thoughts and feelings that may influence drinking. The final module, Lifestyle Balance for Preventing Relapse, has exercises that support regaining one’s health, learning relaxation techniques, goal setting, and relapse prevention strategies. In order to support self-guided use, we included videos recorded by experienced SR facilitators explaining how to think about and use the various exercises presented on the site. We also included a graphic feedback features wherever appropriate (eg, feedback on changes in urges to drink over time) and the ability for users to save their work and track their progress through the site.

Structurally, we sought to create a site that emulates the philosophy of the intervention. In order to reflect SR’s emphasis on autonomy and self-direction, we originally designed the site in an open, unguided format so that a user could access any
section or module of the program in any order that he or she believed would best suit the needs of their treatment. However, the site also reflects findings that guided “breadcrumb” navigation works best on behavior-change websites [32,42,52]; thus, once the user chooses an exercise, the program guides them through it in “tunnel” fashion, with a link on every page that leads to the next step of the exercise. We felt this “hybrid style” (ie, matrix to tunnel, and back to matrix) offered the best compromise between an unguided “user-centered” approach and the more directive protocols often used in conventional cognitive-behavioral interventions.

We made additional content available throughout the site via pop-up boxes and links that expand the page (eg, read more>>) to reduce the amount of visible content. We wrote the content for an 8th grade reading level and confirmed that level with the Flesch-Kincaid readability test [53] (built into the Corel WordPerfect program). Images only appeared in the page headers that also included navigation links to the home page, module headings, and the My Account page where the text and email features are located.

Group Allocation
In the initial design of the trial, we intended to randomly assign participants who were new to SR to one of the 3 conditions: (1) to use the online resources of SR and their meetings (face-to-face and/or online); (2) to the SR resources plus access to the OA Web app; or (3) to use the OA Web application only. However, as reported in Part 1 [23], we discovered that many potential study participants were disqualified to enroll in the study when they learned that they might be randomized to the OA only group. Because the majority of individuals came to the study after seeing the announcement on the SR website or by attending an SR meeting, they were unwilling to risk giving up the option to attend meetings for the sake of joining the study. After months of confronting this challenge, we ceased randomizing participants to the OA only group and decided to conduct separate posthoc analyses on the original 3 groups, derived empirically based on their actual use of SR and OA. We felt that even this nonrandomized analysis of participants’ treatment choice would render useful data. We dubbed our modified original analyses “intent-to-treat” and our posthoc analyses “actual use.”

Primary Analysis
Primary analyses of between-group differences were conducted to detect the effect of OA. Consistent with intent-to-treat analyses, we examined changes within the randomly assigned groups, using repeated measures analysis of variance as well as mixed model analyses, which were used for both tests of null hypotheses and tests of non-inferiority. The primary dependent variables were percent days abstinent (PDA), mean standard drinks per drinking day (DDD), and alcohol-related problems measured by the Inventory of Drug Use Consequences (InDUC) [54]. We used one three-level repeated factor (time of assessment: baseline, 3-month, 6-month), and the between-subject factor of treatment condition. For each analysis, 2 contrasts in the within-subject factor of time were conducted.

Our secondary analysis explored whether participant characteristics, including readiness to change and Internet skills, were associated with outcomes. Further, we tracked the extent to which participants used SR and OA, asked them to rate OA’s structure and complexity, and examined whether these indicators of engagement with the intervention were associated with outcomes.

Secondary Analysis
The data for the analysis of the participant and intervention factors thought to impact the use of the intervention were collected in a semistructured exit interview at the six-month follow-up. We asked participants to estimate how much time they spent on the Internet each week. We also asked them to report on any steps they had taken to change their drinking over the course of the clinical trial and to attribute the relative benefit of any factors that helped them. In the OA group, participants were asked to rate the website with Likert scales across several dimensions, including how easy or hard the site was for them to navigate, whether the site’s structure helped or hindered accessing its treatment content, and whether they were satisfied with the amount of content on the site.

To test for the impact of these factors, separate repeated-measures analyses of variance were conducted on the 3 primary dependent variables (ie, InDuC, PDA, and DDD), with 2 within-subject continuous variables (eg, hours per week spent on the Internet; ease of use) and one within-subject dichotomous variable (amount of information: right or wrong) entered as covariates, and one three-level repeated factor (time of assessment: baseline, 3 month, 6 month). Again, for each analysis, we conducted 2 contrasts of the within-subject factor of time.

Results
Sample
Figure 1 shows the CONSORT flow of participants through the study. A total of 358 people new to SR inquired about the study and of those 345 agreed to be screened. During the initial screening, 19 failed to meet the inclusion criteria and 38 were excluded. After passing the screen, 99 potential participants did not complete the initial consent process, 6 more failed to follow through with the initial assessment, and one asked to be dropped from the study within a day of being randomized. This resulted in 189 individuals who were randomly assigned to one of the 3 groups: SR, OA, and OA+SR. As noted above, due to complications of recruiting through SR’s network, the final allocation tallied 102 participants in the OA+SR and OA only groups and 87 in the SR group. Recruitment began from September 12, 2011 (3 pilot participants were recruited in the first 2 weeks of the study) and ended on August 1, 2012. Three-month follow-ups were completed on November 1, 2012. Six-month follow-ups were completed on March 14, 2013.
Participant Characteristics

The general characteristics of the study participants as a whole and by group assignment are presented in Table 1. On average, the sample endorsed clinical levels of psychological and alcohol-related problems. The mean score on the Brief Symptom Inventory (BSI) of 17.4 (SD 12.9) indicates that a majority of participants were experiencing significant depressive, anxious and/or somatic distress at screening. Mean scores on the Alcohol Use Disorders Identification Test (AUDIT)=24.7 (SD 8.1), InDuC Lifetime=31.0 (SD 7.2), and InDuc Recent=41.4 (SD 17.9) indicate that many individuals were at the more severe end of the use disorder spectrum. The majority of the sample was female (61%), which is almost twice the prevalence rate for women in the United States [55], although this level of participation by women is common in eHealth clinical trials for alcohol problems [1,33]. There were no significant differences between groups on any variable. Finally, the sample is remarkably homogeneous with regard to race (90% white).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Group</th>
<th>Whole sample</th>
<th>OA(^a)+SR(^b)</th>
<th>SR only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n (%)</td>
<td>188</td>
<td>102 (54%)</td>
<td>86 (46%)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>114 (60.6%)</td>
<td>62 (61%)</td>
<td>52 (61%)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>44.3 (10.9)</td>
<td>45.3 (10.7)</td>
<td>43 (10.6)</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>170 (90.4%)</td>
<td>94 (92.2%)</td>
<td>76 (88.4%)</td>
</tr>
<tr>
<td>Education in years, mean (SD)</td>
<td>16.1 (2.4)</td>
<td>17.7 (2.2)</td>
<td>15.9 (2.5)</td>
</tr>
<tr>
<td>BSI(^c) total, mean (SD)</td>
<td>17.4 (12.9)</td>
<td>15.7 (13.1)</td>
<td>19.4 (12.5)</td>
</tr>
<tr>
<td>AUDIT(^d), mean (SD)</td>
<td>24.7 (8.1)</td>
<td>24.6 (8.1)</td>
<td>24.8 (8.1)</td>
</tr>
<tr>
<td>InDuC(^e) Lifetime, mean (SD)</td>
<td>31.0 (7.2)</td>
<td>30.8 (6.7)</td>
<td>31.3 (7.7)</td>
</tr>
<tr>
<td>InDuC Recent, mean (SD)</td>
<td>41.4 (17.9)</td>
<td>40.6 (17.1)</td>
<td>42.2 (19.1)</td>
</tr>
</tbody>
</table>

\(^a\)OA: Overcoming Addictions.  
\(^b\)SR: SMART Recovery.  
\(^c\)BSI: Brief Symptom Inventory.  
\(^d\)AUDIT: Alcohol Use Disorders Identification Test.  
\(^e\)InDuC: Inventory of Drug Use Consequences.

Lost to Follow-Up

We compared baseline characteristics between those having complete data and those missing either or both of the 3-month and 6-month follow-ups. No significant differences were found on the following continuous variables at baseline: age, the AUDIT, BSI, InDuC scores, DDD, or PDA. No differences across groups existed on the categorical variables of group assignment, gender, or race. Only education level demonstrated a significant difference—those who provided data at both follow-ups reported having completed more years of education (16.4) than those who did not (15.5), \(t\)\(_{186}=2.24, P=.03\).

Intent-to-Treat Analysis

Of the 73 OA+SR participants assessed at all 3 time points, 53 (72.6%) were classified as actually using the OA program, as defined by 2 or more logins in the first 90 days of the study. In contrast, of the 58 SR only participants assessed at all 3 time points, 51 (87.9%) were classified as having been actually treated, as defined by 2 or more SR meetings attended. This difference in rates of actual use of the treatment options available approached significance, \(\chi^2\)\(_1=3.75, P=.053\).

We conducted separate repeated-measures analyses of variance on the 3 primary dependent variables to assess the effects of the between-subjects factor of treatment condition (ie, OA+SR or SR) and the within-subjects factor of time. We also had 2 a priori contrasts in the within-subject factor: the improvement from baseline to the average of the 2 follow-ups; and the change from the 3-month follow-up to the 6-month follow-up. As we found in our 3-month data, the improvement over time on PDA was highly significant, \(F\)\(_{2,128}=78.26, P<.001\). The tests of the preplanned contrasts indicated that, as hypothesized, the improvement from baseline to the average of the post assessments was highly significant, \(F\)\(_{1,129}=154.85, P<.001\), and the change from 3 months to 6 months was nonsignificant overall, \(F\)\(_{1,129}=1.09, P=.30\). However, in contrast to our finding with the 3-month data, the test of the treatment x time interaction is now significant, \(F\)\(_{2,128}=6.32, P=.01\). The reason for the latter finding, as seen in Table 2 below, is that while the SR only participants continued improving from 3 months to 6 months, the OA+SR group regressed slightly.
The DDD variable showed a similar pattern, although the treatment x time interaction did not reach significance. Thus, the improvement over time was highly significant, $F_{2,129}=36.88, P<.001$, with again the significant improvement occurring from baseline to the average follow-ups, $F_{1,130}=72.95, P<.001$, and the change from 3 months to 6 months being nonsignificant overall, $F_{1,130}=0.01, P=.93$. The treatment x time interaction did not quite reach significance, $F_{2,129}=2.53, P=.08$. However, the pattern again was for the improvement from pre to the average of the posts to be comparable across conditions, $F_{1,130}=1.15, P=.29$, but between 3 months and 6 months the SR only group continued to improve whereas the OA+SR group regressed slightly, though the test of the interaction contrast assessing differential change across groups did not reach significance, $F_{1,130}=3.37, P=.07$.

The alcohol-related problems measure (InDuC) showed the same sharp improvement from pre to post, but in contrast to the other 2 dependent variables, there was no evidence of a treatment x time interaction. The improvement over time was highly significant, $F_{2,129}=59.96, P<.001$, with again the significant improvement occurring from baseline to the average follow-ups, $F_{1,130}=120.86, P<.001$, and the change from 3 months to 6 months being nonsignificant overall, $F_{1,130}=0.01, P=.95$. The treatment x time interaction did not approach significance, $F_{2,129}=0.20, P=.82$.

The mean within-group effect size was in the large range (ie, greater than 0.8), with a range 0.65-1.14. The largest effect sizes were in the domain of alcohol-related problems.

In addition to the primary analyses we ran on participants having complete follow-up data, we also analyzed data using maximum-likelihood mixed model methods to allow use of data from all participants, including those having missing data. Results were similar to those reported above. The omnibus test of the main effect of time was again significant for all 3 dependent variables, and the main effect of treatment was again nonsignificant for all 3 dependent variables. The omnibus test of the treatment x time interaction approached significance for PDA and DDD ($P=.02$). Tests of contrasts agreed with the repeated-measures analyses in indicating that the time main effect was due to the improvement from baseline to the average of the postassessments on all dependent variables ($P<.001$) and that the evidence for a treatment x time interaction was due to the improvement from 3 months to 6 months being greater in the SR only condition than the OA+SR condition, both on PDA ($P=.02$) and on DDD ($P=.06$).

**Tests of Noninferiority**

Although none of the tests of the null hypothesis of no difference between the OA+SR group and the SR only group in improvement from baseline to the average of the follow-ups approached significance for any of the dependent variables ($P
Figure 2. Actual use analysis: percent days abstinent. OA: Overcoming Addictions; SR: SMART Recovery.
SMART Recovery Meetings or Other Support

Participation by those in the SR only condition in SR meetings, both face-to-face and online, declined sharply between the first 3 months and second 3 months of the follow-up period. Participants in the SR only condition reported attending 3.17 face-to-face meetings in the 3 months after baseline but only 1.86 in the next 3 months, \( t_{58} = 3.35, P < .001 \); similarly, online meetings attended declined from 5.85 to 3.02, \( t_{58} = 4.00, P < .001 \). Because 78% and 66% did not attend, respectively, any face-to-face or online meetings between the 3- and 6-month follow-ups, the frequency of meetings attended in the first 3 months was used to assess evidence for dose-response relationships. Although as we previously reported [23], number of face-to-face meetings attended in the 90 days after baseline had been significantly positively related to improvement from baseline to 3 months on all 3 of our outcome variables, it was found now to be negatively related to improvement from 3 to 6 months on PDA \( (r = -.082) \), DDD \( (r = -.246) \), and InDUC \( (r = -.050) \). The number of days of counselor visits, other meetings, or any support also was negatively nonsignificantly related to improvement from 3 to 6 months. Number of online meetings, in contrast, was at least positively, though nonsignificantly, related to improvement from 3 to 6 months on our dependent measures \( (0.050, \text{PDA}; 0.112, \text{DDD}; 0.083, \text{InDUC}) \).

Number of Overcoming Addictions Sessions

In the OA conditions, participation in OA, as measured by number of logins to the website, declined from 7.31 on average in the first 3 months to 1.29 in the next 3 months, \( t_{58} = 10.19, P < .001 \). Attendance in the SR meetings by OA participants also declined, though the change in participation was not significantly different from that seen in the SR only condition. Interestingly, whereas number of OA logins had been only weakly and nonsignificantly related to improvement from baseline to 3 months on our dependent variables, the use of the OA site during the first 3 months was more strongly predictive of improvement from 3 to 6 months. Specifically, OA logins in the first 90 days after baseline correlated \( .359 (P = .005) \) with improvement in PDA from 3 to 6 months and \( .352 (P = .006) \) with improvement in InDUC. We also examined the number of OA modules actually completed by participants \( \text{mean 6.39, SD 4.28} \). The OA modules completed also was predictive of improvement from 3 to 6 months on PDA \( (r = .297, P = .02) \) and InDUC \( (r = .332, P = .007) \). In addition, the number of modules completed was associated with final levels on all three dependent variables: PDA, \( r = .263, P = .04 \); DDD, \( r = -.292, P = .018 \); and InDUC, \( r = -.362, P = .003 \).

Corroboration of Self-Reported Drinking by Significant Others

Data were available at all 3 time points from 97 significant others (SOs) on 2 of our primary dependent variables, PDA and DDD. Examining the effects of time and treatment on these SO reports generally corroborated the clients’ self-reports in that the tests of change over time were highly significant, for PDA, \( F_{2,94} = 63.49, P < .001 \), and for DDD, \( F_{2,94} = 65.59, P < .001 \), and the test of the treatment x time interaction were nonsignificant, \( P > .2 \). Although the SOs’ reports were similar to those of the clients in perceiving by far the greatest change was from baseline to the average of the follow-ups, \( F > 100, P < .001 \), the reports differed in that the SOs thought there was continued improvement from 3 months to 6 months in both groups whereas the clients reported improvement only in the SR only condition. For example, SOs reported clients continued to improve significantly from 3 months to 6 months in PDA, \( F_{1,95} = 6.84, P = .01 \), and reported PDA increased from 76.4 to 84.6, whereas these corresponding participants reported their PDA declining nonsignificantly from 70.3 to 70.1. The correlations between SO and client reports which ranged from .57 to .69 at baseline and 3 months declined at 6 months to .46 for PDA and to .31 for DDD.

Individual Differences Among Participants: Readiness to Change

In addition to examining treatment effects, we conducted additional analyses of participants’ behavioral changes already under way at the time of entry into these programs. A majority (127/188, 67.6%) of the participants enrolling in the study had gone more than one day without drinking immediately before enrolling in the study. The number of days since the last drink in this subgroup ranged from 2 to 84 days before enrolling, with a mean of 15.6 and a median of 10.0. The number of drinks on that last day of drinking before enrollment was much greater for those who had been abstinent for more than a day (mean 9.6, SD 6.2) than for those who had been drinking on the day before enrollment (mean 6.0, SD 4.0), \( t_{171.5} = 4.76, P < .001 \).

Figure 3. Actual use analysis: drinks per drinking day. OA: Overcoming Addictions; SR: SMART Recovery.
Similarly, those who had been abstinent for more than a day reported a higher level of mean drinks per drinking day over the previous 3 months, 8.65 versus 6.74, t_{186}=2.87, P=.005. However, those who had taken a break from drinking alcohol reported a much higher PDA for the 90 days before intake than the nonabstinent group, 53.1% versus 25.7%, t_{186}=6.75, P<.001. The 2 groups did not differ in terms of recent alcohol-related problems on InDUC, 41.9 versus 40.1, t<1.

The importance of differences among participants was assessed in intent-to-treat repeated-measures analyses of variance with 2 between-subjects factors of treatment condition (OA+SR vs SR only) and whether the participant had had his or her last drink more than 1 day before enrollment (break or no break), and the one within-subject factor of time, using number of drinks on the last day of drinking, centered at its grand mean as a covariate. Means are plotted for the 3 outcome variables in Figures 4, 5, and 6. For PDA, the break factor did not interact with treatment or time; however, the main effect of this between-subject factor of break was very highly significant, F_{1,126}=50.7, P<.001. As suggested by Figure 6, the reason for the advantage of the break group over those still drinking to increase from 25.7 PDA at baseline to 34.1 PDA at the average of the postassessments, but this difference did not reach significance, F_{1,126}=2.77, P=.099.

With DDD, in addition to the strong between-subject main effect of break, F_{1,127}=8.79, P=.004, 2 other effects were significant. The interaction of break with time was clearly significant for DDD, F_{2,126}=4.57, P=.01, as was the interaction of time with the covariate of number of drinks on last day of drinking, F_{2,126}=20.21, P<.001. As suggested by Figure 6, the reason for the break x time interaction was that although there was little difference at baseline in DDD across groups, the group that had been abstinent for more than one day before enrollment decreased their mean drinking levels much more than those who were drinking on the day before enrollment. For those who taken a break for more than a day, DDD declined from 8.41 at baseline to 4.02 averaging across the 2 postassessments, whereas for the other group the decline was only from 6.87 to 5.63, F_{1,127}=9.08, P=.003 (Figure 6).

The reason for the significant time x number of drinks on last day of drinking was that participants who were drinking more just before enrollment decreased their DDD significantly more from baseline to the average of the postassessments, r=.485, P<.001. However, those who were drinking less on their last day of drinking improved more from 3 months to 6 months, as the number of drinks on last day of drinking correlated significantly negatively with the improvement (ie, decrease) in DDD from 3 months to 6 months, r=−.274, P=.002.

The pattern on InDUC Recent Total was essentially the same as that for DDD. That is, not only was the between-subject main effect of break highly significant, F_{1,127}=14.81, P<.001, but the interaction of break with time was again significant for InDUC, F_{2,126}=6.19, P=.003, as was the interaction of time with the covariate of number of drinks on last day of drinking, F_{2,126}=4.06, P=.02. Again, as shown in the figure below, those who had taken a break improved more from baseline to the postassessments on InDUC, with the break group declining from 40.7 to 15.2, and those drinking the day before enrollment only declining from 39.2 to 28.2. As before, the reason for the time x covariate interaction was that number of drinks on the last day of drinking correlated significantly positively with improvement from baseline to the average of the postassessments, r=.215, P=.01, but significantly negatively with improvement from 3 months to 6 months, r=−.212, P=.02 (Figure 7).

As might be concluded from the plots above, mean within-group effect sizes differed greatly across these 2 subgroups of participants (see Table 3). Whereas the mean d across the dependent variables was 0.51 (a medium effect size) for participants who had been drinking on the day before enrollment, for those who had not been drinking just before enrollment the mean d was more than twice as large (1.24, or more than 50% greater than Cohen’s cutoff for a large effect).
Table 3. Means (and standard deviations) and within-group effect sizes for each outcome variable for subgroups of participants that had or had not stopped drinking for more than one day before enrollment.

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>Baseline, mean (SD)</th>
<th>3-month follow-up, mean (SD)</th>
<th>6-month follow-up, mean (SD)</th>
<th>Improvement from baseline to average follow-up, mean</th>
<th>Within group effect size $d^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent days abstinent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break (n=87)</td>
<td>51.28 (26.57)</td>
<td>84.65 (21.84)</td>
<td>80.15 (25.39)</td>
<td>31.12</td>
<td>1.26</td>
</tr>
<tr>
<td>No break (n=44)</td>
<td>25.53 (25.90)</td>
<td>47.63 (33.09)</td>
<td>48.99 (35.90)</td>
<td>22.78</td>
<td>0.71</td>
</tr>
<tr>
<td>Standard drinks per drinking day$^b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break (n=87)</td>
<td>8.41 (4.81)</td>
<td>3.80 (4.21)</td>
<td>4.25 (5.32)</td>
<td>4.39</td>
<td>0.91</td>
</tr>
<tr>
<td>No break (n=45)</td>
<td>6.87 (3.73)</td>
<td>5.99 (3.84)</td>
<td>5.26 (4.47)</td>
<td>1.25</td>
<td>0.31</td>
</tr>
<tr>
<td>Inventory of Drug Use Consequences recent score$^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Break (n=87)</td>
<td>40.71 (18.73)</td>
<td>14.37 (14.37)</td>
<td>16.07 (18.06)</td>
<td>25.49</td>
<td>1.49</td>
</tr>
<tr>
<td>No break (n=45)</td>
<td>39.24 (18.02)</td>
<td>29.60 (21.45)</td>
<td>26.84 (25.27)</td>
<td>11.02</td>
<td>0.51</td>
</tr>
</tbody>
</table>

$^a$Cohen $d$ for change from baseline to average of 3-month and 6-month follow-ups.

$^b$Standard drink is equal to 12 oz (355 mL) of 5% beer, 5 oz (149 mL) of 12% wine, or 1.5 oz (44 mL) of 80 proof liquor.

$^c$Alcohol-related problems.

Figure 4. Actual use analysis: alcohol-related problems. OA: Overcoming Addictions; SR: SMART Recovery.

Figure 5. Stage of change analysis: percent days abstinent.
Participant and Intervention-Related Variables

In addition to analyzing outcomes according to treatment group and readiness to change, we conducted additional analyses on participants with access to OA in order to explore the possible influence of factors germane to Web-based interventions. For each variable, separate repeated-measure analyses of variance were conducted on the 3 primary dependent variables (ie, InDuC, PDA, and DDD).

We asked participants to estimate how much time per week they spent on the Internet—at work or school, at home, and elsewhere (café, library, etc). We totaled these estimated hours to create a continuous variable characterizing the participant’s relative fluency with the Internet. The continuous moderating variable of average amount of time on the Internet per week was zero-centered. Participants with access to OA reported spending an average of 23.0 (SD 16.8) hours per week on the Internet. Analysis indicated that the impact of participant’s fluency with the Internet did not significantly impact treatment outcomes: PDA, $F_{2,44}=0.55$, $P=.58$; DDD, $F_{2,44}=1.21$, $P=.31$; or the InDuC, $F_{2,63}=1.029$, $P=.34$. To see whether user’s satisfaction with the amount of content on the site had an effect on outcomes, we collapsed the 3 possible responses on the exit interview (ie, too much, too little, just right) into a single, dichotomous variable indicating either a satisfactory or unsatisfactory amount of information. Analysis indicated that participant’s satisfaction with the amount of information on the OA site did not significantly impact treatment outcomes: PDA, $F_{2,44}=0.699$, $P=.50$; DDD, $F_{2,44}=1.06$, $P=.34$; or the InDuC, $F_{2,63}=0.010$, $P=.99$.

Finally, we asked all participants in the study to report which treatments, influences, and/or other factors they had used or encountered throughout the duration of the clinical trial with respect to changing their drinking behavior (Tables 4 and 5). Participants were allowed to make as many attributions as they wanted to. Results showed that a majority of the study participants interviewed indicated that both SR and OA were influential in helping them to make changes to their drinking. It is also clear that study participants made use of a variety of therapeutic resources in addition to OA and SR.
Table 4. Participants’ attribution to factors that helped them make changes to their drinking.

<table>
<thead>
<tr>
<th>Treatment or influence</th>
<th>OA Most helpful</th>
<th>Very helpful</th>
<th>Some help</th>
<th>No help</th>
<th>Total positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMART face-to-face</td>
<td>OA</td>
<td>7</td>
<td>12</td>
<td>3</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td>41</td>
</tr>
<tr>
<td>SMART online</td>
<td>OA</td>
<td>2</td>
<td>16</td>
<td>8</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>13</td>
<td>17</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>Overcoming Addictions</td>
<td>OA</td>
<td>14</td>
<td>19</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Alcoholics Anonymous</td>
<td>OA</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Other treatment program</td>
<td>OA</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Personal therapist</td>
<td>OA</td>
<td>4</td>
<td>7</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Self-determination</td>
<td>OA</td>
<td>20</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>11</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Some other factor</td>
<td>OA</td>
<td>12</td>
<td>12</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>12</td>
<td>8</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

 OA: Overcoming Addictions.  
 SR: SMART Recovery.

Table 5. Other factors cited as helpful.

<table>
<thead>
<tr>
<th>Treatment or influence</th>
<th>OA Most helpful</th>
<th>Number citing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social support</td>
<td>OA</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>7</td>
</tr>
<tr>
<td>Changed thinking or awareness</td>
<td>OA</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>5</td>
</tr>
<tr>
<td>Joining the randomized controlled trial</td>
<td>OA</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>3</td>
</tr>
<tr>
<td>Medication</td>
<td>OA</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>5</td>
</tr>
<tr>
<td>Just did it</td>
<td>OA</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>3</td>
</tr>
</tbody>
</table>

 OA: Overcoming Addictions.  
 SR: SMART Recovery.

Discussion

Principle Findings

We compared 2 treatment modalities based on the cognitive behavioral intervention in SR. One modality (SR) is social in nature (ie, entailing meetings either in person or online), while the other (OA) is self-directed. We hypothesized that the structured and personalized design of OA would lead to superior outcomes to SR and that it would enhance outcomes even further when coupled with SR. This was not the case. The experimental hypotheses were: (1) Both groups will reduce their drinking and alcohol or drug-related consequences at follow-up compared with their baseline levels; and (2) The OA+SR condition will reduce their drinking and alcohol or drug-related consequences more than SR only. These results support our first experimental hypothesis but not the second.

On average, all participants improved on outcomes that are important to recovery from problem drinking. They significantly increased the percentage of days they were abstinent over the 6-month follow-up period, significantly reduced the number of
drinks they consumed on the days when they did drink, and experienced a marked reduction in alcohol-related problems. The mean effect sizes for reductions in drinking and alcohol-related problems, averaging across the 3 dependent variables, were in the large range (0.8+). These statistically significant results are also clinically significant. We consider it remarkable that participants with this degree of heavy drinking, and reporting a significant level of clinical distress, made and largely maintained these changes over the follow-up period of 6 months. Our decision not to include a no-treatment control in this trial precludes us from making direct causal attributions about the effectiveness of OA. Nonetheless, the results of this trial provide support for the use of both OA and SR, and more generally, the hypothesis that Web-based interventions based on evidence-based treatments can be helpful even for heavy drinkers.

It is clear that participants used the intervention modalities and components available to them according to their own inclinations. Some participants preferred using the Web application alone, some preferred to attend meetings, and many chose to utilize both. Unlike patients provided with “traditional” guided and structured psychotherapy, participants used intervention components as much as they felt they needed to, when they needed to, and reported acquiring the skills and techniques of the SMART model in both the social and self-directed modalities. The heterogeneity in how participants used and benefitted from the intervention presents a stark contrast to the rigidity of structure typically prescribed in evidence-based therapies. Moreover, perhaps the more striking discovery we made during our exit interviews was that participants’ engagement with their recovery was reflected not just in their use of SR or OA alone, but also in the plethora of other means they utilized to support changes in their drinking, concomitant with their use of SR and OA. We feel there are important implications in this finding that bear on the development, implementation, and testing of Web-based interventions.

Similarly, the fact that individuals enrolling in the study were often unwilling to accept assignment to the OA only condition also indicates that they already had a sense of what they wanted to facilitate their recovery. The participants in the study were obviously attracted to SR because of its theoretical approach and the tools it offers, but many of them also wanted a social milieu of some sort through which they could acquire or process these intervention components, regardless of the benefits available through a Web-based intervention. Further, participants who used SR, either alone or in conjunction with OA, exhibited a trend toward slightly better outcomes at the 6-month follow-up than those who used OA exclusively, although this finding was not statistically significant. Given this, our results are consonant with other studies finding that, for some people at least, stand-alone Web-based interventions are more effective when combined with some form of social support or learning. Apart from their advantages, there may be limits to both the appeal and the effectiveness of self-guided Web-based interventions for problematic alcohol use—even those based on EBTs.

While it is good to know that participants in the trial were able to use and benefit from the interventions made available to them in the study, the exit interview results suggest that the conditions required to establish an evidence base for free-standing computer-delivered interventions are inherently equivocal. The remote context of their use and testing make it very difficult, if not impossible, to design an ecologically valid study that could control for sort of treatment foraging exhibited by the participants in this study—even if a no-treatment control group were included in the design. While others have made this observation before [10], in this study, we found strong qualitative data to support this conjecture. It may be the case that not only do people engage in Web-based treatments differently than they do in conventional treatments, but they might also be simultaneously seeking and using other therapeutic resources differently as well. While this state of affairs does present methodological challenges for researchers and intervention developers, it does not obviate the benefits of these treatments. The results of this study support the theory that having different ways to learn about and use the evidence-based tools in the SMART Recovery protocol gives problem drinkers clinically sound options with regard to how they learn to achieve and maintain abstinence. Although researchers typically do not design interventions with evidence-based components to be self-directed, our findings support a therapeutic picture in which having online resources available increase the chances that individuals can find a path to recovery that suits them.

Regardless of which intervention was utilized by study participants, evidence for the added benefit of increased engagement with either OA or SR was limited—as it often is when testing Web-based interventions. The results here contradict the conventional perspective that more treatments, and more structured treatments, facilitate better outcomes. The one notable exception we found to this trend was the “sleeper effect” we detected in the second half of the trial among individuals who made greater use of OA in the first 3 months. While we consider this a positive finding for OA, we can only speculate as to why this was the case. It may be that the cognitive-behavioral tools offered in OA require time and practice to produce gradual but lasting change. It may also be the case that participants in the OA group exhibited assessment reactivity to the 3-month follow-up. The 3-month interview was the first time when participants in the trial were asked to quantify and characterize their drinking, and for individuals who were provided access to OA this may have been the first time they addressed their problem drinking in a social context. The session could have motivated them to renew their attempts to change their drinking behavior. If so, this would corroborate the basis for ongoing questions about the relationship of both social interactions, as well as assessment and feedback protocols, to the effectiveness of Web-based interventions for problematic alcohol use [2,3,14].

Influence of Participant and Intervention Factors on Outcomes

Our findings indicate that the individuals who had taken steps to stop drinking before joining the study were primarily responsible for the changes over time that we found in both the OA+SR and SR only conditions. SR and OA provided resources for individuals in the action and maintenance stages of change, and those resources both encouraged the nascent steps and...
supported their durability. A basic tenet of Prochaska and DiClemente’s model is that individuals in the action and maintenance stages of change are motivated to use clinical tools (eg, functional analysis, problem-solving exercises) that have been shown to be effective in helping people to confront the challenges they face. Both SR and OA make these resources available and participants in the study who were in the action stage of change made use of them. Based on the evidence, it is also fair to assert that individuals who came into the study without yet having quit drinking were not helped as much with their desire to do so by either OA or SR. The fact that Web-based interventions are associated with positive outcomes among drinkers who are actively seeking resources to support their behavior change, but less so for individuals who are not yet at that stage, should inform their deployment in stepped-care programs, and thus better substantiate their implementation as part of an overall public health strategy.

We found no evidence for the impact of other participant or intervention-related variables thought to influence the effectiveness of Web-based interventions. None of the identified factors related to Web-based interventions (fluency with the Internet, participants’ subjective ratings of how easy the site was to navigate, nor satisfaction with the amount of content on the site) exhibited any influence on treatment outcomes. We believe that there are 2 reasons that may account for this negative finding. The first derives from the relatively high level of education reported by participants in this study. Researchers have found that more highly educated individuals are slightly more likely to benefit from Web-based interventions [1,28], in part because more educated individuals tend to solve problem more persistently and effectively when confronted with navigational challenges on websites [40]. Additionally, findings of the Pew Research Center’s Internet and American Life Project show that older adults have accessed the Internet at increasing rates over the last 15 years [58]. It is likely the case that as time has passed, the skills required to navigate the Internet have become ever more commonplace, and the structure of websites, whether confused or intuitive, guided or self-directed, have become less and less of a mitigating factor to individuals who seek to access their content.

Finally, one other aspect of this study that we feel deserves mention, and which is consistent with our prior studies of Web-based interventions [24], is the high participation rate (61%) of women. This result is consonant with the ability of Web-based interventions to reach historically underserved populations. Women have greater perceived barriers to treatment than men do. Brady and Ashley [55] reported that women are more likely to report economic barriers and family responsibilities when seeking treatment. Many women realizing the need for treatment are more likely turn to Web applications for help before they seek individual treatment due to gender differences in stigmatization for treatment of alcohol use disorders with shame, embarrassment, and discouragement from family members being more commonly reported by women than by men [59,60]. In addition, women experience the salience of multiple roles (eg, career, mother, spouse, friend) and find they must prioritize their time in the most efficient way possible. OA and online SR meetings are typical of interventions that can provide alternative interventions for alcohol problems that do not impact other roles in the same way as seeking individual treatment.

Analysis of Internet usage and average time spent on the Internet supports our conclusions for the differences in demographics. Slightly more women in North America use the Internet than men and for greater amounts of time [61]. Although Internet usage differs according to the category of activity or personal interest for women and men, health sites are visited more frequently by women (22.8% and 17.4%, respectively). In addition, women across a wide age range (eg, age 15-55+ years) are more apt to turn to community resources available on the Internet at greater rates than men. Even though OA and SR are not tailored to differentially attract women or men, the prevalence of women in our study is consistent with the literature on women turning to the Internet for health and community resources.

Limitations
There are a number of limitations to this study. First, as noted, we did not include a no-intervention control group in our study design. While we found it neither ethically appropriate nor practically feasible to include such a group, the lack of a comparison prevents us from being able to control for individuals whose prior decision to stop drinking was largely responsible for the improvement observed in this study. In addition, we could not separate out the effects of assessment reactivity that, based on participants’ anecdotal reports, did sometimes occur as a function of the follow-up evaluation. Third, the relatively small sample size as well as the high level of education (mean 16 years) reported by participants in the study potentially limit the generalizability of the outcomes in populations with lower levels of education. Fourth, the requirement for an SO to corroborate the participant’s self-report of drinking may have further limited the generalizability of this sample’s results. We considered that requirement necessary though, as we had no other way to confirm participants’ self-reports of their drinking. Another limitation is that we were not able to randomize a full complement of participants into the OA only group, which meant that this group was essentially self-selected and that the small sample size of the OA group limited the power of the analyses.

When analyzing variables thought to moderate outcomes (eg, participant characteristics), the ideal method would be to assess them directly before beginning the processes they are thought to influence. Our posthoc assessment, while acceptable given the lack of feasible alternatives, was likely mediated by the participants’ recollection of the site. One can’t help but wonder whether a follow-up coming closer on the heels of the participant’s disengagement from the site might not have yielded more vivid recollections of what it was like for individuals to use it. Further, given the exploratory nature of this study, it was unclear whether the constructs we intended to tap were in fact done so with as great a precision as might be hoped. There may be less intrusive, more ecologically valid methods to probe how participants engaged the site, and how this engagement mediated outcomes on the variables of interest. Indeed, this question lies...
at the vanishing point where the development of, and research into, the next generation of these interventions converge.

**Future Research**

The results of this study did influence the subsequent development of OA. Even though navigation was not found to impact outcomes, anecdotal feedback from participants as well as their lower than expected uptake of the intervention motivated us to revise the site. We developed an automated program that sends users an email each week, prompting them to log into the site. The email briefly describes the week’s “lesson,” and an embedded link takes the users directly to that page in the site, after first allowing them to enter their urge data for the week. We also added linked summary statements in the headers of each module and provided more “tunneling” within the site in response to the feedback of participants who desired more guidance through the site. Finally, we have created new interventions that combine OA with *The Drinker’s Check-up* [62,63] hypothesizing that the hybrid design will increase users’ motivation for engaging the self-directed exercises in the OA program.

Having said that, our null results with regard to the possible moderating and mediating effects of interface with a Web-based intervention suggest that although low Internet fluency may have at one time presented a significant barrier to accessing these treatments, it may be less of an issue as the revolution in media technology proceeds, at least among more highly educated individuals. Similarly, while it is important that research into website and participant factors continues, and that researchers continue to develop innovative methodologies to test each new generation of interventions [64], we believe that improving their effectiveness will also benefit from an investigation into the novel ways that individuals approach Web-based interventions differently than they do “traditional” treatments. Broader exploration of all the recovery behaviors of individuals who use Web-based treatments for problem drinking may inform current assumptions about both the development and implementation of these interventions, and thus help to solve the riddle that currently links user engagement with clinical outcomes.

**Summary**

Web-based interventions for heavy drinkers are not as unfamiliar as they once were, but a decade of intensive research and development has left many unanswered questions about their effectiveness. The adaptation of evidence-based techniques and treatments to this relatively new mode of delivery is complicated by the pace and dispersion of technological innovation, human-user adaptation to those innovations, and a lack of evidence to clearly guide the appropriate deployment of Web-based behavioral resources.

This study found evidence of a positive treatment effect for the OA site. The evidence did not detect an added benefit of OA over the preexisting SR intervention upon which it is based, in that it neither surpassed nor enhanced its effectiveness. There was evidence to show that OA can serve as a feasible alternative to SR, and as a Web-based intervention, it entails the advantages of access, reach, and cost-effectiveness. Further, our results suggest that Web-based interventions work particularly well for individuals who are actively making changes to their drinking behavior.
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Abstract

Background: Web-based interventions with a focus on behavior change have been used for pain management, but studies of Web-based interventions integrated in clinical practice are lacking. To emphasize the development of cognitive skills and behavior, and to increase activity and self-care in rehabilitation, the Web Behavior Change Program for Activity (Web-BCPA) was developed and added to multimodal pain rehabilitation (MMR).

Objective: The objective of our study was to evaluate the effects of MMR in combination with the Web-BCPA compared with MMR among persons with persistent musculoskeletal pain in primary health care on pain intensity, self-efficacy, and coping, as part of a larger collection of data. Web-BCPA adherence and feasibility, as well as treatment satisfaction, were also investigated.

Methods: A total of 109 participants, mean age 43 (SD 11) years, with persistent pain in the back, neck, shoulder, and/or generalized pain were recruited to a randomized controlled trial with two intervention arms: (1) MMR+WEB (n=60) and (2) MMR (n=49). Participants in the MMR+WEB group self-guided through the eight modules of the Web-BCPA: pain, activity, behavior, stress and thoughts, sleep and negative thoughts, communication and self-esteem, solutions, and maintenance and progress. Data were collected with a questionnaire at baseline and at 4 and 12 months. Outcome measures were pain intensity (Visual Analog Scale), self-efficacy to control pain and to control other symptoms (Arthritis Self-Efficacy Scale), general self-efficacy (General Self-Efficacy Scale), and coping (two-item Coping Strategies Questionnaire; CSQ). Web-BCPA adherence was measured as minutes spent in the program. Satisfaction and Web-BCPA feasibility were assessed by a set of items.

Results: Of 109 participants, 99 received the allocated intervention (MMR+WEB: n=55; MMR: n=44); 88 of 99 (82%) completed the baseline and follow-up questionnaires. Intention-to-treat analyses were performed with a sample size of 99. The MMR+WEB intervention was effective over time (time*group) compared to MMR for the two-item CSQ catastrophizing subscale (P=.003), with an effect size of 0.61 (Cohen d) at 12 months. There were no significant between-group differences over time (time*group) regarding pain intensity, self-efficacy (pain, other symptoms, and general), or regarding six subscales of the two-item CSQ. Improvements over time (time) for the whole study group were found regarding mean (P<.001) and maximum (P=.002) pain intensity. The mean time spent in the Web-based program was 304 minutes (range 0-1142). Participants rated the items of Web-BCPA feasibility between 68/100 and 90/100. Participants in the MMR+WEB group were more satisfied with their MMR at 4 months (P<.001) and at 12 months (P=.003).

Conclusions: Adding a self-guided Web-based intervention with a focus on behavioral change for activity to MMR can reduce catastrophizing and increase satisfaction with MMR. Patients in MMR may need more supportive coaching to increase adherence in the Web-BCPA to find it valuable.
Introduction

Internet-based medicine or eHealth is under continuous development and considered necessary to provide cost-effective and equal health care [1]. The eHealth definition comprises Internet technology and a commitment to improve the quality of and access to health care by the use of information and communication technology, as well as empowering the individual and increasing participation [2]. Web-based interventions for pain management have been developed and promising treatment effects regarding pain and physical and psychological functioning have been reported [3-5].

Approximately 20% of the adult Swedish and European population suffers from persistent musculoskeletal pain with duration of at least 3 months or recurrent episodes of pain [6,7]. For the individual, persistent musculoskeletal pain is reported to have an impact on the individual’s quality of life [6,8] and imposes high societal costs with large health care consumption, work absenteeism, and sick leave [9,10]. The influence of psychosocial factors [11-13] and reported comorbidity [14] in persistent musculoskeletal pain entail a biopsychosocial and holistic approach to treatment, such as multimodal rehabilitation (MMR) [7,15-17]. The treatment content in MMR can vary, but includes at least a physical (body exercises) and a psychosocial (psychological, social, or occupational) component [15,18], given by health care professionals of different occupations [17,19]. MMR includes a cognitive behavioral approach to help the individual to understand how cognition and behavior can affect the pain experience and to provide tools for self-care [18]. The individual’s active participation in rehabilitation planning and decision making, including setting goals with a focus on participation in daily life and work, have been emphasized [7,16,17,20]. There is evidence for MMR when compared to standard treatment regarding reduced pain intensity and improved functioning [15,19,21], as well as reduced social costs with fewer days of sick leave [22]. However, some reports have demonstrated ambiguous and mixed results [15,23]. The treatment effects of MMR have been associated with the individual’s changes in beliefs and coping [24]. Self-efficacy has been found to mediate a positive treatment outcome [25-27] and to be important in the use of more active coping strategies and self-management [28,29]. In contrast, catastrophizing beliefs have a negative impact on treatment effects [24,26,30]. Although MMR is the recommended treatment for persistent pain, there are reasons for further improvements within treatment content for persistent pain.

In the County Council of Norrbotten, Sweden, the development of eHealth care is a strategy to overcome the regional distance between health care providers and citizens. In order to propose an eHealth solution for a biopsychosocial treatment of persistent musculoskeletal pain, the Web-Based Behavior Change Program for Activity (Web-BCPA) was developed. The Web-BCPA is a modified version of an existing Web-based program “To Manage Pain” provided by Livanda (a Swedish supplier of Internet-based medicine) [31]. To Manage Pain is based on behavioral theory literature and face-to-face cognitive behavioral therapy [32-34], and was developed by psychologists of the Livanda company [31]. In cooperation with the founders of Livanda, To Manage Pain was revised into the Web-BCPA program with the aim to target patients in an early stage of persistent pain. The Web-BCPA aimed to increase participants’ physical and cognitive activity in the rehabilitation. The Web-BCPA focuses on increasing cognitive activities, such as learning, problem solving, communication, and making decisions, to help the participants develop new skills and behavior, as well as maintain and generalize behavior changes in life. Further, the Web-BCPA content was designed to encourage activity in everyday life and work, as well as physical activity and self-care.

At the time of this study, there were no interventions combining MMR with a self-guided Web-based intervention for pain management and behavior change. Most studies on Web-based interventions had participants recruited from waiting lists and/or advertising, which indicated that further research needed to focus on integrating Web-based interventions in clinical practice [3,4,35], including evaluations of treatment satisfaction and feasibility [4]. In addition, few studies have evaluated self-guided Web-based interventions with no therapist support [36-39]. We chose to perform our study in the primary health care setting because earlier research on MMR focused on in-patient intervention and there was a lack of studies performed in outpatient rehabilitation of persons with persistent musculoskeletal pain [40]. This study is part of a larger collection of data with the main objective to evaluate work ability. Here, we focus on reporting the results of other outcomes in relation to pain to evaluate the Web-BCPA program. The objective of this study was to evaluate the effects of MMR in combination with the Web-BCPA compared to MMR among persons with persistent musculoskeletal pain in primary health care regarding pain intensity, self-efficacy, and coping. The study also aimed to investigate Web-BCPA adherence and feasibility, as well as treatment satisfaction.

Methods

Study Design

The study was a 12-month randomized controlled trial (RCT) with two intervention arms: (1) MMR and the Web-BCPA (MMR+WEB) and (2) MMR with follow-ups at 4 and 12 months. The consecutive recruitment and data collection started...
in October 2011 and ended in May 2015. The protocol was registered in the clinical trial registry of the US National Institutes of Health (NCT01475591), and approved by the Regional Ethical Review Board of Umeå University, Sweden (Umu dnr 2011-383-31M). This study is part of a larger collection of data and focuses on evaluating Web-BCPA adherence and feasibility, as well as outcomes of self-efficacy, pain intensity, and coping strategies.

**Participants**

Participants were patients eligible for MMR at health care centers in Norrbotten county, northern Sweden. The inclusion criteria were (1) age between 18 and 63 years; (2) persistent musculoskeletal pain with a duration of at least 3 months in back, neck, shoulder, and/or generalized pain; (3) Örebro Musculoskeletal Pain Screening Questionnaire (ÖMPSQ) score ≥90, screening for psychosocial factors that indicates an estimated risk for long-lasting pain conditions and future disability [12]; (4) work ability of at least 25%; (5) familiar with written and spoken Swedish; and (6) access to a computer and the Internet. Exclusion criteria were reduced cognitive ability (dementia, brain injury), current abuse of alcohol or drugs, in need of other health care (eg, advanced medical investigation, cancer treatment, terminal care), and/or pregnancy.

**Procedure**

We invited 23 primary health care centers in Norrbotten that were certified for MMR to participate in the study. Management and health care staff were briefed and the rehabilitation coordinator (nurse, occupational therapist, or physiotherapist assigned to support a patient in rehabilitation planning) was trained to assist in the recruitment and data collection as well as introducing the participants to self-guide the Web-BCPA.

In all, 17 health care centers actively participated in the study. The rehabilitation coordinator at each health care center selected the participants according to inclusion and exclusion criteria. When patients were considered eligible for study participation, oral and written information about the study was provided and the patient was asked about participation. Once informed consent was obtained, the participants filled in the baseline questionnaire and were then randomly allocated to either the MMR+WEB group or the MMR group by numbered opaque envelopes. An independent statistician provided the allocation sequences by computer-generated random number sequences for each health care center and stratified by sex before inclusion of participants.

Participants in both intervention groups started MMR treatment according to their rehabilitation plan. Participants allocated to the MMR+WEB group were assisted by the rehabilitation coordinator to form their username and to self-select a password to log in to the Web-BCPA. They were instructed about the general setup of the Web-based intervention and informed that the rehabilitation coordinator was available for support. In addition, participants were informed that the time spent on the Web-BCPA, not other Livanda customers. The Web-BCPA was administrated via the Livanda website, and was exclusive for this study. Only study participants had access to the Web-BCPA, not other Livanda customers. The participants self-guided through the Web-BCPA, without therapist guidance, and had the freedom to choose from the rehabilitation coordinator at the health care center and filled in a questionnaire. In addition, the participants were asked for consent to review their patient records for data on number of treatments and sick-leave days.

**Interventions**

**Multimodal Rehabilitation**

The MMR was characterized by synchronized treatments based on a biopsychosocial perspective of pain and with the patient in focus. The MMR included treatments from at least three health care professionals from different occupations (eg, nurse, occupational therapist, physician, physiotherapist, psychologist, or psychosocial counselor). The health care professionals worked according to the cognitive behavioral approach for behavior change toward activity and participatory goals. In addition, the participants and the health care professionals were supported by a rehabilitation coordinator in the planning of the rehabilitation and in communication with the Swedish Social Insurance Agency (SSIA). The patient and the health care professionals met at team conference meetings to draw up an individualized rehabilitation plan, which included identification of the patient’s resources and restrictions, formulation of goals, planning of treatments, as well as dates for follow-up. The plan was documented by a standard form in the patient record and printed out for the participants. The participants had the opportunity to invite significant others (a relative, an employer, an administrator from the SSIA or the Employment Service) to cooperate in the rehabilitation planning. Mutual decision making and a patient’s active participation in MMR treatments and planning were in focus [16,17].

The minimum number of treatments in MMR was specified as two to three times a week for six to eight weeks, including home exercises. The treatments were individual and/or in group sessions. In MMR physical activity (individualized exercise program, warm-water exercise, Basic Body Awareness Therapy), acupuncture, cutaneous electric nerve stimulation, and manual therapy could be given by physiotherapists. Ergonomics, activity planning, and functional training were provided by occupational therapists. Psychologists and psychosocial counselors were responsible for counseling treatment. Counseling could also be provided by other health care professionals (nurse, occupational therapist, or physiotherapist) trained in cognitive behavioral therapy. The physicians prescribed pharmacological treatment, wrote medical certificates, and made referrals. Patient education, relaxation, mindfulness, and testing disability aids were carried out by health care professionals of various occupations. The MMR treatment period was adjusted according to the patient’s needs and progress. The health care centers were responsible for a patient’s medical rehabilitation to progress in health, but not principally in charge of the work rehabilitation.

**The Web Behavior Change Program for Activity**

The Web-BCPA was administrated via the Livanda website, and was exclusive for this study. Only study participants had access to the Web-BCPA, not other Livanda customers. The participants self-guided through the Web-BCPA, without therapist guidance, and had the freedom to choose from the
program content. They had access to the Web-based intervention in their own environment 24/7 for 16 weeks. Without participants’ active work in the Web-BCPA for 20 minutes, they were automatically logged out. At the first log-in, the Web-BCPA contained an overall introduction to cognitive behavioral therapy principles, information of the content and format of the entire program, as well as general advice on how to work in the Web-BCPA (eg, start with reading the texts and then spend time on the assignments). The Web-BCPA consisted of eight modules: (1) pain, (2) activity, (3) behavior, (4) stress and thoughts, (5) sleep and negative thoughts, (6) communication and self-esteem, (7) solutions, and (8) maintenance and progress. They were delivered to the participant one module per week during the first eight weeks. The modules contained information, assignments, and exercises, assimilated via educational texts, videos, and writing tasks. Each module contained 10 to 15 shorter Web pages of information and 10 to 15 pages of assignments and exercises (Table 1). Further, the assignments were interactive and included self-tests and self-developed action plans aimed at self-analyzing one’s resources and restrictions, setting goals and estimating goal achievement, planning activities, and following up results. Help texts with specific how-to instructions, as well as examples of goals and activities, were available to all assignments. Self-developed action plans included assignments on life goals and values, activity scheduling, and planning behavior change. Exercises included relaxation and Basic Body Awareness Therapy exercises, for example, with a duration of 10 to 30 minutes per session. In addition, the participant could choose any physical activity as part of the planning activity assignment. Assignments and exercises were constructed as a progression in cognitive skill building with each module. The participants chose how to use the Web-BCPA freely, except for a well-being test that was mandatory to fill in to get access to modules 2 to 8. The well-being test measured harmony (in contrast to anxiety), energy level, optimism (in contrast to depression), and decisiveness. Data from the well-being test and the assignments were saved as summaries, which the participants could review to monitor progress. All texts and assignments could be printed out. If participants’ chose, complementary well-being recommendations were sent to the participant’s email box each week. In addition, the program included a CD with relaxation exercises, which was sent to their home address.

**Outcome Measures**

**Web Behavior Change Program for Activity Adherence**
Web-BCPA adherence was assessed as minutes spent in each module, which was obtained from the administrative system of Livanda. Total time was calculated.

**Web Behavior Change Program for Activity Feasibility and Treatment Satisfaction**
Web-BCPA feasibility was measured at 4 months using a set of items constructed for the purpose of this study. The eight items were:

1. It was easy to use the program
2. It was easy to log in to the program
3. Except for the first introduction, I have self-guided in the program
4. It was easy to comprehend the program
5. The graphical design was...
6. The texts have been of good use
7. The exercises have been of good use
8. The videos have been of good use

The ranking was made on a numeric scale from zero (disagree) to 100 (totally agree). The score for item 5 was zero (not at all appealing) to 100 (appealing).

Participants’ satisfaction with the Web-BPCA was measured at 4 months with three items: (1) I am satisfied with my own efforts in the Web-based intervention, (2) I am satisfied with the administrative support in the Web-based intervention from the rehabilitation coordinator, and (3) I could recommend the Web-based intervention to others in a similar situation as mine.

In addition, participants’ satisfaction with the MMR was assessed at 4 and 12 months using two items: (1) I am satisfied with my multimodal rehabilitation, and (2) I am satisfied with my own efforts in my multimodal rehabilitation. The ratings were on a numeric scale from zero (disagree) to 100 (totally agree).

**Patient Records Data**
Data on MMR treatment, health care consumption, and sick leave were collected from the participant’s patient records.

**Pain Intensity**
Pain intensity was measured by the 100-mm Visual Analog Scale (VAS) with zero indicating no pain or discomfort and 100 indicating unbearable pain or discomfort [41]. The participants assessed their mean, minimum, and maximum pain for the last seven days [42]. The VAS has good reliability and is well established to assess musculoskeletal pain [43].

**Self-Efficacy**

**Arthritis Self-Efficacy Scale**
The certainty to have the capacity to perform a task in relation to pain was measured with two subscales of the Arthritis Self-Efficacy Scale (ASES). The “self-efficacy to control pain” subscale (ASES pain) consisted of five items and the “self-efficacy to control other symptoms” subscale (ASES other symptoms) had six items. The items were scored on a scale from 10 (very uncertain) to 100 (very certain), with a mean score for each subscale computed [39]. Both the original ASES and the Swedish version have been tested for reliability (alpha range .8 to .9) and validity [44-46].
<table>
<thead>
<tr>
<th>Module</th>
<th>Educational texts</th>
<th>Assignments and exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Pain</td>
<td>Pain mechanism—anatomy and physiology</td>
<td>Life goals and values—health</td>
</tr>
<tr>
<td></td>
<td>Persistent pain</td>
<td>Activity scheduling</td>
</tr>
<tr>
<td></td>
<td>Pain in the neck, back, and shoulder</td>
<td></td>
</tr>
<tr>
<td>2. Activity</td>
<td>Pain mechanism—thoughts, interpretation, behavior</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Pain and physical activity</td>
<td>Life goals and values—work and leisure</td>
</tr>
<tr>
<td></td>
<td>Life balance</td>
<td>Daily exercise level test</td>
</tr>
<tr>
<td></td>
<td>Ergonomics in everyday life</td>
<td>Short exercise program</td>
</tr>
<tr>
<td></td>
<td>Resting positions</td>
<td>Relaxation—breathing exercises</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>3. Behavior</td>
<td>Pain and learning behavior</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Pacing</td>
<td>Life goals and values—close relationships, family, social relationships, and personal development</td>
</tr>
<tr>
<td></td>
<td>An active sick-leave</td>
<td>Planning activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Planning behavior change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body scan—applied relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>4. Stress and thoughts</td>
<td>Accepting thoughts</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Stress and stress management</td>
<td>Planning behavior change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Stress test</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body scan—conditioned relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>5. Sleep and negative thoughts</td>
<td>Negative and automatic thoughts</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Sleep, sleep hygiene, and sleep disorders</td>
<td>Challenging negative automatic thinking styles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sleep test</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body scan—conditioned relaxation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>6. Communication and self-esteem</td>
<td>Communication skills</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Conflict resolution methods</td>
<td>Effective communication training</td>
</tr>
<tr>
<td></td>
<td>Self-esteem and self-confidence</td>
<td>Setting limits</td>
</tr>
<tr>
<td></td>
<td>Participation in health care</td>
<td>Dealing with difficult emotions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Planning behavior change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>7. Solutions</td>
<td>Problem-solving methods in relationships</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Problem-solving traps</td>
<td>Problem-solving practices</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Planning behavior change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
<tr>
<td>8. Maintenance and progress</td>
<td>Setbacks and relapses prevention</td>
<td>Well-being test</td>
</tr>
<tr>
<td></td>
<td>Maintenance</td>
<td>Planning behavior change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maintenance plan and strategies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Body Awareness Therapy exercises</td>
</tr>
</tbody>
</table>
General Self-Efficacy Scale
A more general aspect of self-efficacy was assessed by the General Self-Efficacy Scale (GSE), which measures an individual’s beliefs in one’s ability to respond to novel or difficult situations and to deal with associated obstacles or setbacks. The GSE contained 10 items, which were rated on a four-point Likert scale: 1 (not at all true/strongly disagree), 2 (hardly true/partly disagree), 3 (moderately true/partly agree), and 4 (exactly true/strongly agree). The ratings were summarized and divided by 10, resulting in a total score ranging from 1 to 4 [47-49]. The GSE was found consistent (alpha range :.7 to .9) in several populations in European countries [50], and the Swedish version has been validated [49].

Coping
Coping strategies were assessed using the two-item Coping Strategies Questionnaire (CSQ), a shorter version of the original CSQ. The two-item CSQ consists of seven subscales, each represented by two items [51]. The subscales represent a coping strategy: diverting attention, reinterpreting pain sensations, catastrophizing, ignoring sensations, praying or hoping, coping self-statements, and increased behavioral activities. The items were scored on a Likert scale from zero (never do that) to 6 (always do that), and a mean score of the two items for each subscale was calculated. A higher score is related to improvement of coping strategies, except for the catastrophizing subscale in which a lower score indicates improvement. Each of the CSQ two-item subscales has shown strong association to the parent subscale [51]. A Swedish version of the two-item CSQ was constructed for this study using the translation of items from the Swedish version of the original CSQ by Jensen and Linton [52].

Statistical Analysis
Data in this study were part of a larger collection of data and the power calculation to detect a medium effect size difference of the MMR+WEB and MMR group was performed on the work ability index [53] because it was the primary outcome variable for the entire research project. A 5% significance level and 80% power indicated that 64 participants in each intervention group were needed. Considering the possibility of a 20% dropout rate, a sample size of 84 participants in each group was determined to be sufficient.

There were some missing values and cases in the data collection. Isolated missing values in specific questionnaires were imputed according to guidelines for ASES [54] and for GSE [48]. Missing values in CSQ were not imputed. Participants lost to follow-up were handled with intention-to-treat (ITT) analysis, with last observation carried forward (LOCF). Data analysis per protocol were performed and showed nonsignificant differences compared to the analysis of imputed data. The analysis of patient records data was performed with valuable data except for two participants that did not give their consent to follow-up patient records data at 12 months.

Internal consistency for ASES, GSE, and CSQ was tested within our dataset. Excellent internal consistency was found regarding ASES pain (alpha=.9), ASES other symptoms (alpha=.9), and GSE (alpha=.9). Internal consistency for the CSQ subscales were diverting attention (alpha=.6), reinterpreting pain sensations (alpha=.7), catastrophizing (alpha=.7), ignoring sensations (alpha=.6), praying or hoping (alpha=.5), coping self-statements (alpha=.6), and increased behavioral activities (alpha=.3).

Differences in baseline characteristics were tested with independent-samples t test, Mann-Whitney U test, and chi-square test (Pearson). Repeated measures ANOVA statistics were used to analyze treatment effects between groups over time (time*group), and the whole study population over time (time). Differences between groups in mean changes (delta values) in outcome variables at 4 and 12 months were analyzed with independent-samples t test. Because the analysis included several repeated statistical analyses, we choose a more conservative approach of P<.01 to be considered as statistically significant instead of P<.05.

Effect size was assessed between the MMR+WEB group and the MMR group at the time points 4 and 12 months by calculating Cohen d (the mean difference between the groups divided by the pooled standard deviation at baseline). A difference in effect size of 0.2 to 0.5 is regarded as small, between 0.5 and 0.8 as medium, and greater than 0.8 as large [55]. An online calculator was used for this purpose [56].

Data analyses were performed using IBM SPSS version 23 (IBM Corporation).

Results

Study Participation
The flow of participants through the study is presented in Figure 1. Of the 196 persons assessed for eligibility according to the inclusion and exclusion criteria, 16 (women: n=12, men: n=4; age: mean 46, SD 13 years) declined participation in MMR, with reference to fatigue, time pressure, preferring unimodal treatment, and fear of being stigmatized. In all, 71 persons (49 women and 22 men; mean age 44, SD 12 years) started MMR, but renounced participation in the study due to fatigue, lack of energy, dyslexia, time pressure, wrong timing, or MMR treatment being enough. Other reasons were having no interest or skill with computer work, not being able to work at the computer due to pain, as well as not being interested and motivated to participate in a study.

A total of 109 participants were randomized to MMR+WEB (n=60) or MMR (n=49). However, five participants in each group did not receive MMR and were excluded from the study. At 4 months, 83 of 99 (84%) participants were followed up. Those lost to follow-up were 12 women and four men, aged between 27 and 58 (mean 42, SD 11) years. The follow-up rate at 12 months was 81% (80/99); 13 women and six men, aged between 31 and 63 (mean 44, SD 11) years, were lost to follow-up. Reasons for not being followed up were either participant’s voluntary discontinuation or organizational failure, such as the changing of rehabilitation coordinator or not being able to make contact with the participant. There were no significant differences of baseline characteristics between participants attending follow-up at 12 months and those lost to follow-up.
Participants’ Characteristics

Participants’ characteristics at baseline are shown in Table 2. Overall, the mean age was 43 (SD 11) years and the majority (84/99) were women. Most participants (81/99) lived with a spouse and approximately 50% (51/99) had children in the household. The education level was higher in the MMR+WEB group with 31% (17/55) of the participants having a university degree compared to 20% (9/44) in the MMR group. More than half (56/99) of the participants in both study groups were working at least 25% at baseline and approximately 75% (76/99) had employment. In the MMR+WEB group, 27% (15/55) of the participants had less than one hour of physical activity per week; in the MMR group, this number was 21% (9/44). The mean body mass index (BMI) was 29 (SD 7) in the MMR+WEB group and 28 (SD 6) in the MMR group, and 20% (20/99) of participants smoked (Table 2).

Overall, participants had pain duration for a mean 78.5 (SD 97.4) months with a mean pain intensity for last 7 days of 65.5 (SD 16.5). The MMR+WEB group showed a significantly higher ÖMPSQ score (mean 136, SD 20) than the MMR group (mean 125, SD 24, \( P = .01 \)). Both study groups showed a mean self-rated overall health state of 46/100 (SD 18) on EuroQol VAS; approximately one-quarter had previous hospital in-patient MMR (Table 2).

Figure 1. Participant flow diagram. MMR: multimodal rehabilitation; MMR+WEB: multimodal rehabilitation and Web Behavior Change Program for Activity.
Table 2. Participants’ characteristics at baseline (N=99) in the multimodal rehabilitation (MMR) and multimodal rehabilitation and Web Behavior Change Program for Activity (MMR+WEB) groups.

<table>
<thead>
<tr>
<th>Participants’ characteristics</th>
<th>MMR+WEB (n=55)</th>
<th>MMR (n=44)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44 (10)</td>
<td>42 (11)</td>
<td>.30</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>47 (86)</td>
<td>37 (84)</td>
<td>.85</td>
</tr>
<tr>
<td>Married or cohabitating, n (%)</td>
<td>45 (82)</td>
<td>36 (82)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Have children in the household, n (%)</td>
<td>28 (51)</td>
<td>23 (52)</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Elementary (1-9 years)</td>
<td>8 (14)</td>
<td>10 (23)</td>
<td></td>
</tr>
<tr>
<td>Secondary education (10-12 years)</td>
<td>30 (55)</td>
<td>25 (57)</td>
<td></td>
</tr>
<tr>
<td>University (≥13 years)</td>
<td>17 (31)</td>
<td>9 (20)</td>
<td></td>
</tr>
<tr>
<td><strong>Working condition, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Permanent or self-employed</td>
<td>40 (73)</td>
<td>28 (64)</td>
<td></td>
</tr>
<tr>
<td>Temporary employment</td>
<td>5 (9)</td>
<td>3 (7)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>6 (11)</td>
<td>9 (20)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Parental leave</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Outside the labor market</td>
<td>3 (5)</td>
<td>3 (7)</td>
<td></td>
</tr>
<tr>
<td>Working ≥25% of time at baseline</td>
<td>31 (56)</td>
<td>25 (57)</td>
<td>.96</td>
</tr>
<tr>
<td><strong>Physical activity, n (%)</strong></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>&lt;1 hour per week</td>
<td>15 (27)</td>
<td>9 (21)</td>
<td></td>
</tr>
<tr>
<td>1-3 hours per week</td>
<td>14 (26)</td>
<td>11 (26)</td>
<td></td>
</tr>
<tr>
<td>&gt;3 hours per week</td>
<td>26 (47)</td>
<td>23 (53)</td>
<td></td>
</tr>
<tr>
<td>Body mass index in kg/m$^2$, mean (SD)</td>
<td>29 (7)</td>
<td>28 (6)</td>
<td>.20</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>11 (20)</td>
<td>9 (20)</td>
<td>.96</td>
</tr>
<tr>
<td>Pain duration in months, mean (SD)</td>
<td>79 (97)</td>
<td>78 (99)</td>
<td>.96</td>
</tr>
<tr>
<td>Pain intensity last 7 days (VAS),$^a$ mean (SD)</td>
<td>66 (17)</td>
<td>65 (16)</td>
<td>.67</td>
</tr>
<tr>
<td>ÖMPSQ,$^b$ mean (SD)</td>
<td>136 (20)</td>
<td>125 (24)</td>
<td>.01</td>
</tr>
<tr>
<td>EuroQol VAS,$^c$ mean (SD)</td>
<td>45 (18)</td>
<td>47$^d$ (18)</td>
<td>.54</td>
</tr>
<tr>
<td>Previous MMR,$^e$ n (%)</td>
<td>14 (26)</td>
<td>10 (23)</td>
<td>.82</td>
</tr>
</tbody>
</table>

$^a$ VAS: Visual Analog Scale. Score between zero (no pain) and 100 (worst imaginable pain).

$^b$ ÖMPSQ: Örebro Musculoskeletal Pain Screening Questionnaire. Maximum score=210. A score ≥90 indicates a moderate estimated risk for persistent pain and future disability; ≥105 indicates a higher estimated risk.

$^c$ Score between zero (worst imaginable health state) and 100 (best imaginable health state).

$^d$ n=41.

$^e$ History of hospital in-patient multimodal pain rehabilitation.
Table 3. Adherence to the Web Behavior Change Program for Activity.

<table>
<thead>
<tr>
<th>Module</th>
<th>Mean (SD)</th>
<th>Range</th>
<th>Users per module, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79 (67)</td>
<td>0-345</td>
<td>54 (98)</td>
</tr>
<tr>
<td>2</td>
<td>52 (62)</td>
<td>0-259</td>
<td>43 (78)</td>
</tr>
<tr>
<td>3</td>
<td>50 (66)</td>
<td>0-377</td>
<td>41 (74)</td>
</tr>
<tr>
<td>4</td>
<td>44 (55)</td>
<td>0-179</td>
<td>37 (67)</td>
</tr>
<tr>
<td>5</td>
<td>29 (36)</td>
<td>0-158</td>
<td>32 (58)</td>
</tr>
<tr>
<td>6</td>
<td>22 (37)</td>
<td>0-167</td>
<td>27 (49)</td>
</tr>
<tr>
<td>7</td>
<td>14 (23)</td>
<td>0-79</td>
<td>25 (46)</td>
</tr>
<tr>
<td>8</td>
<td>14 (37)</td>
<td>0-215</td>
<td>20 (36)</td>
</tr>
<tr>
<td>Total</td>
<td>304 (267)</td>
<td>0-1142</td>
<td></td>
</tr>
</tbody>
</table>

*a The number of participants that opened the module at some point.

Table 4. Feasibility and treatment satisfaction of the Web Behavior Change Program for Activity (Web-BCPA) for the multimodal rehabilitation and BCPA (BCPA+WEB) group (n=55).

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>It was easy to use the program</td>
<td>82 (22)</td>
<td>44</td>
</tr>
<tr>
<td>It was easy to log in to the program</td>
<td>90 (23)</td>
<td>44</td>
</tr>
<tr>
<td>Except for the first introduction, I have self-guided the program</td>
<td>86 (29)</td>
<td>44</td>
</tr>
<tr>
<td>It was easy to comprehend the program</td>
<td>90 (17)</td>
<td>44</td>
</tr>
<tr>
<td>The graphical design was...</td>
<td>84 (21)</td>
<td>44</td>
</tr>
<tr>
<td>The texts have been of good use</td>
<td>84 (24)</td>
<td>44</td>
</tr>
<tr>
<td>The assignments have been of good use</td>
<td>73 (27)</td>
<td>42</td>
</tr>
<tr>
<td>The videos have been of good use</td>
<td>68 (27)</td>
<td>41</td>
</tr>
<tr>
<td>Satisfied with my own efforts in the Web-based program</td>
<td>62 (32)</td>
<td>43</td>
</tr>
<tr>
<td>Satisfied with the administrative support in the Web-based program</td>
<td>93 (18)</td>
<td>42</td>
</tr>
<tr>
<td>I could recommend the Web-based program to others in similar situations to mine</td>
<td>88 (24)</td>
<td>43</td>
</tr>
</tbody>
</table>

*a Score ranging from zero (disagree) to 100 (totally agree).

Table 5. Satisfaction with multimodal rehabilitation at 4 and 12 months for the multimodal rehabilitation and Web Behavior Change Program for Activity (MMR+WEB) (n=55) and the MMR (n=44) groups.

<table>
<thead>
<tr>
<th>Item</th>
<th>MMR+WEB</th>
<th>MMR</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied with my multimodal rehabilitation at 4 months</td>
<td>85 (19)</td>
<td>65 (25)</td>
<td>.001</td>
</tr>
<tr>
<td>Satisfied with my multimodal rehabilitation at 12 months</td>
<td>82 (24)</td>
<td>66 (28)</td>
<td>.003</td>
</tr>
<tr>
<td>Satisfied with own efforts in my multimodal rehabilitation at 4 months</td>
<td>74 (25)</td>
<td>39 (25)</td>
<td>.19</td>
</tr>
<tr>
<td>Satisfied with own efforts in my multimodal rehabilitation at 12 months</td>
<td>74 (25)</td>
<td>39 (25)</td>
<td>.19</td>
</tr>
</tbody>
</table>

*a Score ranging from zero (disagree) to 100 (totally agree).
Multimodal Rehabilitation Treatment

The multimodal rehabilitation consisted of a mean 30 (SD 8) treatment sessions in the MMR+WEB group and mean 26 (SD 6) in the MMR group. In the MMR+WEB group, 96% (53/55) of the participants had physiotherapy treatment; in the MMR group, it was 95% (42/44). Occupational therapy was attended by 93% (51/55) of the participants in the MMR+WEB group compared to 86% (38/44) in the MMR group. Overall, 78% (43/55) of participants in the MMR+WEB group and 80% (35/44) in the MMR group were treated with psychosocial counseling. In the MMR+WEB group, 96% (53/55) of the participants had treatments by a physician compared to 98% (43/44) in the MMR group; 7% of participants in both the MMR+WEB group (4/55) and the MMR group (3/44) were treated by nurse. The number of team conference meetings were a mean 3 (SD 1) for the MMR+WEB group and mean 2 (SD 1) for the MMR group. In both study groups, 75% (74/99) of all treatments were given during the first 4 months of rehabilitation. At 4 months, 60% (33/55) of the participants in the MMR+WEB group and 70% (31/44) in the MMR group had completed the MMR. At 12 months, the percentage of participants that had completed their rehabilitation was 91% (50/55) in the MMR+WEB group and 95% (42/44) in the MMR group.

Web Behavior Change Program for Activity Adherence

The mean time spent in the Web-BCPA for all eight modules was 304 minutes (SD 267) or approximately 5 hours. The mean number of modules opened was 5.1 (SD 2.9). A total of 20 of 55 (36%) persons opened all eight modules in the program. The number of users, as well as time spent, decreased with each module. In module 1, mean time spent was 79 (SD 67) minutes, whereas in module 8 the mean time was only 14 (SD 37) minutes. One participant did not open any module (Table 3).

Web Behavior Change Program for Activity Feasibility and Treatment Satisfaction

Participants rated easiness to comprehend and to log in to the Web-BCPA 90/100. Easiness to use the program and guiding themselves in the program, as well as the graphical design of the Web-BCPA and the applicability of the texts, were rated between 82/100 to 86/100. The lowest mean score was found on the applicability of the exercises and videos (Table 4). Participants assessed satisfaction with the administrative support in the Web-BCPA from the rehabilitation coordinator as 93/100 and that the Web-based intervention could be recommended to others in similar situation was rated 88/100. Satisfaction with own efforts in the Web-BCPA had the lowest rating (Table 4).

Pain Intensity

Descriptive statistics of mean, minimum, and maximum pain in last 7 days are presented in Table 6. There were no significant differences between groups at baseline for pain variables; however, ratings in the MMR+WEB group tended to be somewhat higher (P values not shown). There were no treatment effects between the intervention groups over time (time*group) for mean pain (P=.52), minimum pain (P=.27), or maximum pain (P=.55). There were also not any significant between-group differences in mean changes at the time points 4 and 12 months for pain intensity (Table 6).

Table 6. Effects of multimodal rehabilitation and Web Behavior Change Program for Activity (MMR+WEB) on pain intensity as measured with the Visual Analog Scale (VAS) at baseline, 4 months, and 12 months, and mean differences between intervention groups with effect sizes (Cohen d).

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>MMR+WEB (n=55)</th>
<th>MMR (n=43)</th>
<th>P value</th>
<th>Difference MMR+WEB–MMR</th>
<th>Effect size (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Time*group</td>
<td>Time</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>VAS mean*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>66.1 (16.7)</td>
<td>64.7 (16.2)</td>
<td>.52</td>
<td>&lt;.001</td>
<td>3.4 (-10.2 to 3.4)</td>
</tr>
<tr>
<td>4 months</td>
<td>59.6 (21.0)</td>
<td>54.8 (21.9)</td>
<td></td>
<td></td>
<td>-0.4 (-7.2 to 7.9)</td>
</tr>
<tr>
<td>12 months</td>
<td>57.9 (21.8)</td>
<td>56.9 (22.0)</td>
<td></td>
<td></td>
<td>-3.2 (-4.9 to 11.3)</td>
</tr>
<tr>
<td>VAS minimum*</td>
<td></td>
<td></td>
<td>.27</td>
<td>.47</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42.1 (24.3)</td>
<td>32.8 (23.8)</td>
<td></td>
<td></td>
<td>3.1 (-10.5 to 4.3)</td>
</tr>
<tr>
<td>4 months</td>
<td>41.5 (25.6)</td>
<td>29.1 (23.7)</td>
<td></td>
<td></td>
<td>-3.2 (-4.9 to 11.3)</td>
</tr>
<tr>
<td>12 months</td>
<td>40.3 (26.6)</td>
<td>34.3 (24.9)</td>
<td></td>
<td></td>
<td>-3.9 (-3.9 to 11.6)</td>
</tr>
<tr>
<td>VAS maximum*</td>
<td></td>
<td></td>
<td>.55</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>82.5 (13.5)</td>
<td>79.7 (18.1)</td>
<td></td>
<td></td>
<td>2.8 (-6.4 to 8.0)</td>
</tr>
<tr>
<td>4 months</td>
<td>75.8 (19.2)</td>
<td>73.8 (21.3)</td>
<td></td>
<td></td>
<td>-0.8 (-6.4 to 8.0)</td>
</tr>
<tr>
<td>12 months</td>
<td>75.5 (17.2)</td>
<td>76.5 (18.8)</td>
<td></td>
<td></td>
<td>-3.9 (-3.9 to 11.6)</td>
</tr>
</tbody>
</table>

a Pain intensity in last 7 days; zero=no pain or discomfort, 100=unbearable pain or discomfort.
<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>MMR+WEB (n=55)</th>
<th>MMR (n=44)</th>
<th>P value</th>
<th>Difference MMR+WEB–MMR</th>
<th>Effect size (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Time*group</td>
<td>Time</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td><strong>ASES pain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>45.8 (21.6)</td>
<td>49.0 (20.4)</td>
<td>.04</td>
<td>.28</td>
<td>.19</td>
</tr>
<tr>
<td>4 months</td>
<td>50.0 (23.4)</td>
<td>49.3 (21.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>53.2 (22.3)</td>
<td>46.9 (22.2)</td>
<td></td>
<td>3.9 (–2.5 to 10.3)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>ASES other symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td>9.5 (1.2 to 17.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Baseline</td>
<td>52.6 (19.2)</td>
<td>52.0 (16.7)</td>
<td>.89</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>58.1 (21.5)</td>
<td>56.1 (19.8)</td>
<td></td>
<td>1.4 (–4.7 to 7.5)</td>
<td>.65</td>
</tr>
<tr>
<td>12 months</td>
<td>57.5 (20.5)</td>
<td>55.8 (21.8)</td>
<td></td>
<td>1.2 (–6.7 to 9.0)</td>
<td>.78</td>
</tr>
<tr>
<td><strong>GSE</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>.30</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2.90 (0.60)</td>
<td>2.97 (0.46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>2.88 (0.58)</td>
<td>3.06 (0.53)</td>
<td></td>
<td>–0.10 (–0.22 to 0.02)</td>
<td>.11</td>
</tr>
<tr>
<td>12 months</td>
<td>2.93 (0.62)</td>
<td>3.08 (0.56)</td>
<td></td>
<td>–0.07 (–0.22 to 0.07)</td>
<td>.33</td>
</tr>
</tbody>
</table>

<sup>a</sup> MMR+WEB group (n=54) and MMR group (n=43).
Table 8. Effects of multimodal rehabilitation and Web Behavior Change Program for Activity (MMR+WEB) on coping as measured with the two-item Coping Strategies Questionnaire (CSQ) at baseline, 4 months, and 12 months, and mean differences between intervention groups with effect sizes (Cohen d).

<table>
<thead>
<tr>
<th>CSQ subscales</th>
<th>MMR+WEB (n=54)</th>
<th>MMR (n=44)</th>
<th>P value</th>
<th>Time*group</th>
<th>Time</th>
<th>Difference MMR+WEB–MMR</th>
<th>Effect size (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diverting attention(^a)</td>
<td>.61</td>
<td>.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2.9 (1.4)</td>
<td>2.8 (1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>3.2 (1.4)</td>
<td>2.9 (1.7)</td>
<td>.2 (.2 to .6)</td>
<td>.36</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3.1 (1.5)</td>
<td>3.0 (1.7)</td>
<td>-.0 (.6 to .5)</td>
<td>.92</td>
<td>-.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reinterpreting pain sensations(^a),(^b)</td>
<td>.63</td>
<td>.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>1.8 (1.4)</td>
<td>1.7 (1.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>2.1 (1.3)</td>
<td>1.8 (1.4)</td>
<td>.2 (.3 to .6)</td>
<td>.46</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>2.1 (1.4)</td>
<td>2.0 (1.4)</td>
<td>-.0 (.6 to .6)</td>
<td>.98</td>
<td>-.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catastrophizing</td>
<td>.003</td>
<td>.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.2 (1.4)</td>
<td>2.8 (1.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>2.8 (1.4)</td>
<td>2.8 (1.4)</td>
<td>-.4 (.9 to .0)</td>
<td>.6</td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>2.4 (1.4)</td>
<td>2.8 (1.4)</td>
<td>-.8 (.3 to -1.3)</td>
<td>.01</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ignoring sensations(^a)</td>
<td>.03</td>
<td>.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2.7 (1.2)</td>
<td>2.8 (1.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>2.9 (1.1)</td>
<td>2.9 (1.3)</td>
<td>.1 (.3 to .5)</td>
<td>.6</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3.0 (1.3)</td>
<td>2.5 (1.3)</td>
<td>.6 (.1 to 1.0)</td>
<td>.2</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Praying or hoping</td>
<td>.78</td>
<td>.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2.7 (1.6)</td>
<td>2.6 (1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>2.8 (1.6)</td>
<td>2.5 (1.7)</td>
<td>.2 (.3 to .6)</td>
<td>.5</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>2.6 (1.6)</td>
<td>2.4 (1.5)</td>
<td>.1 (.4 to .6)</td>
<td>.7</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coping self-statements</td>
<td>.48</td>
<td>.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.1 (1.1)</td>
<td>3.1 (1.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>3.0 (1.2)</td>
<td>2.9 (1.3)</td>
<td>.0 (.4 to .4)</td>
<td>.9</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3.2 (1.3)</td>
<td>2.9 (1.4)</td>
<td>.2 (.2 to .7)</td>
<td>.3</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased behavioral activities(^a)</td>
<td>.10</td>
<td>.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.3 (1.1)</td>
<td>3.3 (1.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 months</td>
<td>3.4 (1.0)</td>
<td>3.1 (1.3)</td>
<td>.4 (.0 to .8)</td>
<td>.4</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>3.5 (1.0)</td>
<td>3.4 (1.4)</td>
<td>.2 (.2 to .1)</td>
<td>.3</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) MMR group (n=43).
\(^b\) MMR+WEB group (n=53).

An overall significant improvement over time (time) was found in the whole study group for mean (P<.001) and maximum pain (P=.002) (Table 6).

**Self-Efficacy**

Table 7 shows the descriptive statistics for ASES pain, ASES other symptoms, and GSE. There were no significant differences between groups at baseline for variables of self-efficacy (P values not shown). There were no treatment effects over time (time*group) between the MMR+WEB group and the MMR group for ASES pain (P=.04), ASES other symptoms (P=.89), and GSE (P=.30). There were also not any between-group differences in mean changes at the time points 4 and 12 months for ASES pain, ASES other symptoms, and GSE (Table 7). There were no improvements over time (time) for the whole study group regarding ASES pain (P=.28), ASES other symptoms (P=.01), and GSE (P=.12).
Coping

Descriptive statistics for the seven subscales of the two-item CSQ is presented in Table 8. There were no significant differences between groups at baseline for CSQ subscales (P values not shown). The catastrophizing subscale demonstrated significant treatment effects between groups over time (time*group; P=.003) in favor of the MMR+WEB group. The differences between the groups in mean changes were not significant at time point 4 months (P=.06, d=0.31), whereas they were significant at 12 months (P=.001) with a medium to large effect size (d=0.61). There were no treatment effects between the groups over time (time*group) for diverting attention, reinterpreting pain sensations, ignoring sensations, praying or hoping, coping self-statements, and increased behavioral activities subscales (Table 8).

Treatment effects over time (time) for the whole study group was found regarding catastrophizing (P=.002). There were no significant improvements over time for the whole study group regarding diverting attention, reinterpreting pain sensations, ignoring sensations, praying or hoping, coping self-statements, and increased behavioral activities subscales (Table 8).

Discussion

Principal Findings

This RCT studied the effects of the self-guided Web-BCPA in combination with MMR for participants with persistent musculoskeletal pain in primary health care. Overall, we found decreased catastrophizing in the MMR+WEB group compared to the MMR group. Previously, both self-guided [39] and therapist-guided [33,34,57] Web-based interventions for chronic pain have reported treatment effects of decreased catastrophizing. The treatment effects of catastrophizing in our study showed an effect size of d=0.61. This is higher than the reported Hedge’s g=.33 in the systematic review of Web-based interventions for chronic pain by Buhrman et al [5] and is in line with the findings of Dear et al [57] from a therapist-supported Web intervention. There were no treatment effects of any other of the CSQ subscales, which is in line with Buhrman et al [33,34]. This indicates that content and form of delivery does not seem to affect coping strategies except for catastrophizing. With the limit of significance set to P<.01, we did not find any treatment effects regarding self-efficacy for pain, self-efficacy for other symptoms, or general self-efficacy. Increased self-efficacy to control pain has been reported for a Web-based intervention in pain management with therapist support [57], but Chiauzzi et al [36] found no treatment effects of self-efficacy from a self-guided Web-based intervention. However, the reduction of catastrophizing indicated that the Web-BCPA content had changed the participants’ negative beliefs about pain. The educational text in the first module of the Web-BCPA explained persistent pain from the physiological and psychological perspective, and most participants may have assimilated this knowledge. In addition, assignments in the Web-BCPA focused on personal goals in life and not on pain experiences, which is supported by earlier research that decreased focusing on pain signals are effective in pain rehabilitation [24,26,29].
number of log-ins and clicks in relation to time spent within the module, but this was not an option in our study due to limitations of the program software. However, the lower usage of later modules suggests that many participants did not assimilate all the educational texts and missed information about controlling other symptoms such as fatigue, stress, and sleep disturbance. Another limitation in this study is that we did not assess aspects of cognitive activity in the Web-BCPA, such as the acquiring of skills and knowledge, goal setting, and solving problems. Ruehlman et al [39] assessed pain knowledge (topics addressed within the Web-based intervention) and found improvements among participants in a Web-based intervention compared with treatment as usual.

Strengths and Limitations
The strengths in our study are the RCT design and that the Web-BCPA was implemented in a MMR context in primary health care, which is to our knowledge is the first reported in the field. However, the number of participants in the analysis reached 77% of the calculated number needed, thus the study is underpowered to detect small improvements in outcome variables and increases the risk of type II errors. Because the dropout rate at 12 months was modest (18%) and we used ITT analysis, our findings may be less prone to bias. But all missing data mean uncertainty and reduced reliability and interpretability of the results. In this study, we had an ITT approach and used the LOCF method for imputation of data. LOCF has limitations, but handles data in a conservative way by assuming no treatment effects over time, which reduces the risk of overestimating of results. Because LOCF underestimates variance, it is possible that methods such as multiple imputation would generate more appropriate results. For exploratory reasons, we also performed per protocol analyses, which generated similar results as the LOCF analyses. We also decided to be more conservative with a significance level of $P<.01$ due to the number of variables in our data collection to minimize the risk of overestimating results.

The Web-BCPA was redesigned with alterations made to fit participants with persistent pain in an early stage, with less developed chronicity [12]. We believed that being in an early stage of persistent pain would entail better physical and psychosocial resources to self-guide in the Web-based program and to assimilate the content. However, partly because of organizational factors at the health care centers, the participants in our study suffered from longer pain duration (approximately 6.5 years) and higher levels of pain than we anticipated when designing the study. The levels of pain intensity were higher than was previously reported in other MMR interventions [61-63]. Together with the participants’ high ÖMPSQ scores, this may indicate symptoms of exhaustion and stress among the participants [12], symptoms that have been found to reduce participation in Web-based interventions [3]. This may be a possible explanation for the low adherence of the Web-BCPA, together with a probably variable motivation level of participants randomized to the Web-BCPA. Most earlier studies using Web-based intervention have used a voluntary application for inclusion, whereas in our study participants searched health care for pain management and could end up with the Web-BCPA. This nonvoluntary randomization to Web-BCPA might partly explain the low adherence. Also, it is possible that the Web-BCPA content was extensive and may have been difficult for this group of patients to take on. Time and motivation are reported reasons for not using Web-based treatments [64], and patients with pain problems may prefer face-to-face therapy when there is a choice [64,65]. Our experience was that persons accepted treatment with MMR but declined participation in the study. The proportion of men that started MMR but declined participation in the study was higher (30%) than the percentage of men included in the study (15%). In addition, they were of lower age both compared to nonparticipant women and the total study population. Similar characteristics (male gender and young age) have previously been found to be predictors of not completing Web-based interventions [3], and Web-based interventions have suffered from high dropout rates, also with optional participation [3,65]. In this study, the Web-BCPA was self-guided, which may also have affected adherence. The participants may have needed more professional support, such as an extended introduction and/or counseling in the Web-BCPA content, to find the program valuable.

The two-item CSQ was used to assess the participant’s coping strategies and, to our knowledge, this is the first time it was tested on a Swedish population. The internal consistency of the catastrophizing and reinterpretting pain sensations subscales was acceptable (alpha=.7), but the other five subscales did not have a satisfying Cronbach alpha. Considering this, our results must be regarded with caution. The two-item CSQ needs to be further tested for reliability and validity.

Conclusion
In this study, the self-guided Web-BCPA was added to MMR. There were no treatment effects regarding self-efficacy, perceived pain intensity, or most coping strategies in this study group of persons with long-lasting pain conditions. However, participants treated with MMR in combination with the Web-BCPA reduced their catastrophic thinking compared to participants in MMR. In addition, they were more satisfied with their MMR. The Web-BCPA adherence was low and may have been influenced by participants’ baseline characteristics and their symptom panorama. It may be important to consider the individual’s motivation and ability when suggesting a Web-based intervention. Adding counseling to the Web-BCPA might increase adherence and the use of the Web-based intervention.
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Abstract

Background: Poor diabetes self-care can have a negative impact on psychological well-being and quality of life. Given the scarcity of traditional psychological support and the barriers to uptake of and attendance at face-to-face education programs, Web-based interventions are becoming a popular approach to provide an additional platform for psychological support in long-term conditions. However, there is limited evidence to assess the effect of Web-based psychological support in people with type 2 diabetes.

Objective: This systematic review is the first review to critically appraise and quantify the evidence on the effect of Web-based interventions that aim to improve well-being in people with type 2 diabetes.

Methods: Searches were carried out in the following electronic databases: MEDLINE, EMBASE, CINAHL, PsycINFO, and Cochrane Library. Reference lists were hand-searched. A meta-analysis was conducted for depression and distress outcomes.

Results: A total of 16 randomized controlled studies met the inclusion criteria for the systematic review and 9 were included in the meta-analyses. Theories were applied to the majority of the interventions. The most common behavior change techniques were “General information” and “Tracking/monitoring.” Interventions with a duration of 2-6 months providing professional-led support with asynchronous and synchronous communication appeared to be associated with significant well-being outcomes. The pooled mean (95% confidence interval) difference between the intervention and control arms at follow-up on depression score was -0.31 (-0.73 to 0.11). The pooled mean difference on distress scores at follow-up was -0.11 (-0.38 to 0.16). No significant improvements in depression ($P=.15$) or distress ($P=.43$) were found following meta-analyses.

Conclusions: While the meta-analyses demonstrated nonsignificant results for depression and distress scores, this review has shown that there is a potential for Web-based interventions to improve well-being outcomes in type 2 diabetes. Further research is required to confirm the findings of this review.

(J Med Internet Res 2016;18(10):e270) doi:10.2196/jmir.5991
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Introduction

Diabetes has become a global health concern, with 415 million people estimated to be living with diabetes worldwide. This figure is estimated to rise to around 642 million by 2040, with approximately 90% of those cases being type 2 diabetes mellitus [1-3]. Despite a growing number of treatment and therapy options available to people with type 2 diabetes, the number of diabetes-related complications continues to rise [4]. Risk of such complications can be reduced by making appropriate lifestyle changes in addition to diabetes therapies [5]. However, for some, making these changes can become overwhelming, as they must adjust to a new lifestyle and live with diabetes for the rest of their life [6-8]. National and international surveys highlight that poor diabetes self-care and the daily demands of diabetes management can lead to low quality of life and poor well-being [9-12]. The prevalence of poor psychological health is evident, with depression twice as common in people with type 2 diabetes, than those without the condition [13-16], and with distress affecting 10-30% of people with type 2 diabetes [17], leading to poor glycemic control, medication adherence, and overall low health outcomes [18-22].

Well-Being

The Diabetes Management and Impact for Long-term Empowerment and Success report defines well-being as how satisfied an individual is with their quality of life. Other sources state that quality of life is not the end-all definition of well-being but is in fact one of many elements of well-being [23]. The World Health Organization defines well-being as when an individual “…can cope with the normal stresses in life, can work productively and is able to make a contribution to his/her community” [24], whereas the National Institute for Health and Care Excellence guidelines define well-being as when a person is happy and confident with no feelings of anxiety or depression, managing their feelings and emotions and being resilient [25].

It is evident that well-being remains a complex, multifaceted construct that is used interchangeably with various definitions existing across the literature demonstrating subjectively experienced domains and constructs [26,27]. The unclear definition of well-being creates difficulties in measuring this construct, and as a consequence, there are currently numerous questionnaires that measure a wide range of psychological constructs that include aspects of well-being, such as depression, distress, and quality of life [26].

Web-Based Programs

Diabetes self-management education, including structured education and behavior change programs, can prevent or prolong diabetes-related complications [28,29]. However, there is a reported gap in these services’ provision of support focusing on well-being [10,30]. Attendance rates at self-management programs are reported to be low due to logistical or infrastructure issues that may contribute to low uptake [31,32]. Given the scarcity of psychological support provided through local services and the barriers to uptake at traditional education programs, Web-based interventions are becoming an additional or alternative provider of support to people with long-term conditions, including type 2 diabetes [33-36].

Evidence on Web-Based Interventions in Type 2 Diabetes and Well-Being

Web-based interventions are described as self-guided programs that aim to change and improve knowledge and awareness around a health condition. Evidence indicates that such interventions are cost-effective, able to reach a wide range of audiences, especially those with a more restrictive lifestyle [37,38]. Recent reviews of Web-based interventions in type 2 diabetes have suggested positive impacts for outcomes of depression and anxiety [35,39]. Other studies and meta-analyses that looked at Web-based interventions for depression also reported effectiveness in elevating lowered mood [40,41]. Some recent reviews, however, have demonstrated no significant improvement in depression or distress [33,34]. Overall, current literature illustrates that there is limited evidence around the effect of such interventions on well-being in people with type 2 diabetes.

According to Corbin and Strauss, self-management programs, whether face-to-face or online, must consist of three constructs: medical, emotional, and role management. For example, they must include tasks around medical or diet adherence (medical self-management), tasks in changing or maintaining new behavioral/life roles within social relationships (role management), or tasks in coping with the emotional burden of living with a long-term condition (emotional management) [42]. To our knowledge, existing reviews mostly focus on medical management [43]. For instance, a recent review that explored online self-management interventions around lifestyle modification examined outcomes that were behavioral (role) and physiological (medical), excluding psychological and emotional management [44].

The aim of this paper is to report the first systematic review to identify and evaluate the current literature on Web-based programs or interventions for emotional management in type 2 diabetes and their impact on well-being.

Methods

Reporting Standards

This systematic review has been registered on PROSPERO (No. CRD42015020281) and meets the requirements of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [45].

Data Sources and Search Methods

The search strategy was carried out to identify relevant studies using the following five databases: MEDLINE, Embase, CINAHL, PsycINFO, and Cochrane Library.

Databases were searched using a combination of Medical Subject Headings (MeSH) topics and free-text terms. An example of the full electronic search strategy used for the databases is included in Multimedia Appendix 1. Publication year was between 1995 and 2016; this limitation was based on the recognition that the Internet became mainstream in 1995 with the launch of Windows 95; therefore, any use of the Internet prior to 1995 would not have met the study criteria [46].
After conducting the search, duplicates were removed and 2 reviewers (MH and JB) independently checked the titles and abstracts. The full text of the remaining papers was retrieved and again independently assessed for inclusion by the same 2 reviewers. Discrepancies were resolved through a third reviewer (DB). Reference lists of included papers were hand-searched. Experts in this topic area were contacted to ensure recent publications were included in this review.

Study Selection

We included studies that were randomized controlled trials (RCTs), including RCT feasibility or pilot studies, with a follow-up of at least 2 months (8 weeks). Due to inconsistent usage of the term “well-being” across the literature and to ensure that no relevant papers were omitted and that the deficits and assets of the term “well-being” were captured, it was decided to use “well-being” as an umbrella term and include the following outcomes: well-being, distress, depression, anxiety, quality of life, self-efficacy, and social support. We incorporated studies that used validated tools to measure the above outcomes.

For the purpose of this review, Web-based interventions are defined as an intervention that may comprise modules or can be a health-related website that aims to change an outcome. Studies were included if they evaluated one Web-based/online intervention, with a combination of other modes, such as telephone calls or SMS (short message service) texts, that provided information, education, peer support, and/or overall therapeutic components to people with type 2 diabetes over the age of 18 years. Studies with any participants with type 2 diabetes (including studies with both type 1 diabetes and type 2 diabetes) were included in the review. Studies were excluded if they were computer-based and not Internet-based, such as studies using a computer for glucose monitoring. Also, studies were excluded if they were not RCTs and if they did not measure well-being or its constructs as a primary or secondary outcome.

Data Extraction and Quality Assessment

An appropriate quality assessment tool was used to assess the validity of the methodology following the Centre for Reviews and Dissemination guidelines [47]. The quality appraisal checklist, the Jadad scale, is used to help assess the quality of the design and conduct of RCTs. The Jadad scale is a 7-item scale and consists of questions indicating whether the quality of the trial is good or poor. Despite the negative criticism of this scale around allocation concealment, this scale has a strong emphasis on the report of trials and was considered appropriate for the review of RCTs [48]. The quality assessment was carried out independently by 2 researchers (MH and JB). A third assessor was consulted in the case of a disagreement (DB).

A standardized data extraction form was used for this review. Qualitative information, including a summary of the interventions and results, was extracted separately. Two reviewers (MH and JB) independently extracted the data and discussed any discrepancies. Where data were missing for the meta-analysis, authors of the eligible studies were contacted.

Data Synthesis

Due to the heterogeneity of the study designs, interventions, and outcomes, qualitative data were summarized and collated using a descriptive data synthesis. Due to the inconsistency of outcome measures across the studies, a meta-analysis was carried out for two outcomes (i.e., depression and distress), as these outcomes were reported in the majority of the studies. Both depression and distress were treated as separate constructs. Measures that were used for depression and distress were validated and were as follows. For depression, we included studies that used questionnaires such as the Center for Epidemiologic Studies Depression Scale (CES-D), the Patient Health Questionnaire (PHQ-9), or the Hospital Anxiety and Depression Scale (HADS). For distress, we included studies that used questionnaires such as the Problem Areas in Diabetes Questionnaire (PAID), the Diabetes Distress scale (DDS), or the Health Distress Scale (HDS).

Pooled mean depression and distress scores were estimated separately using random-effects meta-analysis to account for the large heterogeneity that was observed. Standardized means were used to account for the different scales used to measure depression and distress. Publication bias was assessed using the Egger test, and heterogeneity was assessed using the I² statistic. There were insufficient data to allow subgroup analyses or meta-regression analyses to be performed.

Sensitivity analyses were performed by pooling means depression and distress scores: (1) excluding pilot/feasibility studies, and (2) excluding trials with type 1 diabetes and type 2 diabetes.

All analyses were performed in Stata version 14 (StataCorp), using the METAN command for continuous data.

Results

Study Selection

The search identified 1172 potentially eligible articles (Figure 1). Of these, 63 full texts were assessed for eligibility. Figure 1 illustrates the main reasons for exclusion of articles. Three papers by different first authors reported the same study with identical study population [49-51]; therefore, only one paper was included in the review [50]. A total of 16 studies met the predefined criteria and were included in the review [50,52-66] (Figure 1).

Study Characteristics

A total of 15 studies used a parallel RCT design, with one study using a crossover design [52]. We identified 14 studies that recruited patients diagnosed with type 2 diabetes [50,52,54-65], while four out of those studies recruited participants with both type 2 diabetes and type 1 diabetes [60,61,63,64]. Two studies did not specify the type of diabetes [53,66]. Studies were reported between 2002 and 2015 and were predominantly based in the United States (n=12), with one study carried out in each of the following countries: Canada [65], Norway [63], Germany [60], and the Netherlands [61]. The total number of participants across the studies was 3612 with a range of 17-761 (mean 220.32, SD 172.15). All 16 studies recruited more women...
(2208/3612, 61.13%) than men (1404/3612, 38.87%). The mean age across the studies was 53.4 years (range 23.9-67.2 years). Seven out of 16 studies (47%) reported having a predominantly white population (Table 1). A total of six studies (40%) did not report the ethnicity of their study population [57,58,62-64]. The interventions and control groups are described in Multimedia Appendix 2.

Figure 1. Study selection process.
Table 1. Characteristics of the studies included in the review.

<table>
<thead>
<tr>
<th>Study (year) and location</th>
<th>Name of intervention</th>
<th>Well-being outcome</th>
<th>Type of diabetes</th>
<th>Duration of intervention, months</th>
<th>Total N</th>
<th>Usage over time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond (2010) USA [53]</td>
<td>—</td>
<td>Depression</td>
<td>Not specified</td>
<td>6</td>
<td>62</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tang (2013) USA [54]</td>
<td>EMPOWER-D</td>
<td>Depression</td>
<td>Type 2</td>
<td>12</td>
<td>415</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heisler (2014) USA [55]</td>
<td>iDecide</td>
<td>Distress</td>
<td>Type 2</td>
<td>3</td>
<td>188</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glasgow (2012) USA [56]</td>
<td>CASM</td>
<td>Quality of life</td>
<td>Type 2</td>
<td>12</td>
<td>463</td>
<td>Declined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McMahon (2012) USA [57]</td>
<td>—</td>
<td>Distress</td>
<td>Type 2</td>
<td>12</td>
<td>151</td>
<td></td>
</tr>
<tr>
<td>McKay (2001) USA [50]</td>
<td>D-Net</td>
<td>Depression</td>
<td>Type 2</td>
<td>2</td>
<td>78</td>
<td>Declined</td>
</tr>
<tr>
<td>McKay (2002) USA [58]</td>
<td>D-Net</td>
<td>Depression</td>
<td>Type 2</td>
<td>3</td>
<td>160</td>
<td>Declined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quality of life</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorig (2010) USA [59]</td>
<td>IDSMP</td>
<td>Depression</td>
<td>Type 2</td>
<td>6-18</td>
<td>761</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nobis (2015) Germany [60]</td>
<td>GET.ON Mood</td>
<td>Depression</td>
<td>Both types 1 and 2 (76% T2D)</td>
<td>2</td>
<td>260</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Bastelaar (2011)</td>
<td>—</td>
<td>Depression</td>
<td>Both types 1 and 2 (82% T2D)</td>
<td>2</td>
<td>255</td>
<td>Not reported</td>
</tr>
<tr>
<td>Netherlands [61]</td>
<td></td>
<td>Distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher (2013) USA [62]</td>
<td>REDEEM (CASM)</td>
<td>Distress</td>
<td>Type 2</td>
<td>12</td>
<td>392</td>
<td>Not reported</td>
</tr>
<tr>
<td>Wangberg (2008) Norway</td>
<td>—</td>
<td>Self-efficacy</td>
<td>Both types 1 and 2 (28% T2D)</td>
<td>1</td>
<td>64</td>
<td>—</td>
</tr>
<tr>
<td>[63]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunt (2014) USA [52]</td>
<td>—</td>
<td>Self-efficacy</td>
<td>Type 2</td>
<td>3</td>
<td>17</td>
<td>Not reported</td>
</tr>
<tr>
<td>Smith (2000) USA [64]</td>
<td>Women to Women</td>
<td>Quality of life</td>
<td>Both types 1 and 2 (80% T2D)</td>
<td>5</td>
<td>30</td>
<td>Declined</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social Support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacaud (2012) Canada</td>
<td>—</td>
<td>Quality of life</td>
<td>Type 2</td>
<td>12</td>
<td>68</td>
<td>Not reported</td>
</tr>
<tr>
<td>[65]</td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fonda (2009) USA [66]</td>
<td>MyCare Team</td>
<td>Distress</td>
<td>Not specified</td>
<td>12</td>
<td>104</td>
<td>Not reported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aT2D: type 2 diabetes
Table 2. Methodological quality assessment per intervention.

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Eligibility criteria</th>
<th>Method of randomization</th>
<th>Single-blinded</th>
<th>Description of intervention</th>
<th>Description of withdrawals</th>
<th>Timing of assessment</th>
<th>Sample size calculation</th>
<th>Intention-to-treat analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond (2010)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Tang (2013)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Heisler (2014)</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Glasgow (2012)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>McMahon (2012)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>McKay (2001)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>McKay (2002)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Lorig (2010)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Nobis (2015)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Van Bastelaar (2011)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Fisher (2013)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Wangberg (2008)</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Hunt (2014)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Smith (2000)</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Pacaud (2012)</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Fonda (2009)</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

Methodological Quality Assessment

The methodological quality of the studies was generally high (Table 2). Nevertheless, some aspects, such as intention-to-treat, single-blinding, and sample size calculation, were not clearly reported in some studies.

Descriptive Data Synthesis

The most common duration of the interventions was 12 months [54,56,57,62,65,66]. Compliance rates ranged between 42-100%, while attrition rates were reported by the majority of the studies (n=13); these ranged from 6-22%. A few studies (n=4) reported a decline of intervention adherence over time [50,56,58,64], reporting that the usage declined over 8 weeks [50], 5 months [64], and 12 months [56] (Table 1).

Modes of Communication and Type of Intervention Providers

The communication between intervention provider and/or peers was synchronous (eg, telephone calls) and/or asynchronous (eg, bulletin boards). Intervention providers were those involved in running the online intervention and often had direct or indirect contact with the users. They varied across the studies as follows: psychologists (n=4), nurses (n=6), dieticians (n=3), diabetes educators (n=2), coaches (n=2), social worker (n=1), physician (n=1), pharmacist (n=1), and endocrinologist (n=1). Two studies included nonprofessional providers [59,62], such as lay people and graduates, whereas three studies failed to report any characteristics of their intervention providers [55,63,65].

10 studies provided both asynchronous and synchronous communication [53,56-60,64,66], whereas six studies provided communication both with providers and other users [50,53,56,59,64,65]. Out of the seven studies that provided peer...
support, four were moderated [56,58,59,64], one was not moderated [53], and two studies did not report on moderation [50,65]. The intervention modules varied between 6-8 sessions. Half the studies specified the duration of their modules (which were online sessions); these varied from 45-120 minutes [54-56,59-62,65].

**Theories and Behavior Change Techniques**

Six studies failed to report whether their intervention was theory based [42,53,57,64-66]. The remaining ten studies were based on at least one theory: the Chronic Care Model [54], Motivational Interviewing [55,62], Social Cognitive Theory [56,63], Social Ecological Model [50,56], Self-Efficacy Theory [58], Social Support Theory [51], Systematic Behavioral Activation [60], Cognitive Behavioral Theory [61], or Self-Determination Theory [52].

All studies explicitly reported at least one behavior change technique, which we attempted to map onto Michie’s taxonomy [67] as follows: information provision (n=14); tracking/self-monitoring (n=12); providing motivation (n=12); providing feedback (n=9); goal setting (n=9); problem solving (n=9); action planning (n=7); social support (n=7); emotional control training (n=6); and prompt review of behavioral goals (n=1) (Table 3).

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>General information</th>
<th>Goal setting</th>
<th>Action planning</th>
<th>Problem solving/barrier</th>
<th>Prompt review of behavioral goals</th>
<th>Prompt self-monitoring/ tracking</th>
<th>Social support</th>
<th>Emotional control training</th>
<th>Motivational approach</th>
<th>Provide feedback on performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond (2010) [53]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Tang (2013) [54]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Heisler (2014) [55]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Glasgow (2012) [56]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>McMahon (2012) [57]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>McKay (2001) [50]</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>McKay (2002) [58]</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lorig (2010) [59]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Nobis (2015) [60]</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Van Baste-laar (2011) [61]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Fisher (2013) [62]</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Wangberg (2008) [63]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hunt (2014) [52]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Smith (2000) [64]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Pacaud (2012) [65]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Fonda (2009) [66]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
Table 4. Primary targets and outcomes (primary or secondary) for each intervention.

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Primary target</th>
<th>Depression</th>
<th>Distress</th>
<th>Quality of life</th>
<th>Self-efficacy</th>
<th>Social support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond (2010)</td>
<td>Psychosocial well-being</td>
<td>Primary</td>
<td>Primary</td>
<td>Primary</td>
<td>Primary</td>
<td>Primary</td>
</tr>
<tr>
<td>Glasgow (2012)</td>
<td>Psychosocial outcomes</td>
<td>Secondary</td>
<td>Primary</td>
<td>Primary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McKay (2001)</td>
<td>Physical activity levels</td>
<td>Primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McKay (2002)</td>
<td>Unspecified</td>
<td>Primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nobis (2015)</td>
<td>Depression</td>
<td>Primary</td>
<td>Secondary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Bastelaar (2011)</td>
<td>Depression</td>
<td>Primary</td>
<td>Secondary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher (2013)</td>
<td>Diabetes distress, self-management</td>
<td>Primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hunt (2014)</td>
<td>Self-efficacy, self-management, diabetes outcomes</td>
<td></td>
<td></td>
<td>Primary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith (2000)</td>
<td>Attitudes</td>
<td>Primary</td>
<td>Secondary</td>
<td>Primary</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacaud (2012)</td>
<td>Unspecified</td>
<td></td>
<td>Secondary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fonda (2009)</td>
<td>Diabetes distress</td>
<td>Primary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Outcomes and Measures

There was a variety of questionnaires used across studies to measure the same outcome. For depression, the following measures were used: CES-D [50,53,58,60,61], PHQ-9 [54,59], and HADS [60]. For distress, studies used PAID [54,57,60,61,66], DDS [55,62], and HDS [59]. Quality of life was assessed by using PAID [53], DDS [56], the Short Form-12 (SF-12) [58], the Quality of Life Index (QoL Index) [64], and the Diabetes Quality of Life Questionnaire [65]. Social support was assessed using the Diabetes Empowerment Scale [53], the Diabetes Self-Efficacy Scale [56,59], the Perceived Competence Scale [63], the Diabetes Management Self-Efficacy Scale [52], and the Rosenberg Self-Esteem Scale [65].

Improvements in Outcomes

Outcomes were measured as primary and/or secondary across the studies (Table 4). Five studies reported significant improvements in distress [55,60-62,66]. Three studies reported nonsignificant/significant improvements in depression [53,60,61]. Self-efficacy improved in four studies [53,56,59,65]. Quality of life showed some or little improvement in the majority of the studies [53,56,58,64]. Social support was significantly improved in one study [53] and “positively influenced” in another study [64].

A subset of the studies that had significant improvement in distress or depression shared some common characteristics [53,59-61]; that is, the interventions combined synchronous and asynchronous communication, with the intervention running between 2 and 6 months. Providers were mostly psychologists, and studies including peer support were moderated. General information was the most common behavior change technique.

Meta-Analysis

Pairwise meta-analysis was carried out on a total of nine studies, with five studies included for depression scores only [50,53,58-60], six for distress scores only [54,55,57,59,60,62], and two studies analyzed for both outcomes [59,60]. The remaining seven studies from the qualitative data synthesis were excluded from the meta-analysis as there were not enough data to analyze each outcome.

Depression

From the five studies with outcome data for depression, the pooled mean (95% confidence interval) difference between the intervention and control arms on depression score was -0.31 (-0.73 to 0.11; Figure 2). The effect was not significant ($P=15$). There was considerable heterogeneity ($I^2= 89\%$, $P<.001$). The funnel plot (Multimedia Appendix 3) and Egger’s test ($P=60$) show no obvious publication bias.

Distress

From the six studies that reported outcome data for distress, the pooled mean (95% confidence interval) difference between the intervention and control arms on distress scores was -0.11 (-0.38 to 0.16; Figure 3). This effect was not significant ($P=43$). There was considerable heterogeneity ($I^2=87.7\%$, $P<.001$). Egger’s test ($P=.98$) showed some indication of publication bias, but...
the funnel plot (Multimedia Appendix 4) suggests that some of the studies with a small negative standardized mean difference have not been reported. This suggests that the pooled mean may have been biased towards studies showing no effect or that control is preferable to intervention.

**Sensitivity Analyses**

When studies with type 1 diabetes and type 2 diabetes participants were excluded for the outcomes depression and distress, the effect size was attenuated and was close to zero (Table 5). Excluding feasibility/pilot studies did not affect the main results (Table 5).

Figure 2. Forest plot of mean difference in depression score between the intervention and control arms at follow-up for studies including Web-based interventions and participants with type 2 diabetes mellitus. SMD: standardized mean difference.
**Discussion**

**Principal Findings**

To our knowledge, this is the first systematic review exploring solely the emotional management construct, specifically the following selected well-being elements: depression, distress, self-efficacy, quality of life, and social support. Individually, a number of studies obtained significant improvements in well-being measures. This improvement was not supported by the meta-analysis for the outcomes of depression and distress, confirming previous findings that Web-based interventions have little effect on distress [34] and emotional outcomes overall [33].

**Theories and Behavior Change Techniques**

Unlike previous reviews on self-management Web-based interventions in type 2 diabetes [33], our review identified a number of theories across the majority of the papers. Evidence indicates that theory-based Web-based interventions are more effective [36] than non theory-based interventions [67,68]; however, there were no conclusive results regarding which theory was associated with the most improved outcomes. Theory-based interventions can help identify behavior change strategies that are also an important element during the development of a condition-specific intervention. In this case, we concluded that Web-based interventions included activities informed by behavior change techniques, with information provision and tracking as the most common techniques. It was evident that there was a wide range of common behavior change techniques used by the majority of the studies, resulting in an inability to identify which behavior change techniques are primarily used, and which are the most effective for this type of intervention. A similar result found in previous reviews on self-management type 2 diabetes interventions [33,36,69].
Type of Intervention Providers
The current evidence around mental health support and online interventions remains divided, with some studies supporting that a professional-led intervention can be beneficial [40], while others suggesting that a non-professional-led intervention can perform equally well [41,70]. In this review, the majority of studies that provided professional support showed more promising results than those providing nonprofessional support. This conclusion may be influenced by variation in the roles that these providers had in each study, but also the fact that the ratio of professional- and non-professional-led support was uneven across each intervention, with the majority of the studies including professional-led support.

The Need for Shared Definitions
Issues defining “well-being” and its constructs were iterated in our review. For example, one study [54] that stated it was exploring the well-being outcome, in fact did not assess well-being, nor did it use a well-being measure. Instead, the study measured the constructs “depression” and “distress” with depression- and distress-specific scales. Despite depression being considered as a more established construct and being separate to the construct distress, current literature has argued that both depression and distress are still being used interchangeably [17,71]. Depression and distress are both real established constructs, and even though they may overlap with one another, it is important that they be assessed independently.

The Use of Appropriate Specific Outcome Measures
Another issue is the use of incorrect measures for specific outcomes. With distress becoming an established construct [17], it can be measured with validated and reliable distress questionnaires. Specifically, the DDS and PAID measures are both appropriate tools to assess and quantify the construct of distress. However, despite having existing validated measures for this specific construct, it appeared that some questionnaires were used for other outcomes. For example, in two studies, PAID and DDS scales (both distress measures) were used to measure quality of life. Incorrect use of outcome-specific measures can create barriers to distinguishing aspects of well-being.

Strengths and Limitations
This review has used a robust search strategy, which identified a satisfactory number of studies and is reported in accordance with PRISMA guidelines [72] to determine the usefulness of such interventions for this patient group and to highlight key recommendations for future research in this area. The search was conducted on multiple electronic databases, reference lists were hand-searched, and experts in the area were contacted. The review was based on a strict inclusion and exclusion criteria, and 2 independent authors reviewed quality check and potential articles, and extracted data. Studies with participants with both type 1 diabetes and type 2 diabetes were considered in order to include people with type 2 diabetes and to be consistent with previous reviews. To ensure that the effect of changes was examined, sensitivity analyses were carried out excluding studies with participants with type 1 diabetes and type 2 diabetes. Sensitivity analyses were also carried out to exclude pilot/feasibility studies. Both sensitivity analyses further suggested that Web-based interventions demonstrate little improvement in depression and distress.

As with all systematic reviews, there are some limitations to consider. At a study level, the number of studies included in the meta-analysis was low, and there was considerable heterogeneity across studies with regard to intervention design and measurement of outcomes. This could relate to the fact that the primary aim within interventions varied, with some studies focusing on medical management tasks and other studies focusing on emotional management tasks. At a review level, especially when determining what studies should be included, the terms “well-being” and “Web-based interventions” were based on an in-depth review of the literature and in-depth discussions between 2 independent reviewers throughout the process. The lack of comparable data across all outcomes also led to a less reliable descriptive data synthesis being performed rather than a more robust meta-analysis; therefore, any conclusions must be considered with caution. To minimize bias, this review attempted to explain the results in a logical way for each of the included studies.

Implications
Multicomponent interventions may be useful and may seem effective in studies (eg, Web-based, phone-based), but this creates a challenge for researchers to identify whether the intervention as a whole or only certain aspects contribute to the effect of the intervention. Several implications for the conduct of research in this area can be considered.

• Future RCTs looking at similar outcomes should consider using a similar approach to study and/or intervention design in order to make the comparison between interventions much easier, avoiding bias, and in essence producing more reliable conclusions; for example, robust reporting data in line with the Consolidated Standards of Reporting Trials (CONSORT) guidelines and measuring outcomes with similar questionnaires.

• Future research may be needed to examine the effect of Web-based interventions in well-being for people with type 2 diabetes, including long-term studies with larger sample sizes.

• Future studies may provide a full and detailed description of the intervention including its components to help determine why some studies have some effect and other studies have little or no effect on their outcome.

• The majority of RCTs measure psychological outcomes as secondary outcomes, focusing less on the emotional management tasks and more on the medical management. Future studies may aim to approach self-management interventions in a more holistic approach including all three constructs (medical, role, emotional) equally.

• Further research may require more consistent definitions of “well-being” and its constructs and may require consistent validated specific measures for each outcome.

• Michie’s Taxonomy of Behavior Change Techniques could be considered as a guide for a robust classification system.
Conclusion
The findings of this review collated information and highlighted key issues with the evaluation of Web-based interventions for promoting well-being in people with type 2 diabetes (see Multimedia Appendix 5 for a summary of key findings). It has proposed some recommendations for future research to develop effective interventions. Such interventions could allow stakeholders and health care providers to provide effective, integrated, ongoing Web-based support to promote valuable emotional and general management of type 2 diabetes. Web-based interventions could supplement traditional face-to-face support to improve reach and sustainability and in turn create a more holistic approach to diabetes self-management, bridging the gap between diabetes support and diabetes self-care.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CES-D</td>
<td>Center for Epidemiologic Studies Depression Scale</td>
</tr>
<tr>
<td>CONSORT</td>
<td>Consolidated Standards of Reporting Trials</td>
</tr>
<tr>
<td>DDS</td>
<td>Diabetes Distress Scale</td>
</tr>
<tr>
<td>HADS</td>
<td>Hospital Anxiety and Depression Scale</td>
</tr>
<tr>
<td>HDS</td>
<td>Health Distress Scale</td>
</tr>
<tr>
<td>MeSH</td>
<td>Medical Subject Headings</td>
</tr>
<tr>
<td>PAID</td>
<td>Problem Areas in Diabetes Questionnaire</td>
</tr>
<tr>
<td>PHQ-9</td>
<td>Patient Health Questionnaire</td>
</tr>
<tr>
<td>PRISMA</td>
<td>Preferred Reporting Items for Systematic Reviews and Meta-Analyses</td>
</tr>
<tr>
<td>QoL Index</td>
<td>Quality of Life Index</td>
</tr>
<tr>
<td>RCT</td>
<td>randomized controlled trial</td>
</tr>
<tr>
<td>SF-12</td>
<td>Short Form-12</td>
</tr>
<tr>
<td>SMS</td>
<td>short message service</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
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Abstract

Background: Demographic growth in conjunction with the rise of chronic diseases is increasing the pressure on health care systems in most OECD countries. Physical activity is known to be an essential factor in improving or maintaining good health. Walking is especially recommended, as it is an activity that can easily be performed by most people without constraints. Pedometers have been extensively used as an incentive to motivate people to become more active. However, a recognized problem with these devices is their diminishing accuracy associated with decreased walking speed. The arrival on the consumer market of new devices, worn indifferently either at the waist, wrist, or as a necklace, gives rise to new questions regarding their accuracy at these different positions.

Objective: Our objective was to assess the performance of 4 pedometers (iHealth activity monitor, Withings Pulse O2, Misfit Shine, and Garmin vívofit) and compare their accuracy according to their position worn, and at various walking speeds.

Methods: We conducted this study in a controlled environment with 21 healthy adults required to walk 100 m at 3 different paces (0.4 m/s, 0.6 m/s, and 0.8 m/s) regulated by means of a string attached between their legs at the level of their ankles and a metronome ticking the cadence. To obtain baseline values, we asked the participants to walk 200 m at their own pace.

Results: A decrease of accuracy was positively correlated with reduced speed for all pedometers (12% mean error at self-selected pace, 27% mean error at 0.8 m/s, 52% mean error at 0.6 m/s, and 76% mean error at 0.4 m/s). Although the position of the pedometer on the person did not significantly influence its accuracy, some interesting tendencies can be highlighted in 2 settings: (1) positioning the pedometer at the waist at a speed greater than 0.8 m/s or as a necklace at preferred speed tended to produce lower mean errors than at the wrist position; and (2) at a slow speed (0.4 m/s), pedometers worn at the wrist tended to produce a lower mean error than in the other positions.

Conclusions: At all positions, all tested pedometers generated significant errors at slow speeds and therefore cannot be used reliably to evaluate the amount of physical activity for people walking slower than 0.6 m/s (2.16 km/h, or 1.24 mph). At slow speeds, the better accuracy observed with pedometers worn at the wrist could constitute a valuable line of inquiry for the future development of devices adapted to elderly people.

(J Med Internet Res 2016;18(10):e268) doi:10.2196/jmir.5916
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**Introduction**

Physical activity is universally recognized as playing an essential role in primary, secondary, and tertiary health prevention. This has been highlighted for patients with cardiovascular disease, diabetes, or osteoporosis, among other health hazards [1]. With the widespread increase in life expectancy, these diseases become more frequent [2], thereby exerting greater pressure and generating increasing costs on the health care system. One recognized way to reduce the cost associated with this progressively frail population is to improve their independence and health by keeping them physically active [3]. Physical activity decreases the incidence of chronic diseases such as diabetes, hypertension, and obesity, among others [4], and reduces hospitalization as well as the mortality rate [5,6]. It has been demonstrated that elderly people who remain physically active reduce their risk of falling, have decreased disability, succumb less to diseases, and maintain their independence longer [7,8]. Walking is a suitable physical activity for frail individuals, as well as being one of the preferred activities among older adults [9]. Therefore, any intervention able to encourage walking activities should be promoted among this population. Goal-setting theory teaches us that measuring one’s activity, setting suitable goals, and receiving positive feedback on it is a motivating factor toward undertaking more physical activities [10]. The low cost, small size, and simple ergonomics of pedometers make them particularly suited to motivate people to stay active by monitoring their activities [11]. However, in order to successfully apply goal-setting theory, it is reasonable to expect a minimum level of accuracy from the selected pedometer. Indeed, irrelevant feedback can frustrate users and lead them to give up their objectives.

Frail individuals, such as diabetic, obese patients or those with heart failure, often walk at a slow pace (around 0.6 m/s [12] and as low as 25 m/min, or 0.4 m/s, for community ambulation [13]). At such a pace, many pedometers show a lack of accuracy with relative errors going from 30% to 60% [12,14-17]. A study on a group of patients with chronic heart failure testing the accuracy of the Omron HJ-720ITC pedometer reported an error close to 24% at 0.66 m/s, approximately 9% at 0.83 m/s, 5% at 1 m/s, approximately 3% at 1.16 m/s, and 1% at 1.33 m/s [12]. The study of Marschollek et al [14] compared 4 freely accessible pedometer algorithms on healthy people and on mobility-impaired geriatric inpatients in free walking. With healthy people, an error between 8.4% and 30.8% was observed, whereas with the geriatric population the error was between 28.1% and 62.1%. Another study [15] comparing 5 pedometers (Omron HJ-105, Yamax Digiwalker 200, SportLine330, New-Lifestyles 2000, and ActiCal) on older adults reported a mean error of 9% for all devices at a self-selected speed. This error rose to 19% at 80 steps/min, 40% at 66 steps/min, and 56% at 50 steps/min. Fitbit Ultra worn on the wrist and on the hip was tested with the Samsung GT-19300 mobile phone in a study conducted by Lauritzen et al [16]. This device was tested on 3 distinct populations: healthy adults, elderly people with normal mobility, and elderly people with reduced mobility using a rollout. The count produced for elderly people using a rollout had a greater than 60% error. Other studies have been conducted to investigate the influence of the position of the pedometer on its accuracy [18,19]. For instance, a study by Abel et al [18] tested a pedometer at 3 positions at the waist (anterior, midaxillary, and posterior) for 3 different speeds (59, 72, and 86 m/s and at own pace) and took into account the influence of the waist circumference. Whereas the placement had no influence for a low waist circumference, the posterior position was best with a high waist circumference. Another study evaluated the Yamax SW-200 pedometer in 5 different positions at the waist (left midaxillary, left midthigh, umbilical, right midthigh, and right midaxillary). The tests of using the pedometer while walking on a treadmill on flat ground, as well as ascending and descending stairs, indicated a better performance when the pedometer was positioned in the left midaxillary position [19].

Although, until recently, most pedometers were worn at the waist, a new generation entering the market offers more versatility and can be worn not only at the waist but also at the wrist or as a necklace. These new pedometer positions raise questions regarding their accuracy compared with the one worn at the waist. In order to investigate the influence of the position (wrist, waist, or necklace) in relation to the speed of movement, we conducted a comparative study of several pedometers by exploring the accuracy of their readings depending on the position of the device and the speed of movement.

**Methods**

We tested 4 commercially available pedometers at 4 different walking speeds: 3 at controlled speed (0.4 m/s, 0.6 m/s, and 0.8 m/s) and 1 at uncontrolled speed (natural speed of the participants) on a normalized 100 m long floor with equidistant marks. Each experiment was videotaped at normalized speed and synchronized to the participants. Pedometers were reset at the beginning of each experiment and used with full charge power. The number of steps indicated by the pedometer was compared with the number of steps manually counted using the video.

**Participants**

From previous similar studies, we have identified that a minimum of 20 participants [20] is necessary to demonstrate significant differences between the experimental settings. Since slow walks simulated by adults do not produce acceleration patterns significantly different from those of frail individuals with reduced walking speed [21,22], we decided to recruit healthy people and ask them to walk at controlled paces. Participants were recruited on a voluntary basis with the only inclusion criterion being that they should be able to walk at least 500 m and not have any walking disabilities.

**Instruments**

We used 4 different devices during this study: iHealth activity monitor (IH; iHealth Labs Inc, Mountain View, CA, USA), Withings Pulse O2 (WI; Withings, Issy-les-Moulineaux, France), Misfit Shine (MF; Misfit, Inc, Burlingame, CA, USA), and Garmin vivofit (GA; Garmin Ltd, Southampton, UK). Table 1 lists their specifications. We selected these devices according to the following criteria: (1) 2 devices that can be worn at several positions, can count steps during an entire day, and can be
integrated into a complete solution of health monitoring, (2) 1 device that is especially small, and (3) 1 device that integrates into a wide-ranging sport ecosystem.

**iHealth Activity Monitor**

iHealth is a brand specialized in health devices such as a glucometer and a blood pressure monitor. The IH can register the total number of steps during a day, distance travelled, and calories burned. It tracks sleep quality and can be placed either at the wrist or at the waist on a belt.

**Withings Pulse O2**

Withings commercializes devices such as a blood pressure monitor, a sleep monitor, a scale, and a pedometer. The WI can be placed at the wrist, on a belt, or on a shirt collar. This device tracks the number of steps, elevation, running time, calories burned, and distance travelled. It tracks users’ sleep quality, heart rate, and blood oxygen level.

**Misfit Shine**

Misfit doesn’t offer the same range of monitoring device as the 2 previous brands. We chose the MF for its very small size, an interesting feature that favors its acceptance by elderly people who are especially sensitive to stigmatization. It can be worn at the wrist, on a belt, or as a necklace. The device tracks the number of steps, distance travelled, calories burned, and the sleep pattern.

**Garmin vívoFit**

Garmin is a brand that covers a very large ecosystem of devices for sporting activities. The GA tracks the number of steps, calories burned, distance travelled, and sleep pattern. It can only be placed at the wrist.

**Procedure**

The study took place in a flat area where ground markings indicated distances. We performed the study in 2 phases. In the first phase, we requested participants to walk 200 m at their preferred pace in order to assess the performance of the pedometers at natural speed. In the second phase, participants walked for a distance of 100 m at a controlled speed wearing all pedometers simultaneously. We selected 3 different walking speeds (0.4 m/s, 0.6 m/s, and 0.8 m/s) for our experiment. The slowest speed was set to 0.4 m/s, since several studies have recognized this speed as the minimum necessary for performing everyday activities [13,23,24]. The fastest speed was limited to 0.9 m/s, since this is the limit that defines normal speed [24]. We relied on the methodology defined by Martin et al [15] and used a metronome to constrain the cadence of the walker. In order to minimize intra- and interparticipant variation, their step length was also constrained using a string attached between their legs at the level of their ankles. As footstep length and cadence are related [25], the string also enables footstep length to be limited in order to keep a natural ratio with cadence that should be adopted at a specific speed.

According to research, the relation between footstep length and cadence is 0.55 steps/min [25]. Consequently, for each targeted speed, footstep length can be determined using the ratio in equation 1 expressing the relation between footstep length, speed, and cadence (Figure 1, equation 2). Once footstep length is calculated, the cadence can be simply derived by transforming the equation 1 (Figure 1, equation 3).

Based on equations 2 and 3, we calculated the various settings of the experiment, presented in Table 2.

**Table 1.** Device specifications.

<table>
<thead>
<tr>
<th>Specification</th>
<th>iHealth activity monitor</th>
<th>Withings Pulse O2</th>
<th>Misfit Shine</th>
<th>Garmin vívoFit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Time</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Steps</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Calories</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Distance</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sleep</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Other</td>
<td>None</td>
<td>Elevation</td>
<td>Cycling</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heart rate</td>
<td>Running</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blood oxygen</td>
<td>Swimming</td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>Wrist, belt</td>
<td>Wrist, belt, shirt collar</td>
<td>Wrist, belt, necklace</td>
<td>Wrist</td>
</tr>
<tr>
<td>Battery life</td>
<td>7 days</td>
<td>2 days</td>
<td>3 months</td>
<td>1 year</td>
</tr>
</tbody>
</table>

**Table 2.** Calculated relations between speed, footstep length, and cadence.

<table>
<thead>
<tr>
<th>Speed (m/s)</th>
<th>Footstep length (cm)</th>
<th>Cadence (steps/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>36</td>
<td>66</td>
</tr>
<tr>
<td>0.6</td>
<td>44</td>
<td>82</td>
</tr>
<tr>
<td>0.8</td>
<td>51</td>
<td>93</td>
</tr>
</tbody>
</table>
Each participant was encouraged to practice walking under these conditions as long as required until they considered they could walk the 100 m comfortably at the desired speed. Each walk was videotaped in order to count the number of steps precisely during the analysis stage.

Statistical Analysis

The actual footsteps were counted manually using the videotape by 2 independent (CW and FE) observers. If the number of steps counted did not match, the counting was restarted until they corresponded. This measure was then considered as the real step count to be compared with the count returned by the pedometers.

We calculated the relative error between real number of steps and steps registered by the pedometers according to equation 4.

For each speed and each position, we calculated the mean of the error. A 1-way analysis of variance (ANOVA) was conducted to evaluate whether there was a significant difference between the position for each speed and speed for each position of the group. The confidence interval was set at 95%.

Because we collected no personal data, we did not request institutional review board approval.
Results

A total of 21 people participated in the study, 12 women and 9 men. The average age of the participants was 34.5 years (SD 15.7).

The results are presented in terms of the mean relative counting error at each speed and for each pedometer, as well as the average error for all participants (Table 3). The results are also presented graphically in Figure 2 and Figure 3. Figure 2 contains a set of bar graphs highlighting the influence of speed on accuracy by position, and Figure 3 contains a set highlighting the influence of position on accuracy by speed.

Table 3. Absolute mean relative error between real number of steps and steps registered by each pedometer, worn in different positions, as a percentage and standard deviation.

<table>
<thead>
<tr>
<th>Pedometer</th>
<th>Location</th>
<th>Speed (m/s)</th>
<th>Natural speed</th>
<th>0.8</th>
<th>0.6</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IH&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Wrist</td>
<td>10.21 (19.67)</td>
<td>14.79 (26.03)</td>
<td>26.97 (34.06)</td>
<td>62.64 (41.94)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Belt</td>
<td>0.55 (0.67)</td>
<td>5.12 (11.63)</td>
<td>16.29 (20.99)</td>
<td>56.45 (27.20)</td>
<td></td>
</tr>
<tr>
<td>WI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Wrist</td>
<td>14.37 (23.78)</td>
<td>30.20 (31.43)</td>
<td>64.07 (41.76)</td>
<td>88.51 (25.35)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Belt</td>
<td>0.87 (0.80)</td>
<td>18.27 (29.07)</td>
<td>80.92 (27.00)</td>
<td>99.34 (3.79)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Necklace</td>
<td>1.52 (2.95)</td>
<td>29.07 (27.55)</td>
<td>88.46 (25.73)</td>
<td>99.84 (0.50)</td>
<td></td>
</tr>
<tr>
<td>MF&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Wrist</td>
<td>37.16 (47.81)</td>
<td>55.08 (8.10)</td>
<td>40.18 (32.67)</td>
<td>55.90 (33.19)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Belt</td>
<td>39.05 (48.54)</td>
<td>40.93 (41.62)</td>
<td>49.87 (39.41)</td>
<td>70.51 (45.08)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Necklace</td>
<td>10.93 (26.05)</td>
<td>34.93 (34.60)</td>
<td>53.09 (36.18)</td>
<td>63.32 (35.13)</td>
<td></td>
</tr>
<tr>
<td>GA&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Wrist</td>
<td>3.08 (5.65)</td>
<td>5.31 (9.38)</td>
<td>12.24 (16.92)</td>
<td>80.14 (25.41)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>IH: iHealth activity monitor.
<sup>b</sup>WI: Withings Pulse O2.
<sup>c</sup>MF: Misfit Shine.
<sup>d</sup>GA: Garmin vívofit.

The MF pedometer generated an error higher than 30% in all cases, except at a natural pace when worn as a necklace (11%). When pedometers were worn at the wrist, the error was higher than 10% independently of the walking speed, except for GA. At a natural pace, every pedometer worn at the belt generated errors below 5%, except for MF. GA placed at the wrist and IH placed at the belt still had an error below 6% at 0.8 m/s and below 20% at 0.6 m/s. IH at the wrist and WI at the belt had an error below 20% at 0.8 m/s.

Table 4 presents the mean error in terms of position and speed, with the results of a 1-way ANOVA.

Results According to Speed

The general tendency observed in Figure 2 highlights the correlation between the decrease of speed and the increase of mean error. This tendency was verified for every pedometer at every position except for MF at the wrist. For this pedometer, there was similar relative error at 0.4 m/s and 0.8 m/s (approximately 55%), as well as at 0.6 m/s and at natural speed (approximately 40%).

Results According to Position

At a natural pace, when pedometers were placed at the wrist, the mean relative error was higher than when they are located at the 2 other positions (Figure 3). At the belt, pedometers were less accurate than at the collar. At 0.8 m/s, the belt position generated results with the best accuracy, followed by the wrist and then the necklace. At 0.6 m/s, the wrist position generated the lowest error, followed by the belt and the necklace positions. The same tendency was observed at 0.4 m/s.

The 1-way ANOVA showed that at each position, the mean error differed at each selected speed, except at the belt, where it was at the limit of confidence. On the other hand, 1-way ANOVA didn’t reveal a significant difference in accuracy at the various positions for a given speed.
Table 4. Mean relative error between walking speed and position of the pedometers as a percentage.

<table>
<thead>
<tr>
<th>Position</th>
<th>Speed (m/s)</th>
<th>Average</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Natural speed</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>Wrist</td>
<td>16.21</td>
<td>26.35</td>
<td>35.87</td>
</tr>
<tr>
<td>Belt</td>
<td>13.49</td>
<td>21.44</td>
<td>49.03</td>
</tr>
<tr>
<td>Necklace</td>
<td>6.23</td>
<td>32.00</td>
<td>70.78</td>
</tr>
<tr>
<td>Average</td>
<td>11.98</td>
<td>26.60</td>
<td>51.89</td>
</tr>
</tbody>
</table>

Figure 2. Mean relative error in terms of speed for each position (each pedometer is represented by a different shade, from the brightest to the darkest: iHealth activity monitor, Withings Pulse O2, Misfit Shine, Garmin vivofit). The largest black bar represents the average for all pedometers.
Figure 3. Mean relative error in terms of position for each speed (each pedometer is represented by a different shade, from the brightest to the darkest: iHealth activity monitor, Withings Pulse O2, Misfit Shine, Garmin vivofit). The largest black bar represents the average for all pedometers.

Discussion

The influence of speed on accuracy can be clearly observed in Figure 2, regardless of which pedometer or position was selected. The mean relative error significantly increased when speed decreased until it attained more than 50% at the slowest pace. The MF placed at the wrist did not show the same tendency, since the error at 0.6 m/s was lower than the error at 0.8 m/s. We attribute this phenomenon to the strong unreliability of this pedometer, which produced a high rate of error when worn at the wrist even at a user-preferred speed.

The reason for the important error at low speed may stem from the type of algorithm used in most pedometers. In order to count steps, many algorithms rely on vertical acceleration. As the vertical acceleration diminishes according to the walking speed, it is more difficult to detect every footstep at a slow pace. MF may not use this kind of algorithm, since it did not show the same result.

We did not observe a significant influence of the pedometer position on the accuracy of the readings. Generally speaking, at normal speed, wearing a pedometer at the wrist decreased the accuracy more noticeably than wearing it at the belt or as a necklace. When the speed decreased, however, pedometers worn at the wrist had the best accuracy, and those worn as a necklace had the worst. This can be explained by the fact that, during slow walking, the vertical acceleration of the body is low but the arms are usually still moving.

It should be noted that this study was conducted on healthy adults and not on individuals walking slowly due to some impairment. Controlling the walking speed by constraining cadence and pace length using a string and a metronome can potentially change the natural way of walking. In fact, it is difficult to normalize walking because everybody reacts differently to the string between their feet. Some participants easily adopted the required cadence, whereas others needed more concentration. Nevertheless, participants were allowed to practice walking with the string using the metronome cadence until they felt comfortable and were able to adopt a natural walk before the beginning of the experiment.

It remains questionable whether the tested pedometers are suitable for a slow-walking population. Responding to this question would require identifying which level of error remains acceptable while monitoring walking activity.

Other studies have shown a similar evolution of error in terms of speed [12,15,26], that is, the error increases when speed decreases. The Omron HJ-720ITC pedometer was tested on patients with chronic heart failure [12], producing an error close to 24% at 0.66 m/s, approximately 9% at 0.83 m/s, 5% at 1 m/s, approximately 3% at 1.16 m/s, and 1% at 1.33 m/s. Thus, when the speed increased, the error decreased. A study on older adults, comparing 5 pedometers [15], reported mean errors from 9% for all devices at a self-selected speed to 56% at 50 steps/min. At 80 steps/min, the error was 19%, and at 66 steps/min, the error was approximately 40%. A study comparing 7 pedometers [26], the DynaPort Movemonitor, Jawbone UP, Fitbit One,
activPAL, Tractiveity, Nike+ FuelBand, and Sensewear Armband, reported that the error increased during slow walking (around 1.6 km/h, or 0.4 m/s). But the error differences between speeds was pedometer dependent. Jawbone UP, Tractiveity, Nike+ FuelBand, and Sensewear Armband showed a significant difference between slow speed and self-selected, fast speed. DynaPort Movemonitor, Fitbit One, and activPAL showed an error close to the other speeds with an error under 3.2% at every speed.

The main achievement of this study was to compare the influence of walking speed and pedometer position on the accuracy of pedometer readings. To our knowledge, ours is the first study that formally investigated this relation. This study showed that a reduction of walking speed negatively influenced the accuracy of the tested pedometers. Although this result would require a larger study to be confirmed, we observed that the position ensuring the best pedometer accuracy depended on the speed. At a normal pace, pedometers worn at the belt or as a necklace are more accurate, whereas for slow walkers, wearing pedometers at the wrist is the best choice. This study could open a valuable line of inquiry for the development of future devices for frail people, relying on the acceleration of arm movement to improve accuracy. Apart from this suggestion, this study underlines the conclusion that, before being used, a pedometer should first be assessed individually according to expected speed of movement before deciding on where to position the device.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>analysis of variance</td>
</tr>
<tr>
<td>IH</td>
<td>iHealth activity monitor</td>
</tr>
<tr>
<td>GA</td>
<td>Garmin vívofit</td>
</tr>
<tr>
<td>MF</td>
<td>Misfit Shine</td>
</tr>
<tr>
<td>WI</td>
<td>Withings Pulse O2</td>
</tr>
</tbody>
</table>
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Abstract

Background: Mobile phone based real-time ecological momentary assessments (EMAs) have been used to record health risk behaviors, and antecedents to those behaviors, as they occur in near real time.

Objective: The objective of this study was to determine if intensive longitudinal data, collected via mobile phone, could be used to identify imminent risk for smoking lapse among socioeconomically disadvantaged smokers seeking smoking cessation treatment.

Methods: Participants were recruited into a randomized controlled smoking cessation trial at an urban safety-net hospital tobacco cessation clinic. All participants completed in-person EMAs on mobile phones provided by the study. The presence of six commonly cited lapse risk variables (ie, urge to smoke, stress, recent alcohol consumption, interaction with someone smoking, cessation motivation, and cigarette availability) collected during 2152 prompted or self-initiated postcessation EMAs was examined to determine whether the number of lapse risk factors was greater when lapse was imminent (ie, within 4 hours) than when lapse was not imminent. Various strategies were used to weight variables in efforts to improve the predictive utility of the lapse risk estimator.

Results: Participants (N=92) were mostly female (52/92, 57%), minority (65/92, 71%), 51.9 (SD 7.4) years old, and smoked 18.0 (SD 8.5) cigarettes per day. EMA data indicated significantly higher urges (P=.01), stress (P=.002), alcohol consumption (P<.001), interaction with someone smoking (P<.001), and lower cessation motivation (P=.03) within 4 hours of the first lapse compared with EMAs collected when lapse was not imminent. Further, the total number of lapse risk factors present within 4 hours of lapse (mean 2.43, SD 1.37) was significantly higher than the number of lapse risk factors present during periods when lapse was not imminent (mean 1.35, SD 1.04), P<.001. Overall, 62% (32/52) of all participants who lapsed completed at least one EMA wherein they reported ≥3 lapse risk factors within 4 hours of their first lapse. Differentially weighting lapse risk variables resulted in an improved risk estimator (weighted area=0.76 vs unweighted area=0.72, P<.004). Specifically, 80% (42/52) of all participants who lapsed had at least one EMA with a lapse risk score above the cut-off within 4 hours of their first lapse.

Conclusions: Real-time estimation of smoking lapse risk is feasible and may pave the way for development of mobile phone based smoking cessation treatments that automatically tailor treatment content in real time based on presence of specific lapse triggers. Interventions that identify risk for lapse and automatically deliver tailored messages or other treatment components in real time could offer effective, low cost, and highly disseminable treatments to individuals who do not have access to other more standard cessation treatments.
Introduction

Smoking is the leading preventable cause of death and disease in the United States [1], and the prevalence of smoking is much higher in socioeconomically disadvantaged adults (26.3% smoke) than in the general US population (16.8% smoke) [2]. Multiple studies have indicated that smoking cessation interventions are less effective for socioeconomically disadvantaged adults [3-5] despite similar numbers of quit attempts among those with higher and lower socioeconomic status [6,7]. This disparity in treatment effectiveness is likely multicausal. For example, studies have indicated that lower socioeconomic status increases the likelihood of smoking lapse through its effects on increasing stress, nicotine cravings, and other variables [5,8]. In addition, characteristics of socioeconomic disadvantage (eg, lack of insurance, lack of a telephone number or stable address, unreliable transportation, comorbid illnesses) can preclude participation in clinical trials [9,10]. Thus, smoking cessation interventions may not be optimally designed for lower socioeconomic status populations [9,11]. Studies that specifically focus on improving our conceptual models regarding the predictors of smoking lapse and relapse in socioeconomically disadvantaged adults could inform novel treatments for this understudied and underserved population of smokers.

Researchers have developed models for assessing risk for many diseases including breast cancer [12,13], diabetes [14], and cardiovascular disease [15-18]. These risk estimation models often use personal characteristics (eg, family history, age, race or ethnicity), biological variables (eg, lab test results, genetic profile, weight), and current or historical health behaviors (eg, smoking status, heavy alcohol use) to estimate relative risk for particular diseases. These models have proven effective in identifying individuals who should be screened for disease and those who would be most likely to benefit from specific treatments [13-15,17]. Furthermore, risk estimation models have guided medical decision making in systems with limited resources, likely reducing morbidity and mortality. The nearly ubiquitous use of technology in daily life may pave the way toward the development and use of “just-in-time” risk estimation models, including pairing real-time risk estimation with novel behavior change interventions.

To date, most studies that have examined smoking and smoking cessation in socioeconomically disadvantaged smokers have used traditional questionnaire assessment methodology. Study participants typically arrive at a lab or clinic for their baseline visit and are asked to answer questions about their “average” or “recent” (eg, over the past 2 weeks) mood, level of stress, and smoking urges. Participants return to the lab or clinic for follow-up visits and are asked to report thoughts, feelings, and activities that occurred days or even weeks earlier (eg, “How stressed were you when you smoked your first cigarette after your quit date?”). This type of assessment methodology may result in biased or inaccurate estimates due to recall biases and errors in memory [19,20] and offers only a gross understanding of how biopsychosocial variables (eg, withdrawal, stress, craving, alcohol use) effect smoking lapses and relapse. A more nuanced picture of these symptoms may offer important insights that may be used to create or improve cessation interventions for socioeconomically disadvantaged smokers, who face unique and substantial challenges in quitting smoking.

Ecological momentary assessment (EMA) techniques use devices (eg, mobile phones) to repeatedly assess experiences in the natural environment [21]. Thus, EMAs reduce bias and reliance on memory to produce ecologically valid data. Many studies have used EMAs to identify predictors of smoking lapse risk in smokers undergoing a quit attempt. In fact, Schüz et al recently reported that 129 published studies used EMAs to examine smoking in just the past 3 years [22]. Findings from these studies have yielded insights into the lapse and relapse process that can be used to design new, innovative, and more effective smoking cessation interventions. For instance, studies have indicated that sudden stressors are better predictors of smoking lapse compared with more chronic background stress [23], acute and rising negative affect often precedes smoking lapse [24,25], and exposure to other smokers and environmental smoking cues contributes to specific lapse episodes [25]. Additionally, our research team recently showed that trajectories of four variables that were repeatedly measured via mobile phone (ie, negative affect, stress, restlessness, and positive coping expectancy) each predicted confirmed smoking cessation on the quit date in a sample of homeless adults seeking cessation treatment [26].

To date, no studies have used data collected in real time in real-life environments to monitor and assess current risk of smoking lapse, although mobile phone technologies now allow for this type of risk assessment. The development of real-time lapse risk estimators that have high discriminatory accuracy (ie, differentiating moments of high and low lapse risk) could lead to significant improvements in smoking cessation treatments and treatment delivery. For instance, real-time lapse risk assessments could be paired with treatment messages that are tailored to the current situation and needs of the individual and delivered in near real time, when they are most needed. This type of just-in-time adaptive intervention may improve upon tailored treatments, which are more effective than standard nontailored interventions [27], and may usher in the next generation of treatments that are tailored in real time for real-life situations [28,29]. The purpose of the current study was to use EMA data that were collected as part of a clinical trial conducted in a safety-net hospital tobacco cessation clinic to determine if commonly cited smoking lapse risk factors could be combined to create real-time smoking lapse risk estimators.
Methods

Participants and Procedure

Data for the current study are from a clinical trial that compared usual tobacco clinic care at a Dallas-based safety-net hospital (usual care [UC]; group counseling and smoking cessation pharmacotherapy) to UC plus small financial incentives for biochemically verified smoking abstinence (contingency management [CM]) [30]. Individuals were eligible to participate in the parent study if they were at least 18 years old, could read English at the 7th grade level or higher [31], smoked at least five cigarettes per day, provided an expired breath sample indicative of smoking (ie, carbon monoxide levels ≥8 parts per million [ppm]), and were willing to quit smoking 1 week after the baseline visit. The parent study randomized 146 participants to UC or CM. Participant flow through the study is provided in detail elsewhere [30]. Briefly, individuals completed informed consent and were screened for study inclusion. Those who met study inclusion criteria completed in person visits on the day of study enrollment (ie, baseline visit) and each week thereafter for 5 weeks (six visits total). The quit date was scheduled to occur 1 week after the baseline visit. At the baseline visit, participants were instructed on how to use mobile phones provided by the study to complete five automatically prompted EMAs each day for 2 weeks (ie, 1 week pre-quit and 1 week postquit). Specifically, the phone automatically prompted a daily diary assessment by ringing and vibrating 30 minutes after each participant’s self-reported usual waking time, and four additional assessments were prompted each day at random times during normal waking hours (ie, random assessments were prompted roughly every 4 hours). Participants were asked to self-initiate EMAs when they had an urge to smoke and when they were about to lapse. Data collected during the baseline and 1 week postquit visits and during EMAs that were collected during the first week after the scheduled quit date were used for the current study.

This study was approved by the Institutional Review Boards at the University of Texas School of Public Health and University of Texas Southwestern Medical Center. Data collection occurred from August 2011 through June 2013.

Measures

Demographic Characteristics

Participants answered a series of questions during the baseline visit using tablet or laptop computers provided by the study. Participants used headphones to listen to questions that were read aloud by the computer and answered items by using the mouse or tablet touch screen. Questions asked about age, race or ethnicity, sex, current smoking rate, years smoking, income, insurance status, and employment status.

Ecological Momentary Assessment Measures

Participants read assessment items that were displayed on the mobile phone screen and touched the screen to select answers to each question. Each EMA assessed current urge to smoke (ie, “I have an urge to smoke”) [26,32], current stress (ie, “I feel stressed”) [26,33], and current cessation motivation (ie, “I am committed to being smoke free”) [26]. Each of these questions required a response on a 5-point Likert-type scale that ranged from strongly disagree to strongly agree. Participants were also asked about current cigarette availability (ie, “Cigarettes are available to me”) with the following answer options: not at all, with extreme difficulty, with difficulty, fairly easily, easily available [25]. Participants responded “yes” or “no” to “Is anyone you are interacting with smoking?” [25,32] and “I drank alcohol within the last hour” [32]. Each of these EMA items have been associated with smoking cessation or lapse.

Smoking Status

Smoking status was assessed via EMA every day and in-person on the quit date (1 week after baseline) and 1 week after quit visits. In-person assessments of smoking status were verified using a Vitalograph carbon monoxide monitor. Participants who self-reported abstinence since 10 p.m. on the night prior to their quit date visit and provided a carbon monoxide sample with ≤10 ppm in expired breath were considered abstinent [30,33,34]. Participants who self-reported abstinence (ie, not smoking even a puff) since the quit date and provided a sample with <8 ppm at the 1 week postquit follow-up visit were considered abstinent. Participants who reported smoking cigarettes on any EMA during the postquit week but reported continuous abstinence since their quit date during in-person assessments were excluded from the current analyses.

Development of Lapse Risk Estimators and Statistical Analyses

The smoking lapse risk estimator was developed using a multistep process. First, for all participants who lapsed, the time and date of the first lapse were marked in the dataset. Second, all postquit EMAs collected prior to the first reported lapse were selected and retained in the dataset. All postquit EMAs for those who did not lapse were retained in the dataset. Third, the number of lapse risk factors present during each EMA was calculated to create a lapse risk score (ie, agreeing/strongly agreeing to the presence of smoking urges and feeling stressed each received 1 point, disagreeing/strongly disagreeing to a commitment to being smoke free received 1 point, endorsing fairly easily/easily available cigarettes received 1 point, interacting with someone who was smoking received 1 point, and consuming alcohol in the past hour received 1 point). Thus, the EMA-derived lapse risk score could range from 0 to 6 points. Fourth, lapse risk scores during EMAs that occurred within 4 hours prior to lapse for those who lapsed were compared to lapse risk scores for all other EMAs (ie, EMAs for those who did not lapse in the first postquit week and EMAs that were collected prior to the specified lapse time period) to determine if lapse risk scores were symptomatic of imminent lapse. Fifth, with consideration that some variables may have a larger impact on lapse than other variables, various techniques for weighting the lapse risk variables were examined to determine if the sensitivity and specificity of the unweighted lapse risk estimator could be improved. For example, iterative strategies examined the effects of applying various weights (eg, 0.1, 0.2, 0.3) to each lapse risk factor on the sensitivity and specificity of the risk estimator [18,35]. The area under the curve in the weighted and unweighted estimators was compared.
Demographic variables and EMA measures were summarized using the mean and standard deviation for continuous variables and frequency for categorical variables. The proximity of each EMA measure to the first lapse was identified. EMAs were categorized as occurring (1) within 4 hours of the first lapse, (2) more than 4 hours before the first lapse in those who lapsed during the first week after cessation, or (3) at any time for individuals who did not lapse during the first week after cessation. Mixed-effects regression analyses were conducted to identify differences in EMA-assessed risk factors (eg, urge, stress, low cessation motivation, cigarette availability, alcohol use, interaction with others smoking) and total number of lapse risk factors between the three groups defined by proximity to first lapse, accounting for treatment group ($\alpha=.05$). Data were analyzed using STATA 13.0 (STATA Corp).

## Results

Data from 92 participants were included in the current study. Specifically, participants consisted of 52 adults who identified the moment of their first smoking lapse during the first week of a smoking cessation attempt and 40 participants who maintained verified abstinence throughout the first postquit week. The remaining study participants (ie, 54 adults) were not included in the current study because the moment of their first smoking lapse could not be determined or the participant provided inconsistent information about abstinence (ie, EMA and in-person assessments of abstinence were inconsistent or carbon monoxide measurements did not support self-reported abstinence status).

Participants (N=92) were mostly female (57%, 52/92), African American or other racial or ethnic minority (71%, 65/92), and 51.9 years old (SD 7.4) on average. Most participants were socioeconomically disadvantaged: 88% (81/92) had annual household incomes below US $25,000, 54% (50/92) were uninsured, and 82% (75/92) were unemployed. Participants smoked 18.0 cigarettes (SD 8.5) per day and had been smoking for 30.1 years (SD 9.2) on average. Participants completed a total of 4005 EMAs (mean 43.5 EMAs per participant) during the 7-day postquit period. The total number of EMAs completed by lapsers (n=52) and nonlapsers (n=40) during the first postquit week did not differ ($P=.64$). In total, 108 assessments were completed within 4 hours of the first smoking lapse, lapsers completed 322 assessments more than 4 hours before the first lapse, and 1722 assessments were completed by participants who did not lapse during the first postquit week. This subset of 2152 EMAs were included in the analyses. Because the primary aim was to use EMA data to estimate imminent risk for initial smoking lapse, the 1833 EMAs that were collected after the first lapse were not included in the current analyses.

EMA data indicated significantly higher urges ($P=0.01$), stress ($P=.002$), alcohol consumption ($P<0.001$), interaction with someone smoking ($P<0.001$), and lower cessation motivation ($P=.03$) within 4 hours of the first lapse compared with EMAs collected when lapse was not imminent. Further, the total number of lapse risk factors present within 4 hours of lapse (mean 2.43, SD 1.37) was significantly higher than the number of lapse risk factors present during periods when lapse was not imminent (mean 1.35, SD 1.04, $P<0.001$). See Table 1 for the prevalence of lapse risk factors and differences between risk factors assessed during EMAs collected within 4 hours of lapse and when lapse was not imminent.

As indicated in Figure 1, imminent lapse was much more common when participants endorsed at least 3 lapse risk factors. Specifically, lapsers endorsed ≥3 lapse risk factors in 47.2% (51/108) of EMAs completed within 4 hours of the first lapse. Participants who did not lapse during the first week of their cessation attempt endorsed ≥3 lapse risk factors in only 11.90% (205/1722) of all postquit EMAs (see Figure 1). Using a cut-off score of 3, the lapse risk estimator correctly identified imminent lapse in 47.2% (51/108) of all EMAs collected within 4 hours of lapse and correctly classified 85.18% (1741/2044) of all EMAs where lapse was not imminent. Importantly, 62% (32/52) of all participants who lapsed completed at least one EMA where lapse was imminent.

Table 1. EMA-assessed risk factors by proximity to first lapse (analyses controlled for treatment group).

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Lapsers, %</th>
<th>Abstainers, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within 4 hours of first lapse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urge</td>
<td>59.1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>49.1&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Stress</td>
<td>41.1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>18.8&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Low cessation motivation</td>
<td>17.3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>15.1&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cigarette availability</td>
<td>74.8&lt;sup&gt;a&lt;/sup&gt;</td>
<td>70.4</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>19.1&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>18.9&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Interacting with others smoking</td>
<td>33.6&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>12.9&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Number of lapse risk factors</td>
<td>2.43&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>1.83&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>4 hours before first lapse</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n=322</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urge</td>
<td>49.1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>32.8&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Stress</td>
<td>18.8&lt;sup&gt;b&lt;/sup&gt;</td>
<td>25.9</td>
</tr>
<tr>
<td>Low cessation motivation</td>
<td>15.1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.0&lt;sup&gt;a,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cigarette availability</td>
<td>70.4</td>
<td>52.6&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>18.9&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>3.4&lt;sup&gt;a,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Interacting with others smoking</td>
<td>12.9&lt;sup&gt;b&lt;/sup&gt;</td>
<td>12.1&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Number of lapse risk factors</td>
<td>1.83&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>1.27&lt;sup&gt;a,c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Risk factors different ($P<.05$) in EMAs collected ≤4 hours of first lapse and abstainers.

<sup>b</sup>Risk factors different ($P<.05$) in EMAs collected ≤4 and >4 hours of first lapse.

<sup>c</sup>Risk factors different ($P<.05$) in EMAs collected >4 hours of first lapse and abstainers.
they reported ≥3 lapse risk factors within 4 hours of their first lapse. The receiver operator characteristics (ROC) curve in Figure 2 indicates the sensitivity and specificity of the unweighted lapse risk estimator.

Various variable weighting strategies were examined to determine if weighting variables could improve the predictive ability of the lapse risk estimator. We settled on a strategy that weighted some variables more heavily than others and allowed variables to indicate increased or decreased risk of lapse. Specifically, we found that the best weighting (ie, maximizing sensitivity and specificity for the overall risk estimator) for “I have an urge to smoke” (response options ranged from 5=strongly agree, 3=neutral, and 1=strongly disagree) was to subtract 3 and multiply by 0.2 (ie, the effect of smoking urge on lapse was much smaller than some other variables included in the lapse risk estimator). This weighting allowed for low urge ratings to indicate reduced risk for lapse and high urge ratings to indicate heightened risk for lapse. The stress and cessation motivation items were weighted in a similar manner. However, interacting with other smokers and recent alcohol consumption received full points in the final lapse risk estimator formula. Interestingly, recent alcohol consumption, while much less frequently endorsed, had a much larger impact on smoking lapse risk. Finally, the best weighting of the cigarette availability item was to subtract 3 (ie, 3=“with difficulty”) and multiply by 0.7. The final weighted EMA lapse risk estimator formula is as follows:

\[
\text{Lapse risk score} = (\text{urge} - 3) \times 0.2 + (\text{stress} - 3) \times 0.2 + (\text{cigarette availability} - 3) \times 0.7 + (\text{interacting with someone smoking} \times [\text{yes}=1; \text{no}=0]) + (\text{recent alcohol use} \times [\text{yes}=1; \text{no}=0]) (\text{cessation motivation} - 3) \times 0.2
\]

Scores on the six-variable weighted lapse risk estimator could range from -2.6 to 4.2. As shown in Figure 3, imminent lapse was much more common when the weighted lapse risk score was greater than 1.0. Using a lapse risk cut-off score of 1.0, 62.0% (67/108) of all EMAs collected within 4 hours of a lapse were indicative of imminent lapse. Among EMAs in which lapse did not occur within 4 hours of the assessment, 16.98% (347/2044) were above the lapse risk cut-off score (see Figure 3). Thus, the weighted lapse risk estimator had a sensitivity of 62.0% and a specificity of 83.0%. Importantly, 80% (42/52) of all participants who lapsed had at least one EMA with a lapse risk score above the cut-off within 4 hours of their first lapse. The ROC displayed in Figure 2 indicates the sensitivity and specificity of the weighted lapse risk estimator. Analysis indicated that the area under the curve was larger in the weighted (area=0.76, 95% CI=0.71-0.81) compared to the unweighted (area=0.72, 95% CI=0.67-0.77) estimator (P<.004).

Figure 1. Number of lapse risk factors by imminent lapse status.
Figure 2. Receiver operator characteristics curve for weighted and unweighted risk estimators.

Figure 3. Weighted lapse risk scores by lapse status.
Discussion

Principal Findings

The current study used mobile phone based EMA data to estimate risk of imminent smoking lapse in a sample of smokers seeking cessation treatment at a safety-net hospital clinic. Six commonly cited smoking lapse risk factors were collected multiple times each day and used to assess risk for imminent (ie, within the next 4 hours) smoking lapse. Study results yielded three key findings. First, lapse risk estimation using real-time mobile phone based momentary assessments is feasible in socioeconomically disadvantaged smokers seeking cessation treatment. In fact, unweighted and weighted lapse risk estimators distinguished the majority of all lapsers within 4 hours of the first lapse. The presence of three or more lapse risk factors during momentary assessments was indicative of imminent lapse (ie, within 4 hours) in 62% of all lapsers during the first week of a scheduled quit attempt. However, the presence of three or more lapse risk factors did not always correspond to imminent lapse (ie, this was the case for 15% of all EMAs where lapse was not imminent). Second, differential weighting of lapse risk factors improved the lapse risk estimator. Specifically, the weighted lapse risk estimator identified 80% of all first lapses within 4 hours of the lapse while retaining a relatively low rate of false positives (ie, 17% false positive rate; 83% of true negatives were correctly identified as low risk for imminent lapse). Although choosing a lower lapse risk cut-off score would have increased the number of EMAs that were correctly identified as high risk for imminent lapse, the cost would be a greater proportion of false positives (ie, prediction of lapse when no lapse actually occurs; see ROCs in Figure 2). A third key study finding is that many participants were able to successfully cope with multiple lapse risk factors without lapsing. However, maintaining smoking abstinence in the presence of three or more of the identified lapse risk triggers was rare. Further examination of situations where participants successfully coped with heightened lapse risk is warranted and will be the focus of future analyses.

Across a range of health behaviors, tailored treatments are typically superior to the more commonly used “one-size-fits-all” treatment approach [36-38]. Treatment tailoring typically uses participant characteristics that are assessed at the baseline visit (eg, gender, level of dependence). Balmford and Borland recently used participant quitting stage (pre-quit, setting a quit date, around the quit date, and lapse) to tailor a text messaging smoking cessation intervention [39]. They also tailored the intervention to age, nicotine dependence, and gender. Most participants reported that this intervention was helpful (ie, 87.1%), and participants were willing to receive messages over long periods (ie, two thirds of participants received messages for 20-35 days) [39]. Future interventions may take this approach a step further through the use of dynamic tailoring, that is, tailoring based on data that are collected during successive EMAs. More specifically, tailored smoking cessation treatment messages (eg, text-and video-based treatment messages) may be delivered based on current lapse risk and currently present lapse risk factors (eg, stress, alcohol use, smoking urge) in real time in the natural environment.

The potential for EMA-informed treatments has only recently become possible due to the substantial increase in mobile phone ownership and use. Most Americans (ie, 72% in 2015) have active smartphones and the smartphone market share is rapidly increasing among socioeconomically disadvantaged populations [40]. For example, 50% of those who earned <US $30,000 per year reported active smartphones in 2015 [41]. Thus, mobile phone based smoking cessation apps that continuously assess for smoking lapse risk in near real time and automatically intervene may increase the ability to reach and intervene with socioeconomically disadvantaged smokers—a population with substantial barriers that hamper use of traditional smoking cessation treatments [42].

Limitations

Study findings should be considered with limitations. First, the sample was small, mostly African American, and impoverished; thus, results may not generalize to nonminority and higher income smokers. Second, many (n=54) individuals who participated in the parent study were excluded from the current analyses because the exact moment of lapse could not be determined or self-reported, and biologically confirmed abstinence was inconsistent. Identification of the moment of smoking lapse requires participant vigilance and is vulnerable to bias. Future studies should develop more passive ways to detect smoking lapse. For instance, wearable devices may be used to detect breathing patterns [43] or hand and arm gestures [44,45] that are suggestive of smoking. Third, participants were followed with EMA only during the first week after cessation, thus, the utility of the risk estimator beyond the first week after cessation is unknown. Fourth, participants received compensation for completing EMAs that were prompted by the mobile phone. Future research is needed to determine if smokers who are undergoing a smoking cessation attempt will complete brief EMAs multiple times per day without incentives. Fifth, weighting of risk estimation items was based on examination of the study data and may have resulted in overfitting the data. Unfortunately, the sample size was not large enough to conduct cross-validation analyses. Study findings should be replicated prior to use of this lapse risk estimator in other populations.

Conclusion

Real-time smoking lapse risk estimation is feasible in socioeconomically disadvantaged individuals seeking smoking cessation services. This type of lapse risk estimator may be used to estimate the likelihood of smoking lapses in near real time, enabling the creation of interventions that utilize EMA data to prompt tailored interventions that address patient needs in real time. Interventions that identify risk for lapse and automatically deliver tailored messages or other treatment components in real time could offer effective, low cost, and highly disseminable treatments to individuals without access to other more standard cessation treatments.
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Abstract

Background: To evaluate patients with fever of unknown origin or those with suspected bacteremia, the precision of blood culture tests is critical. An inappropriate step in the test process or error in a parameter could lead to a false-positive result, which could then affect the direction of treatment in critical conditions. Mobile health apps can be used to resolve problems with blood culture tests, and such apps can hence ensure that point-of-care guidelines are followed and processes are monitored for blood culture tests.

Objective: In this pilot project, we aimed to investigate the feasibility of using a mobile blood culture app to manage blood culture test quality. We implemented the app at a university hospital in South Korea to assess the potential for its utilization in a clinical environment by reviewing the usage data among a small group of users and by assessing their feedback and the data related to blood culture sampling.

Methods: We used an iOS-based blood culture app that uses an embedded camera to scan the patient identification and sample number bar codes. A total of 4 medical interns working at 2 medical intensive care units (MICUs) participated in this project, which spanned 3 weeks. App usage and blood culture sampling parameters (including sampler, sampling site, sampling time, and sample volume) were analyzed. The compliance of sampling parameter entry was also measured. In addition, the participants’ opinions regarding patient safety, timeliness, efficiency, and usability were recorded.

Results: In total, 356/644 (55.3%) of all blood culture samples obtained at the MICUs were examined using the app, including 254/356 (71.3%) with blood collection volumes of 5-7 mL and 256/356 (71.9%) with blood collection from the peripheral veins. The sampling volume differed among the participants. Sampling parameters were completely entered in 354/356 cases (99.4%). All the participants agreed that the app ensured good patient safety, disagreed on its timeliness, and did not believe that it was efficient. Although the bar code scanning speed was acceptable, the Wi-Fi environment required improvement. Moreover, the participants requested feedback regarding their sampling quality.

Conclusions: Although this app could be used in the clinical setting, improvements in the app functions, environment network, and internal policy of blood culture testing are needed to ensure hospital-wide use.
blood specimen collection; patient safety; mobile applications; mobile phone; user-computer interface; bar codes; patient identification systems

Introduction

Owing to the increase in the widespread use of mobile phones and improvements in wireless networks, the role of mobile health (mHealth) is growing [1-3]. By using this service, patients can be cared for by health care providers at any location and at any time, thus overcoming the limitations of time and space [4,5]. mHealth can help to realize the advantages of health information technology in point-of-care settings [6-8]. In particular, this service can provide information on drugs and diseases and can support clinical decisions [9-11]. Moreover, mHealth—a useful tool for both patients and health care providers—can serve as a tool to overcome the limitations of conventional medical services [3,5]. The services available via mHealth include monitoring of an individual’s condition, collection of health data, and prediction of health problems [2,3,5,6,8]. mHealth can also affect the decisions of physicians based on certain algorithms and can provide it with patient data. Thus, this service enables clinicians to make rapid and precise decisions by reducing errors and facilitates convenience in data access [1,8]. Furthermore, mHealth can be used for quality improvement at tertiary hospitals, wherein considerable information and recommendations are exchanged between patients and clinicians [1,8,12].

To evaluate patients with fever of unknown origin or those with suspected bacteremia, the precision of blood culture tests is critical [13-16]. The processes and parameters for blood culturing should strictly adhere to the guidelines of blood culture tests [14,17-20]. Among the parameters for blood cultures, sample volume [14,18], sampling site [12,21], and sampling time [22] are the most important factors affecting the sensitivity and specificity for detecting organisms in the bloodstream. An inappropriate step in the test process or error in a parameter could also lead to a false-positive result, which could then affect the direction of treatment in critical conditions [14,23-27]. As many clinicians are unaware of these guidelines, it is important to monitor the test process for better management and improved quality [28]. mHealth apps can be used to resolve problems with blood culture tests [29], and such apps can hence ensure that the point-of-care guidelines are followed and the processes are monitored for blood culture tests [2,6].

The checking of clinical information, such as the patient’s identity or doctor’s order, by using a mobile phone has been shown to improve workflow efficiency in clinicians [6]. However, to our knowledge, there is no mobile app that indicates the correct methods for blood sampling, monitors the process of sampling, and accordingly recommends quality improvement measures in blood culture tests. Recently, a mobile phone app for blood culture testing was developed at Asan Medical Center, a tertiary hospital in South Korea [30]. The “Blood Culture” app provides the information of patients who require blood culture tests and monitors the tests by recording the time of sampling, amount of blood sampled, and sampling sites. Before this, such data were not collected in the hospital. In this feasibility study, we implemented the app in medical intensive care units (MICUs) to assess the potential for its utilization in a clinical environment, by reviewing the usage data among a small group of users and by assessing their feedback and the data related to blood culture sampling.

Methods

Introduction to the Blood Culture App

The Blood Culture app was developed for iPod touch and iPhone (iOS version 5.1.1; Apple Inc) from June 2011 to June 2012 by a team of doctors from the departments of laboratory medicine, infectious diseases, emergency medicine, and biomedical informatics; a nurse; and 2 technicians from the medical information office. First, through an analysis of the process of blood culture test sampling, blood culture sampling parameters were defined to guide clinicians in the use of the Blood Culture app. The blood culture sampling parameters were defined based on 2 purposes: to monitor the process of blood culture test sampling (such as blood sampling sites, blood sampling volume, sampling time, and samplers’ names) and to support streamlined workflow at the point of care by checking the patient’s identity and doctor’s order in real time (such as the names of patients who needed blood culture tests, patient identification numbers, and blood culture test numbers). The processes of scanning the bar codes of the blood culture bottle and the patient identification band, as well as the process of entering the sampling parameters, were newly added to the blood culture sampling protocol.

With regard to features, the app enables matching between the prescribed blood culture test and the information of patients who need the test in real time, and it facilitates the entry of blood culture sampling parameters. Using a certified clinician’s identification number and password, participants could download the app from the research hospital’s app store via the research hospital intranet (Wi-Fi network). The app could be used on 3G (third-generation) and Wi-Fi networks. Using JavaScript Object Notation, the app communicates with the hospital gateway server, which prohibits direct access to the legacy database via device certification and encryption functions. Thereafter, the gateway server communicates with the legacy system (hospital information system; Figure 1).
To ensure that the app functioned in a precise and quick manner in the clinical setting, the performance of bar code scanning with the iPod touch (fourth generation), iPhone 3GS, iPhone 4, and iPad 2 (Apple Inc) was tested by 3 doctors from the departments of laboratory medicine, infectious diseases, and emergency medicine, as well as by a nurse from the medical information office. The bar code scanning performance of the smart devices was found to be acceptable and no errors were noted during the performance test. To prevent sample contamination by a mobile phone, we educated users to match information between the prescribed blood culture test and the patients’ identification by scanning the bar code before blood sampling, proceeding with the blood sampling process using an aseptic technique, and then entering the blood culture...
sampling parameters. The protocol for using the Blood Culture app is illustrated in detail in Figure 2.

**Study Design and Setting**

This study was conducted at our research hospital located in Seoul, South Korea, which has 2670 beds and a home-grown hospital information system (HIS). A computerized physician order entry method via a laboratory information system (LIS) was adopted in the early 1990s and electronic medical records were established in 2004 [30]. This feasibility study was conducted in 2 MICUs between July 4, 2012, and July 26, 2012, (over 3 weeks) by 4 medical interns with the iPhone 3GS. The 2 MICUs were selected by the app development team based on the frequent blood culture tests conducted and the critical nature of the results at those MICUs. The Wi-Fi protocol used was the IEEE (Institute of Electrical and Electronics Engineers) 802.11a. One of the participants (doctor A) was involved in the study for only 7 days (July 20, 2012, to July 26, 2012) owing to dispatch to other hospitals before enrollment. The study participants who agreed to voluntarily participate in this study were selected and provided informed consent. The study was approved by the institutional review board of the hospital.

**Data Analysis**

We collected log data from the participants to determine the usage pattern, including compliance and data accuracy, as well as the subjective opinions of the participants to assess the expected effects of the app, such as patient safety, timeliness, and efficiency. The log data were collected and saved from the app and also included blood sampling sites, blood sample volume, sampling time, and samplers’ identification numbers. Compliance was determined based on the completeness of the blood culture sampling parameters, whereas data accuracy was determined based on the error reports from users regarding whether a mismatch occurred between the entered data and the data shown in the app. The subjective assessments of the participants were collected primarily via a written survey with an open-ended questionnaire on their satisfaction with and suggestions for the app; moreover, face-to-face or telephone interviews were conducted with the 4 participants individually within 10 minutes to test the accuracy of the survey. The user survey was administered to the doctors only after their MICU rotations to avoid any biased opinions and owing to concerns that the survey could influence their performance records.

The descriptive analyses of the app usage and the blood culture sampling parameters were conducted using SPSS version 18.0 statistical software package (IBM Corporation).

**Results**

**Blood Culture App Data**

The Blood Culture app was used to record the blood culture tests in clinical practice a total of 356/644 times (55.3% of all cases) over 3 weeks—an average of 15.5 times per day. A total of 644 blood culture tests were conducted in the MICUs during the study period. The daily use frequency of the app is shown in Figure 3, and the frequency of use gradually increased as the study progressed. The distribution of the entered blood culture sampling parameters is illustrated in Figure 4. In particular, 5-7 mL of blood was collected from 254/356 cases (71.3%), with a mean volume of 4.6 (SD 1.6) mL per bottle (Table 1), and samples were collected via the peripheral veins in 256/356 cases (71.9%). The sample volumes differed among the participants. Although blood sampling by doctor B was sufficient in all cases, blood sampling by doctor A was insufficient in all cases; however, the reason could not be ascertained.

To determine the compliance of entering the blood culture sampling parameters, the entry of all the parameters was carefully assessed. All the parameters were entered in 354/356 cases (99.4%) but not in 2/356 cases (0.6%) where the blood sample volume was recorded as 0 mL (the default value of the volume field). The users were asked if they entered the volume field correctly in order to assess whether there were any errors in the data saving stage for small values, and the users specified whether the data shown accurately reflected the data entered. No differences between the entered data and data shown in the app were reported by the users. In addition, no abnormal values were observed in the LIS.

| Table 1. Comparison of blood culture sample volume and sampling site data recorded by 4 medical interns (N=356). |
|---|---|---|---|---|---|
| Parameters | Doctor A n (%) | Doctor B n (%) | Doctor C n (%) | Doctor D n (%) | Sum n (%) |
| Blood culture sample volume per bottle (mL)a | | | | | |
| Mean (SD) | 2.4 (0.6) | 6.2 (1.4) | 4.7 (0.7) | 4.3 (1.6) | 4.6 (1.6) |
| <5 | 50 (100.0) | 4 (4.3) | 20 (21.7) | 28 (23.0) | 102 (28.7) |
| ≥5 | 0 (0.0) | 88 (95.7) | 72 (78.3) | 94 (77.9) | 254 (71.3) |
| Blood culture sampling site | | | | | |
| Peripheral vein | 34 (68.0) | 68 (73.9) | 68 (73.9) | 86 (70.5) | 256 (71.9) |
| Central catheter | 16 (32.0) | 24 (26.1) | 24 (26.1) | 36 (29.5) | 100 (28.1) |

aThe blood volume fields that were not filled were considered as 0 mL (default value).
Figure 3. Daily usage frequency of the Blood culture app. All participants were on leave on D3, D8, and D19 (asterisk). The Blood Culture app was used for blood culture testing a total of 356 times (356/644 times, 55.3%) over 3 weeks—an average of 15.5 times/day. D represents the days during the study period.
Figure 4. Distribution of blood culture sample volume data recorded by the Blood Culture app. A total of 5-7 mL of blood was collected in 254 cases (254/356 cases, 71.3%), and the mean volume was 4.6 (SD 1.6) mL.

Survey Regarding the Blood Culture App
The participants' opinions of the app, including patient safety, timeliness, and efficiency were assessed. First, with regard to patient safety, all the participants stated that the app had positive effects due to double checking via bar code scanning with the mobile phone camera in real time. Some of the comments made by the users were as follows: “It was great that bar code scanning could confirm that the patient who needed the blood culture test was correct, in addition to checking the patient’s name card or calling out patient’s name,” and “As the app ensured double checking of the patients and specimens, I was able to pay greater attention to the blood sampling.”

With regard to timeliness, differing opinions were noted among the participants (2 positive opinions and 2 negative opinions). However, the negative opinions were not related to the app itself but were instead related to the network environments in the hospital. Some of the comments made by the users were as follows: “The speed of bar code scanning of the patient wrist bands and specimens was fine,” and “The slow loading time and time for user login into the app due to the Wi-Fi connection were a hindrance.”

With regard to efficiency, no positive comments were noted, possibly because a new process for entry of blood culture sampling parameters was added to the overall protocol. Of the participants, 2 reported that they were unsure whether the app
enabled efficiency, whereas the other 2 participants reported negative opinions. Some of the comments made by the users were as follows: “If the work of entering the blood culture sampling parameters is made mandatory, then I would like to use the app. However, I am currently not sure about the need for inputting the blood culture sampling parameters,” and “I have many things to do during the day. Do I also need to enter blood culture sampling parameters such as blood sample volumes and sites in addition to my daily tasks?”

The participants also provided suggestions for improvement of the app, including features such as screen layout and input mode, integration of the app with the HIS, and the hospital intranet. Some of the comments made by the users were as follows: “I would like to verify that the entered blood culture sampling parameters are stored correctly in the LIS,” and “I would like to view the blood culture results on the app as well as on the LIS.”

**Discussion**

**Principal Findings**

In this feasibility study, we found that the compliance to data entry was satisfactory (354/356, 99.4%) in the clinical setting. No error related to data entry via the app was noted. With regard to the satisfaction level and expectation of effectiveness, all the participants reported positive opinions. However, improvements in the network environment and work process policy were requested for improving timeliness and efficiency.

Although only a small group was tested, the Blood Culture app was found to promote patient safety by the users. Patient identification support and improvement of the blood culture test quality could further enhance patient safety. However, to improve test quality, it is important to educate and guide clinicians as the blood sampling performance could affect the accuracy of the test [18,21,31]. In particular, the volume of sampled blood is the most important factor influencing a correct result [13,15,26]. Mermel and Maki [26] reported that insufficient volume collection often occurs because only a few clinicians and nurses are aware of the vital influence of collection volume on blood culture sensitivity. Hence, increasing the awareness of clinicians regarding this aspect during the point-of-care process and management of test quality represent important solutions. The Blood Culture app was developed for such purposes at the point of sampling. In our study, insufficient collection was noted in 28.7% (102/356) of the cases, although most cases (254/356, 71.3%) showed sufficient blood volume collection (5-7 mL). Accordingly, information on blood volume could be used as an index of reliability. The Blood Culture app can also be used to provide appropriate feedback and to reeducate samplers with relatively frequent errors. In fact, the participants also requested feedback regarding their blood culture quality during the survey.

**Comparison With Prior Work**

The Blood Culture app described herein differs from other existing medical apps. It directs the actions of clinicians, helps clinicians identify patient information and enter patient-related data in an app connected to the HIS, and monitors the activity of clinicians for quality improvement. Thus, the app can be used to improve patient safety, timeliness, and efficiency for blood culture testing. To guide clinicians more effectively, the app can be upgraded to provide information on the steps for disinfecting hands and disinfecting skin, as well as knowledge about the sterile glove technique. The effective implementation of the app can reduce the gap between the guidelines and actual clinical practice. Consequently, the quality control of the blood culture process could improve patient outcomes, reduce inappropriate antibiotic use and antibiotic resistance, and promote treatment efficiency.

The times for blood culture order, sample submission, and reporting of results have been routinely recorded at our research hospital. However, blood culture sampling parameters—essential data for blood culture quality control—are not collected and managed. The Blood Culture app attempted to collect such information at the point of blood sampling. The speed of the app and ease of data entry were considered to be good, although 2 limitations were cited—weak wireless network environment and the need for data entry. Slow loading time and log-in delay occurred because of the weak wireless network environment or communication with the HIS. These can be overcome by improving the network environment of the hospital and adding an automatic log-in or touch ID feature with the app.

However, the need for recording the blood culture sampling parameters cannot be emphasized without a change in the internal hospital policy regarding the collection of such information to improve test quality. Without such a policy, the app could be considered inefficient and unnecessary. In the departments of laboratory medicine and infectious diseases in the hospital, the policy regarding the recording of blood culture sampling parameters was obligatorily revised, although the change was only recently finalized. Once it is established and appropriately introduced, the app could be widely used to record information correctly and promptly. However, it may be more efficient to record such information via a desktop computer, depending on the sampler’s memory after the procedure. In fact, a desktop version and upgrade versions (for Apple’s iOS and Google’s Android operating systems) of the app were developed and implemented for computerized physician order entry in April 2013.

**Lessons Learned**

We determined the features that could ensure active use of the app in clinical practice: app functionality for users, high-speed and seamless wireless network, and favorable internal policy. The app can be upgraded to provide more information regarding appropriate blood culture techniques and feedback on the user’s test quality, which could improve the skills of the samplers. A high-speed wireless network and seamless connection to the HIS are essential for its use in the point-of-care settings; the lack of such utilities could cause frustration for users. In addition, an internal policy regarding the recording of blood culture sampling parameters should be established to manage and improve blood culture quality. Strategies to manage such data and guide clinicians could consequently improve the quality of the tests. Our findings may also be useful for individuals
Limitations and Future Studies

This study had certain limitations, including the small number of participants, short study period, and single study site. Although the study findings indicated the potential for mobile app implementation in point-of-care settings, the effects of the app on sample volume, patient identification, or contamination rate were not assessed. To control the contamination rate, the app should include aseptic technique guidelines or a program for auditing the data on contaminated blood culture samples; however, it would be conducted in a manner that does not involve apportioning blame. With regard to blood sampling, there is a possibility of overrecording by samplers; however, the participants did not receive any penalty for insufficient sample volume in this study. If an internal policy recommends a penalty for such cases, the samplers may tend to overrecord the sample volume. In those cases, the app cannot be used for quality control. Hence, another solution, such as automatic blood culture volume measurement in the laboratory, is needed.

Moreover, we could apply the app’s features, including checking the patient’s identity and doctor’s order in real time, to the sampling processes of other blood tests as well as blood transfusions and the administration of medications.

The data collected from the app, such as sample volume, sampling time, and sampling site of blood culture, could indicate quality improvements in the test, such as the measurement of guideline adherence and evidence of the hospital policy regarding sampling. Further studies that compare the conventional process with the new process (with the app) in terms of impact of contamination, blood volume, or patient identification would be useful for individuals managing hospital infection and implementing mHealth apps in clinical practice.

Conclusions

The Blood Culture app can be applied in the clinic and can be used to provide real-time information, input patient data at the bedside, and manage blood sample quality. If internal policy makes the recording of blood culture sampling parameters an obligation, then clinicians would be more inclined to use the app than a desktop-based program.
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Abstract

Background: Mental health conditions are prevalent among US veterans and pose a number of self-management and health care navigation challenges. Post-Traumatic Stress Disorder (PTSD) with comorbid chronic medical conditions (CMCs) is especially common, in both returning Iraq or Afghanistan and earlier war-era veterans. Patient-facing electronic health (eHealth) technology may offer innovative strategies to support these individuals’ needs.

Objective: This study was designed to identify the types of eHealth tools that veterans with PTSD and comorbid CMCs use, understand how they currently use eHealth technology to self-manage their unique health care needs, and identify new eHealth resources that veterans feel would empower them to better manage their health care.

Methods: A total of 119 veterans with PTSD and at least one CMC who have used the electronic personal health record system of the US Department of Veterans Affairs (VA) responded to a mailed survey about their chronic conditions and preferences related to the use of technology. After the survey, 2 focus groups, stratified by sex, were conducted with a subgroup of patients to explore how veterans with PTSD and comorbid CMCs use eHealth technology to support their complex health care needs. Focus groups were transcribed verbatim and analyzed using standard content analysis methods for coding textual data, guided by the “Fit between Individual, Task, and Technology” framework.

Results: Survey respondents had a mean age of 64.0 (SD 12.0) years, 85.1% (97/114) were male, 72.4% (84/116) were white, and 63.1% (70/111) had an annual household income of < US $50,000. Mean score on a measure of eHealth literacy was 27.7 (SD 9.8). Of the respondents, 44.6% (50/112) used health-related technology 1 to 3 times per month and 21.4% (24/112) used technology less than once per month. Veterans reported using technology most often to search for health information (78.9%, 90/114), communicate with providers (71.1%, 81/114), and track medications (64.9%, 74/114). Five major themes emerged that describe how eHealth technology influences veterans with PTSD and comorbid CMCs: (1) interactions with social support, (2) condition management, (3) access to and communication with providers, (4) information access, and (5) coordination of care.

Conclusions: The “Fit between Individual, Task, and Technology” model provided a useful framework to examine the clinical tasks that arose for veterans and their resourceful adoption of eHealth tools. This study suggests that veterans who use the Web are eager to incorporate eHealth technology into their care and self-management activities. Findings illustrate a number of ways in which the VA and eHealth technology developers can refine existing applications, develop new resources, and better promote tools that address challenges experienced by veterans with PTSD and comorbid CMCs.
stress disorders, post-traumatic; telemedicine; electronic mail; social media; self-care; computer literacy

Introduction

Foremost among the challenges facing the US Department of Veterans Affairs (VA) is providing care for the more than 40% of VA patients who are suffering from mental health disorders [1]. The most commonly diagnosed mental health disorder at VA facilities is Post-Traumatic Stress Disorder (PTSD), occurring in 13% to 21% of veterans [1-5]. The symptoms associated with PTSD—intrusive memories, flashbacks (vivid recollections of the event), avoidance of stimuli associated with a trauma, negative mood, difficulty concentrating, and hyperarousal [6]—can substantially and negatively impact veterans’ abilities to cope with stress, function socially, and maintain employment [7-10]. Untreated PTSD is also associated with high rates of domestic violence, homelessness [11], and suicide attempts [12-14]. Not surprisingly, PTSD symptoms can impair veterans’ abilities to manage their health care needs [15].

To further complicate matters, PTSD often co-occurs with a number of chronic medical conditions (CMCs) [15,16]. Veterans with PTSD have high rates of circulatory, digestive, musculoskeletal, endocrine-nutritional, respiratory, infectious, and nervous system diseases [17-21]. In a national study of Iraq and Afghanistan veterans, 20% of men and 32% of women with PTSD had 10 or more diagnosed comorbid medical disorders [22]. These veterans can face especially complex self-management and health care navigation challenges associated with symptom control, treatment regimen adherence [23], and engagement in multiple medical services [24].

The potential for electronic health (eHealth) resources to better promote wellness in veterans with PTSD and comorbid CMCs depends on understanding patients’ health needs and preferences related to technology [25,26]. Among veterans in general, recent research suggests that about 70% of them access the Web [27], and of those veterans, many also use eHealth technology [28,29]. For example, veterans have been reported to access Web-based medical information [29], communicate with providers over secure messaging [30], access personal health records (PHRs) [31], and use Web-based and mobile apps to manage their symptoms [32]. Additionally, VA patients have been found to use social media to search for others with similar health problems at about the same rate as nonveterans [28].

To date, however, very little research has examined eHealth use among veterans with PTSD. One study that surveyed veterans who attended a VA PTSD outpatient clinic ([32]; N=188) found that 76% reported having access to a mobile phone or tablet device. Among this group, 85% expressed interest in accessing eHealth apps and 28% had accessed such an app. A study of 600 Iraq/Afghanistan era veterans [33] found that, compared with their peers, those who screened positive for PTSD were less willing to use various eHealth modalities, including online computer-based programs (50.6% vs 30.9%), text messaging (35.6% vs 24.3%), clinical telehealth (ie, the use of electronic media to facilitate real-time health care in the home; 52.7% vs 25.4%), and social networking sites (52.5% vs 34.8%). To better understand the needs and challenges facing veterans, Aponte and colleagues [29] recommended conducting follow-up studies on special populations of veterans, such as those suffering from PTSD and comorbid CMCs.

Given the multiple challenges that veterans with PTSD and comorbid CMCs face, it is vital to understand the ways in which the needs of these veterans interface with the types of eHealth resources available, as well as the health-related tasks veterans prefer and desire. The goals of this investigation were threefold: (1) to identify the types of eHealth tools used by veterans with PTSD and comorbid CMCs who use the Internet, (2) to understand how they currently utilize eHealth technology, and (3) to identify new eHealth resources that veterans feel would empower them to better manage their health care.

Methods

Study Design and Participants

We report on secondary data analyses from a sequential, mixed methods study comprising a survey followed by focus groups [34]. In 2012, a survey was mailed to a random sample of 1500 patients who receive care at a VA facility in northern California. Because the goal was to study individuals who use technology for health-related purposes, inclusion criteria for the mailing consisted of all patients who were registered users of the VA's electronic PHR system. Of patients recruited, 479 responded to the survey (response rate of 31.93%, 479/1500). Of these, 119 patients reported having PTSD and at least one CMC and serve as the sample for the analyses reported here. Study procedures were approved by the Stanford University Institutional Review Board.

Survey Design and Administration

For descriptive purposes, the survey asked patients to self-report their current health conditions using a list of 29 conditions that included “Post-Traumatic Stress Disorder.” Respondents could also write in additional conditions [34]. Because no validated and reliable item was available to assess comfort with technology when we developed this study, we adapted items from previous assessments of veterans [35] and nonveterans [36]. Respondents were asked: “Please describe how comfortable you are using the following types of technology,” with response options including “no experience” and a 5-point scale ranging from “very uncomfortable” to “very comfortable.” Participants then indicated whether or not they had experience using any of these technology modalities to help them manage their health care, the frequency of such use, and for what activities (eg, search for health information, buy medications or medical supplies, and communicate with providers).
The 8-item eHEALS (eHealth Literacy Scale) [37] was used to measure eHealth literacy, including respondents’ perceived knowledge, comfort, and skill at finding, evaluating, and applying electronic health information to health problems. Items are measured on a 5-point Likert-type scale ranging from 1 (strongly disagree) to 5 (strongly agree). The summed scores range from 8 to 40 [38]. This measure has been found to consistently capture the concept of eHealth literacy (coefficient alpha = .88; [39]). The scale correlates with consumer comfort and skill in using information technology. Principal components analysis produced a single factor solution (56% of variance).

**Focus Group Procedures and Content**

Among the 119 individuals with PTSD and at least one CMC who completed the screening survey, 35 met eligibility criteria (29.4%, 35/119) for the focus groups (≥3 chronic conditions and experience using technology to help them care for their health or manage their health care, and having received care at the VA facility). Using purposive sampling, we constructed 2 focus groups of patients with PTSD, stratified by sex to enable a forum for discussing potentially sensitive topics (eg, military sexual assault). Sampling considerations included patients’ experiences with PTSD and multimorbidity, their experience with technology, and their availability to participate in a scheduled group. Of the 35 eligible patients with PTSD, 10 (29%, 10/35) participated in one of the focus groups.

The 2 sex-stratified groups consisted of 7 men and 3 women. Written informed consent was obtained from each focus group participant, and each received a US $50 gift card for participation. The focus groups were moderated by a trained research specialist using a semistructured guide [40]. The “Fit between Individual, Task, and Technology” (FITT) framework was used to guide the focus group content. The FITT framework is based on the idea that eHealth adoption depends on the match between the attributes of the user, the attributes of the technology, and the attributes of the clinical tasks and processes that a user needs to complete [41]. Thus, the framework was used to (1) examine the tasks that arise for veterans as a result of having to manage PTSD and comorbid CMCs, (2) determine current eHealth resources that aid patients with PTSD and comorbid CMCs in meeting these challenges, and (3) identify how eHealth resources could be further developed to better serve this population.

**Data Analysis**

Descriptive summary statistics were computed for demographic and technology variables. Focus groups were transcribed verbatim and analyzed using standard content analysis methods for coding textual data [42]. As described elsewhere [40], transcript coding, supported by ATLAS.ti software (ATLAS.ti Scientific Software Development GmbH), was conducted as part of a larger project with guidance from qualitative research experts. Two research specialists then read through the documents to gain a sense of the data as a whole and then separately coded written responses for the groups with PTSD and comorbid CMCs to identify unique technology practices and needs.

**Results**

**Participant Characteristics**

Table 1 presents characteristics of survey respondents and focus group participants, facilitating qualitative comparison of characteristics such as age, sex, race/ethnicity, education, income, and chronic condition number. Survey respondents had a mean age of 64.0 (SD 12.0) years, 85.1% (97/114) were male, 72.4% (84/116) were white, and 63.1% (70/111) had an annual household income of < US $50,000. Focus group participants (n=10) had a mean age of 57.4 (SD 3.8) years, 70% (7/10) were male, 70% (7/10) were white, and 60% (6/10) had an annual household income of < US $50,000. Additionally, the large majority of the survey sample (92.4%, 110/119) and all focus group participants had 3 or more CMCs (Table 1). As shown in Table 2, the most common CMCs were chronic pain, high blood pressure, and arthritis or rheumatism, experienced by 57.1% (68/119), 49.6% (59/119), and 44.5% (53/119) of the entire sample, respectively, with comparable rates among focus group participants.
Table 1. Survey respondent characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Survey respondents without PTSD&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Survey respondents with PTSD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Focus group participants&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) n (%)</td>
<td>Mean (SD) n (%)</td>
<td>Mean (SD) n (%)</td>
</tr>
<tr>
<td>Age, years (N&lt;sub&gt;SR&lt;/sub&gt;=114, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=343)</td>
<td>66.0 (11.3) 64.0 (12.0) 57.4 (3.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (N&lt;sub&gt;SR&lt;/sub&gt;=114, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=342)</td>
<td>23 (6.7) 17 (14.9) 3 (30.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race&lt;sup&gt;f&lt;/sup&gt; (N&lt;sub&gt;SR&lt;/sub&gt;=116, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=316)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>289 (91.5) 84 (72.4) 7 (70.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>14 (4.4) 11 (9.6) 0 (0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic (N&lt;sub&gt;SR&lt;/sub&gt;=115, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=341)</td>
<td>21 (6.2) 12 (10.5) 2 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other, non-Hispanic</td>
<td>28 (8.9) 9 (7.9) 2 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment&lt;sup&gt;f&lt;/sup&gt; (N&lt;sub&gt;SR&lt;/sub&gt;=118, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=343)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>58 (16.9) 12 (10.2) —</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>37 (10.8) 6 (5.1) —</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>207 (60.4) 54 (45.7) 7 (70.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>60 (17.5) 56 (47.5) 6 (60.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>35 (10.2) 20 (16.9) 2 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>4 (1.2) 7 (5.9) 2 (20.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (N&lt;sub&gt;SR&lt;/sub&gt;=118, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=342)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school degree or less</td>
<td>39 (11.4) 12 (10.2) —</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>131 (38.3) 62 (52.5) 6 (60.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College degree or more</td>
<td>172 (50.3) 44 (37.3) 4 (40.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual household income, US $ (N&lt;sub&gt;SR&lt;/sub&gt;=111, N&lt;sub&gt;NoPTSD&lt;/sub&gt;=320)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$50,000</td>
<td>193 (60.3) 70 (63.1) 6 (60.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$50,001-$75,000</td>
<td>53 (16.6) 32 (28.8) 3 (30.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;$75,001</td>
<td>74 (23.1) 9 (8.1) 1 (10.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of comorbid conditions</td>
<td>3.3 (1.9) 5.3 (2.3) 5.2 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>129 (37.2) 9 (7.6) —</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 3</td>
<td>212 (61.1) 110 (92.4) 10 (100)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> PTSD: Post-Traumatic Stress Disorder.
<sup>b</sup> Sample includes 347 individuals unless otherwise indicated.
<sup>c</sup> Sample includes 119 individuals unless otherwise indicated.
<sup>d</sup> N<sub>SR</sub>: number of survey respondents with PTSD.
<sup>e</sup> N<sub>NoPTSD</sub>: number of survey respondents without PTSD.
<sup>f</sup> For race and employment, participants could answer more than one.
Table 2. Chronic medical conditions reported by study participants.

<table>
<thead>
<tr>
<th>Chronic medical conditiona</th>
<th>Survey respondents without PTSDb (n=347), frequency n (%)</th>
<th>Survey respondents with PTSD (n=119), frequency n (%)</th>
<th>Focus group participants (n=10), frequency n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic pain</td>
<td>130 (37.5)</td>
<td>68 (57.1)</td>
<td>6 (60.0)</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>211 (60.8)</td>
<td>59 (49.6)</td>
<td>5 (50.0)</td>
</tr>
<tr>
<td>Arthritis or rheumatism</td>
<td>127 (36.6)</td>
<td>53 (44.5)</td>
<td>4 (40.0)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>102 (29.4)</td>
<td>24 (20.2)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Depression</td>
<td>51 (14.7)</td>
<td>73 (61.3)</td>
<td>8 (80.0)</td>
</tr>
<tr>
<td>Lung or breathing problem</td>
<td>64 (18.4)</td>
<td>22 (18.5)</td>
<td>2 (20.0)</td>
</tr>
<tr>
<td>Prostate problems</td>
<td>64 (18.4)</td>
<td>15 (12.6)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Headaches or migraines</td>
<td>29 (8.4)</td>
<td>34 (28.6)</td>
<td>4 (40.0)</td>
</tr>
<tr>
<td>Cancer</td>
<td>34 (9.8)</td>
<td>18 (15.1)</td>
<td>2 (20.0)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>30 (8.7)</td>
<td>7 (5.9)</td>
<td>2 (20.0)</td>
</tr>
<tr>
<td>Kidney problem</td>
<td>26 (7.5)</td>
<td>8 (6.7)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Chronic fatigue syndrome</td>
<td>10 (2.9)</td>
<td>10 (8.4)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Other</td>
<td>115 (33.1)</td>
<td>30 (25.2)</td>
<td>4 (40.0)</td>
</tr>
</tbody>
</table>

aParticipants were able to circle more than 1 condition.
bPTSD: Post-Traumatic Stress Disorder.

Use of eHealth resources is presented in Table 3. Within the entire sample, 44.6% (50/112) of respondents used health-related technology 1 to 3 times per month and 21.4% (24/112) used technology less than once per month. eHealth technology was most commonly used to search for health information (78.9%, 90/114), communicate with providers (71.1%, 81/114), and track medications (64.9%, 74/114). The survey respondents and focus group participants were similar in that virtually all members of both groups had used and were comfortable using computers, the Web, and email. Similarly, both groups were less comfortable (and had less experience) using eHealth technology to visit support groups, make clinical telehealth calls, or participate in health-related mobile apps or games. Mean score on the eHEALS was 27.7 (SD 9.8) among survey respondents and 31.1 (SD 5.4) among focus group participants.
Table 3. Study participants with post-traumatic stress disorder and their comfort with and experience using technology for health-related purposes.

<table>
<thead>
<tr>
<th>eHealth Technology Use</th>
<th>Survey respondents n (%)</th>
<th>Focus group participants n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health-related technology use (N_SR=a=116, N_FGP=b=10)</td>
<td>104 (90.0)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Frequency of health-related technology use (N_SR=100, N_FGP=10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>8 (8.0)</td>
<td>2 (20.0)</td>
</tr>
<tr>
<td>1-5 times per week</td>
<td>18 (18.0)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>1-3 times per month</td>
<td>50 (50.0)</td>
<td>7 (70.0)</td>
</tr>
<tr>
<td>Less than once per month</td>
<td>24 (24.0)</td>
<td>—</td>
</tr>
<tr>
<td>eHealth activities (N_SR=114c, N_FGP=10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Searched for health information</td>
<td>90 (78.9)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Communicated with provider</td>
<td>81 (71.1)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Tracked medication list</td>
<td>74 (64.9)</td>
<td>9 (90.0)</td>
</tr>
<tr>
<td>Tracked medical information</td>
<td>56 (49.1)</td>
<td>8 (80.0)</td>
</tr>
<tr>
<td>Bought medications or supplies</td>
<td>40 (35.1)</td>
<td>5 (50.0)</td>
</tr>
<tr>
<td>Made treatment decisions</td>
<td>49 (43.0)</td>
<td>9 (90.0)</td>
</tr>
<tr>
<td>Visited online support group</td>
<td>15 (13.2)</td>
<td>3 (30.0)</td>
</tr>
<tr>
<td>Used health-related mobile app (N_SR=115)</td>
<td>19 (16.5)</td>
<td>4 (40.0)</td>
</tr>
<tr>
<td>Participated in health-related competition or game</td>
<td>5 (4.4)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (11.4)</td>
<td>1 (10.0)</td>
</tr>
<tr>
<td>Experience using technology (N_SR=113, N_FGP=9)d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computers (N_SR=112)</td>
<td>112 (100)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>The Web</td>
<td>112 (99.1)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Email (N_SR=111)</td>
<td>110 (99.1)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Text messaging (N_SR=111, N_FGP=8)</td>
<td>94 (84.7)</td>
<td>7 (87.5)</td>
</tr>
<tr>
<td>Social media (N_SR=111)</td>
<td>81 (73.0)</td>
<td>7 (78.0)</td>
</tr>
<tr>
<td>Video calling</td>
<td>76 (67.3)</td>
<td>6 (67.0)</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>90 (79.6)</td>
<td>8 (89.0)</td>
</tr>
</tbody>
</table>

aN_SR: number of survey respondents.
bN_FGP: number of focus group participants.
cN_SR=114 for eHealth activity unless otherwise specified.
dN_SR=113 and N_FGP=9 unless otherwise specified.

Focus Group Themes

Five major themes describe how eHealth technology influences veterans with PTSD and comorbid CMCs, including their (1) interactions with social support, (2) condition management, (3) access to and communication with providers, (4) information access, and (5) coordination of care. Quotes from focus groups that represent each theme appear in an abbreviated version in Table 4. See Multimedia Appendix 1 for the complete list of quotes from the focus groups.

Interactions With Social Support

Four subthemes emerged that describe how technology influences veterans’ interactions with their social support.

Receiving Support

Veterans with PTSD and comorbid CMCs reported using technology to overcome difficulties connecting socially with others in person or via the telephone. In particular, texting and social media were seen as useful for connecting with others without the stressors of social interaction, such as becoming “too emotional.”
Providing Mutual Support
Several Veterans described using technology to facilitate mutual support within specific groups of veterans, for example women who attended a retreat together. Others stated that they were still seeking a means to connect with one another via social media. For example, a veteran who is attending a university was “trying to get our own place (social media site) to meet so that the veterans can stay together and kind of help each other with the school issues.” In other words, technology can allow veterans to connect with peers and maintain supportive relationships when face-to-face support is not feasible.

Obtaining Support to Cope With Symptoms or a Crisis
Veterans also reported using email and text messaging technology to give and receive support in times of crisis. Veterans indicated that they felt more comfortable using technology to connect with a peer or a professional who knew them, rather than someone they did not know, to help them cope with feelings of depression and suicidality. One veteran stated, “...when I got to my point where I was really at my lowest, you know, I called (my therapist) in the middle of the night and she arranged for someone to come pick me up...If I hadn’t had that, you know, I probably wouldn’t have gone to (the) emergency room or called 9-1-1 or called one of those crisis lines where you have to talk to some stranger.”

Deterring Social Support
Veterans also recognized that excessive use of technology, including social media, could promote avoidance of face-to-face socialization, which in turn sometimes fueled isolation. One veteran stated, “I think sometimes I feel safe on the computer or Facebook but...sometimes it doesn’t really get you out to meet people...Facebook is good but, sometimes, too much is not good.”

Condition Management
Three subthemes emerged that describe how technology is used to help veterans manage their medical conditions.

Using Web-Based Tools to Manage Symptoms
Veterans described using technology to access Web-based tools to help them cope with their PTSD and comorbid CMCs. For example, some veterans used mobile apps, such as games, to distract themselves when their anxiety elevated. Others used apps that were specifically designed to manage physical and psychological symptomatology, such as anxiety and high blood pressure. For example, veterans identified the VA “PTSD Coach” app [43] as particularly helpful. One veteran stated, “The (smartphone) is glued to my hand all the time and as soon as they got that PTSD app out...I loaded all my little pictures in there and my phone numbers and you can like send a text when you freak out and it will make a phone call (to the crisis line) for you.” Additionally, veterans used their digital devices to maintain a journal about the problems they encountered. One veteran opened a Web “blog” because he felt a website was a more secure location to write about his symptoms than in a book or on paper.

Providing a Sense of Safety and Security
Veterans stated that their mobile phones, in particular, have become a source of grounding and security and thus function to reduce anxiety when they are in public. One veteran stated, “You know, holding a...smartphone or whatever, you know, like I just have a rock in my pocket or something that will calm me down or focusing on something in the room to like kind of calm my anxiety.” Others indicated that following maps or directions was very stressful for them because of memory and concentration difficulties, and so navigation apps were helpful to reduce their anxiety about navigating on the road.

Signaling Reminders
Veterans described using computer programs, email, and mobile apps to keep track of a variety of health-related needs, including medical appointments and medication, as well as non–health-related tasks. Veterans identified the VA’s telephone system and Web portal (“My Health eVet”) as being helpful for renewing and keeping track of medications. One veteran stated, “I utilize Google mail appointment reminders and I set them all and so they email me and they can message on my phone to tell me to order my medication, to take my medication, to make an appointment, to go to an appointment, and then tell (me) things I have to check off.”

Access to and Communication With Providers
Three subthemes emerged that describe how veterans use technology to improve access to and communicate with their providers.

Facilitating Accurate Reports of Pressing or Sensitive Issues
Many veterans reported that they were better able to convey the nature of their problems via digital technology than in person. Some felt that technology enabled them to share about important sensitive and/or stressful topics that were more relevant and accessible to them when they were outside the clinic. For example, veterans felt that being able to email their clinicians helped them share information that was embarrassing for them to talk about in person. Additionally, veterans felt that providing information from their home or natural day-to-day environment provided clinicians with a more accurate measure of their physical and mental health status. One veteran stated, “...when I was on active duty my psychiatrist and psychologist used email and it was good for them when I...could express how I felt at that time; for them to gauge my overall health status and not just what I say when I’m sitting in their chair. And they kept those as records to feed into my medical record so it helped them as much as it helped me.”

Promoting Timely Communication Between Veterans and Their Providers
Another theme focused on the convenience of engaging with providers via secure messaging. Veterans felt more connected to their providers and described that they and their providers could resolve problems more quickly using text messaging and email. One veteran stated, “Yeah, I think it’s faster for all of us, you know. It kind of frees up (providers’) time and they can answer (my question) when they can. And sometimes the conversation (in office-based meetings) goes a little bit longer...
because you don’t always think about what you are going to say and it kind of drags on more than what it needs to.”

**Increasing Service Access for Disabled Veterans**

Similarly, veterans stated that they either used or desired access to home telehealth care services when in-office health care sessions were not feasible. A common theme was the importance of health care sessions provided via technology for veterans disabled by mental and/or physical symptoms. One veteran stated, “For me like sometimes my migraines are really bad and a trigger for me and my migraines is driving so Skyping (videoconferencing) would be easier.” Other veterans indicated that technology could be helpful in situations when they are unable to attend health care sessions at the VA facility because of anxiety and hypervigilance secondary to agoraphobia or military sexual assault.

**Information Access**

Three subthemes emerged that described how veterans use technology to obtain health-related information.

**Increasing Access to Trustworthy Health Information**

Veterans reported that they often used technology to access “trustworthy” information from reliable websites that better enabled them to understand and manage their symptoms. A veteran stated, “I use the computer a lot. I use...other websites, the VA website. And so when the doctor tells me something then I can go and I can look and find resources or more information.” Another veteran reported using the VA Web portal as a source of information, stating “MyHealth eVet...was a good program in order to find information and...be an advocate for my own health. There was a lot of information that I could use...and I could do it from home.”

**Obtaining Information From Peers**

Veterans described using the Web to access useful information from peers and/or veteran organizations. Veteran-specific blogs, social media sites, and organizations were particularly helpful. For example, one veteran stated, “…there’s a great blog for PTSD that covers PTSD individual unemployability, so I’m all over that. I don’t know who actually sponsors that blog but, every day there’s probably about 30 or 40 new questions or statements or something so that’s been really helpful.” Another stated, “Sometimes I just Google search a lot. I look for different woman veteran organizations, you know. Just to research and find stuff.”

**Identifying Opportunities to Improve Means of Obtaining Health Information**

Veterans expressed a need for consolidated health information presented in a way that did not lead to feeling overwhelmed by too much or, at times, conflicting information. Some reported difficulties in navigating information on the Web. For example, one veteran stated, “I went to the National Council for PTSD and got information. That led me off into a bunch of different directions so when you do your search on the Web you can either hit a good spot or a bunch of bad ones...Either way you’re getting a data overload.” To resolve this problem, one veteran suggested he would like to have “an app that would help show...some quick advice for things like PTSD for each of different conditions that you could go to that would help with these things.” Another veteran thought learning modules would be helpful, stating “log in and you could learn about all these different conditions...consolidated in one place and then it tracks what you studied and what you have learned and it gives you little reward points...making yourself feel good...”

**Coordination of Care**

Two subthemes emerged related to coordination of health care.

**Improving Care Coordination Across Providers and Facilities**

Instead of waiting for the health care system to create a formal link, veterans used technology to initiate treatment coordination between providers and, at times, across VA and non-VA facilities. One veteran was able to refill a prescription while on vacation. He stated “I ran into a situation where I was on vacation and I realized that I was running out of the medication...I sent my primary doctor an email saying, ‘Hey, I need this renewed.’” Another veteran stated, “So when I was starting to run out of medication, I went in and tried to look for my psychiatrist and I couldn’t. So I sent an email to my primary letting him know what was going on and what had happened. Well, my psychiatrist had forgotten to reissue my medication and they were able to communicate but she and I cannot communicate...but I was happy that it was acted on within a day or two. Good communication there...”

**Identifying Opportunities for Improved Care Coordination**

Veterans reported circumstances in which care coordination between facilities did not occur, leading to inconvenience. In one situation, for example, a veteran’s son was also enrolled in the VA for PTSD treatment but at a different VA facility than the veteran research participant. The veteran stated, “My son...had forgotten his medication. I took him down...to the VA here...they could not look up his...stuff in (his hometown VA), and be able to access it up here. So what I had to do is we had to sit there for two and a half hours and get him signed up in (my medical center).” Veterans wished for greater access to and coordination of records across VA facilities to expedite access to health care regardless of location and to afford providers knowledge of veteran health care activities across the VA.
Table 4. Focus group themes and sample statements describing eHealth technology’s influences for veterans with Post-Traumatic Stress Disorder and comorbid chronic medical conditions.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Sample statements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interactions with social support</strong></td>
<td></td>
</tr>
<tr>
<td>Receiving support</td>
<td>“The Facebook effect is nice because sometimes you want to connect because you can’t pick up the phone and you don’t want to see anybody in person but it’s that little tangible connection you can put something on and you get instant feedback. But I can be negative, too, if you don’t get any feedback.”</td>
</tr>
<tr>
<td></td>
<td>“I use Skype all the time. My mother-in-law lives in (another state) so she sees the daughters on Skype. And I will Skype with someone.”</td>
</tr>
<tr>
<td>Providing mutual support</td>
<td>“...my support system is mostly with (women from a veterans group). I text them because a lot of us don’t like to talk on the phone because sometimes you get too emotional. I just don’t feel like talking to people, but I text a lot of my woman vet and we support each other.”</td>
</tr>
<tr>
<td></td>
<td>“I’m involved with the vet’s center pretty heavily in (the city). I’m there once a week with a group and we all-all of us interact with each other like we’re doing right now, be it cell phone or a text or whatever away from the VA kind of, like what are you doing in terms of this, like in terms of mental health, in terms of losing weight. And I am also involved in a group through another added facet of the VA where we are all PTSD guys and we interact with them. So it’s all about networking with ourselves. Everybody in this room could be networking away from the VA. I don’t know how healthy that is but it’s all via communication with our cell phones, primarily;”</td>
</tr>
<tr>
<td>Obtaining support to cope with symptoms or a crisis</td>
<td>“…when I got to my point where I was really at my lowest, you know, I called (my therapist) in the middle of the night and she arranged for someone to come pick me up...if I hadn’t had that, you know, I probably wouldn’t have gone to emergency room or called 9-1-1 or called one of those crisis lines where you have to talk to some stranger.”</td>
</tr>
<tr>
<td></td>
<td>“Because I have one psychologist in (another city) when my PTS was worse, I do not like to see anybody. I just-and then she send me an email, a poem, you know, why I should just don’t give up because I was suicidal. And she sent me that poem I just-you know, and I-just reading that poem kind of saved my life.”</td>
</tr>
<tr>
<td>Deterring social support</td>
<td>“I think sometimes I feel safe on the computer or Facebook but...sometimes it doesn’t really get you out to meet people so that’s why I go on trying to find some social activity to do but I’m doing too much on the computer and I need to push myself out there. Facebook is good but, sometimes, too much is not good.”</td>
</tr>
<tr>
<td><strong>Condition management</strong></td>
<td></td>
</tr>
<tr>
<td>Using Web-based tools to manage symptoms</td>
<td>“The (smartphone) is glued to my hand all the time and as soon as they got that PTSD app out...I loaded all my little pictures in there and my phone numbers and you can like send a text when you freak out and it will make a phone call for you.”</td>
</tr>
<tr>
<td></td>
<td>“I...use the PTSD app for my blood pressure because some of the imagery and the progressive relaxation helps me lower my blood pressure.”</td>
</tr>
<tr>
<td>Providing a sense of safety and security</td>
<td>“...when I come to the VA I get really anxious and I see things that trigger me; men that get me angry and people in uniform. I just-I'm always holding my phone because having the Smartphone...Facebook and games, it has helped [my] mental health a lot...”</td>
</tr>
<tr>
<td></td>
<td>“You know, holding a...smartphone or whatever, you know, like I just have a rock in my pocket or something that will calm me down or focusing on something in the room to like kind of calm my anxiety. Those are just some of the things that I use.”</td>
</tr>
<tr>
<td>Signaling reminders</td>
<td>“...now that having a smartphone I have a task list. I put it on task so when I have an appointment or, you know, I put stuff on: tomorrow, don’t forget to go to MyHealth eVet or reorder.”</td>
</tr>
<tr>
<td></td>
<td>“The telephone system for renewing medications works great, you know at least in (town) where I go. And like you were saying, if your prescription is expired, they will automatically send a note to your doctor to request a new one, and that happens quickly. I mean it could take three or four days to get a prescription refilled if your prescription is expired and then getting another refill is probably maybe four days. So it’s really fast. So I don’t have any complaints...”</td>
</tr>
<tr>
<td><strong>Access to and communication with providers</strong></td>
<td>“...when I was on active duty my psychiatrist and psychologist used email and it was good for them when I would send them an email, I suppose, having like having a difficult time and I could express how I felt at that time; for them to gauge my overall health status and not just what I say when I'm sitting in their chair. And they kept those as records to feed into my medical record so it helped them as much as it helped me.”</td>
</tr>
<tr>
<td>Facilitating accurate reports of pressing or sensitive issues</td>
<td>“They could make their visual check because there would be a lot of information on how you appear and they could probably learn more about you if they saw you in your home environment and not how you shower and put on clean clothes to come to the VA.”</td>
</tr>
<tr>
<td>Themes and subthemes</td>
<td>Sample statements</td>
</tr>
<tr>
<td>----------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Promoting timely communication between veterans and their providers</td>
<td>“Yeah, I think (using email, secure messaging or texting is) faster for all of us, you know. It kind of frees up their time and they can answer it when they can. And sometimes the (phone) conversation goes a little bit longer because you don’t always think about what you are going to say and it kind of drags on more than what it needs to.”</td>
</tr>
<tr>
<td>About the email, the one thing that I really like is that the doctor has always got somebody waiting for him, so the nurses are the ones that were logging in to the email and doing the routing of the-and letting him know what’s going on, what the-and I really like that! That’s the sort of addresses the issue that you brought up.”</td>
<td></td>
</tr>
<tr>
<td>Increasing service access for disabled veterans</td>
<td>When I was on active duty I had the problem like you did. I didn’t want to go out of the house. I couldn’t get out of bed. I couldn’t take a shower. I couldn’t do anything. And they expect you, because I was on medical-waiting for my medical board, and they knew you couldn’t go to work but how can they expect you to get up and drive 45 miles for a doctor’s appointment when you can’t even like feed yourself or take a shower?”</td>
</tr>
<tr>
<td>So when you have all those things, then it’s not making an hour out of your day for an appointment. You have to budget in well, it’s going to take me 15 or 20 minutes in the bathroom to clean myself up; it’s going to take me an hour, hour and a half before I can drive. Now we are talking, you know, two, three hours out of my day. So when I wake up in the morning do I really want to go? Do I really want to deal with it? I don’t want to deal with it. I have other stuff that’s more important. I’m just not going to, whereas, if it was just a Skype phone call then, I would be more likely to participate.”</td>
<td></td>
</tr>
<tr>
<td>Information access</td>
<td>“I use the computer a lot and the research-I use the Mayo Clinic and other websites, the VA website. And so when the doctor tells me something then I can go and I can look and find resources or more information.”</td>
</tr>
<tr>
<td>Increasing access to trustworthy health information</td>
<td>MyHealth eVet...was a good program in order to find information and...be an advocate for my own health. There was a lot of information that I could use...and I could do it from home.”</td>
</tr>
<tr>
<td>Obtaining information from peers</td>
<td>“Because there’s a great blog for PTSD that covers PTSD individual unemployability, so I’m all over that. I don’t know who actually sponsors that blog but, every day there’s probably about 30 or 40 new questions or statements or something so that’s been really helpful.”</td>
</tr>
<tr>
<td>Opportunities to improve health information access</td>
<td>“Sometimes I just Google search a lot. I look for different woman veteran organizations, you know. Just to research and find stuff.”</td>
</tr>
<tr>
<td>Coordination of care</td>
<td>“I went to the National Council for PTSD and got information. That led me off into a bunch of different directions so when you do your search on the Internet (Web) you can either hit a good spot or a bunch of bad ones...Either way you’re getting a data overload.”</td>
</tr>
<tr>
<td>Improving care coordination across providers and facilities</td>
<td>“I use the Mayo Clinic and other websites, the VA website...The problem that I have is when I have multiple practitioners with different ideas about conditions as far as how to care for them or solve them or even their own interpretation of what the condition is—especially with PTSD.”</td>
</tr>
<tr>
<td>Identifying opportunities for improved care coordination</td>
<td>“I ran into a situation where I was on vacation and I realized that I was running out of the medication and it would take a certain amount of time once I got back to get it refilled. So I got on and I sent my primary doctor an email saying, ‘Hey, I need this renewed’ and I went in to look and see, no it hadn’t. So I had two days later come home, went in to see the pharmacist and she gave me a week’s worth of pills and she immediately put in a message to him, and that day he renewed the prescription. So it was really working well!”</td>
</tr>
<tr>
<td>“So when I was starting to run out of medication, I went in and tried to look for my psychiatrist and I couldn’t. So I sent an email to my primary letting him know what was going on and what had happened. Well, my psychiatrist had forgotten to reissue my medication and they were able to communicate but she and I cannot communicate through the...but I was happy that it was acted on within a day or two. Good communication there...”</td>
<td></td>
</tr>
<tr>
<td>“I had an experience. My son got out of the Marine Corps about three years ago. He...has PTSD in addition to some other issues. He takes an anti-anxiety medication and so he was up here over Christmas and had forgotten his medication, I took him down...to the VA here. It wasn’t that simple. I mean they could not look up his-even though he’s down in (another) county-he goes to the (VA) clinic down there, they could not look up his stuff in [his hometown VA], and be able to access it up here. So what I had to do is we had to sit there for two and a half hours and get him signed up in (my medical center)...it got him through it, but it was a pain...you know?”</td>
<td></td>
</tr>
</tbody>
</table>
**Discussion**

**Principal Findings**

This investigation used the FITT model [41] to identify how veterans used technology and eHealth resources to better manage their symptoms of PTSD and comorbid CMCs. The model provided a useful framework to examine the clinical tasks that arose for veterans and their resourceful adoption of technology and eHealth tools. Veterans with PTSD often suffer from severe mental health symptoms and multiple CMCs [22] that can substantially and negatively impact their ability to cope with stress, function socially, maintain employment [7-10], and manage their health care [15]. We found that veterans with PTSD who use the Web frequently used technology to creatively and effectively support their health care needs.

The veterans in this study reported moderate levels of perceived knowledge, comfort, and skill at finding, evaluating, and applying electronic health information. Most had searched for health information, communicated with a provider via email, and tracked their medication, but fewer had used online health-related support groups, games, and mobile apps. The average eHEALS (eHealth Literacy Scale) score was comparable to scores reported by similarly aged nonveteran samples, including 283 baby boomers and older adults who use the Web (mean age 67.5 years; mean eHEALS score 29.1, SD 5.8) [44] and 866 adults aged 50 years or older, who use the Web (mean age 62.8 years; mean eHEALS score 30.9, SD 6.0) [39]. The relatively high self-reported eHealth literacy reported in these samples may be due to their high education levels and experience using the Web and, in the case of our study, purposeful sampling of those who had exposure to the VA’s electronic patient portal system [44].

Our qualitative findings identified eHealth resources that empowered veterans to better manage their health care for their PTSD and comorbid CMCs. Findings suggest that health care systems should promote technology that addresses 5 themes: (1) interactions with social support, (2) condition management, (3) access to and communication with providers, (4) information access, and (5) coordination of care. Focus group themes aligned with our quantitative findings, which showed that the most common use for technology was to search for health information (consistent with the theme “information access”). Moreover, the second and third most common uses for technology were to communicate with providers and to track medications, respectively. These uses corroborated the focus group themes “access to and communication with providers” and “condition management.” As described below, qualitative findings went beyond quantitative results to more comprehensively define how veterans actually used technology to manage their health care needs and to prevent potentially injurious problems from occurring.

**Implications of Focus Group Results**

Social support is a consistent correlate of positive outcomes in veterans with PTSD [45]. However, PTSD symptoms such as hypervigilance, negative mood, emotional numbing, and avoidance of reminders of the traumatic event make obtaining and maintaining social support difficult. In this study, one attribute of technology that emerged as a potent resource for veterans with PTSD and comorbid CMCs was its ability to facilitate social support. Veterans used email, texting, social media, and blog discussion sites to connect with others for mutual encouragement, informational advice, and tangible support regularly, as well as in times of crisis. Connecting with peers for encouragement helped veterans cope with difficult psychological symptoms that often cause trauma survivors to isolate from others. Our findings support limited empirical data suggesting that peer support may positively impact mental health symptoms [46-48].

Veterans who suffer from PTSD symptoms such as hypervigilance, negative mood, and flashbacks can experience high levels of stress when in public settings. As a result, veterans with PTSD and comorbid CMCs may avoid grocery stores, health care appointments, social gatherings, and other events [49,50]. In this study, mobile phones were found to be an important source of grounding and security that enabled veterans to better function in public settings. In addition to knowing that they could use their phone to access a support person, veterans used specific eHealth tools, such as the VA “PTSD Coach” mobile app [43], to cope with their difficult symptoms. Interestingly, only a minority of participants (16.5% (19/115) of survey respondents and 40.0% (4/10) of focus group members) in this study indicated that they had used a health-related mobile app. Other research on veterans with PTSD who own a mobile phone [32] has found that 28% have heard of or used specific apps related to PTSD (ie, “PTSD Coach”). However, 85% of veterans in that study who owned devices expressed interest in using mobile apps to address health-related issues. Thus, veterans who are not aware of such resources will likely benefit from learning about existing apps.

In addition to directly managing their symptoms, participants used electronic devices to increase communication with providers by mobile phone and by secure email messaging. Veterans felt that communication was more accurate and candid when delivered via digital modalities compared with face-to-face settings. Veterans also described feeling better able to report symptoms more accurately at the time they were occurring, which is consistent with some research on military populations [51,52]. Additionally, because veterans feel more comfortable in their home settings (compared with clinic settings), they also described feeling better able to provide sensitive information, such as thoughts of suicide, more candidly when using technology. Veterans with PTSD are at increased risk for suicide [12-14] and interpersonal violence [11-14], so tools that promote candid and timely communication will be essential to prevent potentially injurious outcomes from occurring.

Another modality embraced by the VA to increase access for veterans is clinical videoconferencing, which directly connects providers to veterans who are located in their homes or in another VA clinic [53,54]. Veterans in our investigation expressed interest in clinical videoconferencing sessions to address active symptoms. However, one symptom of PTSD is avoidance, or the tendency to withdraw and/or disengage from social settings and day-to-day life events [55-58]. It is important to caution that the exclusive use of home-based appointments may not be in the best interest of some veterans with PTSD.
Care must be taken to ensure that virtual services do not prevent veterans from actively engaging in healthy life events.

Moreover, whereas research supports the role of technology in increasing social support and reducing isolation [59], veterans in this study recognized that excessive use of technology, including social media such as Facebook, can promote avoidance of face-to-face socialization among veterans with PTSD. We are not aware of research that has examined the effect of technology on social support in those with PTSD and comorbid CMCs, but our results support our clinical experience suggesting that technology can be used by those with PTSD and comorbid CMCs to promote isolation ([60, page 49]; [61]). Clinical intervention may be necessary to encourage veterans with PTSD and comorbid CMCs to approach technology in a manner conducive to recovery.

Veterans used technology to access health information, but some indicated that they have become overwhelmed by the amount of resources available and, at times, by conflicting information. Materials designed for veterans with PTSD and comorbid CMCs should take into consideration the mild to moderate cognitive impairment that can be associated with their symptoms. There additionally appeared to be a desire for a trusted service that distinguishes high-quality consumer information from biased or lower-quality materials. Veterans need information presented in a format and at an educational level that engages them [54], and they may benefit from guidance when sifting through seemingly disparate and/or conflicting materials.

Finally, veterans used technology to initiate treatment coordination between providers and, at times, across facilities. This care coordination was particularly important because study participants were often tasked with coordinating care for different health issues from multiple providers [40]. Veterans in this study also reported instances when technology was not available to promote care coordination between facilities. Thus, providing veterans with greater access to records across health care institutions via patient-facing apps and/or Web portals will better empower veterans to quickly access health resources regardless of their location, improving the VA records system and facilitating communication across systems of care.

Limitations
The purpose of this research was to understand veterans’ experiences using eHealth technology to help manage their unique PTSD and comorbid CMC symptoms. Because our goal was to identify how veterans use eHealth, we purposefully selected from users of the VA’s patient portal system (My Health eVet) in order to restrict the sample to veterans who have had Web exposure, which limits the generalizability of the results. Results are also limited by our survey response rate of 31.93% (479/1500). Survey respondents may be predisposed to view eHealth positively. We attempted to minimize this bias by offering veterans remuneration for their efforts filling out the survey. Additionally, participants in this study were primarily Caucasian veterans selected from a relatively computer-literate region in northern California. Their perspectives may be different from veterans who do not have access to or prefer not to use the Web, reside in other regions, or are of minority status. Finally, focus group members consisted of a small subgroup of veterans whose attitudes may not represent all veterans with PTSD and comorbid CMCs who use the Web. However, focus group members were similar to other study participants in that virtually all members of both groups had used and were comfortable using computers, the Web, and email but had less experience using online health-related support groups, games, and mobile apps. Additionally, eHealth literacy scores of veterans in the survey sample and focus group subsample were similar to those found in other samples of similarly aged adults who use the Web [41].

Recommendations and Summary
Our study suggests a number of opportunities to support veterans with PTSD and CMCs through eHealth technology. First, study participants expressed interest in increasing contact with peers through technology, for example, through social media groups for veterans in college or clinician-monitored chat rooms for group therapy patients to support one another between visits. Second, eHealth technology can provide symptom management support, for example, through mobile apps [62] or live Web-based classes. The VA continues to develop its mobile apps patient portal system, and individual staff members are in an ideal position to help disseminate effective tools [63,64]. Third, providers can capitalize on veterans’ desire to use eHealth to access help when they need it. In addition to mobile apps, modalities for development might include texting, email, and/or blog sites. Fourth, using digital technology, veterans can consolidate new life skills by completing “homework” assignments between therapy sessions. Timely feedback from remote clinicians can help maximize the relevance and effectiveness of such tools. Fifth, veterans expressed a need for consolidated health information. It is clear that veterans need educational materials presented at an appropriate level and in an engaging format [54]. To this end, the VA has adopted a patient-centered model of care with a focus on coordination of information technology [40,64] and is leading efforts to understand how technology may be adapted to meet individuals’ needs [25,64].

In summary, the results of this investigation help establish that veterans with PTSD and CMCs who use the Web are eager to incorporate eHealth technology into their care and self-management activities. Furthermore, study findings suggest opportunities to augment the potential power of eHealth as an adjunct to care, particularly with regard to preventive care. The themes that emerged from this investigation help characterize approaches the VA and eHealth technology developers can take to refine existing resources and develop new tools to better serve veterans with PTSD and CMCs. Future research should evaluate whether such patient-centered endeavors facilitate the appropriate use of health care services and improve clinical outcomes.
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Abstract

Background: The US Department of Veterans Affairs (VA) has developed various health information technology (HIT) resources to provide accessible veteran-centered health care. Currently, the VA is undergoing a major reorganization of VA HIT to develop a fully integrated system to meet consumer needs. Although extensive system documentation exists for various VA HIT systems, a more centralized and integrated perspective with clear documentation is needed in order to support effective analysis, strategy, planning, and use. Such a tool would enable a novel view of what is currently available and support identifying and effectively capturing the consumer’s vision for the future.

Objective: The objective of this study was to develop the VA HIT Systems Matrix, a novel tool designed to describe the existing VA HIT system and identify consumers’ vision for the future of an integrated VA HIT system.

Methods: This study utilized an expert panel and veteran informant focus groups with self-administered surveys. The study employed participatory research methods to define the current system and understand how stakeholders and veterans envision the future of VA HIT and interface design (eg, look, feel, and function). Directed content analysis was used to analyze focus group data.

Results: The HIT Systems Matrix was developed with input from 47 veterans, an informal caregiver, and an expert panel to provide a descriptive inventory of existing and emerging VA HIT in four worksheets: (1) access and function, (2) benefits and barriers, (3) system preferences, and (4) tasks. Within each worksheet is a two-axis inventory. The VA’s existing and emerging HIT platforms (eg, My HealtheVet, Mobile Health, VetLink Kiosks, Telehealth), My HealtheVet features (eg, Blue Button, secure messaging, appointment reminders, prescription refill, vet library, spotlight, vitals tracker), and non-VA platforms (eg, phone/mobile phone, texting, non-VA mobile apps, non-VA mobile electronic devices, non-VA websites) are organized by row. Columns are titled with thematic and functional domains (eg, access, function, benefits, barriers, authentication, delegation, user tasks). Cells for each sheet include descriptions and details that reflect factors relevant to domains and the topic of each worksheet.

Conclusions: This study provides documentation of the current VA HIT system and efforts for consumers’ vision of an integrated system redesign. The HIT Systems Matrix provides a consumer preference blueprint to inform the current VA HIT system and the vision for future development to integrate electronic resources within VA and beyond with non-VA resources. The data presented in the HIT Systems Matrix are relevant for VA administrators and developers as well as other large health care organizations seeking to document and organize their consumer-facing HIT resources.

(J Med Internet Res 2016;18(10):e266) doi:10.2196/jmir.6499
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Introduction

The strategic plan of the US Department of Veterans Affairs (VA) aims to provide a modern, consistent health service experience to put veterans in control of how, when, and where they wish to be served [1,2]. The VA’s health information technology (HIT) apps and systems, such as VetLink Kiosks, the My HealtheVet patient and provider portal, and Web and mobile solutions, are central to the realization of the VA strategic plan because these services support an integrated patient experience across multiple technology platforms [3]. Comprehensive and integrated HIT that is based on patient preferences in various contexts is shown to have meaningful effects on patient engagement, empowerment, quality of care, and health outcomes [4,5]. Although the VA’s investment in HIT supports patient self-care management, improved patient-provider communication, and better patient health outcomes, the adoption and sustained use of these technologies varies widely among veteran patients and VA providers. Reasons for this variance in use include lack of awareness of available resources; lack of skills, experience, and/or motivation to use technology effectively; and discrepancies in how these technologies meet the specific needs of targeted users [6,7].

An aim of this VA-funded research was to develop a novel multi-axis Health Information Technology (HIT) Systems Matrix including currently available and desired future VA patient-facing platforms, their features, availability, and conditions for appropriate use. Although extensive system documentation exists for various VA HIT systems, a more centralized and integrated perspective with clear documentation is needed in order to support effective analysis, strategy, planning, and use. Such a tool would enable a novel view of what is currently available and support identifying and effectively capturing consumers’ vision for the future. The HIT Systems Matrix was developed with input from participants and expert panel members to represent relevant topics, such as access, function, preferences, barriers to use, and relevant user tasks. Topic-related data were organized using a matrix because, although it is treated as a single entity, diverse content can be documented and presented in a systematic way using rows and columns for ease of readability and matrix use.

In this paper, we describe our protocol and product development process that leveraged a participatory approach to cultivating an inventory of the current HIT system used by the VA. Stakeholder groups and veteran informants were encouraged to include their vision for the future of VA's tethered system of electronic resources.

Methods

The HIT Systems Matrix is the first inclusive inventory of VA's electronic health resources. It was developed in partnership with a panel of subject matter experts, operational and clinical stakeholders, and veteran/caregiver focus group participants.

To develop the HIT Systems Matrix, expert panel members and veteran focus group participants provided initial descriptive information about VA and non-VA electronic health resources veterans may utilize for health care management. The protocol for this study has been previously published and can be referenced for a detailed description of the methods [8].

Sample and Sampling

Veteran Sample

In qualitative research such as this, sample size relies on the quality and richness of information obtained [9,10]. We purposively recruited 47 veterans and one caregiver as “informants” who were English speaking, aged 35 years and older, had at least two chronic comorbid conditions (eg, diabetes and high blood pressure), and were invested in using HIT, measured by use of two or more electronic resources or VA HIT more than once a month. Exclusion criteria included veterans with visual, hearing, or cognitive impairments that would prevent consent and full study participation. Participants were recruited for study participation until domain and theme saturation was reached. Veterans received up to US $250 for their participation (US $25 for participating in each focus group). This study was approved and regulated by the VA Central Institutional Review Board.

Expert Panel

Snowball sampling was used to identify providers, key operational representatives, and subject matter experts who could serve as expert panel members. Initial invitations were sent via email to operational partners who were asked to assess gaps in representation and nominate other experts or stakeholders to participate. Over the course of 6 months, expert panel members were asked to participate in monthly HIT Systems Matrix development meetings, which culminated in the pairwise comparison activity [11]. As indicated by VA regulations, panel members participated as employees during their regular work schedule and were not compensated by the study.

Data Collection

Researchers used teleconference technology to collect initial descriptive data about VA electronic resources from expert panel members (n=34) to inform the development of the HIT Systems Matrix. Electronic mail was used to obtain individual panel member’s responses to the structured pairwise comparison activity. A total of 13 expert panel members completed the pairwise comparison activity. A total of 48 participants provided initial descriptive data about VA and non-VA HIT during the first round of focus groups and a total of 21 completed the pairwise comparison activity.

Expert panel members and veterans were asked to provide information about each VA HIT system, including accessibility, function, and the perceived benefits and barriers related to using VA HIT. Participants were asked to supply additional descriptive
information regarding their preferences for using VA HIT in general and complete specific health care management tasks. Additionally, veterans were also asked to provide information about the accessibility, function, and use of commonly used non-VA electronic health resources. Focus groups were conducted with veteran participants to complete the pairwise comparison process.

Data Management and Analysis

The VA HIT Systems Matrix was developed iteratively. The first step was identifying the patient-facing HIT available to veterans, their features, and elements for prioritization. The research study team identified relevant VA HIT platforms (eg, My HealtheVet, Mobile Health, VetLink Kiosks, Telehealth), features (eg, secure messaging, Blue Button, prescription refill), and elements for prioritization (eg, access/availability, specific resources, user groups, and context). This initial activity facilitated a focus on available HIT and their functions and features; the tool was revised throughout this process, particularly as data were collected from expert panel members and veterans in subsequent steps of the process. The second step focused on expanding content developed in the first step through an information gathering process with expert panel members. To complete this second step, we developed the initial model representing a detailed inventory of platforms, their features, characteristics, and contexts for use. The multiaxis HIT Systems Matrix included both existing and future (planned or desired) VA patient-facing platforms, their features, availability, and conditions for appropriate use. Due to the complexity of VA HIT and the elements of interest, the HIT Systems Matrix was developed using an Excel workbook with several worksheets representing relevant topics, such as access, function, preferences, barriers to use, and relevant user tasks.

In the third step, we integrated data collected during veteran/caregiver focus groups to represent this user perspective. Focus group data was analyzed using content analysis. Directed content analysis allowed the team to focus on the core elements addressed in the focus group script items to identify patterns in descriptions of experience, behavior, and beliefs so that the phenomena could be understood within context [12]. Focus group notes were cleaned and expanded into comprehensive write-ups, which were uploaded into the qualitative data analysis software program ATLAS.ti version 7.1 (ATLAS.ti Scientific Software Development GmbH) along with the transcribed audio-recorded focus groups. Data were analyzed in two stages [13]. First-cycle coding allowed team members to summarize and reduce data from the notes and transcripts into broad, preliminary domains. Methods included deductive, structural coding with codes derived from the interview guide and inductive, descriptive coding using single word codes to describe the topic of a passage. Second-cycle coding allowed researchers to further reduce coded data into meaningful domains and themes. Team members established an interrater reliability rate of 80%.

Results

Veteran Participants

The majority of participants were older, white, non-Hispanic/non-Latino males, with a mean age of 63.5 years (SD 8.4), ranging from 43 to 83 years of age (data not shown). Most participants had at least a high school education with an annual income of US $25,001 or more (30/48, 63%); more than half (28/48, 58%) were married. Veterans were asked to list up to 10 of their chronic health conditions. Participants reported a mean of 6.5 (SD 1.89) conditions, ranging from 2 to 10 conditions (data not shown). Demographic data are presented in Table 1.

Expert Panel

The expert panel included 34 representatives from 16 key VA operational offices and clinical disciplines including the VA's Office of Mental Health; Office of Patient Centered Care and Cultural Transformation; Office of Rural Health; Office of Connected Health; Telehealth; My HealtheVet; VetLink Kiosks; Mobile Health; Human Factors; Pharmacy Informatics; Patient Education; and clinical disciplines such as primary care, specialty care, nursing, psychology, women’s health, and polytrauma.

Overview of the VA Health Information Technology Systems Matrix

The VA HIT Systems Matrix is presented in Excel workbook spreadsheet format in Multimedia Appendix 1. There are four worksheets that present data: (1) access and function, (2) benefits and barriers, (3) system preferences, and (4) tasks. Within each worksheet, there is a two-axis inventory. The VA's existing and emerging HIT platforms (eg, My HealtheVet, Mobile Health, VetLink Kiosks, Telehealth), My HealtheVet features (eg, Blue Button, secure messaging, appointment reminders, prescription refill, Veterans Health Library, spotlight, vitals tracker), and non-VA platforms (eg, phone/mobile phone, texting, non-VA mobile apps, non-VA mobile electronic devices, non-VA websites) are organized by row. Columns are titled with thematic and functional domains (eg, access, function, benefits, barriers, authentication, delegation, user tasks). Thematic and functional domains are presented in Textbox 1. Cells for each sheet include descriptions and details that reflect factors relevant to domains and the topic of each worksheet.
Table 1. Participant characteristics (N=48).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Male</td>
<td>44 (92)</td>
</tr>
<tr>
<td><strong>Status</strong></td>
<td></td>
</tr>
<tr>
<td>Veteran</td>
<td>47 (98)</td>
</tr>
<tr>
<td>Caregiver</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Some college/vocational</td>
<td>20 (42)</td>
</tr>
<tr>
<td>Associate's degree</td>
<td>7 (15)</td>
</tr>
<tr>
<td>College degree</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>7 (15)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian/White</td>
<td>40 (83)</td>
</tr>
<tr>
<td>African American/Black</td>
<td>5 (10)</td>
</tr>
<tr>
<td>Native Hawaiian/other Pacific Islander</td>
<td>1 (2)</td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other American</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>45 (94)</td>
</tr>
<tr>
<td>Declined to respond</td>
<td>1(2)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>28 (58)</td>
</tr>
<tr>
<td>Divorced</td>
<td>17 (35)</td>
</tr>
<tr>
<td>Single/never married</td>
<td>3 (6)</td>
</tr>
<tr>
<td><strong>Annual income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>≤4999</td>
<td>3 (6)</td>
</tr>
<tr>
<td>5000-10,000</td>
<td>1 (2)</td>
</tr>
<tr>
<td>10,001-15,000</td>
<td>2 (4)</td>
</tr>
<tr>
<td>15,001-25,000</td>
<td>7 (15)</td>
</tr>
<tr>
<td>25,001-35,000</td>
<td>7 (15)</td>
</tr>
<tr>
<td>35,001-45,001</td>
<td>6 (13)</td>
</tr>
<tr>
<td>&gt;45,001</td>
<td>17 (35)</td>
</tr>
<tr>
<td>Declined to respond</td>
<td>5 (10)</td>
</tr>
</tbody>
</table>
### Access and Function

- Service availability
- Access
- Function

### Benefits and Barriers

- Benefits-expert panel members
- Barriers-expert panel members
- Benefits-veteran focus group participants
- Barriers-veteran focus group participants

### System Preferences

- Authentication
- Delegation
- Real-time synchronization
- Integration across platforms and with non-VA electronic resources
- Single sign-on
- Security
- Design

### Tasks

- General tasks
- Communication with care team
- Laboratory test results
- Researching medical information
- Tracking health vitals
- Appointments
- Managing prescriptions

---

**Access and Function**

This worksheet of the VA HIT Systems Matrix provides validated information from panel members about service availability, access requirements (e.g., user group eligibility for different account types), and the function of each resource and feature. For example, eligibility and access requirements for the VA’s three My HealtheVet account types (basic, advanced, and premium) were not well understood by contributors and were often cited as barriers to use. Account types offer three different levels of access to patients’ health records, so understanding requirements can significantly impact a patient’s experience. These findings suggested that veterans required more comprehensive information about VA HIT function in order to appropriately utilize these tools to meet their self-care management needs.

**Benefits and Barriers**

This worksheet provides an overview of perceived VA HIT benefits and barriers from the panel and veterans’ perspectives. Benefits included 24-hour remote accessibility of appointment and prescription services, medical records, providers, and their ability to determine personal communication preferences. Panel members emphasized the efficiency and convenience of the resources and their benefit to patients. Barriers were related to accessibility, including limited access to requisite technologies or Internet connection and lack of available mobile technologies, lack of awareness of resources and how to use these resources, lack of accessibility to education, and navigation and system difficulties.

**System Preferences**

This worksheet addresses VA HIT system design preferences for authentication, delegation, synchronization, integration, sign-on, security, and interface design identified by panel and veterans’ groups. Authentication refers to the one-time identity authorization process required to obtain a premium-use My HealtheVet account for full system access. Many participants recommended a secure, online authentication process as opposed to the existing in-person requirement, which was perceived as inconvenient. The VA subsequently added an online option for authentication. Veterans also noted preference for mobile
options, such as a My HealtheVet mobile app. Delegation refers to regulatory requirements, policy issues, and veteran preferences about surrogate account access (eg, who, timeframe, access level). Although unavailable at the time of the study, veterans felt that delegation represented a vital feature to the VA HIT system to better manage veterans’ care in partnership with informal caregivers and non-VA providers. Real-time synchronization and integration across platforms and with non-VA electronic resources details illustrate veterans’ preferences for an integrated, standardized, synchronized, and secure HIT system that integrates non-VA HIT across platforms such as kiosks and mobile apps. Single sign-on details addressed regulatory issues and veterans’ perceptions and concerns about the security and utility of federated credentialing, more commonly known as single sign-on. Security details provided by veteran participants indicate their clear concern for data privacy on VetLink Kiosks and mobile apps. Lastly, design details provided veteran input about the front-end user interface and experience when using VA HIT; most commonly, veteran participants stated a preference for simple “dashboard” designs that facilitated ease of use and continuity across resources and platforms.

Tasks
Veteran data clearly indicated that consumers used VA HIT to complete primary categories of tasks, including: (1) general tasks, (2) communication with care team, (3) laboratory test results/tests, (4) researching medical information, (5) tracking health vitals, (6) appointments, and (7) managing prescriptions. Data entries for these tasks provided veterans’ perspectives of the usefulness for utilizing each VA HIT resource and/or feature to complete the given task within different contexts. Due to the length and breadth of detail contained within the VA HIT Systems Matrix, the matrix document was structured to allow review and prioritization of content. The VA HIT Systems Matrix has search, filtering, and categorization options so content could be easily selected and compared (eg, to compare two or more resources).

Veteran Recommendations for Educating Consumers About the VA Health Information Technology System
As previously stated, investments in education and marketing are necessary to promote veteran and provider access and sustained use of VA HIT. Thus, HIT Systems Matrix participants were asked to make consumer marketing and education recommendations for all VA HIT resources in order to address consumer confusion about resource access and function. Categories and recommendations are illustrated in Textbox 2.

Textbox 2. Veteran recommendations and strategies for educating consumers about US Department of Veterans Affairs (VA) health information technology (HIT).

<table>
<thead>
<tr>
<th>Delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Involve veteran service organizations (eg, veterans of foreign wars) in educating veterans about VA HIT</td>
</tr>
<tr>
<td>• Target user groups who may require more assistance (eg, elders, traumatic brain injury)</td>
</tr>
<tr>
<td>• Provide peer-to-peer mentoring for sign-up instructions and updates</td>
</tr>
<tr>
<td>• Allow an educator to access veteran’s computer to help set up My HealtheVet, create icons, and teach veterans about My HealtheVet</td>
</tr>
<tr>
<td>• Have providers’ market services in person; provide brochures at the time of appointments with providers that explain key elements of VA resources</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Provide multiple types of education to fit all learning styles (eg, paper-based, electronic, in person)</td>
</tr>
<tr>
<td>• Use graphics and pictures to augment text</td>
</tr>
<tr>
<td>• Provide a VA welcome package or mail a digital video transmitter (DVD/YouTube) when veterans request their ID cards.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Send notifications about available technologies or changes to technologies (eg, secure messaging)</td>
</tr>
<tr>
<td>• Provide large print and display so veterans can read instructions easily in presentations (eg, PowerPoint)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>My Health e Vet specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Advertise tutorials/updates on VA sign-in page</td>
</tr>
<tr>
<td>• Integrate education on the My HealtheVet website</td>
</tr>
<tr>
<td>• Provide tutorials to learn more about My HealtheVet</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Troubleshooting</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Establish a call desk to help veterans who are having trouble with aspects of VA HIT</td>
</tr>
<tr>
<td>• Inform veterans of the name and contact information for their My HealtheVet coordinator</td>
</tr>
</tbody>
</table>
Integrated HIT systems improve health care delivery and help veterans become active participants in their care and self-care management; HIT is essential to adequately address veterans' health care needs [3]. Development and redesign in the VA must focus on the interactions and processes among patients, providers, administrators, organizational structures, and the technology itself to develop HIT resources that optimally meet consumer needs [3,14,15]. The data presented in the HIT Systems Matrix is relevant for VA administrators and developers as well as other large health care organizations seeking to document and organize their consumer-facing HIT resources.

The goal of this participatory study was to inform the VA's vision of an integrated HIT system from the shared perspective of veterans, providers, and key stakeholders (eg, VA operational partners, clinicians). In alignment with the goals of the VA, the HIT Systems Matrix provides a descriptive blueprint for decision making and supports the ongoing development of a user-friendly HIT system that prioritizes increased access to personalized, proactive, and patient-driven virtual care. The utility of organizing and presenting information in the HIT Systems Matrix was threefold: (1) it allows users (eg, administrators and developers within and outside the VA) to view and interpret direct stakeholder and veteran input despite its organizing structure because it was designed to allow sorting and manipulation of data; (2) it provides a living, evolving document that can be shared at any stage of development and that can be updated as HIT systems evolve; and (3) it allows users of the tool to easily compare and contrast the characteristics of different HIT technologies and platforms as well as understand the VA HIT system as a single entity.

Although this study protocol and its HIT Systems Matrix product are useful in developing valuable knowledge to inform system improvements, this study has limitations. First, this study represented findings only relevant to the VA HIT systems and technologies; however, this study and its product may be useful for development and redesign of other tethered HIT systems in health care delivery. Second, current technological infrastructure capacity was not a primary focus and thus may have limited use of some findings although it should not limit the VA HIT vision of the future. Third, although our sample represented multiple stakeholder groups and was relatively small, it should be noted that participants were a representative, purposively sampled group and were comparable to sample sizes used in other qualitative mixed-methods studies [16]. As such, data presented in the matrix represent expert panel member and focus group participant reports only and in some instances may be incomplete. Fourth, we purposively recruited participants who were invested users of two or more platforms as we felt they could provide salient in-depth feedback. As such, we may have missed valuable data that may have represented noninvested users. Fifth, we purposefully included veterans with comorbid conditions because these individuals are more likely to leverage the use of electronic resources to manage their health care. As such, we may have missed valuable data that may represent healthier participants.

Future research should inform the ongoing development of VA's vision for an integrated HIT system to include front-end patient user experiences and outcomes. Specifically, research should evaluate best practices for supporting consumers' proactive and integrated use of VA HIT systems. Ongoing investigation in this area of research is also warranted to address identified barriers in the existing system and solutions to eliminating those barriers in the evolving VA HIT system. Issues for VA employees, including workload and workflow data, and organization-level research is needed to identify largescale infrastructural consequences and outcomes relevant to the supply and demand of the growing VA patient population. Finally, system preferences, such as single sign-on and delegation, merit further investigation to better understand the feasibility, acceptability, and usefulness of these features within the current and evolving VA HIT system across traditional (eg, personal computers) and emerging (eg, mobile technology) technologies. Delegation in particular has become increasingly important because the VA places more emphasis on engaging with community care providers and informal caregivers. The provision of comprehensive and consistent veteran health care rests on the veteran's ability to securely and easily delegate access to medical records and virtual health services.

To our knowledge, this is one of the few published studies to aid in the development of an integrated system of HIT resources within a large health care system with nearly 4 million users (Veterans and Consumers Health Informatics Office, US Department of Veterans Affairs, 2016). Future research should inform the ongoing development of VA's vision for an integrated HIT system to include front-end patient user experiences and outcomes. Specifically, research should evaluate best practices for supporting consumers' proactive and integrated use of VA HIT systems. Ongoing research should inform the ongoing development of other tethered HIT systems as well as other large health care organizations seeking to document and organize their consumer-facing HIT resources.

Although this research lends itself to recommendations for future research, the authors' aim in completing this work was to produce a useful resource to assist ongoing development, redesign, and research efforts. The VA is currently utilizing this tool to support multiple initiatives including the redesign of the patient portal, the design of an enterprise-wide delegation service, and has strategic communication plans to increase awareness and use of VA HIT. Beyond VA, other organizations can benefit from using a similar approach and may also find the matrix model useful as a template to enhance HIT analysis, strategy, planning, and use.

Acknowledgments

The Department of Veterans Affairs, Veterans Health Administration, Office of Research and Development, Health Services Research and Development Service, and National eHealth Quality Enhancement Research Initiative (QUERI) Coordinating Center (RRP 12-495) supported this study. This study was also supported in part by the Center of Innovation for Disability and...
Rehabilitation Research at the James A. Haley Veterans Hospital. The contents of this paper do not represent the views of the Department of Veterans Affairs or the US Government. The authors would like to acknowledge the efforts of the VA Human Factors team, including Nancy Wilek, Abigail Noonan, and Ashley Cook, for their significant contribution to the success of this project. We would also like to thank Susan Woods and Jeffrey Sartori for their generosity of time and consultation throughout the conceptualization and implementation of this project.

Authors' Contributions

The corresponding author, as a US government employee, has the right to grant on behalf of all authors and does grant on behalf of all authors, a nonexclusive worldwide license to the publishers and its licensees in perpetuity, in all forms, formats, and media (whether known now or created in the future) to (1) publish, reproduce, distribute, display, and store the contribution, (2) translate the contribution into other languages, create adaptations, reprints, include within collections and create summaries, extracts and/or, abstracts of the contribution, (3) create any other derivative work(s) based on the contribution, (4) to exploit all subsidiary rights in the contribution, (5) the inclusion of electronic links from the contribution to third-party material wherever it may be located, and (6) license any third party to do any or all of the above.

Multimedia Appendix 1

Department of Veterans Affairs Health Information Technology Systems Matrix.

[ XLSX File (Microsoft Excel File), 44KB - jmir_v18i10e266_app1.xlsx ]

References

1. MyVA Integrated Health Plan (MIP) Overview Veterans Health Administration. 2015 Jul 30. URL: http://www.va.gov/opa/myva/docs/myva_integrated_plan_overview.pdf [accessed 2016-09-26] [WebCite ID 6kp58Q0A11]

Abbreviations

HIT: health information technology
VA: Department of Veterans Affairs
The Relationship Between Health Management and Information Behavior Over Time: A Study of the Illness Journeys of People Living With Fibromyalgia

Annie T Chen, MSIS, PhD
University of Washington School of Medicine, Department of Biomedical Informatics and Medical Education, Seattle, WA, United States

Corresponding Author:
Annie T Chen, MSIS, PhD
University of Washington School of Medicine
Department of Biomedical Informatics and Medical Education
850 Republican St., Box 358047, C238
Seattle, WA, 98109
United States
Phone: 1 206 221 9218
Fax: 1 206 221 2671
Email: atchen@uw.edu

Related Article:
This is a corrected version. See correction statement: https://www.jmir.org/2020/8/e23597/

Abstract
Background: Over the course of a chronic illness, patients face many challenges, including understanding what is happening to them and developing an effective strategy for managing illness. While there is existing literature concerning how people seek health-related information and cope with chronic illnesses, there is a need for additional research on how information affects patients’ understandings of their illness, and how changes in this understanding affect their health management strategies over time.

Objective: This study examined how health management, information seeking, and information consumption and use processes are related throughout an illness.

Methods: A diversified recruitment strategy involving multiple media channels was used to recruit participants for an interview study. During the interviews, participants were asked to draw an “illness journey” timeline. The data were analyzed using a qualitative approach drawn from Interpretative Phenomenological Analysis and Grounded Theory.

Results: The study identified four main health management features of illness journeys: onset, progression toward diagnosis, acceptance, and development of an effective management strategy. The study then focused on how information seeking changes over illness journeys, particularly in terms of a transition from active information seeking to monitoring with intermittent focused searching. Last, the paper describes the information consumption and use processes that patients engaged in throughout their journey.

Conclusions: This study makes three important contributions to the field. First, it presents an integrated conceptualization of how health management and information behaviors are related on illness journeys. Second, it adds to our existing knowledge on health literacy and self-management of chronic illness. Third, the study has implications for health interface design.

(J Med Internet Res 2016;18(10):e269) doi:10.2196/jmir.5309
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Introduction

Over the course of a chronic illness, patients face challenges on many fronts. On a basic level, they endeavor to understand what is happening to them and deal with their illness. This may include navigating the health care system and understanding their medication regimen. They interact with information that may change their abilities to engage in these behaviors and make health decisions. While existing literature has investigated how people seek health-related information, there is a need for additional research on how information facilitates changes in patients’ understanding of their health, which may in turn lead to long-term changes in health management.

This study investigated the relationship between information and health management of those with a chronic condition—fibromyalgia. Fibromyalgia is a complex, poorly understood condition characterized by chronic widespread pain, joint stiffness, and systemic symptoms (e.g., mood disorders, fatigue, cognitive dysfunction, and insomnia) [1-3]. Due to the diversity of symptoms and problems that patients experience, fibromyalgia has an impact on multiple facets of patients’ lives [4-6].

Because fibromyalgia patients often appear healthy and their symptoms are invisible, patients continually struggle with stigma, social isolation, and a search for legitimacy [7-10]. In addition, patients struggle with the medically unexplained nature of the syndrome [6,7]. In the case of many illnesses, diagnosis can serve to give meaning to an illness experience, but with fibromyalgia, initial relief is replaced with the realization that the diagnosis does not lead to increased understanding, treatment options, or respect from others [11-13].

This is where information might potentially play a role. Though patients with fibromyalgia have shown little long-term improvement [14], previous research has shown that becoming knowledgeable about one’s condition is an important factor in acceptance or coming to terms with pain [15], and pain acceptance is associated with less pain, disability, symptoms, mood disturbance, as well as better general health, functioning, and greater well-being (e.g., [16,17]). Because fibromyalgia is a condition for which there are limited treatment options, self-management is increasingly being recommended [18].

Fibromyalgia patients consult many sources to try to understand their condition and possible treatments, including health care professionals, the Internet, health organizations, magazines, television, radio, support groups, and other people [19,20]. Fibromyalgia patients and other patients with chronic conditions may use online resources such as online discussion forums and blogs to exchange information, understand their illness, and offer social support [21-23]. Online participation may lead to benefits such as reduction of social isolation [22], patient empowerment [24], and improved psychological, social, and cognitive health [25].

Previous research has also reported that fibromyalgia patients’ information needs change over the course of the illness [26]. At first, individuals may be preoccupied with finding a cure. Searches for information on exercise, medications, and research increase over time. However, it is unclear what drives this evolution in information behavior, and moreover, what information behaviors may lead to successful self-management. The motivation for the current study was to provide insight concerning this gap. This paper explores three aspects of fibromyalgia patients’ illness journeys: (1) health management, (2) information seeking, and (3) information consumption and use processes.

Methods

Sample and Recruitment

Multiple mechanisms were used to recruit a convenience sample that self-identified as having fibromyalgia (N=23). A recruitment goal was established to recruit a sample that was diverse in terms of three characteristics: age (47 years and ≥47 years), illness duration (≤4 years and ≥4 years), and social media participation style (non-user/lurker, infrequent participator, active participator), with substantive representation in each of the subcategories per category. A lurker was defined as someone who read social media content but did not author content themselves, an infrequent participator was someone who authored social media, but infrequently, and a frequent participator was someone who authored social media content quite often. These definitions are based on those in previous studies, with modifications to account for participation on other types of social media [27,28].

The decision to focus on these dimensions was based on previous work that showed there was great variation in the age and illness duration of fibromyalgia patients and that social media participation style was significantly associated with other aspects of illness adjustment [29]. The age threshold was based on the mean age in prior studies [19,26], and the illness duration threshold was set in order to emphasize the first several years after onset.

The recruitment mechanisms included an email contact list from a previous survey [26], a university staff and student listserv, face-to-face support groups, health-related discussion forums, and Twitter (Table 1). In the case of face-to-face support groups, the leaders of support groups for fibromyalgia, chronic pain, and chronic fatigue syndrome were contacted, and permission was sought to visit the support groups to introduce the study and invite members to participate. The health-related discussion forums included websites such as Reddit, HealingWell, and ProHealth, which feature forums dedicated to fibromyalgia and other conditions that are often co-morbid with fibromyalgia, such as chronic fatigue syndrome. In each case, a description of the study and an invitation to participate was posted in relevant forums. In the case of Twitter, users who self-identified as having fibromyalgia were contacted and invited to participate.
### Table 1. Recruitment mechanisms and participants recruited.

<table>
<thead>
<tr>
<th>Recruitment mechanism</th>
<th>Participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant pool from previous survey</td>
<td>4</td>
</tr>
<tr>
<td>Listserv(^a)</td>
<td>7</td>
</tr>
<tr>
<td>Social networking sites</td>
<td>5</td>
</tr>
<tr>
<td>Face-to-face support groups</td>
<td>6</td>
</tr>
<tr>
<td>Twitter</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)Includes those referred by someone on the listserv.

### Interviews

The first interview focused on participants’ health history and information seeking and use. Participants were also asked to draw a timeline representing their illness journey (Figure 1). Timelines have been used in previous health-related research (eg, [30-32]). When the exercise was introduced, participants were asked to think about their illness journey and “to draw something that represent[ed] it.” They were told there were no rules as to what they drew and that the timeline need not be a line. The aim of the prompt was to leave the activity as open as possible, so that participants would feel free to depict the journey as they experienced it. The purpose of this activity was to help participants access their memories of their illness history.

The second interview was used to explore participants’ social media participation histories, using an interface called the Online Scrapbook that was designed for the study. This interface enabled participants to view their social media participation over time. There were multiple reasons to incorporate the interface, including reminding participants of what they had previously authored, as well as providing them a fresh look at it through an interactive visualization. As this paper focuses on thematic analysis of the interview content, the interface will not be discussed in further depth. The interview guides for the two interviews have been included in the Multimedia Appendices 1 and 2.

Participants were interviewed either once or twice, depending on the extent to which they participated in social media and their geographic proximity. If participants participated only minimally in social media or lived far away, they were usually interviewed once, and the questions from the second interview were integrated into the first interview. Three interviews were conducted via Skype or phone due to issues of geographic proximity. All other interviews were conducted in person. To ensure that participants were comfortable during the interview, the location for the interview was left up to the participant, and almost all interviews occurred either in participants’ homes or in coffee shops. Altogether, the study involved 37 interviews with 23 participants, and the mean total interview time per participant was 2 hours and 26 minutes.

**Figure 1.** P21’s illness journey timeline.
**Data Analysis**

The analysis method was derived from two approaches: interpretative phenomenological analysis and constructivist grounded theory. The primary aim of interpretative phenomenological analysis is to explore how participants make sense of their world and focuses on participants’ interpretations of the object or event [33,34]. Grounded theory focuses on how social and psychological processes occur in a given environment or situation [35,36]. These two foci facilitated a study that investigated lived experience as well as social interactions and context.

The interview transcripts and a purposively sampled subset of posts authored by participants who engaged in online discussion forums such as Reddit served as the basis for the analysis. Because some participants were extremely prolific in their social media content production and it was not possible to manually analyze all of the posts, it was necessary to select a subset of posts that provided a sense of the diversity of each participant’s social media production. The posts that participants authored were analyzed in the context of the threads, or dialogues, in which the posts were embedded.

The content was analyzed using Atlas.ti Version 1.0.1. In order to protect the identities of the participants, each participant was assigned an identification number. There were four pilot participants; thus, the 23 participants in the study will be referred to as P05–P27.

The analytic procedure involved initial line-by-line coding, followed by conceptualization of codes as a nested hierarchy, as is customary in grounded theory [37]. In interpretative phenomenological analysis, a similar process is performed in which the codes are thought of as belonging to themes and subthemes [33]. The themes and subthemes relating to health management and information behaviors are reported in this paper.

Exact prevalence of themes has not been reported in this study for two reasons. First, due to the sample size and recruitment strategy, the sample is not necessarily representative of fibromyalgia patients as a whole. Second, though prevalence of a theme may be an indicator of its significance, simply because a behavior occurs often does not immediately render it important [38]. However, it is understandable that a reader would like to acquire a sense of how common a behavior is from the reading, and thus, consistent conventions of “a few,” “some,” “many,” “almost all,” and “all” have been used, as in previous research [38].

The study protocol was approved by the Institutional Review Board at the University of North Carolina, Chapel Hill. All participants gave written informed consent for their data to be used in publications.

**Results**

**Participants**

The sample included 23 individuals who self-reported that they had fibromyalgia. The majority of the sample was white women (Table 2). The participants resided in nine different states; Washington, DC; and Australia. Because recruitment occurred using multiple mechanisms including several social media channels, the sample was naturally geographically diverse. The use of multiple recruitment methods also led to a sample that varied in terms of age (range 21–79 years), illness duration (1–58 years), and social media participation style. Though diversity was achieved in all three target categories, those with short illness durations were underrepresented.

The sample was highly educated, with the majority holding at least a 2-year or 4-year degree, and approximately half holding graduate degrees. Potential reasons for this bias were that a university listserv was used for recruitment and that those who had graduate degrees might have had a greater appreciation for the contribution of research to health care and thus volunteered for the study.

**Health Management Features of the Illness Journey**

This section focuses on the health management aspects of the journey in three parts: (1) moving from onset to diagnosis, (2) acceptance, and (3) development of an acceptable level of self-management.

**Moving From Onset to Diagnosis**

Though for some participants, fibromyalgia onset coincided with an event such as a surgery or immunization, a more common pattern was experiencing symptoms for some time, before recognizing that the symptoms were not to be ignored. Most participants were diagnosed years after onset. There were various reasons. In many cases, participants did not seek medical assistance right away. P09 experienced fatigue for years, but she did not seek help because she thought she was just being lazy. It was not until she started experiencing pain that she sought the opinion of a physician. P27 had a fast-paced lifestyle full of events that she was committed to, so she ignored her symptoms until “[her] body was forced to stop.” In retrospect, she said:

> Thinking back on how long I’ve been feeling a little bit tired or feeling a little bit achy and thinking of all the ways that I made excuses for that, I realized that probably my symptoms have been going on a lot longer than I thought…But I just said, well this is what it’s like to be an activist…you’re just always tired because you’re always doing stuff for the movement or for the community, so just push through it. [P27]

There were other reasons why diagnosis took a long time. Physicians tended to diagnose the condition after excluding other possibilities, so many participants experienced a period of uncertainty in which they saw multiple health care practitioners and underwent many lab tests before being diagnosed. P05 remarked somewhat facetiously, “It was really crazy…a lot of ER visits, um, got to know doctors very well—all kinds of specialists…and I sit there, and I was like, I should have been a doctor. Because at this point, I have done almost every test you can think of.”

Participants’ responses to diagnosis varied, but many did not want to be diagnosed with fibromyalgia due to their impressions...
of the condition. P15 said of the moment when her physician made her preliminary diagnosis:

I remember thinking, “No!” That’s one of the things I never wanted to have, because...it’s like, Chronic Fatigue Syndrome or back problems...you can’t really see it, and nobody believes it’s real. And it’s one of those things that makes people out all the time from work, and...people think you’re faking it...I thought, “Oh God! Of all things!” [P15]

A few participants mentioned that their mother or other relative had fibromyalgia or chronic pain, and the possibility of a genetic basis to fibromyalgia has been hypothesized in previous literature [39]. P20 remarked that she had not really believed her mother: “I thought that something had just happened to my mom, that she was making it up. Because this was in the '70s, when she was diagnosed with fibromyalgia. And I’m like, what kind of made up stuff is that?” So when P20 was diagnosed, she thought: “Please don’t give me that. Anything but that.”

Being diagnosed with fibromyalgia could be bittersweet. At 24, P11 thought that she might have had fibromyalgia and went through the next several years having lab tests and seeing different doctors. In a Reddit post, she wrote of her diagnosis at 30: “For me, it was relief, to finally have an answer (an answer I thought was RIGHT, as I’d thought it was fibro for a while but had never brought it up) but also a bit sad as I’m stuck with this for the rest of my life!” P24 also went through a period of frustration at the lack of answers, and she said that when she and her physician finally found a treatment regimen that worked, “that visit with her was kind of bittersweet because it was like, great, something’s working, I have an answer—but it’s fibromyalgia, and I’m going to have this for the rest of my life.”

The path to diagnosis was often long and stressful. Nevertheless, being diagnosed was important because the diagnosis enabled participants to move forward in terms of figuring out how to manage their condition.

Acceptance

After participants were diagnosed, it often took time for them to move towards acceptance, which consisted of two parts: acceptance of the diagnosis and acceptance of the illness. In terms of the diagnosis, participants seemed to come to accept it because their symptoms matched clinical descriptions of fibromyalgia. P10 initially did not believe that she had it, but “as time progressed, and I had other symptoms, like migraines...that went along with fibromyalgia, as I read more about fibromyalgia, I kind of accepted that I had fibromyalgia.”

The second part involved an acceptance of the illness as being there to stay. In the beginning, some participants felt that the illness was temporary, and they were looking for a way to “fix it,” for the “magic pill” [P05] or the “magic bullet” [P17]. P15 described her experience:

2013 was going to be my year of...health...it was going to be the year that I got myself back. Yeah right...at a certain point, I adjusted to a year of concentrating on wellness, instead of just, “Oh, I’m going to be...cured.” Because I kind of felt like, “I’m going to cure myself!”...I think it’s kind of like a pipe dream that some people like me will cling to and...I need to accept...I think you have to grieve like you have to grieve any other loss or death...you have to go, “Okay that’s the old me,” and “this is the new me.” [P15]

Self-Management

Achieving an acceptable level of self-management was often multidimensional, including both symptom and emotion management, and was predicated upon acceptance:

For once in a very long time, I felt like I could handle the fibromyalgia...I was starting to realize: ok, it’s a part of my life, and I started noticing some of the triggers a little bit better, also the best way to manage some of the symptoms, and also not being so mad at myself or my body. [P05]

The concept of self-management does not mean the elimination of symptoms, but rather, reaching a point where patients believe that they are able to manage their symptoms or that the extent to which they experience symptoms is “acceptable.” For many, this may mean “wellness.” Patients may still experience “flares,” but to a lesser extent. The level of functioning for each individual might differ significantly, but there is a pragmatism to it in the sense of finding solutions that fit people’s lives: “…basically what I have learned is that you just manage your life” [P21].

All participants made changes to their lifestyles. Many made dietary changes to avoid trigger foods; others had strategies such as having nuts on hand to avoid hypoglycemic episodes. Many found that exercise was helpful, particularly yoga. Participants also used alternative therapies such as massage therapy, acupuncture, meditation, and hypnotherapy. Participants reported that meditation and hypnotherapy were effective for both pain management and emotion regulation.

P21’s timeline aptly illustrates the main health management features (Figure 1). She started out her journey with a gas tank that was always low, meaning that she was constantly fatigued and struggling with different health issues. Along the way, she saw multiple doctors (represented by the stethoscopes). Towards the end of her journey, she encountered and tried multiple alternative modalities (represented by the trees). At the end, she developed an effective management strategy and was able to consistently maintain a fuller gas tank.

Information Seeking

In terms of information seeking, the predominant pattern was a move from active information seeking to monitoring information sources with intermittent focused searching.
Table 2. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Category</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>4</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>31-40</td>
<td>4</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>41-50</td>
<td>2</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>51-60</td>
<td>7</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>61-70</td>
<td>5</td>
<td>21.7</td>
</tr>
<tr>
<td></td>
<td>71-80</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>22</td>
<td>95.7</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>White</td>
<td>20</td>
<td>87.0</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>2</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Some college</td>
<td>2</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>2-year or 4-year college degree in progress</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>2-year or 4-year college degree</td>
<td>8</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td>Graduate degree</td>
<td>11</td>
<td>47.8</td>
</tr>
<tr>
<td></td>
<td>Graduate degree in progress</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td>Employment status(a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Student</td>
<td>3</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>Employed full-time</td>
<td>11</td>
<td>47.8</td>
</tr>
<tr>
<td></td>
<td>Not employed</td>
<td>1</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>Retired</td>
<td>9</td>
<td>39.1</td>
</tr>
<tr>
<td>Received disability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>8</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>15</td>
<td>65.2</td>
</tr>
<tr>
<td>Illness duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≤4 years</td>
<td>3</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>4 years</td>
<td>20</td>
<td>87.0</td>
</tr>
<tr>
<td>Social media participation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-user/lurker</td>
<td>9</td>
<td>39.1</td>
</tr>
<tr>
<td></td>
<td>Infrequent participator</td>
<td>5</td>
<td>21.7</td>
</tr>
<tr>
<td></td>
<td>Frequent participator</td>
<td>9</td>
<td>39.1</td>
</tr>
</tbody>
</table>

\(a\)Participants may belong to more than one category.

**Active Information Seeking**

In general, participants engaged in active information seeking toward the beginnings of their illness journeys. Prior to knowing what they had, participants looked for conditions that had similar symptoms; others used symptom checkers. Some participants suspected that they had fibromyalgia and discussed it with their doctors. Participants employed a diverse array of information sources including print (newspapers, magazines, books) and digital media (Twitter, informational websites, discussion forums, blogs, webinars, e-newsletters, and e-books), people (health care practitioners, authors, family, and friends), informational and emotional support venues, patient education courses, and others (commercials, radio, and television).
Once participants had an idea that fibromyalgia was what they had, they would engage in more extensive information seeking. When P17 was first diagnosed, she read “everything [she] could get her hands on.” Prior to her diagnosis, P11 sought answers both online and through her doctors, but after she was diagnosed, she “googled everything on creation” (Figure 2).

A period of confusion often followed the diagnosis as participants searched for information and found no clear answers. Many participants said that they saw multiple doctors and had numerous lab tests. P19 had “this battery of tests for, you know, we call it the symphony of catastrophic diseases? Lupus, MS…” P05 said that one doctor thought it was fibromyalgia; another said arthritis, and “they’re like, we’re not exactly sure. So it was a very uncertain time in terms of figuring it out because it wasn’t getting any better” [P05]. P06’s encounters with health care practitioners did not appear to be leading towards a resolution. Thus, she ended up trying to figure things out herself: “I was doing research on my own and realizing that there was no medical consensus about what fibromyalgia was or how to treat it, so I really ended up doing a lot of research on my own” [P06].

Some participants found the diagnosis empowering in that it enabled them to do something to help themselves. In the case of P09, it helped in her search for information: “Once I had a name, I searched for fibro communities. Before that, I kind of trawled the Internet looking for places where other people talked about it…I searched for the symptoms, ignored what the forum was, and just sort of talked in various forums.” Participants found it frustrating to not know what was happening with them, and active information seeking often continued through the point of diagnosis, until they developed an effective management approach.

**Figure 2.** P11’s illness journey timeline.

**Transition to Monitoring**

Eventually, study participants came to accept their illness and learned to manage it. Along with these changes, participants also engaged in less information seeking. There were various reasons. First, because information seeking was often symptom-driven, as participants were able to get their symptoms under control and/or learned to manage their condition better, they felt less of a need for information. When asked if she currently searched for information, P09 responded: “The symptoms fit the diagnosis, and while it’s frustrating to have that diagnosis and I don’t like it, and I wish it were something that were curable, I’ve mostly stopped, um, because the current treatment regimen is helping.” Many participants reached a point where they just wanted to move on:

> For me, you just kind of reach a point where it’s like (sigh), “It is what it is. I’m going to continue to eat as healthy as I can. I’m going to continue to walk every day. I’m going to continue to lead as healthy a life as possible.” But I really am kind of done trying to figure it all out. I just want to get on with my life…When I have a bad day, “Oh well,” I don’t really question it anymore. [P14]

Participants also stopped seeking information because they felt that they knew what was out there, and there was no new information to be found. P06 said, “I occasionally get back online and kind of look up and see where the research is at. Every now and then I’ll see a research study highlighted about fibromyalgia and I’ll read it just to see if there’s any major breakthroughs [chuckle], but there never are.” Most participants tried to maintain some level of awareness of fibromyalgia.
research through “monitoring,” that is, subscribing to e-newsletters from services such as Medscape. There is a lingering sentiment of wanting to know: “I’m still signed up for a couple of newsletters, but I don’t look at them on a regular basis. They flood…they come to my inbox and I don’t want to…unsubscribe…there are moments…I just want to see latest conversations, and latest research…So I keep them…they all go into a folder” [P05].

Searching for information on an as-needed basis also served to reduce information overload: “[I] started looking for specific things for specific problems…I wanted to piece [together] what would cause different areas of the symptoms, instead of looking at it as a whole, ‘cause then it was just overwhelming” [P05]. Thus, on the whole, participants eventually settled into a pattern of monitoring. But once in a while, the appearance of new symptoms, serendipitous encounters with new information, and other events might trigger some focused searching.

If a patient develops a new condition, they may cease monitoring and cycle back to active information seeking. For example, after P17 developed fibromyalgia, she engaged in active information seeking and participated in online discussions, but eventually her participation waned. She started seeking information and participating again, after being diagnosed with alopecia.

**Information Consumption and Use Processes**

Participants engaged in information consumption and use processes throughout the course of their journey. Several key processes emerged: forming a coherent representation of the conceptual space, evaluation and synthesis of information, taking charge of one’s health care, and iterative problem solving.

**Forming a Coherent Representation of the Concept Space**

Over time, participants came to understand the concept space in different ways. P05 became acquainted with the scientific explanation: “I know the biology and the science behind fibromyalgia, what they say about it, the causes they don’t really know about it…” Many came to know fibromyalgia in terms of the symptoms: “Mostly when I was still learning what fibromyalgia is, I was looking at symptoms and stuff like that…at all these different websites explaining what is going on, and what is its effect, and how people with fibromyalgia are going to feel” [P13]. P06 surveyed the online space and selected treatments based on her own comparison of patient reports: “I felt like I was doing all the major recommendations…massage, getting a lot of rest, the one particular drug that a lot of people have had success with, the guaifenesin.” There are differences in the ways that participants represented this space, but each formed an understanding of the space that they could accept, in other words, that was coherent to them.

At some point in their illness journeys, many participants came to a point of saturation, where they felt as if there was “nothing new” [P20] and that they knew “all there was to know” [P25]. This coincided with the transition to monitoring described earlier.

**Evaluation and Synthesis of Information**

As they were coming to understand the concept space, participants continually encountered and evaluated information. Many participants read extensively about fibromyalgia and synthesized across sources. They developed their own heuristics for evaluating the quality of information. One common rule was that they dismissed information that “promised a cure” [P09]. P22 looked “to see if they’re accurate about the basic mechanics of how it [fibromyalgia] works.” Others looked for consensus across multiple sites.

P13 and P27 engaged in another type of synthesis, involving comparison of explanatory perspectives on fibromyalgia. P13 quickly realized that allopathic medicine’s explanation of fibromyalgia did not satisfy him and moved on to study Chinese medicine. P27 said, “As soon as the doctors are thinking, okay, this might be fibromyalgia, I started doing research on the Internet, but then also checked out at least ten fibromyalgia books from the library, just to read different perspectives on what fibromyalgia is and, like, differing ways that you can treat it.”

**Taking Charge of One’s Own Health Care**

Over time, many participants realized that they needed to take charge of their own health care. They showed this initiative in various ways. P15, like many others, went through a prolonged period of lab tests and consultations prior to being diagnosed. During that time, she realized that even if she were diagnosed, she would refuse medication, so she needed to take matters into her own hands: “I was not getting what I wanted to get with the doctors and all that, so I thought, ‘Well, what would you do differently if you had the diagnosis?…Whatever that is, you need to start doing it now’” [P15]. Then she began an elimination diet, which involved progressively removing items from her diet until she figured out what she was sensitive to.

Though health care practitioners may be experts in their respective areas, patients are likely to have a more intimate understanding of their own body. P12 explains the rationale for taking charge: “Doctors know some things, and you know some things. And you’ve got to have somebody who lets you put that together, ‘cause you’re the expert on your body, and they might be the expert on some treatments, but then you’re the one that has to sort of be your own case coordinator, and monitor your body.”

This was not a role that participants naturally took on: “It took me a long time to be the manager of my own health system. I expected doctors to kind of manage my life for me. It took me a long time to realize that, no, I’m in charge of this. The doctors that work for me are a team, and I manage that team” [P14]. P14 depicts herself as a manager of her multidimensional care team (Figure 3, right).
Iterative Problem Solving

Over the course of their illness, participants also engaged in episodes of problem solving to address the physical problems that they experienced.

Figuring out a management strategy was often an iterative process involving trial and error. For example, in the case of exercise, participants often needed to experiment to find the right type of exercise and amount that they could handle. P17’s story is a case in point: “I got myself an exercise bicycle…I worked up to ten minutes a day…but then the other 24…23 hours a day I was in the bed. So I figured that’s not going to work.” She said that eventually, “I learned to evaluate myself, how tired I was getting, and how I was feeling, so I could better pace myself and rest when I needed to, and that made a huge difference...And yoga helped a lot in helping me become self-aware” [P17].

Another common issue was identifying food sensitivities and allergies. Some participants, such as P15, researched how to do this on their own. P24 used a mobile app called Pain Coach to track her food intake. This enabled her to figure out that gluten was causing her a problem, and then she eliminated it from her diet. P26 underwent lab tests and a rotation diet to figure out the foods to which she was sensitive.

Participants progressively made adjustments and/or engaged in additional information seeking based on evolutions in their thoughts and often, in their symptoms. P15 described this as “peeling back layers”:

Like with the nutrition, say I have an issue with certain types of foods...that’s one thing, and then I am getting better nutrition, not the processed things...more organic stuff, and that’s peeling off another layer...and getting better exercise and more movement, of the proper kinds of movement that don’t cause me to have pain. That peels off another layer. And that exposes something else. [P15]

Not all of participants’ energies were engaged in problem solving via information seeking; there was also internal sense-making. Participants found it frustrating that there were so many unexplained symptoms, and they were constantly trying to figure out the root cause of their problems: “If you have any intelligence at all and you want to get better, you want to try to figure out why you woke up feeling so bad. So I would go back and go through all the foods that I ate and go through everything. Did I go through these stresses?” [P14].

Discussion

Principal Findings

This paper reported the findings of a qualitative study of fibromyalgia patients’ illness journeys. At the outset, there were health-related features: moving from onset to diagnosis, acceptance, and development of an acceptable level of health management. Information seeking changed over time, particularly in terms of a transition from active information seeking to monitoring. Last, patients engaged in information consumption and use processes: forming a coherent representation of the conceptual space, evaluation and synthesis of information, taking charge of one’s health, and iterative problem solving.

Aligning the themes from the interview content temporally affords an integrated conceptualization of how health management and information behaviors are related over time (Figure 4). Patients engage in active information seeking at the beginning of their journeys, beginning with cognizance of their condition and extending through diagnosis and acceptance. As they begin to develop an acceptable level of management, their information seeking tapers to a pattern of monitoring with
intermittent focused searching. The spacing of the four phases (ie, onset, diagnosis, acceptance, and management) is intended to reflect their relative temporal differences, though this may change if we observe a decrease in times to diagnosis.

Alongside these developments, participants continually engage in information consumption and use. They form and refine their interpretations of the concept space. They also engage in information evaluation and synthesis activities, which become more sophisticated over time but decrease due to lessened need. They learn to take charge of their health care. Periods of iterative problem solving to address issues such as irritable bowel, fatigue, and sleep problems also occur. The information consumption and use processes might also be thought of as activities that individuals become increasingly skilled at over time. A set of arrows from monitoring back to active information seeking indicates that patients may traverse the process again for a new condition.

The journey described in this paper reflects the predominant patterns among study participants. Though most participants engaged in extensive information seeking, a few participants did not. P18 said, “I didn’t really look into it [fibromyalgia]…I just kind of accepted it for what it was and didn’t worry about it.” P07 said that she was never really a very curious person. Both participants ended up learning more about fibromyalgia serendipitously, decades after they were diagnosed, when they engaged in exercise that inadvertently led to health information encounters. For P10 and P25, who had conditions that pre-dated fibromyalgia, there also seemed to be less of an impact.

**Comparison With Prior Research**

Though there has been considerable work investigating the lived experiences of fibromyalgia patients (eg [5,40-42]), at least to this author’s knowledge, there is no existing work that has taken a qualitative approach to investigate the relationship between health management and information behavior in fibromyalgia patients over time. The results of this study illustrated that, over time, participants became clearer and more accepting of their condition. These developments were accompanied by an increased awareness of and ability to use information sources to improve their health management, as well as improved communication with physicians and other health care providers.

The study findings share similarities with existing research in health literacy and self-management in chronic illness. In this study, participants developed skills that have also been identified in a meta-synthesis of self-management in chronic illness (eg, taking ownership of health needs, adjusting to illness, and activating resources) [43]. Additionally, the study findings showed that participants developed skills that have been associated with increased health literacy, such as becoming more active in clinical consultations, and greater autonomy and empowerment in decision making [44-46]. Previous research testing an Internet-based self-management intervention for fibromyalgia has also demonstrated that increased knowledge can lead to better health outcomes [47]. This convergence in the study findings and the self-management literature suggests that some of the lessons learned from this study might be incorporated in the design and delivery of self-management education.

**Implications for Information System Design**

There are various ways that information technology could support fibromyalgia patients’ information needs. First, to make sense of their condition, participants attempted to synthesize information across diverse source types and from multiple explanatory perspectives. Because they are not focusing on a single information source, tools that help patients make sense of and compare information sources could be particularly helpful. Building interfaces that enable patients to discern and make sense of explanatory perspectives has also been suggested in a previous study concerning information about Lyme disease [48]. Systems that help users understand and evaluate health information from different perspectives could be invaluable for conditions in which there are many treatment options, multiple alternative perspectives, and unclear treatment protocols.

Participants also expressed frustration because there were so many factors that could be influencing their health, and it was difficult to disentangle them (eg, P14). Thus, the development of tools to analyze different types of personal health data and the integration of knowledge bases to provide additional information are important directions for future development. Fibromyalgia patients are also more likely to have comorbidities [49], which can make it seem like work to track data [50].

Last, once patients start developing a picture of the concept space, they experience less of a need to seek information but are still interested in keeping up with the research. Patients who engage in monitoring could benefit from tools that automatically process newsfeeds and flag articles for perusal.
Limitations and Future Directions

Though this study provided valuable knowledge about how people use information in the context of chronic illness, there are limitations. The participants in this study had all reached acceptance, most had achieved a stable level of health management, and almost all had stopped actively seeking information. As such, the study afforded a glimpse of participants’ journeys through their eyes, at a particular point in their journeys. There are potential problems with retrospective recall, including errors in memory, lack of clarity about past events, and differences in interpretation of one’s history over time. Some persons may never reach acceptance or develop effective management strategies; their perspectives are not reflected in this sample.

Thus, an important priority for future research is to work with patients earlier in their illness journeys. Though participants in this study reported developing a more coherent representation of the concept space, more familiarity with and ability to evaluate information sources, and increased ability to take charge of their health care over time, there is still much that we do not know about how these skills evolve. Additional research focusing on critical time periods such as postdiagnosis, and important activities, such as problem solving and sense-making about symptoms, could inform the design of patient education programs.
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Abstract

Background: Automated eHealth Web-based research trials offer people an accessible, confidential opportunity to engage in research that matters to them. eHealth trials may be particularly useful for sensitive issues when seeking health care may be accompanied by shame and mistrust. Yet little is known about people’s early engagement with eHealth trials, from recruitment to preintervention autoregistration processes. A recent randomized controlled trial that tested the effectiveness of an eHealth safety decision aid for New Zealand women in the general population who experienced intimate partner violence (isafe) provided the opportunity to examine recruitment and preintervention participant engagement with a fully automated Web-based registration process. The trial aimed to recruit 340 women within 24 months.

Objective: The objective of our study was to examine participant preintervention engagement and recruitment efficiency for the isafe trial, and to analyze dropout through the registration pathway, from recruitment to eligibility screening and consent, to completion of baseline measures.

Methods: In this case study, data collection sources included the trial recruitment log, Google Analytics reports, registration and program metadata, and costs. Analysis included a qualitative narrative of the recruitment experience and descriptive statistics of preintervention participant engagement and dropout rates. A Koyck model investigated the relationship between Web-based online marketing website advertisements (ads) and participant accrual.

Results: The isafe trial was launched on September 17, 2012. Placement of ads in an online classified advertising platform increased the average number of recruited participants per month from 2 to 25. Over the 23-month recruitment period, the registration website recorded 4176 unique visitors. Among 1003 women meeting eligibility criteria, 51.55% (517) consented to participate; among the 501 women who enrolled (consented, validated, and randomized), 412 (82.2%) were accrued (completed baseline assessments). The majority (n=52, 58%) of the 89 women who dropped out between enrollment and accrual never logged in to the allocated isafe website. Of every 4 accrued women, 3 (314/412, 76.2%) identified the classified ad as their referral source, followed by friends and family (52/412, 12.6%). Women recruited through a friend or relative were more likely to self-identify as indigenous Māori and live in the highest-deprivation areas. Ads increased the accrual rate by a factor of 74 (95% CI 49–112).
Conclusions: Print advertisements, website links, and networking were costly and inefficient methods for recruiting participants to a Web-based eHealth trial. Researchers are advised to limit their recruitment efforts to Web-based online marketplace and classified advertising platforms, as in the isafe case, or to social media. Online classified advertising in “Jobs–Other–volunteers” successfully recruited a diverse sample of women experiencing intimate partner violence. Preintervention recruitment data provide critical information to inform future research and critical analysis of Web-based eHealth trials.


(J Med Internet Res 2016;18(10):e281) doi:10.2196/jmir.6515
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Introduction

Violence against women is a global epidemic. It is estimated that one in every three women experiences physical or sexual violence by an intimate partner [1]. The negative impact of intimate partner violence (IPV) on the health and well-being of women and their children has been documented for over two decades [1,2]. While primary prevention efforts are required to reduce the prevalence of this human rights violation [3,4], it is also necessary to provide evidence-based essential services that promote the safety and well-being of those experiencing abuse [5]. However, women’s ability to access services is often constrained by the ongoing pattern of coercive and controlling behaviors that isolate a woman from both informal and formal support systems [6,7].

Recognizing the growing number of people who turn to the Internet to seek help [8,9], eHealth interventions have the potential to provide an accessible, safe, cost effective resource for women experiencing violence. eHealth interventions can provide a pathway for women to access health, justice, and civil society essential services. Innovative, interactive eHealth interventions for women who experience abuse are being developed and tested internationally [10-14]. In developing this evidence base, it is critical to examine the processes of recruiting women who are experiencing abuse for Web-based trials. In this study we examined the recruitment experience for the New Zealand isafe trial [15] that tested a Web-based safety decision aid for women who experience abuse.

Help Seeking Among Women Who Experience Abuse

Qualitative research findings document that women implement a range of both active and passive strategies to keep themselves and their children safe from a partner’s coercive controlling behaviors [16-18]. They often tell friends, family, or coworkers (informal networks) about the abuse they are experiencing. These informal sources of support, however, often lack the understanding and skill to provide helpful responses [7,19]. Compared with disclosing abuse within informal networks, disclosing abuse within a formal service is less common. In countries with high rates of violence against women, and attitudes that condone abuse, less than 2% of women may access formal services [20,21]. In contrast, a 2003 survey of women in two New Zealand regions found that 52% reported seeking help from one or more formal services, although 40% of abused women reported that no one had tried to help them [22]. Barriers to seeking formal assistance reported by women include, for example, fear of repercussions from their partner, lack of trust, lack of confidentiality, fear of their children being removed, fear of deportation, potential loss of financial security (eg, if their partner is jailed), self-blame, feeling stigmatized, and the desire to not bring shame to themselves and their family [19,23-27]. Some women may have disclosed abuse in the past but received a response that minimized their abuse, was judgmental (victim blaming), or gave simplistic advice to leave their partner [28]. Barriers to effective help seeking are compounded when women experience multiple inequities. Such historical, social, cultural, structural, economic, and political contexts can result in mistrust of health institutions and racist and discriminatory responses that further entrap women [29,30]. Many of the root causes of violence directed against indigenous women, such as colonization resulting in historical trauma and racism, also contribute to and sustain unresponsive and potentially harmful institutional responses. This is most certainly the case for New Zealand Māori [31,32]. Web-based interventions have the potential to provide these women a confidential, culturally appropriate, nonjudgmental resource.

Violence Against Women Intervention Research Recruitment

Recruiting women who experience violence for research testing intervention effectiveness can be particularly challenging for ethical, safety, and scientific rigor reasons [33,34]. Women are often recruited through government services or community agencies, which requires attention to relationship building with the agency, ideally with some provision for reciprocity [33]. Recruitment is generally advised by experts in the field to be done personally, in face-to-face, one-to-one encounters by trained, sensitive researchers who are skilled in managing unanticipated situations, and are ideally of the same culture as the women [33]. How this face-to-face recruitment process can be translated to the computer user interface in eHealth interventions has received little attention [35].

In a recent systematic review of studies testing advocacy interventions for women who experience violence [36], 8 of the 13 included studies recruited women from health care settings, 4 from domestic violence shelters (1 also recruited from social service agencies), and 1 from an urban community center. Of note, 2 Web-based trials were excluded from the systematic
review due to not meeting the criteria for being advocacy based. Across the studies, reviewers identified variations in baseline type and severity of abuse, commitment to the relationship, participant age, ethnicity, and socioeconomic status, all of which can influence recruitment and dropout (attrition) and, in turn, study validity.

eHealth Trial Recruitment Best Practice
Alongside the rapid growth of eHealth innovations are calls that programs be sufficiently tested. Dissemination models [37,38] and research standards [39] provide important resources for researchers, funders, and policy makers. Appreciating that “[randomized controlled trials] of Web-based interventions pose very specific issues and challenges,” the Consolidated Standards of Reporting Trials (CONSORT) -EHEALTH checklist was developed [39]. However, one aspect of eHealth trials that has garnered insufficient attention is the Web-based recruitment process. To understand Web-based recruitment and where there may be risk of bias, preintervention information is needed about the number of people who are potential participants, those who are eligible, those who consent, and those who complete baseline measures.

There is generally a lack of guidance regarding how external validity can be assessed and promoted in trials that involve Web-based recruitment. Scrutiny of recruitment and preintervention dropout experience in eHealth trials will inform our understanding of eHealth effectiveness and utility, trial representativeness, and the risk of fraudulent participation [40]. Few studies have addressed the representativeness of Web-based recruitment. In a review of 16 studies reporting dropout in Web-based interventions for psychological disorders, preintervention dropout (reported in 7 of the 16 studies) ranged from 4% to 52% [41]. Additionally, there is minimal theory to explain how potential participants engage with Web-based recruitment and interventions [35]. Liese and Beck [42] identified a pathway of individual and contextual factors that activate negative beliefs about the success of an intervention that are then hypothesized to lead to dropout. This does not take into account, however, participants’ expectations of an intervention effect, nor the altruistic aim of women who experience abuse wanting to help other women [41,43].

isafe Trial
In this study we examined recruitment method effectiveness and early (preintervention) participant engagement for the isafe trial. The isafe trial was part of an international collaborative concurrent replication of the Internet Resource for Intervention and Safety (IRIS) study [11] that was modified for the Aotearoa New Zealand context [14]. The New Zealand trial, tailored for the New Zealand context [14], advanced the IRIS study by recruiting women fully automated Web-based trial recruitment, eligibility screening, and consent [44]. Both the IRIS and isafe studies had automated Web-based delivery of intervention, violence, and mental health assessments and retention procedures. While procedures to maximize isafe participant safety were paramount, and guided by explicit ethical principles, in this study we focused on recruitment and early participant engagement data. This information provides transparency of our experience for others to learn from, contributes to further refinement of eHealth study reporting guidelines, and informs critique of the isafe trial.

Methods
We report and analyze isafe recruitment and early participant engagement as a case study [45], and include a qualitative narrative of the recruitment experience, as well as analysis of quantitative recruitment and engagement data. Specific aims included describing the recruitment experience, meeting recruitment targets, identifying preintervention engagement with Web-based registration and dropout rates, and examining the effects of study recruitment advertisements on an online community marketplace and classified advertising platform and their sustainability over time.

In the Web-based isafe trial, women were randomly assigned to a safety decision aid intervention or usual safety planning control website. Intervention components included (1) safety priority setting, (2) danger assessment [46], and (3) an individually tailored safety action plan. The control website included standardized (nontailored) safety planning and resource information. Self-reported primary outcome measures, depression and violence exposure, were collected at baseline and 3, 6, and 12 months after baseline. Women were provided a NZ $30 gift voucher at each measurement point in appreciation of their contribution. While the study protocol was previously published [15], in this paper we iterate and expand on the recruitment plan and automated registration process. The study protocol was approved by the Auckland University of Technology ethics committee (AUTEC 12/51) with trial registration (ACTRN12612000708853).

A Priori Recruitment Plan
The target population for the isafe trial was women 16 years of age or older, residing in New Zealand, who were English speaking, and were experiencing IPV in their current relationship. The target sample size was 340 women; we sought to enroll an average of 43 women per quarter, achieving the desired sample size over 24 months.

Recruitment was informed by several of our team principles. First, our principle to “be sensitive and inclusive of diversity” meant the program needed to reflect the diversity of women in Aotearoa New Zealand. The design and language used in isafe materials was influenced by women who participated in focus groups convened during the trial planning stage [14]. We also learned that, despite our being advised to collect numerous contacts to maximize retention in longitudinal studies [33], women in our focus groups resented being asked to identify more than one contact. Acknowledging inequities in Internet access, we also collaborated with Aotearoa People’s Network, a library collective that facilitates free Internet access across diverse New Zealand settings.

Second, our recruitment was guided by our principle to “maintain the cultural integrity of Māori within the matatini (diversity) of iwi/tribal differences.” The research team kaumātua (respected and recognized elder) and Māori team members (DW, TD) informed the development of recruitment plans and details such as ads and language. They also consulted
**Welcome Page**

People who found their way to the isafe website were presented a welcome screen that provided a simple “Kia ora and welcome to the isafe study” message followed by 3 questions: “Are you a woman who is worried about your relationship?”, “Are you afraid of your partner sometimes?”, and “Do you sometimes wonder if you are safe?” From the welcome page, interested women were directed to click Sign Up to learn more about the study.

**Sign Up Page**

The sign up page provided study participant information that included, for example, the invitation to participate, purpose of the study and what would be involved, risk and benefits, confidentiality information, and how to contact the research team if site visitors had any questions. At the end of the participant information was the text “Thank you for carefully reading this information. If you are interested in taking part in this study press Next.” Clicking Next took them to the eligibility assessment.

**Eligibility Page**

On the eligibility page was the text “Please check the following to ensure that you are eligible to participate. This study was developed for women who are experiencing abuse in their current relationship. Please tick all that apply.” Items included the following: (a) In the last 6 months, I have been hit, kicked, punched, choked, or otherwise physically hurt by my current partner, (b) In the last 6 months, my partner has forced me into sexual activities or coerced me into sexual activities with threats, (c) In the last 6 months, my partner has threatened to harm me physically, (d) In the last 6 months, I have felt unsafe in my relationship, (e) I am a female, (f) I am 16 years or older, (g) I have computer access that is safe, (h) I have Internet access that is safe, and (i) I have an email address that is safe. Women who selected 1 or more of the abuse items (a – d) and each of the remaining items (e–i) advanced to the consent page. Those who did not meet eligibility criteria were thanked and referred to the resource page for general information; to reduce the risk of fraudulent entries, ineligible site visitors were blocked from using the browser Back button to return to the eligibility criteria. Women without a safe email were provided instructions on how they could obtain one.

**Consent Page**

Women who met the eligibility criteria completed the consent process by ticking their agreement to each of the consent items, ending with “I agree to be in this study.” Then, participant information was collected, including name, address, date of birth, safe email address, any special safety instructions for follow-up communications, and an alternative safe contact to facilitate retention. Women were also asked where they had learned about isafe (source of referral) and the number of children living in their home under the age 18 years that they were responsible for.

**Automated Validation**

We used a validation process to minimize the risk of fraudulent participant entry (such as duplicate entry). Validation was automated by matching the consenting participant’s name and address against the New Zealand Electoral Roll file (dated May 9, 2012) or by manual validation. Manual validation was completed by a research team member conducting a logic check.
of participant information (such as birthday) against information gathered by Google and Facebook searching or alternatively by sending an email request for confirmation of electoral roll status from the participant.

**Automated Enrollment**

Once validated, women were issued an automated email with their username, password, and the secure website address. For women validated by research staff, there was a delay from consent to email from an hour up to 2 days. Women had a 6-week window to enter the secure website and complete the baseline survey. Automated reminder emails were sent during the 6-week window. Once a woman completed the baseline measures she was considered to be accrued. This was the end of the preintervention phase of recruitment.

Team members received automated email notifications as potential participants progressed through the registration process. The trial registration database allowed team members to monitor participants’ progress from registration through to the 12-month follow-up.

**Data Collection and Analysis**

Data sources included the study recruitment log, study financials, weekly Google Analytics reports, online marketing website visit reports, isafe registration administration data, and isafe metadata. Our analysis began with an examination of our study recruitment log to produce a narrative of the recruitment journey. We then examined people’s engagement in the isafe website, beginning with hits documented in Google Analytics (if country = New Zealand and acquisition = new user) and progressing through the preintervention pathway (using isafe registration administration data), noting dropouts. We next calculated the rates of accrual per month and day and compared accrual rates during the school holiday and non-school holiday periods. We report participant characteristics (age, children, referral source, and deprivation quintile based on consent address meshblock [47]) at both enrollment and accrual. The effectiveness of recruitment methods was considered, with cost per accrued participant calculated.

Given the novelty of recruiting through a series of location-specific Web-based online marketing website (Trade Me; Trade Me Ltd, Wellington, New Zealand) ads, we analyzed the efficiency of the ads by location and frequency of ads. The cumulative participant accrual versus number of ads for each region was graphed. We used the Koyck model [48,49], which links ads and sales in the econometric literature, to investigate the direct and lag effects of ads on accrual. The model was implemented using negative binomial regression with logarithmic link, accounting for regional variation with random effects. We investigated effects from the number of ad campaigns run in a region and school holidays. The analysis was undertaken with R version 3.2.0 (R Foundation for Statistical Computing), using the glmmADMB package [50].

**Results**

**Recruitment Experience**

The isafe recruitment experience can be easily separated into two distinct periods that we describe as challenging and opportunities.

**The Challenging Period: September 17, 2012 to May 20, 2013**

With the launch of the isafe trial on September 17, 2012, the a priori recruitment plan was implemented. The isafe ad ran in waiting room televisions for a 6-week period (September 17 to October 31, 2012). Study recruitment information was distributed nationally to IPV service agencies. Māori and mainstream recruitment leaflets and flyers were distributed through networks. Both IPV and general health agencies posted isafe links on their websites.

Our initial recruitment efforts were unsuccessful. With each passing month, we expanded our recruitment reach through additional digital, print, and face-to-face networks. We posted our video ad on YouTube (YouTube LLC, San Bruno, CA, USA) and increased the number of websites that provided a link to isafe (though many were time limited). We initiated additional newspaper advertisements. Flyers and ads in e-newsletters were distributed through universities and district health boards. Overall, these efforts were time and resource intensive—and ineffective.

At the end of 8 months, only 15 women had enrolled. The recruitment rate between September 17, 2012 and May 20, 2013 was approximately 2 women per month and made us question the feasibility of conducting the study. To develop an alternative recruitment strategy, we consulted with the university communications and marketing team, convened a recruitment think tank lunch to which we invited health promotion students, and consulted IRIS researchers (N Glass PhD, RN and A Clough, written and oral communication, April 2013) again; they iterated that they attributed their recruitment success to accessing women directly through an online classified advertisements website (craigslist; Craigslist Inc, San Francisco, CA, USA).

**The Opportunities Period: May 21, 2013 to August 31, 2014**

The team recognized the need to directly reach a wider audience of women. The leading online marketplace and classified advertising platform in New Zealand is Trade Me. While initial investigations had not identified a suitable section on the site for a research notice, we decided to trial an ad for “Research Study on Safety in Relationships” in the “Jobs–Other–volunteers” section. The ad included the mention “You will be reimbursed for your time.” Beginning May 21, 2013, a 4-week ad ran in five New Zealand locations. This short trial resulted in 21 participants: the opportunities phase had begun. While we expected that some might confuse the trial with a work opportunity, that was not the case. Review of our study log of phone calls (to our free phone study number) and emails identified only two queries about a work opportunity,
both from men. Thereafter, at regular intervals, an additional 56 isafe ads were placed across 32 New Zealand cities, towns, and localities. We purposefully selected localities over time based on population size, proportion of Māori and Pacific people, high IPV rates (Recorded Crime Victim Statistics—Victimisations data generated from Statistics New Zealand [51]), and a large rural component.

During the opportunities phase, other recruitment efforts continued. For example, a collaboration between the isafe team and Auckland New Zealand Police resulted in a 3-month isafe recruitment drive (December to February 2014); New Zealand Police agreed to refer women to isafe during routine family violence callout follow-up visits. A second collaboration involved the Auckland Regional Community Alcohol and Drug Services, who agreed to post flyers and make isafe referrals to their clients.

At the conclusion of the Trade Me ad campaign, by the end of August 2014, a total of 412 women had been accrued to the isafe study, exceeding our recruitment target of 340 well within the allocated timeline (Figure 1). The recruitment rate increased from 2 women per month during the challenging period to 25 women per month during the opportunities period (May 21, 2013 to August 31, 2014).

Preintervention Participant Engagement

Figure 2 outlines preintervention engagement based on the automated registration steps. The study website had over 4000 unique visitors, with 36.11% (1508/4176) reviewing the study participant information and 31.15% (1301/4176) engaging with the eligibility criteria. Among the 1003 women meeting eligibility criteria, 51.55% (517) consented to participate. Among the 501 women who enrolled (consented, validated, and randomized) in isafe, 412 (82.2%) were accrued (completed all baseline assessments). Among the 89 women who dropped out between enrollment and accrual, the majority (n=52, 58%) never logged in to the allocated isafe website. We acknowledge the nonstandard occurrence of baseline assessment after randomization, attributable to technical constraints.

Approximately 1 in every 10 unique visitors to our website became an accrued participant. The overall accrual rate per day was 0.58 (412 participants/713 days). During the 42 days of summer holiday (December 20 to January 10 over 2 years), no participants were recruited.

Figure 1. Expected and actual accrual to the isafe study, September 17, 2012 to August 31, 2014.
preintervention participant characteristics

Table 1 provides the characteristics of those who completed enrollment and those who went on to be accrued. Based on information provided at the time of consent, we noted no important differences between enrolled and accrued women in regard to age, having one or more children in the home, reporting two or more types of violence (among the four eligibility criteria), or deprivation. Accrued women were typically young, experienced multiple types of violence, and lived in higher-deprivation neighborhoods. Among accrued women, 27% self-identified as Māori (14.9% of people living in New Zealand identify with Māori ethnicity [52]). Women from most territorial regions in New Zealand were represented (Figure 3).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Enrolled (consented) (n=501)</th>
<th>Accrued (completed baseline measures) (N=412)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>16–65</td>
<td>16–59</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>31.2 (10.0)</td>
<td>30.8 (9.9)</td>
</tr>
<tr>
<td>One or more children in the home, n (%)</td>
<td>230 (46)</td>
<td>186 (45)</td>
</tr>
<tr>
<td><strong>Violence (among 4 types of violence), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One type of violence</td>
<td>132 (26.3)</td>
<td>110 (26.7)</td>
</tr>
<tr>
<td>Two or more types of violence</td>
<td>369 (73.7)</td>
<td>302 (73.3)</td>
</tr>
<tr>
<td><strong>Referral source, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online marketing ad (Trade Me)</td>
<td>377 (75.2)</td>
<td>314 (76.2)</td>
</tr>
<tr>
<td>Friend or relative</td>
<td>59 (11.8)</td>
<td>52 (12.6)</td>
</tr>
<tr>
<td>Domestic violence service provider</td>
<td>19 (3.8)</td>
<td>10 (2.4)</td>
</tr>
<tr>
<td>Health TV/medical clinic</td>
<td>9 (1.8)</td>
<td>9 (2.2)</td>
</tr>
<tr>
<td>CADS(^a)</td>
<td>4 (0.8)</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Newspaper</td>
<td>3 (0.6)</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>New Zealand Police</td>
<td>2 (0.4)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>YouTube</td>
<td>2 (0.4)</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (5.2)</td>
<td>18 (4.4)</td>
</tr>
<tr>
<td><strong>Deprivation quintiles (based on consent address), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (lowest deprivation)</td>
<td>44 (8.8)</td>
<td>42 (10.2)</td>
</tr>
<tr>
<td>2</td>
<td>75 (15.0)</td>
<td>62 (15.0)</td>
</tr>
<tr>
<td>3</td>
<td>105 (21.0)</td>
<td>81 (19.7)</td>
</tr>
<tr>
<td>4</td>
<td>115 (23.0)</td>
<td>97 (23.5)</td>
</tr>
<tr>
<td>5 (highest deprivation)</td>
<td>149 (29.7)</td>
<td>123 (29.9)</td>
</tr>
<tr>
<td>Unknown</td>
<td>13 (2.6)</td>
<td>7 (1.7)</td>
</tr>
<tr>
<td><strong>Ethnicity (self-identified; could select &gt;1 ethnicity), n (%)(^b)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Māori</td>
<td></td>
<td>113 (27.4)</td>
</tr>
<tr>
<td>Pacific</td>
<td></td>
<td>42 (10.2)</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>42 (10.2)</td>
</tr>
<tr>
<td>New Zealand European</td>
<td></td>
<td>297 (72.1)</td>
</tr>
</tbody>
</table>

\(^a\)CADS: Community Alcohol and Drug Services.

\(^b\)Data not collected at time of enrollment.
Figure 3. isafe study accrual rates across New Zealand territorial authorities.
Table 2. Recruitment efficiency for the isafe study.

<table>
<thead>
<tr>
<th>Recruitment type</th>
<th>Staff resource</th>
<th>Direct cost (NZ $)</th>
<th>No. of accrued participants</th>
<th>Cost per participant (NZ $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health clinic television ads (Health TV; development and running)</td>
<td>Low</td>
<td>12,256</td>
<td>9</td>
<td>1362</td>
</tr>
<tr>
<td>Online marketing ads (Trade Me)</td>
<td>Low</td>
<td>6831</td>
<td>314</td>
<td>22</td>
</tr>
<tr>
<td>Print ads (newspapers)</td>
<td>Low</td>
<td>829</td>
<td>3</td>
<td>276</td>
</tr>
<tr>
<td>Flyers (printing)</td>
<td>High</td>
<td>910</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Networking with service providers</td>
<td>High</td>
<td>230</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>Not assigned to a costed recruitment method</td>
<td></td>
<td></td>
<td>76</td>
<td>unknown</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>21,056</td>
<td>412</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 3. Characteristics of accrued participants (N=412) in isafe by referral source.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Referral source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Friend/relative (n=52)</td>
</tr>
<tr>
<td>Age in years</td>
<td>30.83 (9.06)</td>
</tr>
<tr>
<td></td>
<td>17–57</td>
</tr>
<tr>
<td>One or more children in the home, n (%)</td>
<td>38 (73.1)</td>
</tr>
<tr>
<td>Two or more types of violence, n (%)</td>
<td>19 (36.5)</td>
</tr>
<tr>
<td>Deprivation quintile, n (%)</td>
<td>34 (10.8)</td>
</tr>
<tr>
<td></td>
<td>48 (15.3)</td>
</tr>
<tr>
<td></td>
<td>68 (21.7)</td>
</tr>
<tr>
<td></td>
<td>72 (22.9)</td>
</tr>
<tr>
<td></td>
<td>85 (27.1)</td>
</tr>
<tr>
<td>Ethnicity self-identified as Māori</td>
<td>21 (40.4)</td>
</tr>
</tbody>
</table>

Recruitment Methods

A total of 3 of every 4 women (76%) recruited to isafe identified Trade Me as their referral source (Table 1). The next most common referral source was through friends and family (12.6%). We do not know how friends and family heard about isafe, whether from seeing an ad on Health TV or Trade Me, for example. Recruitment costs totaled NZ $21,056 ($4056 overspend). The cost per participant ranged from $1362 for the development and running of television ads in medical clinics, to $22 for online marketing ads (Table 2). The online marketing ads were both efficient in cost and staff time. While networking direct costs were low, the required staffing resource was significant.

There were some notable differences in participant characteristics by referral source (Table 3). Women recruited through a friend or relative were more likely to self-identify as Māori and live in the highest-deprivation areas. Women recruited through Trade Me were more likely to have children in the home and less likely to live in the highest-deprivation areas.

Online Marketing Ad Effects

We examined the online marketing website (Trade Me) ad impact on accrual weekly during recruitment. Research staff attributed (matched) accrued women to a Trade Me ad based on location and date of accrual (research staff were blinded to women’s self-report of referral source). Research staff attributed a total of 327 (13 more than what women reported) accruals to Trade Me ads. We placed 61 ads in 32 locations throughout New Zealand during the period May 2013 to August 2014. Individual locations had between 1 and 5 ads. The ads resulted in a total of 65,067 views on the marketing website. Individual ads produced between 0 and 9 participants while the ad was running.

The lag effect duration of ads past the publication period was estimated at 0.3 day (95% CI –0.3 to 1.2), not significantly distinct from an absence of actual lag effect ($P= .3). We therefore refitted the model without the lag effect, but included the number of ads previously run in the region and an indicator for school holidays, for neither of which we could account in the original Koyck model. The base recruitment rate was estimated by the model at 0.017 participant per 100,000 person-weeks (95% CI 0.011–0.024). On average, ads increased the accrual rate by a
factor of 74 while they were running (95% CI 49–112). Running several ads over time in the same region was associated with a significant decrease of the accrual rate, by a factor of 0.71 after each ad campaign (95% CI 0.64–0.78). School holidays were found not to be significant (P=0.21) and were not retained in the model. There was fairly strong regional variation, with fitted regional random rate ratios ranging from 0.17 to 6.2.

Discussion

The recruitment target for the Web-based isafe intervention trial for women who experience abuse was to accrue 340 women over a 24-month period. This target was achieved. On the automated study registration website, within 23 months, 4176 people visited the website, 501 women enrolled, completing the consent and validation process, and 412 (82.2%) women were accrued, having completed baseline measures. However, these simple recruitment statistics mask the challenges to and opportunities for recruitment that were experienced in the preintervention recruitment phase of the study.

The recruitment rate during the 8-month challenging period (2 women per month) represented an inefficient, financially wasteful period of recruitment print ads, website links, and networking. In contrast, the recruitment rate during the 16-month opportunities period (25 women per month) was valuable in both efficiency and cost. Job ads for volunteers in the largest available online consumer marketing and classified advertising website in New Zealand (Trade Me) were viewed over 65,000 times; 3 of every 4 participants identified the job ad as their source of referral to isafe. Staff time in managing and monitoring the advertising process was minimal. Interestingly, we estimate that if we had had administrative capacity to monitor high flows of participants into the trial, by running a blitz of ads across New Zealand every 6 weeks, we might have achieved our sample size within 6 months. Our challenges and opportunities experience is similar to that reported by Loxton et al [53], where the average number of daily responses for recruiting young women to the Australian Longitudinal Study on Women’s Health increased 5-fold with the introduction of targeted Facebook advertisements. The current I-DECIDE Australian trial is also using Facebook and achieving expected recruitment rates [10].

When targeting participants within a large population, marketing websites or social media recruitment methods are advised. The decreasing effectiveness of ad campaigns as they are repeated, either through exhaustion of the recruitment population or lessened sensitivity to the ads, is a factor to bear in mind. Other recruitment considerations include holiday periods, the type of topic that is being researched, characteristics of the target group, and digital media tools that the group are most likely to use. Working with colleagues experienced in social and health marketing fields is also helpful. One of the strengths of Web-based studies is being able to recruit diverse populations. In our case, we successfully recruited women from across New Zealand; 1 in 4 women self-identified as Māori, and women living in high-deprivation neighborhoods were overrepresented. Of note, our preintervention data highlight the important contribution of friends and family in referring high-risk women to research, particularly for Māori women.

The 18% isafe preintervention dropout rate from enrollment (consent, validation, and randomization) to accrual (completion of baseline measures) is just below the weighted average of 21% (range 4% to 52%) reported by Melville et al [41] for trials of Web-based interventions for psychological disorders. Calculating preintervention dropout rate from earlier steps in the automated Web-based registration process, however, results in dropout rates of 59% (from eligibility assessment) to 20% (from consent criteria), indicating the importance of clarifying at which point dropout is being measured. Improved linkage between registration and intervention (and control) websites may reduce dropout between enrollment and accrual in future studies.

Limitations

This case study shares the experience of one trial in New Zealand. The available social media and populist platforms vary internationally and are sure to change over time. For the isafe study, while networking with community agencies was less valuable for recruitment, it was valuable in promoting referral links from the isafe program to services. Clarity of purpose for partnering with agencies and organizations will contribute to the efficiency and safety of the trial and its participants, as well as improve the overall trial quality and knowledge transfer.

In this case study, we collected significant standardized information on preintervention engagement with our Web-based study registration site. We do not know, however, the characteristics of people who visited the site, but dropped out prior to providing contact information. Nor do we know the reasons why people may have visited the site, such as for curiosity or help seeking, but disengaged.

In addition, the comparison of enrolled and accrued participant characteristics by referral type was based on participants’ self-report. In contrast, our online marketplace (Trade Me) analysis of effect modelling was based on research staff attributing accrued participants to an ad during weekly recruitment reviews based on participant and ad location and timing. This process underestimated the number of participants recruited through Trade Me by 13. In addition, our assignment of deprivation is based on the address provided by the study participant. This likely includes error due to variation in socioeconomic status within neighborhoods, the housing instability of women who experience violence [54], and women electing to enter an address other than their own due to issues of privacy, safety, or mistrust.

Conclusions

Populist website recruitment methods can successfully recruit a diverse sample of participants for studies addressing sensitive topics such as violence against women. We hope our transparency in reporting preintervention participant engagement will influence others to do the same during this period of rapid growth in the number of eHealth intervention trials with automated Web-based registration. As suggested by van Gemert-Pijnen et al, “Now it is time to recapitulate the lessons learnt. We need a holistic approach to e-health development.
that is evidence-based and people-centred, that takes into account how people live within their own environments and that focuses on responding to stakeholders' needs and improving care” [55]. With sensitivity and research rigor, Web-based interventions have the potential to provide women a confidential, culturally appropriate, nonjudgmental resource to support their pursuit of safety and well-being.
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Abstract

Background: Persons with a college degree are more likely to engage in eHealth behaviors than persons without a college degree, compounding the health disadvantages of undereducated groups in the United States. However, the extent to which quality of recent eHealth experience reduces the education-based eHealth gap is unexplored.

Objective: The goal of this study was to examine how eHealth information search experience moderates the relationship between college education and eHealth behaviors.

Methods: Based on a nationally representative sample of adults who reported using the Internet to conduct the most recent health information search (n=1458), I evaluated eHealth search experience in relation to the likelihood of engaging in different eHealth behaviors. I examined whether Internet health information search experience reduces the eHealth behavior gaps among college-educated and noncollege-educated adults. Weighted logistic regression models were used to estimate the probability of different eHealth behaviors.

Results: College education was significantly positively related to the likelihood of 4 eHealth behaviors. In general, eHealth search experience was negatively associated with health care behaviors, health information-seeking behaviors, and user-generated or content sharing behaviors after accounting for other covariates. Whereas Internet health information search experience has narrowed the education gap in terms of likelihood of using email or Internet to communicate with a doctor or health care provider and likelihood of using a website to manage diet, weight, or health, it has widened the education gap in the instances of searching for health information for oneself, searching for health information for someone else, and downloading health information on a mobile device.

Conclusion: The relationship between college education and eHealth behaviors is moderated by Internet health information search experience in different ways depending on the type of eHealth behavior. After controlling for college education, it was found that persons who experienced more fruitful Internet health information searches are generally less likely to engage in eHealth behaviors.

(J Med Internet Res 2016;18(10):e267) doi:10.2196/jmir.5188
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Introduction

People often turn to the Internet to obtain health-related information [1-4]. As of 2012, 72% of adult Internet users in the United States reported looking online for health-related information [5]. The term eHealth emerged in the early 2000s [6,7] with eHealth behaviors defined as online-mediated health self-management behaviors. There is extant research suggesting that eHealth behaviors can help people take better care of themselves and can lead to optimal health outcomes [8-10]. However, while more and more Americans are engaging in different eHealth behaviors, there is evidence of a digital divide across socioeconomic lines. Specifically, college-educated individuals have a higher likelihood of engaging in eHealth behaviors relative to individuals without a college education.
Thus, the benefits associated with eHealth behaviors may be less accessible to persons without a college degree.

In order for eHealth behaviors to translate into positive health outcomes, a person must have the ability and motivation to (1) find information, (2) understand it, and (3) follow through with the appropriate behaviors. Information foraging [13] is a theory that can help explain how information is acquired; eHealth literacy [14] can be used to explain understanding and comprehension; and psychobehavioral models can be used to explain how information is processed, internalized, and translated into behavior.

Information foraging theory describes information retrieval in terms of cost and benefits [13] and has been used to understand health information-seeking behaviors [15]. Information foraging is based on information value, information patches, information scents, and information diet [16]. According to information foraging theory, foraging persists if information that is retrieved is useful and relevant [13], and an information search is maximized when multiple information sources are utilized, which is particularly pertinent in online environments where a multitude of information sources are readily available.

Information foraging for health information online is interconnected to eHealth literacy. Health literacy is defined as the ability to access and use information about health and medicine [17] to make choices about health care, prevention, and promotion [18,19,20]. More specifically, eHealth literacy is defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [14,21]. Health literacy is related to health outcomes; individuals who are better able to understand and utilize health information tend to experience better health outcomes [22-27] and tend to have higher rates of insurance coverage [2]. However, while health literacy is strongly associated with health outcomes, a large number of Americans are at a disadvantage—as of 2001, it was estimated that about 30 million Americans have below basic health literacy [2].

Nevertheless, in order to develop literacy of any kind, information needs to be gathered first. Information foraging may be conceptualized as a prerequisite to developing literacy, including eHealth literacy, and thus cannot be overlooked when examining eHealth behaviors. However, information foraging has not received attention in the eHealth literature. In this paper, I focus on aspects of the information foraging process in predicting different eHealth behaviors. I examine how recent eHealth search experiences are associated with eHealth behaviors and explore whether the quality of recent eHealth search experiences reduces education-based gaps in eHealth behaviors.

**Q1:** Do recent eHealth search experiences relate to eHealth behaviors?

**Q2:** Does eHealth search experience moderate the relationship between college education and eHealth behaviors?

Among most of the existing research studies on eHealth, there are several limitations. First, there tends to be a lack of statistical rigor; with the exception of a few recent studies [11,28], research on eHealth behaviors tends to focus on prevalence (ie, percentage) as opposed to association with eHealth literacy. Causal models are optimal [29,30], and research that explores significant associations with eHealth behaviors and the relationships between health literacy and eHealth behaviors is also important [11]. Another limitation of existing eHealth studies is that researchers tend to assume homogeneity among all Internet users in regard to how the Internet is used for health information; in certain research studies [31,32], Internet users are compared with nonInternet users with the assumption that both groups are uniform. However, there is evidence of a digital divide that extends beyond Internet access [11,33]. The digital divide does not just pertain to access, but also for the purpose and utility of Internet use. Internet users may use the Internet in very different ways to manage health and search for health-related information. In this study, I examine the education-based digital divide by examining how college-educated Internet users differ from noncollege-educated Internet users in terms of eHealth experiences and behaviors.

**Methods**

**Data**

The data used in this study are from the Health Information National Trends Survey (HINTS) 4, Cycle 1 data collection in 2014 [34]. The HINTS uses a 2-stage stratified random sampling method. See HINTS manual for more information on stratification. In keeping with Kontos et al’s methods, the sample is composed of Internet users. To directly address the construct of eHealth literacy, a filter was also applied such that only persons who had used the Internet for the most recent search of health-related information (n=1458, after list-wise deletion).

**Weighting**

The final person weights were calculated in 4 steps: calculating household-level base weight, adjusting for household-level nonresponse, calculating person-level base weights, and calibrating person-level weights to population counts (or control totals). In order to address the nonindependence of observations and design effect, the final person weights were normalized. The final person weights were multiplied by the total number of observations in the analytic sample over the sum of the final person weights (See Figure 1).

**Figure 1.** Equation for normalized weight.

\[
\text{Normalized Weight} = \frac{1}{p_i} \frac{n}{\sum w}
\]

where \(1/p_i\) is the final person weight, \(n\) is the number of observations, and \(\sum w\) is the sum of the final person weights.
Variables

Health: Self-reported rating of health based on a five-point scale where 1=Poor and 5=Excellent.

Age (years): The 4 age groups were 18-34 (reference), 35-49, 50-64, 65-74, and 75 and older. Each of the age groups was transformed into a dummy variable.


Male: A dummy code where 1=male and 0=female.

Employed: A dummy code where 1=employed and 0=unemployed.

History of Cancer in Family: A dummy code was created where 1=yes and 0=no.

History of Personal cancer in lifetime: A dummy code where 1=yes and 0=no.

Insurance coverage: A dummy code where 1=yes and 0=no.

USA birthplace: A dummy code where 1=yes and 0=no.

College degree: A dummy code indicating whether or not a respondent had a college degree or higher (0=no, 1=yes).

Some college: A dummy code indicating whether or not a respondent had attended but not completed college (0=no, 1=yes).

High school or below: A dummy code indicating whether or not a respondent had a high school degree or below (0=no, 1=yes).

Hispanic: A dummy code where 1=yes and 0=no.

Non-Hispanic black: A dummy code where 1=yes and 0=no.

Non-Hispanic white: A dummy code where 1=yes and 0=no. This variable was the reference category for race.

Married: A dummy code where 1=yes and 0=no. This served as a reference category for the single/divorced/widowed variable.

Single/Divorced/Widowed: A dummy code where 1=yes and 0=no.

Number of children in the household: The number of children aged 18 years old and younger who were living in the household at the time of survey administration.

Most recent check-up: Responses were captured as ordinal data where higher values indicated less recent visits. Specifically, 1=Within the past year, 2=Within the past 2 years, 3=Within past 5 years, 4=5 or more years ago, 5=Don’t know, and 6=Never.

Frequency of doctor visits within 12 months: Responses were captured as ordinal data where 0=None, 1=1 time, 2=2 times, 3=3 times, 4=4 times, 5=5 – 9 times, and 6=10 or more times. This excluded emergency room (ER) visits.

Home ownership: A dummy code where 1=yes and 0=no.

Past experiences with eHealth: Participants had all used the Internet to perform the most recent search of health-related information. In relation to this search, participants were asked to rate the following statements on a five-point scale, where 1=Strongly Agree and 5=Strongly Disagree: “It took a lot of effort to get the information you needed;” “You felt frustrated during your search for the information;” “You were concerned about the quality of the information;” and “The information you found was hard to understand.” Estimates of internal reliability using Cronbach alpha=.862. Original scoring was retained such that higher scores reflected less effort, less frustration, less confusion, and less difficulty in understanding health-related information as retrieved from the Internet.

eHealth care behaviors: Indicated whether or not an individual had (1) bought medicine or vitamins online, (2) looked for a health care provider online, (3) tracked personal health information online, or (4) used email or the Internet to communicate with health care provider. Each of the 4 behaviors was coded such that 0=no and 1=yes.

eHealth information behaviors: Indicated whether or not an individual had (1) searched for health information for themselves, (2) searched for health information for someone else, (3) used a website to manage health or weight, or (4) downloaded health information to a mobile device. Each of the 4 behaviors was coded such that 0=no and 1=yes.

Social eHealth behaviors: Indicated whether or not an individual had (1) used a social networking site to read and share about medical issues, (2) wrote in an online diary or blog that was health-related, and (3) participated in an online support group. Each of the 3 behaviors was coded such that 0=no and 1=yes.

Analysis

The analysis consisted of 12 logistic regression models predicting each of the eHealth behaviors characterized by Kontos et al [11]. Logistic regression is a form of regression used when the outcome variable is dichotomous; in this analysis, each of the outcomes is binary where 0=“No” and 1=“Yes.” Assumptions of normality are violated in this type of regression and the outcomes are therefore transformed using the logarithmic transformation [35,36]. Interactions between college education and health literacy were grand-mean centered to reduce multicollinearity [36]. This procedure consisted of finding the mean of both college education and health literacy, subtracting each value from the mean, then multiplying the centered terms to produce a grand-mean centered interaction between college education and health literacy [36]. In addition to reporting the beta values, I also report the odds ratios for each term and the pseudo $R^2$ for each model. In logistic regression, the two pseudo- $R^2$ indices are Cox and Snell’s $R^2$ and Nagelkerke’s $R^2$ [37].
Results

**eHealth Care Behaviors**

Descriptive statistics for the sample are provided in Table 1, and results from the logistic regressions are provided in Multimedia Appendices 1–3. Internet users were engaged in eHealth care behaviors at a moderate rate: 325 of 1585 Internet users (about 20%) bought medicine or vitamins online; 223 of 1585 (about 14%) looked for health care providers online; 1093 of 1584 (about 69%) tracked personal health information; and 767 of 1585 (about 48%) used email or the Internet to communicate with a doctor or health care provider.

Consistent with prior research, college education was significantly positively related to some of the eHealth care behaviors. Compared with persons who had completed high school or less, persons who had at least a 4-year college degree had significantly higher likelihood of looking for health care providers (beta = -0.20, P = 0.001) and using email or the Internet to communicate with the doctor (beta = 0.403, P = 0.006). College education did not have a significant association with likelihood of buying medicine or vitamins online (beta = 0.181, P = 0.37) or tracking personal health information (beta = -0.138, P = 0.40).

The relationship between eHealth information search experience and health care behaviors was mostly negative (see Multimedia Appendix 1). Specifically, eHealth information search experience was significantly negatively related to likelihood of buying medicine or vitamins online (beta = -0.196, P = 0.04) and tracking personal health information (beta = -0.98, P = 0.02). In other words, persons who had more positive and less frustrating past experiences with eHealth information hunting were significantly less likely to use the Internet to buy medicine or vitamins online and to track personal health information online. While eHealth information search experience was negatively related to the likelihood of looking online for health care providers (beta = -0.20, P = 0.008), the relationship was not statistically significant with alpha = 0.05; the quality of previous eHealth information search experiences was not associated with the likelihood of using email or the Internet to communicate with a doctor (beta = 0.011, P = 0.89). In terms of change in odds ratios [35,37], a one standard deviation increase in quality of eHealth information search experience was associated with a .822 decrease in the odds of buying medicine or vitamins online, a .816 decrease in the odds of looking for health care providers, and a .82 decrease in the odds of tracking personal health information.

The quality of eHealth information search experience did not significantly alter the college gap in terms of likelihood of buying medicine or vitamins online (beta = 0.136, P = 0.46), looking for health care providers (beta = -0.095, P = 0.66), and tracking personal health information (beta = 0.290, P = 0.07). However, the quality of eHealth information search experience did significantly reduce the education gap in terms of likelihood to use email or the Internet to communicate with the doctor or health care provider (beta = -0.416, P = 0.006). As shown in Multimedia Appendix 1, the full models accounted for between 9-14% of the variance in the likelihood of buying medicine or vitamins online, between 8-15% of the variance in the likelihood of looking for health care providers, between 5-7% of the variance in the likelihood of tracking personal health information online, and between 9-12% of the variance in the likelihood of using email or the Internet to communicate with the doctor.

**eHealth Information Behaviors**

Internet users also used the Internet to engage in eHealth information behaviors. Of 1818 Internet users, 1632 (nearly 90%) indicated using the Internet to search for health information for himself or herself; 189 of 1568 Internet users (about 12%) used the Internet to search for health information for someone else; 715 of 1580 (about 45%) used the Internet to access websites to assist with managing diet, weight, or health; and 269 of 1586 (about 15%) downloaded health-related information to a mobile device.

College education was significantly positively related to one health information behavior. Compared with persons who had completed high school or less, persons who had at least a 4-year college degree had significantly higher likelihood of looking for health information for another person (beta = 1.125, P ≤ 0.001). College education was not, however, significantly related to the likelihood of searching for health information for self (beta = -0.336, P = 0.23), using a website to help with diet, health, or weight (beta = -0.356, P = 0.006), or to the likelihood of downloading health information to a mobile device (beta = -1.43, P = 0.51).

The relationship between eHealth information search experience and health care behaviors was mostly negative. Specifically, more positive eHealth information search experiences were negatively related to likelihood of searching for health information for self (beta = -0.288, P = 0.07), looking for health information for another person (beta = -0.441, P ≤ 0.001), and downloading health information to a mobile device (beta = -0.033 P = 0.75). The quality of previous eHealth information search experience was positively related to the likelihood of using a website to help with diet, health, or weight (beta = 0.249, P = 1.00), but the relationship was not statistically significant.

The quality of eHealth information search experience significantly reduced the college gap in terms of using a website to help with diet, weight, or health (beta = -0.401, P = 0.009). In other words, persons with a college degree were more likely to use a website to help with diet, weight, or health. If previous eHealth information search experiences had been more positive and less frustrating, the gap between college-educated and noncollege-educated Internet users was significantly reduced.

Interestingly, as opposed to reducing the education-based gap, the quality of eHealth information search experience exacerbated the gap in terms of likelihood of searching for health information for self (beta = 1.02, P = 0.02), searching for health information for another person (beta = 0.761, P = 0.001), and downloading health information to a mobile device (beta = 0.421, P = 0.045). As shown in Multimedia Appendix 2, the full models accounted for (1) between 6-14% of the variance in the likelihood of using the Internet to search for health information for self, (2) between 6-11% of the variance in the likelihood of using the Internet to search for health information for another person, (3) between 9-13% of the variance in the likelihood of using a website to help with diet, health, or weight, and (4) between 8-13% of the
variance in the likelihood of downloading health information to a mobile device.
Table 1. Descriptive statistics on Internet users (n=2056).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>1819</td>
<td>1</td>
<td>5</td>
<td>3.603</td>
<td>0.907</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34 (reference)</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.356</td>
<td>0.479</td>
</tr>
<tr>
<td>35-49</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.315</td>
<td>0.465</td>
</tr>
<tr>
<td>50-64</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.251</td>
<td>0.434</td>
</tr>
<tr>
<td>65-74</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.053</td>
<td>0.223</td>
</tr>
<tr>
<td>≥75</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.017</td>
<td>0.129</td>
</tr>
<tr>
<td><strong>Salary (US $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20000</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.164</td>
<td>0.371</td>
</tr>
<tr>
<td>20000 – 34999</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.131</td>
<td>0.337</td>
</tr>
<tr>
<td>35000 – 49999</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.104</td>
<td>0.306</td>
</tr>
<tr>
<td>50000 – 74999</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.179</td>
<td>0.383</td>
</tr>
<tr>
<td>75000 + (reference)</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.352</td>
<td>0.478</td>
</tr>
<tr>
<td>Male</td>
<td>1805</td>
<td>0</td>
<td>1</td>
<td>0.453</td>
<td>0.498</td>
</tr>
<tr>
<td>Employed</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.631</td>
<td>0.483</td>
</tr>
<tr>
<td>History of cancer in family</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.648</td>
<td>0.478</td>
</tr>
<tr>
<td>History of cancer in self</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.057</td>
<td>0.232</td>
</tr>
<tr>
<td>Insurance</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.806</td>
<td>0.395</td>
</tr>
<tr>
<td>Born in United States</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.886</td>
<td>0.318</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.213</td>
<td>0.410</td>
</tr>
<tr>
<td>Some college</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.328</td>
<td>0.470</td>
</tr>
<tr>
<td>College or more</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.447</td>
<td>0.497</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.113</td>
<td>0.317</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.088</td>
<td>0.283</td>
</tr>
<tr>
<td>Other race</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.708</td>
<td>0.455</td>
</tr>
<tr>
<td>Non-Hispanic white (reference)</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.066</td>
<td>0.248</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or living as married</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.566</td>
<td>0.496</td>
</tr>
<tr>
<td>Single divorced, widowed, or separated</td>
<td>1827</td>
<td>0</td>
<td>1</td>
<td>0.419</td>
<td>0.494</td>
</tr>
<tr>
<td>Number of children</td>
<td>1777</td>
<td>0</td>
<td>9</td>
<td>0.643</td>
<td>1.036</td>
</tr>
<tr>
<td>Most recent check-up</td>
<td>1811</td>
<td>1</td>
<td>6</td>
<td>1.932</td>
<td>1.333</td>
</tr>
<tr>
<td>Frequency doctor visit in 12 months</td>
<td>1819</td>
<td>0</td>
<td>6</td>
<td>2.410</td>
<td>1.880</td>
</tr>
<tr>
<td>eHealth search experience</td>
<td>1812</td>
<td>–2.36</td>
<td>1.36</td>
<td>–0.034</td>
<td>0.960</td>
</tr>
<tr>
<td>Home-owner</td>
<td>1807</td>
<td>0</td>
<td>1</td>
<td>0.610</td>
<td>0.488</td>
</tr>
<tr>
<td>Health information for self</td>
<td>1818</td>
<td>0</td>
<td>1</td>
<td>0.898</td>
<td>0.303</td>
</tr>
<tr>
<td>Bought medicine or vitamins online</td>
<td>1585</td>
<td>0</td>
<td>1</td>
<td>0.205</td>
<td>0.404</td>
</tr>
<tr>
<td>Online support group</td>
<td>1592</td>
<td>0</td>
<td>1</td>
<td>0.055</td>
<td>0.228</td>
</tr>
<tr>
<td>Email or Internet to communicate with doctor</td>
<td>1585</td>
<td>0</td>
<td>1</td>
<td>0.484</td>
<td>0.500</td>
</tr>
</tbody>
</table>
Social eHealth Care Behaviors

According to the results, Internet users demonstrated less use of Internet for social eHealth care behaviors, relative to the other eHealth behaviors. Only 62 of 1591 Internet users (about 4%) indicated using the Internet to participate in a social networking group for health-related reasons; 326 of 1585 (about 21%) indicated writing in an online blog that was health-related; and 880 of 1592 (about 6%) participated in an online support group for health-related purposes.

College education was significantly positively related to one of the social health behaviors. Compared with persons who had completed high school or less, persons who had at least a 4-year college degree had significantly higher likelihood of writing in an online diary or participate in a health-related blog (beta=.783, \( P \leq .001 \)); people with at least a college degree were twice as likely to engage in this social health care behavior. There was no education gap in terms of the likelihood of using a social networking site to read and share medical-related information (beta=.171, \( P = .71 \)) or participating in an online support group (beta=-.118, \( P = .75 \)).

The relationship between the quality of eHealth information search experience and social health behaviors was all negative, but not statistically significant. Specifically, the quality of eHealth information search experience was negatively related to the likelihood of using a social networking site to read and share medical-related information (beta=-.187, \( P = .36 \)) and participating in an online support group (beta=-.047, \( P = .64 \)), and with the likelihood of writing in an online diary or participating in a health-related blog (beta=-.247, \( P = .14 \)).

The quality of eHealth information search experience did not significantly alter the college gap in terms of likelihood of using a social networking site to read and share medical-related information (beta=-.47, \( P = .25 \)), writing in an online diary or participating in a health-related blog (beta=-.079, \( P = .68 \)), and participating in an online support group (beta=-.404, \( P = .23 \)).

As shown in Multimedia Appendix 3, the full models accounted for between 6-22% of the variance in likelihood of using a social networking site to read and share medical information, between 10-17% of the variance in the likelihood of writing in an online diary or participating in a health-related blog, and between 6-19% of the variance in the likelihood of participating in an online support group.

Discussion

Principal Findings

Health self-management is a major objective for new health care models such as the Chronic Care model [38]. Ideally, technology will improve decision making surrounding health care and medicine and allow traditionally vulnerable populations to be better informed. However, findings from this study confirm that there are persistent gaps in eHealth behaviors across educational lines. Among people who used the Internet as primary means for searching health-related information, those with at least a 4-year college degree were significantly more likely to engage in at least four of the eHealth behaviors explored in this study (ie, looking for a health care provider, using email or the Internet to communicate with a doctor, searching for health information for someone else, and writing in an online diary or blog for health-related reasons).

Beyond these persistent educational gaps in eHealth behaviors, findings from this study suggest that at least in some instances, these educational gaps are exacerbated when considering how persons feel and react to recent eHealth search experiences. This may mean that college education is not necessarily directly related to eHealth behaviors yet obtaining a college education may provide the ancillary benefit of making persons “better” foragers of eHealth information. In short, there appears to be a complex relationship between college education, eHealth experiences, and eHealth behaviors where additional statistical mediators and moderators are important to probe in future research. Indeed, the quality of recent eHealth experiences was significantly negatively associated with the likelihood of engaging in at least nine of the twelve eHealth behaviors investigated herein. This finding is, at first, quite troubling. However, it makes sense that if a person experiences a high-quality information search and obtains adequate information during the information foraging process, then perhaps certain eHealth behaviors are therefore not necessary.

In 2 instances, quality of recent eHealth information search experience reduced the education-based gap; eHealth search

### Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>n</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website to help with diet, weight, or physical health</td>
<td>1580</td>
<td>0</td>
<td>1</td>
<td>0.453</td>
<td>0.498</td>
</tr>
<tr>
<td>Looked for health care provider</td>
<td>1586</td>
<td>0</td>
<td>1</td>
<td>0.141</td>
<td>0.348</td>
</tr>
<tr>
<td>Download health related information to mobile device</td>
<td>1586</td>
<td>0</td>
<td>1</td>
<td>0.170</td>
<td>0.375</td>
</tr>
<tr>
<td>Social networking site to read and share about medical</td>
<td>1591</td>
<td>0</td>
<td>1</td>
<td>0.039</td>
<td>0.194</td>
</tr>
<tr>
<td>Wrote an health-related online diary or blog</td>
<td>1585</td>
<td>0</td>
<td>1</td>
<td>0.206</td>
<td>0.404</td>
</tr>
<tr>
<td>Kept track of personal information</td>
<td>1584</td>
<td>0</td>
<td>1</td>
<td>0.690</td>
<td>0.463</td>
</tr>
<tr>
<td>Health information for someone else</td>
<td>1568</td>
<td>0</td>
<td>1</td>
<td>0.120</td>
<td>0.325</td>
</tr>
<tr>
<td>Valid N (list-wise)</td>
<td>1458</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
experience reduced the gap between college-educated and noncollege-educated persons in terms of the likelihood of using email or the Internet to communicate with a doctor or physician and use of website to manage diet, weight, or health. The negative moderating effect of eHealth search experience on the education-based gap in using email or the Internet to communicate with the doctor or health care provider may be related to the ways in which health care is being managed on the provider’s end. Currently, there is a trend for doctors and health care providers to use technology for record keeping, appointment making, and patient requests. Another potential explanation is that patients, regardless of college education, find communication via technology to be more convenient and cost saving (ie, not having to go visit the doctor in person).

The other moderating negative effect of eHealth literacy was with regard to use of website to manage diet, weight, or health; persons without a college degree who have higher eHealth literacy are more likely to use a website to manage diet, weight, or health. Overall, this eHealth behavior was fairly prevalent (about 45% of the sample engaged in this behavior) among persons without a college degree who engaged in this behavior, regardless of eHealth literacy.

Limitations

There were a number of limitations to this study. First, the data are cross-sectional and longitudinal analysis could not be performed. Design of the study is such that casual inference cannot be made. Second, the data are secondary, meaning that omitted variable bias is also an issue. There is no way to control for information that was not included in the primary data collection, such as quality of primary health provider (eg, board certification, quality of education, year MD received), and these types of characteristics are very likely to make a difference in the relationships that were studied.

Despite these limitations, the findings from this study open the door to other questions that need to be explored in the eHealth landscape. There are other sociodemographic variables that need to be addressed in relation to eHealth behaviors, for example, while education-based gaps in eHealth behaviors may not be reduced by quality of recent eHealth search experience as measured herein, racial-based gaps should also be investigated. If persons from a certain social or economic background experience eHealth information searches differently than other groups, this is an important issue to consider. Perhaps most importantly, there is also a need to evaluate temporal models that explore how eHealth search experience and eHealth literacy are associated with different types of eHealth behaviors and how these eHealth behaviors subsequently impact health outcomes; if eHealth behaviors fail to positively relate to health outcomes after controlling for other covariates in the model, eHealth discrepancies between socioeconomic and racial groups may not be problematic. Assuming that eHealth behaviors indeed make a difference and can be influenced by variables amenable to intervention such as eHealth search experience and literacy, future studies should also consider the role of specific types of websites (eg, design, interface, services) that are most commonly used for eHealth behaviors.

Conclusion

eHealth is a promising new frontier in health access and care. However, as findings from this study show, there are socioeconomic gaps in eHealth behaviors that may not be easily addressed. Moreover, the quality of eHealth information search experiences may serve to reduce the likelihood of eHealth behaviors. Existing research into eHealth tends to assume that eHealth behaviors are a “good outcome,” and that persons who are not engaging in eHealth behaviors are at a disadvantage. However, this assumption may not be correct. Persons who are not engaging in eHealth behaviors may have to because of (1) better health, (2) access to other health alternatives or resources that have not been identified in the research, or (3) because previous eHealth information searches were successful and questions were answered. Moving forward, researchers and policy-makers will be better served by framing eHealth behaviors as component to a much larger, extremely complex web of behavior, cognition, social influence, and future health outcomes as opposed to an absolute positive outcome directly related to optimal health for all.
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Abstract

Background: With advances in technology, the adoption of wearable devices has become a viable adjunct in poststroke rehabilitation. Regaining ambulation is a top priority for an increasing number of stroke survivors. However, despite an increase in research exploring these devices for lower limb rehabilitation, little is known of the effectiveness.

Objective: This review aims to assess the effectiveness of lower limb wearable technology for improving activity and participation in adult stroke survivors.

Methods: Randomized controlled trials (RCTs) of lower limb wearable technology for poststroke rehabilitation were included. Primary outcome measures were validated measures of activity and participation as defined by the International Classification of Functioning, Disability and Health. Databases searched were MEDLINE, Web of Science (Core collection), CINAHL, and the Cochrane Library. The Cochrane Risk of Bias Tool was used to assess the methodological quality of the RCTs.

Results: In the review, we included 11 RCTs with collectively 550 participants at baseline and 474 participants at final follow-up including control groups and participants post stroke. Participants' stroke type and severity varied. Only one study found significant between-group differences for systems functioning and activity. Across the included RCTs, the lowest number of participants was 12 and the highest was 151 with a mean of 49 participants. The lowest number of participants to drop out of an RCT was zero in two of the studies and 19 in one study. Significant between-group differences were found across three of the 11 included trials. Out of the activity and participation measures alone, P values ranged from $P=0.87$ to $P \leq 0.001$.

Conclusions: This review has highlighted a number of reasons for insignificant findings in this area including low sample sizes, appropriateness of the RCT methodology for complex interventions, a lack of appropriate analysis of outcome data, and participant stroke severity.

(J Med Internet Res 2016;18(10):e259) doi:10.2196/jmir.5891
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Introduction

The worldwide incidence of stroke is set to escalate from 15.3 million to 23 million by 2030 [1]. In the United Kingdom, strokes are the largest single cause of disability [2] resulting in a cost to the economy of £8.9 billion a year [3]. It is estimated that following a stroke, only 15% will gain complete functional recovery for both the upper and lower extremities [4] with walking and mobility being key issues for many stroke survivors who report the importance of regaining mobility [5]. However, with the ever-increasing financial challenges facing the National...
Health Service (NHS), service needs cannot be met. Therefore, utilizing information and communication technology together with the implementation of well-evidenced medical technologies is essential for continued rehabilitation for stroke survivors.

The adoption of technological solutions can facilitate patient and caregiver empowerment and a paradigm shift in control and decision making to that of a shared responsibility and self-management [6]. It also has the potential to reduce the administrative burden for care professionals and support the development of new interventions [7]. Incorporating technology into the daily lives of stroke survivors is a key objective in safeguarding a better quality of life for them.

Evidence exists supporting the need for intensity and repetition of motor skills in order to promote neuroplasticity and motor relearning [8]. A number of technological aids with a potential to enhance poststroke motor recovery has been explored [9]. However, many include the use of expensive, large, complex, cumbersome apparatus that necessitates the therapist to be present during use [10]. Therefore inexpensive, externally wearable, commercially available sensors have become a more viable option for independent home-based poststroke rehabilitation [11].

Recent systematic and non-systematic reviews highlight the growing use of externally wearable devices to augment poststroke rehabilitation in both clinical and non-clinical settings for motion analysis and physical activity monitoring [12-15]. These include microelectromechanical systems containing accelerometers, gyroscopes, and magnetometers; fabric and body-worn sensor networks [16]; and physiological monitoring such as blood pressure and oxygen saturation [17,18]. Other wearable devices specifically designed and used for poststroke rehabilitation also include robotics [19], virtual reality [20], Functional Electrical Stimulation (FES) [21], electromyographic biofeedback (EMG-BFB) [22], and Transcutaneous Electrical Nerve Stimulation (TENS) [23,24].

However, while these devices have the potential to reliably measure duration, frequency, intensity, and quality of activity and movement, all of which are key variables for poststroke recovery [8], no reviews have synthesized the effectiveness of these devices for poststroke lower-limb rehabilitation.

The International Classification of Functioning, Disability and Health (ICF) [25] considers the interaction between pathology (body structure and function), impairment (signs and symptoms), activities (functionality), and participation (social integration) and has now become the main conceptual framework for poststroke rehabilitation [26-28]. For this review, we focused on the activities and participation domain of the ICF as this would provide an indication of how the interventions have or have not led to functional gains in everyday life, which is the rehabilitation goal for both clinicians and stroke survivors [28]. Therefore, the aim of this review was to examine how effective external wearable devices are as interventions for improving function of the lower limb in adult stroke survivors.

Methods

The review protocol was registered on PROSPERO (CRD42015020544). The review was undertaken in accordance with the general principles recommended in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [29].

Search Methods

The following databases were searched from inception to March 2016: MEDLINE, Web of Science (Core collection), CINAHL, and the Cochrane Library. Medical Subject Headings (MeSH) keywords used were cerebrovascular disorders, hemorrhage, cerebral hemorrhage, self-help devices, telemedicine, physical therapy modalities, physical and rehabilitation medicine, exercise, exercise therapy, exercise movement techniques, self-evaluation programs, sensory feedback, motor skills, gait disorders, neurologic, gait apraxia, and gait ataxia. Text terms used were stroke, technology, physiotherapy, lower limb, rehabilitation, and gait. These were combined with text term synonyms: cerebrovascular accident (CVA), poststroke, cerebrovascular, brain ischemia, IT (information technology), ICT (information and communications technology), assistive technology, telehealth, telecare, telerehabilitation, physical therapy, physiatric, exercise, lower extremity, lower limb, ambulant, walk, locomotion, mobile, move, motion, biofeedback, sensory feedback, advise, result, evaluation, observe, assess, inform, train, therapy, treat, motor skills, motor re-learn, re-educate, re-learn, recovery enhance, promote, support, function, activity, physical, ambulant, and walking. Terms were combined using Boolean logic (“AND”, “OR”). MeSH are specific recognized terms used for the purpose of indexing journal articles and books in electronic databases. Free text terms and synonyms are specific words that the search strategy looks for in the title and abstract.

A copy of the MEDLINE search strategy is presented in Multimedia Appendix 1. Electronic citations were downloaded to Endnote software. The inclusion criteria are described in Table 1.
As this is a review of effectiveness, RCTs were chosen as the appropriate study design to answer the research question. Inclusion of non-RCT evidence is outside the scope of this review.

Comparators could be exercise/physical therapy, sham stimulation, conventional gait therapy, or treatment as usual. The primary outcome for this review was changes in activity and participation assessed by any of the following methods: the Rivermead Mobility Index, the Barthel Index, the Berg Balance Scale, the Six Minute Walk Test, the Functional Ambulatory Category, the Timed Up and Go test, the Motricity Index, the Stroke Self-Efficacy Scale, and the Performance-Oriented Mobility Assessment.

**Quality Assessment**

Methodological quality of included RCTs was assessed using the Cochrane Collaboration risk of bias assessment criteria [30]. This tool address 5 specific domains, namely, sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessment, incomplete outcome data, and selective outcome reporting. For the selective reporting domain, a proxy judgement was made that if a trial reported that a study protocol had been approved and the trial report described primary and secondary outcomes with results, then the trial could be considered at low risk of selective reporting bias. We classified RCTs as being at overall low risk of bias if they were rated as “low” for each of three key domains: (1) allocation concealment [31], (2) blinding of outcome assessment, and (3) completeness of outcome data. RCTs judged as being at high risk of bias for any of these domains were judged at overall high risk. Similarly, RCTs judged as being at unclear risk of bias for any of these domains were judged at overall unclear risk.

**Data Extraction**

Retrieved titles, abstracts, and/or papers were screened independently by 2 review authors (LAP, JP) to identify studies that met the inclusion criteria. Disagreements were resolved between reviewers through discussion. A standardized form was used for data extraction using Excel. Details of the RCT characteristics, included participants, the intervention, and comparator. Data extraction was carried out by reviewer LP and checked for accuracy by reviewer JP. Missing data were requested from study authors.

### Table 1. Inclusion and exclusion criteria for this review.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>English language articles</td>
<td>Studies including upper limb</td>
</tr>
<tr>
<td>Studies recruiting people over the age of 18 years</td>
<td>Studies where the intervention is not clearly defined</td>
</tr>
<tr>
<td>Studies evaluating lower-limb and wearable technology</td>
<td>Studies not using one of the chosen 11 outcome measures (see Outcome measurement/assessment below)</td>
</tr>
<tr>
<td>Studies reporting an RCT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Studies not reporting an RCT&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Studies measuring activity and participation as classified by the World Health Organization ICF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Studies not measuring activity and participation as classified by the World Health Organization ICF&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.<br>
<sup>b</sup>ICF: International Classification of Functioning, Disability and Health.

**Outcome Measurement Assessment**

When undertaking a systematic review, it is essential that the quality of the outcome measures used in each study is assessed in order to ensure that the results of the study are valid and reliable. In order to do this, three clear domains need to be considered for each of the outcome measures used: (1) whether the psychometric properties of the scale have been assessed previously [32], (2) whether the clinimetric properties of the scale have been considered [33-37], specifically the Minimally Clinically Important Difference (MCID) [36], and (3) whether the design and analysis of the measurement scale fulfils the requirements of measurement theory [38-40].

We identified all the outcome measures (N=19) used in the 11 trials and reviewed each individually to assess whether they fulfilled the first two domains outlined above. The outcome measures were:

- The Rivermead Mobility Index (RMI)
- 10 Meter Walk Test (10MWT)
- Nottingham Activities of Daily Living Index (ADL)
- The Barthel Index (BI)
- The Berg Balance Scale (BBS)
- 6 Minute Walk Test (6MWT)
- Functional Ambulatory Category (FAC)
- Timed Up and Go Test (TUG)
- Emory Functional Ambulation Profile (EFAP)
- Short Physical Performance Battery (SPPB)
- Performance-Oriented Mobility Assessment (POMA)
- Motricity Index (MI)
- Average Daily Walking Time
- Fastest Safe 15-meter Walking Speed
- Changes in Walking Duration
- Step Numbers
- Daily Walking Activities with an average cadence of walking events (bouts)
- Stroke Impact Scale (SIS)
- Stroke Self-Efficacy Questionnaire (SEQ)

This was established by reviewing the literature on each of the measuring scales. We then examined each measurement scale to establish how the data were scored and how data collected were subsequently analyzed within the results section of each trial.
We classified the measures against the three domains within the World Health Organization ICF, as the aim of this review was to assess the effectiveness of lower-limb wearable technology for improving activity and participation. We wanted to exclude any measurements of “body structures” (impairment) such as the Fugl-Meyer assessment or the Ashworth scale. All 19 outcome measures included were measures of “activity” and 2 were measure of “participation” as classified by the ICF [23].

Data Synthesis
We have presented a narrative overview of the included RCTs with supporting evidence tables and text. A meta-analysis was not undertaken.

Results

Search Results
The electronic searches identified 940 citations following de-duplication. No additional citations were identified through reference searches/other sources. We excluded 780 citations at the title and 128 at abstract stage. We then obtained 32 citations as full-text articles. Of these, 21 were excluded at the full-text stage; details of these excluded studies with the reason for exclusion are shown in Multimedia Appendix 2 [41-59]. Eleven RCTs reported across 11 publications were included in the review (see Figure 1).

Quality Assessment
Full details from the Cochrane risk of bias assessment are presented in Multimedia Appendix 3. A summary of the risk of bias assessment is presented in Table 2, and a summary of the outcome measurement quality assessment can be found in Multimedia Appendix 4.

Seven of the 11 included RCTs were considered to be at overall high risk of bias [60-66]. Six of these were judged to be at high risk of an attrition bias [60-63,65,66], and two reported that the outcome assessment was not blinded [64,66]. The remaining three RCTs were considered to be at overall unclear risk of bias. None of the included RCTs were considered to be at high risk for the concealment of allocation domain.

Table 2. Risk of bias summary.

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bauer, 2015 [60]</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Bradley, 1998 [61]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High risk</td>
<td>High risk</td>
<td>Unclear</td>
<td>High risk</td>
</tr>
<tr>
<td>Dorsch, 2015 [62]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Intiso, 1994 [63]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>High risk</td>
<td>Unclear</td>
<td>High risk</td>
</tr>
<tr>
<td>Mansfield, 2015 [67]</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Low risk</td>
</tr>
<tr>
<td>Mirelman, 2009 [68]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High risk</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>Salisbury, 2013 [64]</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>High risk</td>
</tr>
<tr>
<td>Shamay, 2009 [65]</td>
<td>Low risk</td>
<td>Unclear</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>Unclear</td>
<td>High risk</td>
</tr>
<tr>
<td>Solopova, 2011 [69]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low risk</td>
<td>Low risk</td>
<td>Unclear</td>
<td>Unclear</td>
</tr>
<tr>
<td>Watanabe, 2014 [66]</td>
<td>High risk</td>
<td>Unclear</td>
<td>High risk</td>
<td>High risk</td>
<td>Low risk</td>
<td>High risk</td>
<td>High risk</td>
</tr>
</tbody>
</table>
Quality Assessment of Measurement Scales

Eight of the 11 [14,60-62,64,66-68] included RCTs used a combination of ordinal and ratio scales of measurement all with established psychometric properties; however, it was unclear what the minimally clinically important difference (MCID) was for the ratio data. Therefore, the clinical significance of the findings is difficult to establish. Two papers [63,69] used the Bartell Index alone, which has been proven not to be a unidimensional scale. Therefore, the analysis of the data was inappropriate, putting the findings at risk. One paper [65] used ratio levels of measurement, but again the MCID was unclear. Relative results are not reported in the RCTs.

Discussion

Principal Findings

This review set out to answer the question “What is the effectiveness of lower-limb wearable technology for improving activity and participation in adult stroke survivors?” The review found that there is little evidence in the literature to support the use of wearable technologies to improve activity and
participation. Following exclusions, outcome measure assessment and quality assessment of RCTs, 11 studies were included (see Table 3).

The interventions used in eight of the 11 RCTs identified made no significant between-group differences in functional and participation abilities in adults post stroke. Three of the 11 studies did demonstrate significant between-group differences. One study that found significant between-group differences recruited 109 participants [65] comparing TENs together with a task-related exercise program modified from the training programs [70] with placebo and exercise and a control with no active treatment. The study provided evidence that the subjects receiving this intervention in a home environment had a significantly greater absolute and percentage increase in gait velocity and a reduction in timed get up and go scores from Week 2 onwards.

Another study recruited 60 participants [67] where all participants wore accelerometers around both ankles and were randomly assigned to either receive feedback on the accelerometer data from their physiotherapist or to not receive feedback. The study provided evidence that providing feedback to the participants significantly improved their cadence of daily walking.

The third study recruited 40 participants [60] where all participants underwent 20 minutes of active leg cycling with or without FES application to the muscles of the paretic upper leg. The study provided evidence for the intervention improving participants gait and balance (measured using the POMA); however, these improvements were not sustained when participants were followed up. It could be argued, however, that the high dropout rate (n=19) could have affected the significance of the lasting effects of the study.

As described fully in the quality assessment section of this paper, seven of the 11 included RCTs were considered to be at overall high risk of bias [66]. However, this does not mean that the interventions were not effective for improving gait for people post stroke. A number of conclusions could be drawn from this result. One may be that interventions that rely heavily on direct clinical input may not be suitable for this population where self-managed interventions may be more appropriate.

A number of measurement scales used in the trials were not incorporated in the outcome data for the review, as they were not validated scales: the Bobath scale [61], the 5X Sit-To-Stand-Test [14], and the California Functional Evaluation 40 [14]. Of the 11 RCTs included in the review, eight used a combination of ordinal and ratio data with proven psychometric properties; however, the clinicometric properties were not described. The lack of evidence, therefore, in eight studies could have been due to the lack of a clinically meaningful, responsive outcome measurement scale combined with a potential lack of statistical power due to small sample sizes. The three studies that did have significant results used a combination of ordinal and ratio data with only one study [60] that provided estimates of MCID together with appropriate analysis of the FAC data. While Shamay et al did not consider the clinical meaning or significance of the change in scores, they did report research supporting the “practical significance” of the TUG [71], which found that older adults who were able to complete the TUG task in less than 20 seconds were more likely to be independent in the transfer tasks needed for activities of daily living.

The results from this systematic review should be generalized to a wider stroke population cautiously due to the low recruitment figures for the majority of the included RCTs. Observations of lack of efficacy should also be interpreted with caution, given the uncertainty surrounding the methodological quality of the existing evidence base. Only a small number of papers with small sample sizes were able to be included in this review. Three of the selected studies recruited fewer than 20 participants [61,63,64,72], and only two recruited over 100 participants [62,65]. This could be for a number of reasons including difficulty to recruit a poststroke population to such studies. Despite the plethora of research in poststroke gait research, only 11 RCTs were selected for this review. This could be due to the difficulty of including complex interventions within an RCT design.

An RCT aims to control conditions for each arm of the study, frequently aggregating group data to provide mean values. However, no stroke is the same, recovery varies across individuals, and recovery is naturally accelerated soon after the stroke compared to those who suffered a stroke a long time ago. These factors coupled with different causes and different types of stroke, make it very difficult to control each arm of a study. Therefore, it is difficult to infer if certain interventions improve functionality post stroke or if other variables are responsible. Exploring individual change over time particularly when evaluating novel technologies with complex conditions may provide more valuable information. It has been suggested [73] that the integration of a realist evaluation perspective within an RCT design may be more appropriate and a paradigm shift for evidence-based medicine where “statistically significant benefits may be marginal in clinical practice” [74].
<table>
<thead>
<tr>
<th>Authors, year, country, study design</th>
<th>N (n)</th>
<th>Gender, mean age, L/R(\text{a}) hemisphere stroke, mean time since stroke</th>
<th>Intervention length/ frequency</th>
<th>Activity and participation outcome measure(s)</th>
<th>Activity and participation outcome results summary and reported (P) values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bauer et al, 2015 [60], Austria, monocentric single-blinded RCT(\text{b}), active leg cycling with (intervention) and without (control) FES(\text{c})</td>
<td>40 (21), 21 (12), intervention; 19 (9), control</td>
<td>9M/9F(\text{d}), 64±11 years, 10R/5L, 42±45 days (control), 12M/7F, 59±14 years, 5R/14L, 62±43 days (intervention)</td>
<td>20 mins, 3x/week over 4 weeks. Total of 12 sessions</td>
<td>FAC(\text{e}), 10MWT(\text{f})</td>
<td>The intervention group increased by a median of 2 categories for the FAC and a median of 1 category for the control group ((P=.01)). No significant between-group differences found for the 10MWT ((P=.65)). Significant between-group differences found for the POMA(\text{g}) ((P \leq .001)); however, these differences were not maintained at follow-up ((P=.69)).</td>
</tr>
<tr>
<td>Bradley et al, 1998 [61], UK, 2-arm RCT, EMG(\text{h}) biofeedback (intervention) or EMG biofeedback with EMG switched off (control)</td>
<td>23 (21); 12 (12) intervention, 11 (9) control</td>
<td>12M/11F, 77/68 yrs (\text{mild/severe control}), 66/67/2.4ys (\text{mild/severe intervention}), 5L/16R, 35.6 days</td>
<td>6 weeks/3x/week</td>
<td>RMI, 10MWT, Nottingham ADL</td>
<td>No significant between-group differences (RMI, 10MWT, Nottingham ADL), although all groups improved in time taken and step count for the 10MWT and all groups improved their Nottingham ADL scores.</td>
</tr>
<tr>
<td>Dorsch et al, 2015 [62], USA, Phase III randomized single-blind parallel group clinical trial, participants wore accelerometers on each ankle and received speed-only feedback [67] or AF(\text{k})</td>
<td>151 (125), 73 (58) SF; 78 (67) AF</td>
<td>28%F/72%M, 65.0±13.2yrs, 42%R/29%L, 8.5days [67]; 31%F/69%M, 61.8±15.7yrs, 44%R/34%L, 8days (AF)</td>
<td>Feedback provided 3x/week, weekend use of accelerometers was optional</td>
<td>FAC</td>
<td>No significant between-group differences found for the FAC ((P=.39)), SIS(\text{l})-16 ((P=.68)), 15-M walking speed ((P=.96)) or average daily walking time ((P=.54)).</td>
</tr>
<tr>
<td>Intiso et al, 1994 [63], Italy, 2-arm RCT, electromyographic feedback and physical therapy (intervention) or physical therapy only (control)</td>
<td>16 (14), 8 (6) intervention, 8 (6) control</td>
<td>9M/7F, 53.5yrs (\text{control}), 61.3yrs (\text{intervention}), 9R/7L, 8.3 months (\text{control}), 11.3 months (\text{intervention})</td>
<td>2 months/60 mins daily</td>
<td>BI(\text{m})</td>
<td>No significant between-group differences (BI), 4/8 participants found to have significant increased BI scores</td>
</tr>
<tr>
<td>Mansfield et al, 2015 [67], Canada, single-blind RCT, accelerometer with (\text{intervention}) and without (control) feedback from physiotherapist</td>
<td>60 (57), 29 (29) intervention; 31 (28) control</td>
<td>20M/9F, 64yrs, 11R/16L/2B, 26 days (\text{intervention}) 16M/12F, 61.5yrs, 13R/13L/2B, 23 days (\text{control})</td>
<td>3-26 days per participant. Mode=11 days per participant</td>
<td>BBS(\text{n})</td>
<td>No significant between-group differences step numbers ((P=.39)), changes in walking duration ((P=.74)), number of walking bouts ((P=.21)) or the SEQ(\text{o}) ((P=.48)). Significant between-group differences found for daily walking activity with average cadence ((P=.01))</td>
</tr>
<tr>
<td>Mirelman et al, 2009 [68], USA, 2-arm single-blind RCT, training with robotic device coupled with virtual reality training (intervention) or robotic device alone (control)</td>
<td>18 (18), 9 (9) intervention, 9 (9) control</td>
<td>15M/3F, 61yrs (\text{control}), 61.8yrs (\text{intervention}), 8R/10L, 58.2 months (\text{control}), 37.7 months (\text{intervention})</td>
<td>4 weeks/60 mins 3x/week</td>
<td>BBS, 6MWT(\text{p})</td>
<td>No significant between-group differences (6MWT), BBS results/ (P) values not reported</td>
</tr>
<tr>
<td>Authors, year, country, study design</td>
<td>Number recruited (N) &amp; final follow-up (n) overall and between groups</td>
<td>Gender, mean age, L/R(^a) hemisphere stroke, mean time since stroke</td>
<td>Intervention length/ frequency</td>
<td>Activity and participation outcome measure(s)</td>
<td>Activity and participation outcome results summary and reported (P) values</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>------------------------------------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Salisbury et al, 2013 [64], Scotland, 2-arm feasibility RCT, routine gait re-education and orthotic device (intervention and control) with ankle foot orthosis (control) or FES (intervention)</td>
<td>N (n)=16 (14), 9 (8) intervention, 7 (6) control</td>
<td>6M/10F, 52.6yrs (control), 55.8yrs (intervention), 10R/6L, 69days (control), 51.7 days (intervention)</td>
<td>12 weeks/20 mins 5 days/ week</td>
<td>FAC, 10MWT (velocity &amp; cadence), SIS</td>
<td>No significant between-group differences observed (FAC 6 weeks (P=.53), 12 weeks (P=.75); 10MWT velocity/cadence 6 weeks (P=.46)/ (P=.24), 12 weeks (P=.87); SIS 6 weeks (P=.1), 12 weeks (P=.3))</td>
</tr>
<tr>
<td>Shamay, 2009 [65], Hong Kong, 4-arm placebo RCT, 1. transcutaneous electrical nerve stimulation [23], 2. TENS(^a)+Exercise, 3. Placebo stimulation+exercise, 4. control group (no active treatment) – home-based program</td>
<td>N (n)=109 (101), 29 (25) control, 28 (25) TENS, 25 (23) placebo stimulation+Ex(^a), 27 (26) TENS+Ex</td>
<td>85M/24F, 56.5yrs, 57.8yrs (TENS+Ex), 55.5yrs (placebo stimulation+Ex), 10%R/18%L [23], 10%R/17%L (TENS+Ex), 12%L/13%R (placebo stimulation+Ex), 9%L/20%R (control), 4.7yrs (TENS+Ex), 4.3yrs (placebo stimulation+Ex), 5yrs (control)</td>
<td>4 weeks/TENS: 60 mins electrical stimulation, TENS+Ex &amp; placebo stimulation + Ex 60 mins of Ex then 60 mins electrical or placebo stimulation. Subjects attended 8 instruction sessions prior to data collection</td>
<td>6MWT, TUG(^a)</td>
<td>Compared to all other groups, TENS+Ex group showed significant decreased TUG results ((P=.01)) when compared to the control and TENS group, they covered more distance during the 6MWT ((P \leq .01))</td>
</tr>
<tr>
<td>Solopova et al, 2011 [69], Russia, 2-arm RCT, conventional therapy and FES combined with progressive limb loading (intervention) or conventional therapy only (control)</td>
<td>N (n)=61 (61), 32 intervention, 29 control</td>
<td>33M/28F, 64±18yrs, 19R/42L, 9.3±4.5 days (control), 8.2±4.3 days (intervention)</td>
<td>2 weeks/30 mins 5 days per week</td>
<td>BI</td>
<td>No significant between-group differences, Significant improvements after the intervention in the experimental group were observed (BI (P \leq .05))</td>
</tr>
<tr>
<td>Stein et al, 2014 [14], USA, 2-arm RCT, exercise group therapy (control) or experimental robotic therapy (intervention).</td>
<td>N (n)=12 (10), 12 (10) intervention, 12 (10) control</td>
<td>58%M (control), 83%M (intervention), 57.6yrs (control), 56.6yrs (intervention), L/R stroke not reported, 88.5 months (control), 49.1 months (intervention)</td>
<td>6 weeks/60 mins 3 days per week</td>
<td>BBS, 6MWT, TUG, 10MWT, EFAP(^d)</td>
<td>BBS scores favored the intervention group and the EFAP scores favored the control group. No statistically significant between-group differences observed (BBS, 6MWT, TUG, 10MWT, EFAP)</td>
</tr>
<tr>
<td>Watanabe et al, 2014 [66], Japan, 2-arm RCT single leg version of HAL(^u) (intervention) or conventional gait training (control).</td>
<td>N (n)=32 (22), 17 (11) intervention, 15 (11) control</td>
<td>11M/11F, 75.6±13.9 (control), 67.0±16.8 (intervention), 11R/11L, 50.6±33.8 days (control), 58.9±46.5 days (intervention)</td>
<td>4 weeks/12 20-min sessions</td>
<td>6MWT, FAC, TUG, SPPB(^d)</td>
<td>No significant between-group differences were observed (6MWT, TUG, FAC, SPPB). Intervention group improved more than the control group (FAC (P=.04))</td>
</tr>
</tbody>
</table>

\(\text{L/R}^a\) = Limb/Right hemisphere stroke; \(\text{L/R}^u\) = Limb/Upper hemisphere stroke.
The results of the RCTs were not combined for a meta-analysis due to the varied types and quality of data collected for the primary outcome measures. It would also be difficult to compare primary outcomes across RCTs accurately as there were a wide variety of functional and participation outcome measures used across the 11 RCTs, some of which lacked validity as a measure of activity and participation.

Evidence exists supporting the need for task specificity, intensity, and repetition of motor skills in order to promote neuroplasticity and motor relearning; however, seven of the interventions in this review of RCTs were reliant on staff presence. This automatically eliminates the ability of stroke survivors to self-manage their rehabilitation, increasing both intensity and repetition within a task-specific environment.

This review included 550 participants at baseline and 474 participants at final follow-up, 260 from two studies alone [62,65]. Stroke severity can affect the rate by which individuals recover from a stroke and how they may or may not respond to interventions. Only two [61] of 11 papers in this review reported the stroke severity of their participants. Perhaps the severity was low and therefore it was difficult to infer a significant improvement of function. One paper [65] reported clinically and statistically significant results for the use of lower-limb wearable technologies with rehabilitation, although the technology was TENS, a technology that may not support a self-management paradigm and is not always tolerated by stroke survivors.

Perhaps future research should consider larger sample sizes, with valid, reliable, and responsive measurement tools ensuring clarity when reporting outcomes. Population descriptors should be used when exploring technology enhanced self-management models of poststroke rehabilitation. Outcome measures should be chosen only if they have psychometric or clinimetric properties reported. Where possible, individuals’ change over time should be captured and analyzed to ensure we begin to understand what works for whom and in what respect [75].

Conclusion
This review found that there is little evidence in the literature to support the use of wearable technologies to improve activity and participation following a stroke. However, this review has highlighted a number of reasons for a lack of significant findings including low sample sizes, the appropriateness of RCT methodology for complex interventions, a lack of appropriate analysis of outcome data, and participant stroke severity.
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Abbreviations

10MWT: 10 minute walk test
6MWT: Six Minute Walk Test
BBS: Berg Balance Scale
BI: Barthel Index
EFAP: Emory Functional Ambulation Profile
EMG-BFB: Electromyographic biofeedback
FAC: Functional Ambulatory Category
FES: Functional electrical stimulation
ICF: International Classification of Functioning, Disability and Health
L/R: Left/Right hemisphere stroke
M/F: Male/Female
MCID: Minimally clinically important difference
NHS: National Health Service
MI: Motricity Index
Nottingham ADL: Nottingham Activities of Daily Living Index
POMA: Performance-Oriented Mobility Assessment
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RCT: Randomised controlled trial
RMI: Rivermead mobility index
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**SEQ:** Stroke Self-Efficacy Questionnaire  
**SIS:** Stroke Impact Scale  
**SPPB:** Short Physical Performance Battery  
**TENS:** Transcutaneous Electrical Nerve Stimulation  
**TUG:** Timed Up and Go Test
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Role of Psychosocial Factors and Health Literacy in Pregnant Women’s Intention to Use a Decision Aid for Down Syndrome Screening: A Theory-Based Web Survey
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Abstract

Background: Deciding about undergoing prenatal screening is difficult, as it entails risks, potential loss and regrets, and challenges to personal values. Shared decision making and decision aids (DAs) can help pregnant women give informed and values-based consent or refusal to prenatal screening, but little is known about factors influencing the use of DAs.

Objective: The objective of this study was to identify the influence of psychosocial factors on pregnant women’s intention to use a DA for prenatal screening for Down syndrome (DS). We also added health literacy variables to explore their influence on pregnant women’s intention.

Methods: We conducted a survey of pregnant women in the province of Quebec (Canada) using a Web panel. Eligibility criteria included age >18 years, >16 weeks pregnant, low-risk pregnancy, and having decided about prenatal screening for the current pregnancy. We collected data based on an extended version of the Theory of Planned Behavior assessing 7 psychosocial constructs (intention, attitude, anticipated regret, subjective norm, descriptive norm, moral norm, and perceived control), 3 related sets of beliefs (behavioral, normative, and control beliefs), 4 health literacy variables, and sociodemographics. Eligible women watched a video depicting the behavior of interest before completing a Web-based questionnaire. We performed descriptive, bivariate, and ordinal logistic regression analyses.

Results: Of the 383 eligible pregnant women who agreed to participate, 350 pregnant women completed the Web-based questionnaire and 346 were retained for analysis (completion rate 350/383, 91.4%; mean age 30.1, SD 4.3, years). In order of importance, factors influencing intention to use a DA for prenatal screening for DS were attitude (odds ratio, OR, 9.16, 95% CI 4.02-20.85), moral norm (OR 7.97, 95% CI 4.49-14.14), descriptive norm (OR 2.83, 95% CI 1.63-4.92), and anticipated regret (OR 2.43, 95% CI 1.71-3.46). Specific attitudinal beliefs significantly related to intention were that using a DA would reassure them (OR 2.55, 95% CI 1.73-4.01), facilitate their reflections with their spouse (OR 1.55, 95% CI 1.05-2.29), and let them know
about the advantages of doing or not doing the test (OR 1.53, 95% CI 1.05-2.24). Health literacy did not add to the predictive power of our model (P values range .43-.92).

**Conclusions:** Implementation interventions targeting the use of a DA for prenatal screening for DS by pregnant women should address a number of modifiable factors, especially by introducing the advantages of using the DA (attitude), informing pregnant women that they might regret not using it (anticipated regret), and presenting the use of DAs as a common practice (descriptive norm). However, interventions on moral norms related to the use of DA should be treated with caution. Further studies that include populations with low health literacy are needed before decisive claims can be made.

(J Med Internet Res 2016;18(10):e283) doi:10.2196/jmir.6362
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**Introduction**

Prenatal tests for Down syndrome have become routine in many developed countries through population-based screening programs [1]. For women, their partners, and clinicians, the decision about whether or not to do the tests can be a difficult one to make [2-4]. The initial decision about screening may seem banal, but it can be the first of a series of increasingly difficult and sensitive decisions. First, although screening results may decrease women’s uncertainty, there is still a risk of false-positive or false-negative results. Second, if the results are positive, women are faced with a further decision about amniocentesis, a more invasive test that carries the risk of losing the fetus. Finally, if the results of the amniocentesis are positive, the woman has to decide whether to have an abortion or to prepare for a child with special needs. Thus, each successive decision entails more physically invasive procedures, more significant challenges to women’s personal values, and changes in their hopes for the future.

Although more accurate screening tests providing earlier results are increasingly available, such as the new noninvasive prenatal test (NIPT) [5], decisions about prenatal screening still gain in complexity [6-8]. In this rapidly evolving clinical context, several decisional needs are still unmet and new ones are emerging that urgently need to be addressed [5,9,10].

Patient decision aids (DAs) are decision support tools that could help women and their partners to make informed prenatal screening decisions congruent with their values. An informed choice is one in which a patient has understood the evidence related to each option as well as considered what best fits his or her values and preferences and made a decision consistent with this [11]. DAs are therefore designed to help patients to engage in decision making not only by providing best evidence on the options, but also by helping them clarify and communicate what is most important to them about the decision (values and preferences) [12]. DAs have been found to stimulate people to take a more active role in decision making, to increase knowledge, to improve the accuracy of risk perception, to improve congruence between choice and patient values, and to decrease decisional conflict (personal uncertainty) as well as decision regret [12]. Providing detailed information on prenatal testing has been shown to be significantly associated with an increase in patient satisfaction [13] and DAs have been shown to decrease anxiety [14]. Although several DAs are available for prenatal screening, they are not routinely implemented [4,15], and none meet all the International Patient Decision Aids Standards criteria, as our earlier scan has demonstrated [16]. DAs have not yet, in fact, been routinely implemented in many clinical contexts [17]. This has been attributed to health professionals’ lack of training in using them, their lack of trust in their content or their disagreement with it, or their belief that patients facing a difficult diagnosis do not want to take responsibility for decisions [17]. The successful implementation of DAs is likely to be affected by a number of factors [18]. A recent study suggested that the main factors influencing health professionals’ use of a DA in prenatal care were their positive impression of the DA, its availability in their offices, and their colleagues’ approval of its use [19]. Another study showed that, for pregnant women, the main factors were their partner’s opinion, the DA being explained by and discussed with the health professional, and whether or not the women had ever encountered a DA before (Leiva Portocarrero, M. Sc., personal written communication, February 2016).

In recent years, adoption of new health-related behaviors, including those needed to help disseminate DAs effectively, has been studied with the help of behavior change theories [20-22]. These theories allow identification of the modifiable factors influencing behavior adoption that should be targeted in implementation interventions in order to produce the needed behavior change [23,24]. Most of these behavior change theories rely on the assessment of the determinants of behavioral intention, which is considered to be the best predictor of behavior adoption [25]. More specifically, the use of a behavior change theory could better enable the identification of a set of behavioral factors influencing pregnant women’s intention to use a DA, which could then help in designing an effective implementation intervention.

In addition, in the context of prenatal screening, pregnant women with fewer years of education have reported being less willing to engage in shared decision making (SDM) [26]. This is congruent with a growing body of literature indicating that health literacy is a potential barrier to SDM [27-29] and to the use of DAs [30,31]. Health literacy includes self-confidence, social skills, and social networks as well as literacy and numeracy [32-35], and all these dimensions are likely to affect patients’ intention to use a DA [30]. Studies have also demonstrated that health literacy influences patients’ motivation to manage their health [36,37] and their attitude toward SDM, especially their desire for involvement in the decision [31,38-44] and for information [45,46], their perception of decisional
responsibility [47], their perception of the harms and benefits of treatments [33,48-52], and their capacity to understand genetic information [53] and laboratory test results [54]. Research has also shown that lower health literacy levels among pregnant women are associated with poorer understanding of prenatal screening tests [55].

Measuring how much an enriched set of factors influences the uptake of DAs by patients could inform the design of theory-based interventions to support their implementation in the clinic [56]. Therefore, the aim of this study was to identify the factors influencing pregnant women’s intention to use a DA about prenatal screening for Down syndrome. More specifically, the objectives were the following: (1) based on an extended model of behavior change [57], to identify the psychosocial determinants influencing pregnant women’s intention to use a DA about prenatal screening for Down syndrome; (2) to explore adding health literacy as a direct determinant of intention or as a variable that could moderate the influence of other direct determinants of intention.

Methods

Study Design

This cross-sectional Web-based survey was embedded in a large Canadian research initiative called the PEGASUS project (Personalized Genomics for Prenatal Aneuploidy Screening Using Maternal Blood) aiming to validate the performance and utility of the NIPT in the general population. In this large initiative, our overarching aim was to inform the future implementation of a DA to foster SDM in the context of prenatal screening for Down syndrome. Ethics approval was obtained from the research ethics boards of the Centre intégré universitaire de santé et de services sociaux de la Capitale-Nationale (#2013-2014-29), the Centre intégré de santé et de services sociaux de Chaudière-Appalaches (CER-1415-910), and the CHU de Québec (#B14-02-1929). We used the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) checklist to guide the reporting of our Web-based survey [58].

Theoretical Framework

The theoretical framework of this study was the Theory of Planned Behavior (TPB), which is one of the highest-performing and commonly used theories for identifying the determinants of intention [59]. According to the TPB, the direct determinants of intention are attitude (perceived advantages of adopting the behavior), subjective norm (the perceived social pressure from significant others to perform the behavior), and perceived behavioral control (perceived control over performing the targeted behavior). These direct determinants of intention are respectively associated with indirect constructs: (1) attitudinal beliefs (perceived advantages and disadvantages of using a DA for prenatal screening for Down syndrome during the course of a prenatal care visit during a subsequent pregnancy); (2) normative beliefs (a woman’s perceptions of to what extent partner, parents, or friends want her to perform the behavior); and (3) control beliefs (perceived barriers and facilitators of engaging in the behavior) [25]. The identification of beliefs that are associated with the intention to perform the behavior allows the specification of precise targets in future interventions. The extended behavior change model used in this study includes the main determinants of intention according to the TPB (attitude, subjective norm, and perceived control), as well as additional constructs known to improve the predictive capacity of the TPB: (1) anticipated regret, or an estimation of the regret that would result from not adopting the behavior; (2) descriptive norm, or the perceived prevalence of the practice; and (3) moral norm, or the moral principles involved [60-63] (see Figure 1).

Figure 1. Extended model of behavior change. The constructs take into account influence of sociodemographic characteristics*. TPB: Theory of Planned Behavior.
Participants and Recruitment

From September 16, 2015, to October 8, 2015, we recruited eligible pregnant women (Table 1). Eligibility criteria included the following: being at least 18 years old, not less than 16 weeks pregnant, not presenting a high-risk pregnancy (eg, preeclampsia, gestational diabetes, multiple pregnancy), and having already decided about prenatal screening for the current pregnancy. Women who participated in a previous phase of the research were excluded. A private company specialized in polling was mandated to recruit eligible pregnant women in the province of Quebec (Canada) using a Web panel of willing participants in Internet surveys. Canada’s health care system consists of 13 (10 provincial and 3 territorial) independent health care systems. In this study, we focused on the province of Quebec, which is the second most populous Canadian province.

First, the survey company sent an email invitation to all women on the panel aged from 18 to 44 years. After 2 weeks, to enhance recruitment, the same email invitation was sent to men on the panel aged from 25 to 44 years, as in this age range their partner was more likely to meet our eligibility criteria. The email invitation included the following information: (1) Subject: Research in health services led by Université Laval; (2) Financial compensation: 25 Canadian dollars; (3) Time to answer: next 5 business days; and (4) Personalized link to survey. Nonrespondents received a reminder every 2 weeks until the survey was closed. All interested persons who clicked on the personalized survey link were directed to the closed survey (password-protected) and asked to answer preliminary eligibility questions. Special filters allowed selection of the female partners of recruited men on the panel. Once eligibility criteria were confirmed, eligible women started the voluntary survey.

Data Collection

Participating pregnant women completed the Web-based survey through 39 Web pages that included up to 7 items, always appearing in the same order (see Multimedia Appendix 1). Clear preliminary statements provided information about the study and instructions and allowed participants to confirm their consent. To foster participation, the survey enabled pregnant women to stop the survey at any time and to restart it as long as the personalized survey link was active. No completeness check was possible before submitting the questionnaire. Once an item was answered, the answer could not be changed, as many items were similar and we wanted to test if participants’ responses were consistent. Once data collection was completed, the contracted company sent us the data anonymously, which were then stored on our secure network (password-protected).

In earlier research on factors that influence health-related behavior change [64,65], we observed that it is helpful to give participants a vicarious experience of the behavior of interest in order for them to understand it better [66]. As the pregnant women were not expected to have experienced the use of a DA, to help them understand the behavior of interest (action: use; target: a DA for prenatal screening for Down syndrome; context: during the course of prenatal care visits during a subsequent pregnancy; time: not specified), we asked them to watch a 10-minute video first. The video depicted a prenatal care follow-up during which a pregnant woman, her partner, and a health professional used a DA to decide about prenatal screening for Down syndrome. Production of this video had followed a validated process and had proved successful for communicating the behavior of interest [67]. The DA is available in Multimedia Appendix 2. After watching the whole video, eligible women answered the Web-based questionnaire based on the TPB but which included additional psychosocial factors known to influence the uptake of a new behavior [57,60-63]. In a previous step of the project, we had conducted a pilot study to validate this questionnaire [68]. We also measured underlying salient beliefs related to the direct constructs as elicited in a previous qualitative study (Leiva Portocarrero, M. Sc., personal written communication, February 2016). Using 52 closed items scored on a 5-point Likert-type scale, we measured intention, attitude, subjective norm, perceived behavioral control, anticipated regret, descriptive norm, moral norm, attitudinal beliefs, normative beliefs, and control beliefs. Except for attitude and anticipated regret, all direct constructs were assessed with multi-item measures. Anticipated regret was measured with 2 items and attitude with 6 items using bipolar adjective pairs assessing cognitive and affective dimensions of women’s attitudes. Cronbach alphas indicated good reliability of multi-items measuring each construct (alpha range .67-.94, Table 2). The questionnaire was developed following Ajzen’s guidelines [69] and referred to using a DA to decide about prenatal screening for Down syndrome. All in all, the questionnaire included 52 psychosocial items, 9 sociodemographic items, and 50 health literacy items, for a total of 111 items. It was available in French and English.

To assess health literacy, after consulting with experts in the field [30,48,54,70] and reviewing multiple systematic reviews [71-75], we chose to use both subjective and objective scales. While objective scales measure competencies, subjective scales measure the perception of competencies and have been shown to reduce burden of participants [76-78]. We thus assessed pregnant women’s levels of health literacy using the following 4 complementary scales that measure health literacy and numeracy both objectively and subjectively: (1) the short version of the Test of Functional Health Literacy in Adults (S-TOFHLA), the literacy part only, which comprises 36 blank spaces and 4 choices of words to fill the blanks [79,80]; (2) a total of 3 self-administered health literacy questions (3HLQ, 5-point Likert scale: range 0 to 4, final score range 0 to 12) [81]; (3) a total of 3 numeracy questions (3NQ, 3 items, correct answers range 0 to 3) [82]; and (4) the Subjective Numeracy Scale (SNS, 2 subscales of 4 closed questions scored on a 5-point Likert scale, mean score range 1 to 5 for both subscales and complete scale) [76]. Finally, we assessed sociodemographics such as age, clinician in charge of monitoring, mother tongue, ethnicity, civil status, employment status, annual family income, education, and pregnancy number.

Statistical Analysis

Sample Size

Informed by the test-retest of the questionnaire, we postulated that analysis in this study would be best performed using a logistic regression model. On the basis of Peduzzi and...
colleagues’ works on sample size [83] and taking into account all independent variables in this study, we found that a sample of 350 women was sufficient according to the principle of the number of events per variable, which asserts that a minimum of 10 events per variable is required to perform valid logistic regression models [83].

**Data Analysis**

First, we used simple descriptive statistics (means, standard deviations, medians, quartiles, and percentages) to summarize sociodemographic, sociocognitive, and health literacy variables. For each sociocognitive construct we verified internal consistency by calculating Cronbach alphas, except anticipated regret, for which we did a Spearman correlation. Intention was not normally distributed and, as it could not be transformed successfully, we created 3 categories of intention—scores < 4, scores=4, and scores >4—based on the fact that the subtle gradations that span the 5-point scale made each category distinct in the clinical sense. In line with earlier research on health literacy, we dichotomized all health literacy variables: scores of 3HLQ were dichotomized as inadequate (≤10) or adequate (>10) [52]; scores of 3NQ were dichotomized as < 3 versus 3 correct answers [84]; and scores of SNS were dichotomized at the median (<3.75 vs ≥3.75). Scores of S-TOFHLA could not be further analyzed because the lack of variability in the distribution did not enable us to discriminate among the pregnant women’s scores. We performed bivariate ordinal logistic regression to measure difference in the distribution of all sociocognitive variables, all sociodemographic variables, and the 4 health literacy variables, according to each of the 3 intention categories. We then performed a first ordinal logistic regression in which only TPB variables were included. We used a backward approach to test the model adjustment with sociodemographic variables. Next, we compared the extended TPB model, including the additional variables of anticipated regret, descriptive norm, and moral norm, with the preceding model. We then added each health literacy variable to the extended model of regression, except for objective literacy (S-TOFHLA), which lacked variability. We also tested the interaction between health literacy variables and all direct constructs. Then, to identify significant underlying beliefs, we replaced significant constructs that determined women’s intention with their associated beliefs and performed the regression model with these significant factors (e.g., attitude was replaced by its underlying beliefs). Following a backward approach, we kept significant variables (P<.05). For all comparison models described above, we used deviance to compare the 2 nested models to identify which one was best.

**Results**

**Flow of Participants and Participants’ Characteristics**

Details on flow of participants are depicted in Figure 2. On the basis of the CHERRIES statement [58], we considered all potentially eligible participants who clicked on the personalized link to visit the survey as unique survey visitors. As the Web survey did not include a middle stage between visiting the website and visiting the first survey page, we adapted the CHERRIES criteria to calculate the study’s response rates [58]. Accordingly, view rate (ratio of unique survey visitors/unique receiver of survey invitation), participation rate (ratio of users who agreed to participate/unique survey visitors), and completion rate (ratio of users who finished the survey/users who agreed to participate) were respectively 15.09% (16,943/112,257), 2.26% (383/16,943), and 91.4% (350/383) (Figure 2).

Time of completion was not kept for analysis as participating women could stop and restart the survey. No data were missing as the Web-based questionnaire did not accept unanswered items. Mean age of pregnant women was 31 years. Out of 346 women retained for data analysis, 319 (92.2%) were white, 318 (91.9%) were French-speaking, and 168 (48.6%) had a university degree (see Table 1).
Table 1. Participant characteristics (n=346).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, mean (SD)</td>
<td>30.1 (4.3)</td>
</tr>
<tr>
<td>Monitored by</td>
<td></td>
</tr>
<tr>
<td>Obstetrician-gynecologist</td>
<td>201 (58.1)</td>
</tr>
<tr>
<td>Family physician</td>
<td>105 (30.3)</td>
</tr>
<tr>
<td>Midwife</td>
<td>30 (8.7)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (2.9)</td>
</tr>
<tr>
<td>Mother tongue</td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>318 (91.9)</td>
</tr>
<tr>
<td>English</td>
<td>18 (5.2)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (2.9)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>319 (92.2)</td>
</tr>
<tr>
<td>African or African American</td>
<td>4 (1.2)</td>
</tr>
<tr>
<td>Latin American</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Arab</td>
<td>8 (2.2)</td>
</tr>
<tr>
<td>Chinese</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Filipino</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Korean</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Civil status</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>23 (6.6)</td>
</tr>
<tr>
<td>Not single</td>
<td>323 (93.4)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>269 (77.8)</td>
</tr>
<tr>
<td>Part time</td>
<td>45 (13.0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>23 (6.6)</td>
</tr>
<tr>
<td>Student</td>
<td>9 (2.6)</td>
</tr>
<tr>
<td>Annual family income(^a)</td>
<td></td>
</tr>
<tr>
<td>$\leq$ 29,999</td>
<td>24 (6.9)</td>
</tr>
<tr>
<td>$30,000-$59,999</td>
<td>74 (21.4)</td>
</tr>
<tr>
<td>$60,000-$99,999</td>
<td>146 (42.2)</td>
</tr>
<tr>
<td>$\geq$100,000</td>
<td>82 (23.7)</td>
</tr>
<tr>
<td>No answer</td>
<td>20 (5.8)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>No high school</td>
<td>4 (1.2)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>25 (7.2)</td>
</tr>
<tr>
<td>Professional diploma</td>
<td>61 (17.6)</td>
</tr>
<tr>
<td>Collegial diploma</td>
<td>88 (25.4)</td>
</tr>
<tr>
<td>University degree</td>
<td>168 (48.6)</td>
</tr>
<tr>
<td>Pregnancy number</td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>130 (37.6)</td>
</tr>
<tr>
<td>Second</td>
<td>137 (39.6)</td>
</tr>
</tbody>
</table>
Characteristics  
n (%)  
Third  
40 (11.5)  
Fourth or more  
39 (11.3)  

Health literacy, median/total score (% higher level\textsuperscript{b})  

<table>
<thead>
<tr>
<th>Objective literacy</th>
<th>36.00/36 (N/A\textsuperscript{c})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective literacy</td>
<td>10.00/12 (51.5)</td>
</tr>
<tr>
<td>Objective numeracy</td>
<td>3.00/3 (56.7)</td>
</tr>
<tr>
<td>Subjective numeracy (total)</td>
<td>3.88/5 (55.2)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Canadian dollars.  
\textsuperscript{b}Higher level corresponds to the higher category of each scale when scores were dichotomized.  
\textsuperscript{c}N/A: not applicable; no further analyses were done for this scale because its lack of variability did not permit dichotomization of the scores.

Figure 2. Flow of participants.

Received an email invitation  
n = 112,257 (women, \(n = 81,990\); men, \(n = 30,267\))

Did not visit the survey  
n = 95,314

Unique survey visitor (first survey page)  
n = 16,943

Lost to follow-up  
n = 274
- Women not pregnant (\(n = 14,637\))
- Men without a female partner (\(n = 1038\))
- \(< 16\ weeks\ of\ pregnancy\ (n = 362)\)
- High risk pregnancy (\(n = 113\))
- Too young or too old (\(n = 51\))
- Partner doesn’t want to participate (\(n = 45\))
- Women did not make the decision (\(n = 26\))
- Participated in a previous phase (\(n = 14\))

Not eligible  
n = 16,286

Eligible  
n = 383

Lost to follow-up  
n = 33
- Did not start the survey (\(n = 1\))
- Did not end the survey (\(n = 32\))

Completed the survey  
n = 350

Erroneous eligibility  
n = 4

Analyzed  
n = 346
Table 2. Intention and psychosocial factor analysis (n=346).

<table>
<thead>
<tr>
<th>Construct^a</th>
<th>Intention score, by category, median (Q1-Q3)</th>
<th>Cronbach alpha</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;4 (n=109 (31.5%))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude (6 items)</td>
<td>3.50 (2.33-3.67)</td>
<td>.85</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Anticipated regret (2 items)</td>
<td>3.00 (2.50-3.50)</td>
<td>.67^c</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Subjective norm (3 items)</td>
<td>3.00 (3.00-3.67)</td>
<td>.84</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Descriptive norm (3 items)</td>
<td>3.00 (2.67-4.00)</td>
<td>.85</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Moral norm (3 items)</td>
<td>3.33 (3.00-3.67)</td>
<td>.90</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Perceived control (5 items)</td>
<td>4.00 (3.50-4.25)</td>
<td>.67</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>4 (n=92 (26.6%))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude (6 items)</td>
<td>3.67 (3.00-4.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticipated regret (2 items)</td>
<td>3.00 (2.50-3.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective norm (3 items)</td>
<td>4.00 (3.67-4.33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Descriptive norm (3 items)</td>
<td>4.00 (3.33-4.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moral norm (3 items)</td>
<td>4.00 (3.83-4.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived control (5 items)</td>
<td>4.25 (3.75-4.50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;4 (n=145 (41.9%))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude (6 items)</td>
<td>4.33 (4.00-4.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anticipated regret (2 items)</td>
<td>3.50 (3.00-4.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective norm (3 items)</td>
<td>4.67 (4.33-5.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Descriptive norm (3 items)</td>
<td>4.00 (4.00-4.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moral norm (3 items)</td>
<td>5.00 (4.67-5.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived control (5 items)</td>
<td>4.50 (4.25-5.00)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^aRange from 1 to 5.
^bBivariate ordinal logistic regression.
^cSpearman correlation.

Descriptive and Bivariate Analyses

Intention to use the DA for deciding about prenatal Down syndrome screening during a subsequent pregnancy, and factors of this intention, showed generally high scores. Among the 346 pregnant women, 109 (31.5%) had an intention score of < 4 out of 5, a total of 92 (26.6%) had an intention score of 4 out of 5, and 145 (41.9%) had an intention score of >4 out of 5. All the direct determinants of intention showed similar scores (≥ 3.00 out of 5, see Table 2 and Multimedia Appendix 3 for details), except anticipated regret, which showed a median score of 2.00. The level of health literacy was generally high. A median score of 36.00 out of 36 was obtained for objective literacy (S-TOFHLA), 10.00 out of 12 for subjective literacy (3HLQ), 3.00 out of 3 for objective numeracy (3NQ), and 3.88 out of 5 for subjective numeracy (SNS total score; Table 1).

With our bivariate analysis, we found that all sociocognitive factors were significantly associated with intention (P<.001 for all, Table 2).

No sociodemographic and health literacy variable was significantly associated with intention. In the second multivariate model, still based on the TPB but including the additional variables of anticipated regret, descriptive norms, and moral norms, we found that attitude (OR 9.16, 95% CI 4.02-20.85), moral norm (OR 7.97, 95% CI 4.49-14.14), descriptive norm (OR 2.83, 95% CI 1.63-4.92), and anticipated regret (OR 2.43, 95% CI 1.71-3.46) were significant factors of pregnant women’s intention (Table 3). Comparison of deviance showed that the model that included additional sociocognitive variables better explained pregnant women’s intention (Δ deviance=41.33, P<.05, Table 3).

To investigate whether health literacy predicted pregnant women’s intention in our theoretical model, we sequentially added each health literacy variable to the ordinal logistic regression model and observed that the pregnant women’s intention was not affected by health literacy (Table 3). In addition, no interaction term was identified between health literacy variables and direct constructs determining intention.

To identify significant underlying beliefs, we performed another ordinal logistic regression model with beliefs related to attitude, as attitude was the only significant construct with underlying beliefs. We found 3 significant beliefs related specifically to the attitude construct, namely, that the use of a DA (1) would reassure pregnant women (OR 2.55, 95% CI 1.73-4.01), (2) would facilitate their reflection with their spouse (OR 1.55, 95% CI 1.05-2.29), and (3) would let them know about the advantages of doing or not doing a prenatal screening test for Down syndrome (OR 1.53, 95% CI 1.05-2.24; Table 4).
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Table 3. Significant determinants of pregnant women’s intention (n=346).

<table>
<thead>
<tr>
<th>Construct</th>
<th>TPB&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Extended TPB</th>
<th>Extended TPB and objective numeracy</th>
<th>Extended TPB and subjective literacy</th>
<th>Extended TPB and objective numeracy</th>
<th>Extended TPB and objective literacy&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subjective norm</strong></td>
<td>3.64</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.89</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(2.33-5.70)</td>
<td>(0.51-1.61)</td>
<td>(0.51-1.61)</td>
<td>(0.50-1.60)</td>
<td>(0.50-1.59)</td>
<td></td>
</tr>
<tr>
<td><strong>Perceived control</strong></td>
<td>2.36</td>
<td>1.69</td>
<td>1.68</td>
<td>1.75</td>
<td>1.65</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>(1.43-3.90)</td>
<td>(0.92-3.08)</td>
<td>(0.91-3.09)</td>
<td>(0.95-3.22)</td>
<td>(0.89-3.03)</td>
<td></td>
</tr>
<tr>
<td><strong>Anticipated regret</strong></td>
<td>N/A</td>
<td>2.43</td>
<td>2.44</td>
<td>2.33</td>
<td>2.47</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.71-3.46)</td>
<td>(1.70-3.48)</td>
<td>(1.61-3.36)</td>
<td>(1.73-3.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Descriptive norm</strong></td>
<td>N/A</td>
<td>2.83</td>
<td>2.83</td>
<td>2.82</td>
<td>2.84</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.63-4.92)</td>
<td>(1.63-4.92)</td>
<td>(1.62-4.90)</td>
<td>(1.64-4.93)</td>
<td></td>
</tr>
<tr>
<td><strong>Moral norm</strong></td>
<td>N/A</td>
<td>7.97</td>
<td>7.97</td>
<td>8.38</td>
<td>7.92</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Health literacy&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td>N/A</td>
<td>1.02</td>
<td>0.78</td>
<td>1.18</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.58-1.81)</td>
<td>(0.43-1.43)</td>
<td>(0.66-2.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Deviance</strong></td>
<td>316.78</td>
<td>358.11</td>
<td>358.10</td>
<td>357.48</td>
<td>357.80</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Δ deviance</strong></td>
<td>41.33</td>
<td>0.01</td>
<td>0.63</td>
<td>0.31</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>&lt;.001</td>
<td>.92</td>
<td>.43</td>
<td>.58</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>TPB: Theory of Planned Behavior.
<sup>b</sup>Objective literacy could not be added to the regression model because of the lack of variability in the distribution.
<sup>c</sup>N/A: not applicable.
<sup>d</sup>Subjective numeracy: score ≥ median versus score < median; subjective health literacy: adequate versus inadequate; objective numeracy: all correct answers versus one error or more.

Table 4. Significant beliefs of pregnant women (n=346).

<table>
<thead>
<tr>
<th>Construct</th>
<th>Underlying belief</th>
<th>Mean&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Median&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitude</strong></td>
<td>Emotions: the use of a DA&lt;sup&gt;b&lt;/sup&gt; would reassure pregnant women</td>
<td>3.85 (0.96)</td>
<td>4.00 (3.00-5.00)</td>
<td>2.55 (1.73-4.01)</td>
</tr>
<tr>
<td></td>
<td>Advantages: the use of a DA would facilitate their reflection with their spouse</td>
<td>4.15 (0.91)</td>
<td>4.00 (4.00-5.00)</td>
<td>1.55 (1.05-2.29)</td>
</tr>
<tr>
<td></td>
<td>Advantages: the use of a DA would let them know about the advantages of doing or not doing the prenatal screening test for DS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4.28 (0.94)</td>
<td>4.00 (4.00-5.00)</td>
<td>1.53 (1.05-2.24)</td>
</tr>
<tr>
<td><strong>Anticipated regret</strong></td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.95 (1.04)</td>
<td>3.00 (2.00-4.00)</td>
<td>2.06 (1.47-2.88)</td>
</tr>
<tr>
<td><strong>Descriptive norm</strong></td>
<td>N/A</td>
<td>3.79 (0.80)</td>
<td>4.00 (3.33-4.33)</td>
<td>2.73 (1.62-4.58)</td>
</tr>
<tr>
<td><strong>Moral norm</strong></td>
<td>N/A</td>
<td>4.05 (0.87)</td>
<td>4.00 (3.67-5.00)</td>
<td>8.86 (5.19-15.14)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Out of 5.
<sup>b</sup>DA: decision aid.
<sup>c</sup>DS: Down syndrome.
<sup>d</sup>N/A: not applicable.
Discussion

Principal Findings

In this theory-based Web survey, we sought to identify psychosocial factors influencing pregnant women’s intention to use a DA for prenatal screening for Down syndrome and assessed whether health literacy added to the predictive power of this model. There are no data specifying the profile of pregnant women in the province of Quebec, but our sample compared well to that of women in the province overall, except for education and health literacy levels, which were higher in our sample [85-87]. Overall, we found that pregnant women showed high levels of intention to use a DA for prenatal screening for Down syndrome. Also, we observed that, in order of importance, attitude, moral and descriptive norms, and anticipated regret were the factors that explained most of their behavioral intention. In other words, the perception of the advantages of using a DA (attitude), the possible regret foreseen if the DA is not used (anticipated regret), the perception that it is a common practice (descriptive norm), and the feeling that using a DA for this decision would be in agreement with their moral values (moral norm) were significantly associated with a strong intention to use the DA. In addition, we identified 3 attitudinal beliefs significantly associated with women’s intention: perceiving that using a DA (1) would reassure them, (2) would facilitate their reflection with their spouse, and (3) would let them know about the advantages of doing or not doing a prenatal screening test for Down syndrome. On the other hand, our findings showed that neither health literacy levels nor individual sociodemographic characteristics had any influence on the behavioral intention of interest, suggesting that, regardless of their health literacy levels and sociodemographic characteristics, all women are under the influence of the same sociocognitive factors regarding whether or not they intend to use a DA for prenatal screening for Down syndrome. These findings lead us to make 5 main points with regards to pregnant women’s intention, the direct determinants of their intention, their underlying beliefs, the influence of health literacy, and the next steps.

Comparison With Prior Work

First, to the best of our knowledge, this study is among the first to adopt an all-encompassing theory-based approach to identifying factors, including health literacy, influencing the intention to use a DA in prenatal care. Our results support earlier research on SDM implementation indicating that women showed a strong intention to engage in SDM regarding prenatal screening for Down syndrome [26]. Moreover, this high level of intention may reflect a need felt by pregnant women facing prenatal screening choices to become more skilled in discussing screening tests with their health care provider, which is congruent with the literature on pregnant women’s decision-making needs [4,6,9]. This strong intention suggests that future efforts to increase DA use and SDM among clinicians for prenatal screening for Down syndrome would find a favorable response in pregnant women.

Second, we observed that the following factors, in order of importance, influenced pregnant women’s intention: attitude, moral norm, descriptive norm, and anticipated regret. These findings are congruent with earlier research on SDM implementation in this context [26], which showed that attitude, subjective norm, self-efficacy, and moral norm were determinants of pregnant women’s intention to engage in SDM. Although the variables “descriptive norm” and “anticipated regret” were not investigated in the earlier study, the influence of social pressure came out through the subjective norm variable, which refers to the influence of significant individuals in women’s entourage. Contrary to the findings of our study, and despite the similarity of the samples, however, the previous study showed self-efficacy as a determining factor among women without postsecondary education (although not among women with a higher level of education), whereas in our study sample perceived control was not a significant factor. Self-efficacy and perceived control are not the same constructs, but they are closely related as they both refer to a person’s evaluation of the degree of difficulty of adopting a given behavior. This difference in findings could reflect the fact that the earlier study considered intention to engage in SDM while our study asked women about their intention to use a DA, a practice that constitutes one specific behavior in the overall SDM process. Pregnant women with low education could have more confidence (self-efficacy) about using a DA than about engaging in SDM in general, belying the common myth that the use of DAs is equivalent to the behavior of engaging in SDM [12,88].

Third, significant salient beliefs underlying attitude were, in order of importance, (1) the women’s belief that the use of a DA would reassure them; (2) the belief that it would facilitate their reflection with their spouse; and (3) the belief that it would let them know about the advantages of doing or not doing the prenatal screening test for Down syndrome. These results are congruent with earlier research on decisional needs among pregnant women facing prenatal screening for Down syndrome, which showed that the main difficulties perceived by pregnant women were pressure from others, emotions, and lack of information [4]. Our findings provide information about modifiable attitudinal beliefs regarding DA use that could facilitate design of implementation strategies to increase their use by pregnant women in clinical practice. According to the Intervention Mapping approach, efficient interventions should “contain specific messages that target selected beliefs within the determinants of interest, and require specific translation to practical applications to reach optimal fit” [23]. In practice, a public health communication campaign combined with interventions mediated by health professionals could reinforce the influence of women’s attitude to DA use by targeting its 3 identified underlying beliefs (reassurance, reflection with spouse, awareness of advantages of each choice). Key statements regarding these 3 salient beliefs could also be added to the DA to increase women’s intention to use it and help clinicians to explain it.

Fourth, health literacy was not a factor that influenced women’s intention in our study, although many studies have shown associations between health literacy and related notions, such as patient involvement in decision making [27,38,40-43,47,68]. Hence, a single population based DA implementation program...
would benefit any pregnant women in the province of Quebec to help them make informed values-congruent decision about prenatal screening for Down syndrome. To the best of our knowledge, this study is among the first to investigate the role of health literacy within the context of a theory-driven study using a behavior change model. Our findings suggest that regardless of their perceived or actual capacity to understand complex information, pregnant women would like to use a DA to decide about prenatal screening for Down syndrome. In addition, in our bivariate analyses we did identify some interesting associations between health literacy and perceived control. Although perceived control was not a predictive factor in our study, this association suggests that in contexts where it does play a predictive role, such as intention to engage in healthy eating behaviors [89], intention may be affected by health literacy. Similar studies that include populations with low health literacy should be conducted before decisive claims can be made. However, some have argued that it would be more efficient to work at clearer health communication and fostering participation among all patients rather than screening them for health literacy [90]. Our results should not be used to minimize the importance of improving patients’ understanding. It is of primary importance to communicate clearly with every pregnant woman about Down syndrome screening and invite them to ask questions, whatever their health literacy level.

Finally, if the findings of this study are valid, identifying the 4 most significant determinants of pregnant women’s intention to use a DA to decide about Down syndrome screening will be useful for the design of interventions to promote uptake. Each of the 4 determinants can be mapped to the Behavior Change Wheel [91], a method developed to inform the design of behavior change interventions. This generates a set of recommended interventions (such as education, training programs, persuasion, modelling, etc), each with its appropriate related methods. For example, clinicians could be trained to introduce the advantages of using the DA, and present the use of DAs as a common practice. Indeed, while it has been shown that lack of training was an important barrier to DA implementation [17], pregnant women indicated that clinicians had a key role in delivering such information [92]. An implementation intervention could also consist of a Web-based application coupled with a DA, which would enrich the current bank of online decision support tools [93]. In terms of moral norm, our findings confirm that there is a significant ethical dimension to the decision about prenatal screening [94-96]. No psychological techniques have yet been formally identified for considering the influence of the moral norm in an intervention [97]. Also, it has been shown that interventions that aim to manipulate moral norms can be counterproductive because of a “boomerang effect” that arises when a person perceives that his or her freedom is threatened by social pressure [98,99]. Health professionals could thus simply be invited to explain to women why moral values are at stake in the decision, so that they can subsequently discuss this and clarify the decision in light of the woman’s moral principles.

Limitations

This study has limitations. First, although we suspected that the lack of variability in our health literacy findings could have been due to lack of scale discriminating capacity in our sample, except for the objective health literacy scale (S-TOFHLA), the administered scales covered many dimensions of health literacy and correlated together, indicating a convergence of the results (see Multimedia Appendix 7). In addition, this study will enable further validation of new French versions of the 3 scales.

Second, it is possible that the video used to present the behavior of using a DA mediated pregnant women’s intention. However, we felt it was more important to ensure that respondents understood the nature of the behavior being studied than to avoid any risk of mediated intent by not using a video at all.

Third, use of the TPB framework could in itself have shaped our findings. For example, the assumption that agents and their actions are rational may neglect the role of nonrational factors (such as emotion or experience) in human action and reasoning. Also, the approach underestimates the singularity of each agent, as it considers that similar agents are influenced by similar factors [100]. Despite these theoretical limitations, from the wider perspective of developing potentially effective implementation strategies, a TPB-based approach promotes the collection of comprehensive, consistent and valid information, and is still one of the most frequently applied theories in the domain of behavior change.

Finally, we cannot assume that the results can be extrapolated widely without further research. Pregnant women in the sample were mostly white, with French as their mother tongue. This may weaken the external validity of our sample, but not with regards to the general population of the province of Quebec, which was the aim of this study. Because Canadian health care services are organized into 10 provincial and 3 territorial health care systems, each requires its own population-based prenatal screening program. Also, pregnant women in our sample were highly educated compared with women in the province of Quebec overall, where less than a quarter of women aged from 15 to 44 years old have a university education [87]. Likewise, health literacy levels were very high overall, far above that of the general population of the province of Quebec but also of the rest of Canada, where more than half the population has inadequate levels [85,86]. Pregnant women in our sample were recruited from a large Web panel and, as participants willingly subscribed to the panel, their literacy levels, including health literacy and eHealth literacy, might be higher than that of the general population [101]. Our study sample may thus lack representativeness with regard to vulnerable and less literate populations.

Our recruitment methods reflected our main objective (psychosocial determinants of women’s intention), but methods in future studies looking at health literacy should be informed by the specificities of the studied population with respect to education levels, Internet use and eHealth literacy.

Conclusions

This study, based on a theoretical approach to behavior change, indicated which factors will need to be addressed to design an effective implementation intervention for the use of DAs in the context of prenatal screening for Down syndrome. Our findings indicate that women’s intention to use a DA in this context was
determined by the consequent pros and cons they perceived (attitude), its compatibility with their moral values (moral norm), their perception of how much other women use it (descriptive norm), and the regret they perceive they might feel if they do not use it (anticipated regret). This study provides valuable and specific guidance for designing an intervention to implement the use of a DA and ultimately to foster SDM in prenatal care.
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Abstract

Background: Despite the widespread implementation of electronic health records (EHRs), there is growing evidence that racial/ethnic minority patients do not use portals as frequently as non-Hispanic whites to access their EHR information online. This differential portal use could be problematic for health care disparities since early evidence links portal use to better outcomes.

Objective: We sought to understand specific barriers to portal use among African American and Latino patients at Kaiser Permanente, which has had a portal in place for over a decade, and broad uptake among the patient population at large.

Methods: We conducted 10 focus groups with 87 participants in 2012 and 2013 among African American and Latino Kaiser Permanente members in the mid-Atlantic, Georgia, and Southern California regions. Members were eligible to participate if they were not registered for portal access. Focus groups were conducted within each racial/ethnic group, and each included individuals who were older, had a chronic disease, or were parents (as these are the three biggest users of the portal at Kaiser Permanente overall). We videotaped each focus group and transcribed the discussion for analysis. We used general inductive coding to develop themes for major barriers to portal use, overall and separately by racial/ethnic group.

Results: We found that lack of support was a key barrier to initiating portal use in our sample—both in terms of technical assistance as well as the fear of the portal eroding existing personal relationships with health care providers. This held true across a range of focus groups representing a mix of age, income, health conditions, and geographic regions.

Conclusions: Our study was among the first qualitative explorations of barriers to portal use among racial/ethnic subgroups. Our findings suggest that uniform adoption of portal use across diverse patient groups requires more usable and personalized websites, which may be particularly important for reducing health care disparities. This work is particularly important as all health care systems continue to offer and promote more health care features online via portals.

(J Med Internet Res 2016;18(10):e263) doi:10.2196/jmir.5910
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Introduction

The US Health Information Technology for Economic and Clinical Health (HITECH) Act has provided more than US $25 billion in federal incentive dollars to implement electronic health records (EHRs) across health care clinics and systems across the United States. As we move forward with EHR implementation, there is increased emphasis on understanding patient needs and preferences for accessing portal websites that are linked to EHRs. This issue is particularly important given the growing evidence that patient access to and use of portals (which include viewing laboratory test results and visit summaries and allowing email communication between patients and health care providers) are linked to improved satisfaction [1] as well as better outcomes [2-4]. For example, several recent studies of systems that have had portals for over a decade (such as Kaiser Permanente) have shown that patient portal use is associated with better overall quality of care indicators [5].

Although portals are being widely implemented and may be contributing to improved health outcomes, there is evidence that they are not accessed equally across groups despite uniformly high patient interest in and enthusiasm for portals [6-8]. It is well documented that racial/ethnic minorities are significantly less likely to use portals in integrated delivery systems [9-11] as well as community-based clinics [12]. However, the differences in portal use are not fully understood and cannot be attributed to computer/Internet access alone [10]. Within the handful of studies examining adoption of portal use overall, there are several major barriers that have emerged. Some of the potential reasons previously cited for nonuse include lack of awareness [8,13], lack of sufficient computer skills [10,13,14], reduced ability to understand medical content or limited health literacy skills [8,15,16], poor usability of portal websites/interfaces [15,16], need for provider or system support [17], and concerns about security of information online [8,10].

There have been few qualitative studies to date that have specifically examined barriers to portal use by race/ethnicity, despite the documented findings of lower rates of portal use among racial/ethnic minority groups. Therefore, we designed a qualitative study of non-Hispanic African American and English-speaking Hispanic/Latino patients at Kaiser Permanente to explore this issue in depth. We hypothesized that the barriers to adoption of portal use would differ within the groups based on their interests, preferences, and concerns.

Methods

We conducted this qualitative study at Kaiser Permanente, which has offered a version of the patient portal in various regions of the United States since the mid-2000s. Collectively, this health care system serves 10 million patients, with well over half (5.5 million) already using the online patient portal website. Specifically, we recruited Kaiser Permanente members from the Mid-Atlantic, Georgia, and Southern California regions for this study to ensure geographic and racial/ethnic diversity in the patients sampled (explained more in depth below).

Recruitment and Focus Group Processes

We conducted 10 focus groups with Kaiser Permanente patients who were not registered for the online patient portal. The portal (also known as “kp.org”) allows patients access to several features:

(1) viewing medical history including visit summaries, immunizations, and allergies, (2) viewing laboratory results, (3) refilling medications, (4) making appointments, and (5) sending a secure message to a health care provider. All of these features were available on both a Web browser and a mobile app at the time of the study. The portal served as an alternative means to access these services, as they were often also available through in-person, mail, or phone platforms.

We limited our sample to individuals who were patients of Kaiser Permanente for at least 2 years and had visited a Kaiser Permanente facility in the past year, were English-speaking, and believed that we could recruit only English speakers in this study since the portal was available only in English. The focus groups were also targeted to key groups that had health care coordination needs and therefore might be most inclined to use the portal for specific tasks.

In October 2012, we conducted six of the focus groups specifically with African American patients, holding two focus groups each in three Kaiser Permanente regions nationwide (Mid-Atlantic, Georgia, and Southern California). This included two focus groups with older adults, two focus groups with patients with chronic illness, and two focus groups with parents of young children (Table 1). Focus groups were also additionally stratified by income level (based on categories that reflected the income distributions of Kaiser Permanente patients) and age when possible to increase variation in the participants across the groups. Finally, within each focus group we ensured a mix of gender, employment status, education, and marital status during recruitment. In December 2013, we used the same process to conduct four additional focus groups with Latino patients, all conducted in Southern California (Table 2). This included two focus groups with parents and two focus groups with patients with chronic illness.
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The focus groups were led by 2 experienced moderators who were racially/ethnically concordant with the study sample. All focus groups were held in independent market research facilities and lasted approximately 2 hours. Each group consisted of 8-10 participants (with the exception of one focus group with only 5 participants), and participants received a US $100 incentive for participation. All sessions were videotaped and the conversations were later transcribed for analysis. The study was approved by the Kaiser Permanente Southern California Institutional Review Board.

The discussions focused on (1) current health status and relationship with health care providers, (2) current Internet/technology use, (3) knowledge of Kaiser Permanente and the patient portal, (4) review of the health care services and health content available online, and (5) barriers and facilitators to adoption of the patient portal. The full discussion guide is included in Multimedia Appendix 1.

Analysis

Our qualitative analysis began with open coding of all the transcripts, focusing in on portions of the conversations that raised potential barriers and facilitors to use [18]. One member of the team (CRL) created the initial codebook, based on the discussion guide questions and a review of the previous qualitative literature documenting barriers to portal use in the general patient population. Then, at least 2 researchers read each transcript and coded using both the original codebook and open coding whenever necessary. The entire team met regularly to review the approach, edit the codes (collapsing or creating new codes as needed), and come to consensus on the themes and their interpretation as they emerged [19]. We also compared the coded segments within each theme to one another in a spreadsheet, which allowed us to identify and report on the richest information rather than quantifying the number and type of barrier categories. Overall, this process allowed for several checks on the validity of the final results by making sense of ambivalent and contradictory statements and articulating themes that were common across key informant interviews.

The primary themes presented here were fully saturated among both African Americans and Latinos and are therefore presented combined. When subsequently stratifying the analysis by race/ethnicity, we also identified one additional theme that was specific to each group.

Results

Sample Demographics

Overall, there were 87 individuals who attended the focus groups (Table 3). The sample was 60% female (52/87), 45% (39/87) low-income (≤US$40,000 annual household income), and 54% (47/87) aged 45 or older. In addition, 30% (26/87) of respondents had diabetes and 30% (26/87) had hypertension. The African American focus groups were slightly more female (69%, 36/52) versus Latinos (46%, 16/35), older (68%, 35/52 aged 45 or older) compared to Latinos (32%, 11/35), with a higher proportion of respondents with hypertension (40%, 21/52) versus Latinos (20%, 7/35), and a lower proportion who were low-income (37%, 19/52) compared to Latinos (57%, 20/35).
Table 3. Participant demographics.

<table>
<thead>
<tr>
<th>Age (years), %</th>
<th>African American, n=52</th>
<th>Latino, n=35</th>
<th>Total, n=87</th>
</tr>
</thead>
<tbody>
<tr>
<td>24-39</td>
<td>21</td>
<td>57</td>
<td>35</td>
</tr>
<tr>
<td>40-49</td>
<td>23</td>
<td>28</td>
<td>25</td>
</tr>
<tr>
<td>50-74</td>
<td>56</td>
<td>15</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender, %</th>
<th>African American, n=52</th>
<th>Latino, n=35</th>
<th>Total, n=87</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>31</td>
<td>54</td>
<td>40</td>
</tr>
<tr>
<td>Female</td>
<td>69</td>
<td>46</td>
<td>60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Income (USD), %</th>
<th>African American, n=52</th>
<th>Latino, n=35</th>
<th>Total, n=87</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤$40K</td>
<td>37</td>
<td>57</td>
<td>45</td>
</tr>
<tr>
<td>$41-80</td>
<td>54</td>
<td>43</td>
<td>49</td>
</tr>
<tr>
<td>≥$81K</td>
<td>10</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education (highest level completed), %</th>
<th>African American, n=52</th>
<th>Latino, n=35</th>
<th>Total, n=87</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than high school</td>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>High school degree</td>
<td>26</td>
<td>54</td>
<td>38</td>
</tr>
<tr>
<td>Some college or 2-year college degree</td>
<td>46</td>
<td>37</td>
<td>43</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>13</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>12</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chronic condition, %</th>
<th>African American, n=52</th>
<th>Latino, n=35</th>
<th>Total, n=87</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>40</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Diabetes</td>
<td>23</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Asthma</td>
<td>17</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Cancer</td>
<td>4</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

**Technological Proficiency**

Although all participants were current Internet users based on the inclusion criteria of the study, the focus group discussions among participants uncovered a mix of technological skills. The patients who were younger tended to be the most Internet-savvy, but even a substantial proportion of the older participants/chronic illness patients could perform sophisticated tasks online, including researching medical treatments and conducting banking transactions: “I’ve had health questions that I’ve gotten online to find out cures, and alternative medicine, and things like that” (African American female, focus group 5 with older adults) and “If you’re on your smartphone it’s so much easier, with one click you have everything you need” (Latina female, focus group B with parents).

However, older adults and those with chronic illness (who were also older on average) tended to make most of the comments related to limited computer proficiency: “And I tell myself, I see some seniors out there and they’re texting and they’re going online and I say if they can do that, I can do it and it isn’t that difficult. So like it’s a challenge for me” (African American female, focus group 5 with older adults).

**Major Reasons for Portal Nonuse**

Our detailed coding and analytic process revealed several primary barriers to use of the patient portal, all outlined in Table 4. Four of the themes were directly linked to the need for feeling supported and/or connected, either from health care providers or from the health care system: all of which are explored in depth below.
<table>
<thead>
<tr>
<th>Theme</th>
<th>Latino/Hispanic</th>
<th>No. of comments</th>
<th>Black/African American</th>
<th>No. of comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not technically savvy</td>
<td>Compared to some of these kids, and all they do is live out of their computer, I don’t. I’m barely learning. (focus group C, Male)</td>
<td>9</td>
<td>Then you’ve got 100 passwords – you’ve got one for the bank, for the school, you’ve got the ABT, and you’ve got to be remembering all of this. (focus group 1, Female)</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>I’m old school. I’m very computer illiterate. Somebody at work tells me “You have to do...” I’m like “Oh, can you do it for me? I don’t know what to do.” When it comes to sitting in front of a computer, I sit in front of a computer all day, but I just do input. (focus group A, Female)</td>
<td></td>
<td>For me it’s taking the time to get into all this new technology. I’m old school. I’m not used to all that. (focus group 3, Male)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>I don’t go on the Internet. I don’t look for any medical anything on the Internet. (focus group 5, Male)</td>
<td></td>
</tr>
<tr>
<td>Concern portal would interfere with personal relationships</td>
<td>When you’re talking to a person, you can tell if that person cares about what you’re talking about. (focus group C, Male)</td>
<td>11</td>
<td>Let’s have something personal with the doctor. Everything else is automated and animated. (focus group 1, Male)</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>[On why it’s better to get results from doctor vs online:] He [my doctor] would explain it to me more in detail, and he keeps telling me over and over, every single visit, how I’m doing this bad. (focus group C, Male)</td>
<td></td>
<td>The trust factor is really important. (Female, focus group 5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I just like a live person… Yes. A live person. Computers only do so much, and I like a live person just in case I have a question. Especially, like he said, you look at your results, what the hell do they mean? (focus group C, Male)</td>
<td>28</td>
<td>That [secure messaging] is not going to sub for having him [my doctor] look at me. (focus group 1, Female)</td>
<td></td>
</tr>
<tr>
<td>Prefer talking to live person</td>
<td>I tried to use it to find things out, but at the same time, to me I feel like I need to talk to people. I can’t deal with computers, or stuff like that, because you’re not talking to a human person that can answer to you right there and things like that. (focus group C, Male)</td>
<td>11</td>
<td>I’d rather be called in for everything good or bad because if the only time you’re calling me in, is if something is wrong, I don’t really want to go. I’d rather go in for everything. (focus group 1, Male)</td>
<td>34</td>
</tr>
<tr>
<td>Need help to register</td>
<td>When I went to the website, I was trying to sign in to all the process but for some reason it didn’t work. I gave up, I just contacted them. (focus group B, Male)</td>
<td>14</td>
<td>I didn’t understand anything [on kp.org]. They said put your name and your zip code – it was too much. (focus group 1, Female)</td>
<td>11</td>
</tr>
<tr>
<td>Think existing systems are working fine</td>
<td>Certain people, like myself, you stick to ways that work for you. (focus group B, Female)</td>
<td>3</td>
<td>I never have a problem with them. I don’t get sick that often, so I really don’t know if it works or it doesn’t work to be online or not. I don’t know if it would be a convenience for me or not. (focus group 4, Female)</td>
<td>23</td>
</tr>
<tr>
<td>kp.org needs to be simple to understand/use</td>
<td>If you go to kp.org there is information for either view, basic information, health information but I think what it is it’s a lot of reading and it’s overwhelming. (focus group A, Female)</td>
<td>12</td>
<td>[If I saw a lab result online I didn’t understand,] I’d pick up the phone and call them asking what it means. (focus group 4, Female)</td>
<td>8</td>
</tr>
<tr>
<td>Concerns about security</td>
<td>They can hack into phones, they can steal my information. I wouldn’t use it. I only use it for music and calls. That’s it. (focus group D, Male)</td>
<td>3</td>
<td>There are hackers out to get you… We’re paranoid scared about who is looking in our stuff. (focus group 1, Female)</td>
<td>26</td>
</tr>
</tbody>
</table>

**Concern Online Tools Would Diminish Personal Relationships With Health Care Providers**

A main theme of the discussions was the need to protect or establish interpersonal relationships with health care providers. Many participants stated that they knew their health care provider was invested in them when he or she took time to talk about their health and wellness during visits or followed up with them personally via phone calls after visits: “When I do go in there with a long list of certain things going on with me, he...
answers. He gives me more than 15 minutes. He calls me by name” (African American female, focus group 1 with older adults).

That’s one thing I liked about my Doctor. Dr. X. He wanted to know what was happening in your life. It wasn’t just because your test was wrong or low or whatever. It’s like, let’s see what’s happening in your life, to see what’s contributing to your health problems. [Latino, focus group C with 2 or more chronic conditions]

Because of this high level of importance on the patient-provider relationship, it was clear that several participants were skeptical of portals supporting their relationships. Some even expressed concern that portals would decrease their existing quality of care or be used to replace face-to-face visits altogether: “I really don’t want to get into it [the portal]. I don’t want them to get used to me going to kp.org. I want to keep the personal relationship with my doctor” (African American male, focus group 6 with parents).

I really have concerns about the email. The doctor ratio patient, per email, if he has 500 patients and I’m just saying hypothetically. He receives 200 directly from patients, plus the nurses typing, the respond time, the time for him seeing his patients, if everybody joined this and started texting all kinds of stuff, what care are these physicians now going to provide? Seriously, it concerns me. [African American female, focus group 2 with chronic illness]

These comments collectively suggest participants’ worry that portals would interfere with existing visits. This was true regardless of the status of the participant’s existing relationship with their health care provider; those with negative relationships felt the portal could block the ability to establish an interpersonal relationship, and those with positive relationships often stated that portals could threaten their personal connection.

Stated Preferences for In-Person Communication

Because there was such as strong emphasis on relationships with health care providers, this was naturally directly related to many stated preferences for face-to-face or phone communication. This was the case overall (ie, being the type of person who liked in-person communication throughout all aspects of life) and particularly true for health-related communication because of the importance of the discussion content: “When you have something that’s wrong with you, like diabetes, I think that’s when you would want a little bit more personal” (Latina female, focus group A with chronic illness), “I want to look at you and I want to talk to you. I want you to see me” (African American female, focus group 1 with older adults), and “I’m not a big email person and I just feel like, especially when it comes to my health, I would prefer to be face to face with my doctor” (African American female, focus group 3 with chronic illness).

However, when exploring this preference more in-depth, more nuance emerged. Some of the comments about preferring in-person communication could be additionally interpreted as a need for personal reassurance or verification. That is, these individuals did not feel as though they could comprehend the provided information sufficiently through online communication alone, or were worried they would not be sufficiently understood: “I like also to confirm when I am speaking to a live person, I like to confirm that I spoke to somebody” (Latino male, focus group D with parents) and “I can deal with the phone, but I really don’t like talking to anybody over the phone because I had a bad experience with someone on the phone, he couldn’t understand what I was saying, but when you’re in their presence it’s different” (African American male, focus group 4 with parents).

Taken together, these comments about preferring in-person communication reflected a mix of personal values and confidence in the health care system (often based on previous experiences at Kaiser or other health care institutions). Face-to-face communication was critical to assure patients that they understood health care information correctly and that the health care provider/system was not making a mistake in some way—that is, a safeguard to ensure the highest quality of care possible.

Portal Not Easy/Simple Enough to Use

There was also a sentiment that many participants needed more concrete support and/or technical assistance for portal use. This was the case regardless of existing computer use since all participants had to be weekly Internet users to be included in our final sample. In addition, this theme emerged in focus groups regardless of whether they predominantly comprised low-income patients, older adults, or with those with chronic illness. First, there were some general comments about trying to navigate more sophisticated websites: “I think a lot of it is just the simplicity to get into it…the simpler it is, the easier to get into it, to look at it. If it’s complex—I’m not going to look at it” (Latino male, focus group C with 2 or more chronic conditions) and “It’s just I know I can blame myself for it but I’m just like, I’m very forgetful with passwords. I know, it’s like every 3 or 4 months, I’ll probably forget my password. I know I can write it down, but most people don’t” (Latino male, focus group D with parents).

In addition, this was especially true for the portal registration process. While all participants were not portal users based on the inclusion criteria for the study, some had previously (but unsuccessfully) attempted to register for portal use: “When I heard about it [the portal], I went on it, and when it asked me for the password and wouldn’t give it, I said ‘Forget it. I don’t know how to do it.’” (Latina female, focus group A with chronic illness), “When I went to the website, I was trying to sign in to all the process but for some reason it didn’t work. I gave up, I just contacted them” (Latino male, focus group B with parents), and “It was too difficult when I tried it…It said to create a password. It took you through a whole bunch of stuff, and I finally got frustrated and stopped” (African American male, focus group 1 with older adults).

Because of the perceived difficulties in using the website, there were also several comments about needing more training or one-on-one support from the health care system to be able to access the portal: “Maybe Kaiser can provide some kind of guidance to help you use it, and what you can find, and how
you can do things through them, and be able to get that information available, and it’s easier” (Latina female, focus group C with 2 or more chronic conditions).

I’m going to do it [use the portal] only when I can do it for myself. I don’t need anybody to do it for me. When I can walk in, fire up the computer, and do everything that I’m supposed to do for myself…This is what I’m saying. When I can just walk in and do it for myself, I don’t have to ask for help, I’d consider that then. [African American male, focus group 1 with older adults]

Portal Content Is Often Too Complex

Finally, some participants noted that, beyond basic functionality, the website content could also be challenging. This was strongly related to the ability to interpret the medical information provided: “If you go to kp.org, there is information for either view, basic information, health information. But I think what it is it’s a lot of reading and it’s overwhelming” (Latina female, focus group A with chronic illness) and “Is it user friendly? Is it terms that we can understand, laymen’s terms?” (African American female, focus group 2 with chronic illness).

If I have a question because sometimes when you get these lab results with all these medical terms, they don’t break it down into what they really mean, so sometimes I have to call my doctor and say, “What is this about, what does it mean, what do these numbers represent?” [African American male, focus group 5 with older adults]

Specific Themes for African Americans and Latinos

We sought to explore whether there were differences in barriers to portal use for African Americans compared to Latinos; however, most of the themes from the focus groups were similar in both groups. There were two exceptions to note. First, African American respondents appeared to be more concerned about the security/privacy of their information online: “If you can crack the Pentagon and the White House and all that, first of all, they didn’t even ask if they could put my medical records online” (female, focus group 5 with older adults).

Because my medical history and my medical business is my business, and when you have hackers and all kinds of foolishness going on in the Internet that may go into somebody else’s spam folder and that’s my medical history. I’m not comfortable with that. [female, focus group 3 with chronic illness]

Second, Latino respondents were more consistent in their comments about using the mobile phone app to access the site, as they felt strongly this would be more usable than a website: “A website might be much more complicated but the app is broken down to very simple. It’s on your phone, there’s not so much you can do” (female, focus group B with parents) and “If I had an app on my phone, then I could just know…I don’t have to look for it through the internet, I could just click on it and there it is, and just sign in, and make it easier” (male, focus group C with 2 or more chronic conditions).

Discussion

Principal Findings

Our study was among the first to specifically examine barriers to portal use among African American and Latino patients. Among a national sample of Kaiser Permanente patients, we found that lack of support was a primary barrier in using the online patient portal. More specifically, participants wanted both additional technical assistance in using the portal and expressed worry that the portal could undermine their existing in-person relationships with their health care providers. This held true across a range of focus groups representing a mix of age, income, health conditions, and geographic region. These findings are particularly important because of the well-documented lower portal use within these two racial/ethnic groups across health care systems.

Comparison to Previous Work

Our findings are consistent with previous literature on this topic, which suggests that the categories of barriers for racial/ethnic minority groups may not be substantially different from those seen in the overall patient population. For example, as stated above, previous studies have also found that connections with health care providers and comfort with using computers were challenges in using portal websites [13,14,17]. However, our findings go deeper on many of the themes than the previous literature was able to do. For example, participants expressed not just a desire for closer relationships with their provider, but the need to protect in-person visits from the “threat” of online communication, indicating anxiety about portal use replacing the interpersonal aspects of their existing relationships. In addition, our findings indicate a multifaceted perspective on preferences for in-person communication that might be more prevalent than in the dominant culture. This may include stronger cultural value placed on face-to-face communication or utilizing in-person communication as a coping strategy to ensure that the patient is receiving the highest quality of care possible. It is also important to note in our other national market research (results available among request), mainstream Kaiser Permanente portal users reported feeling very differently from the participants in this study: that the portal strengthened their relationships with health care providers.

Furthermore, it is clear from our study that basics of website usability, such as simplicity in design and content delivery, are also barriers to portal use. A large proportion of individuals in our study, even those who used the computer or mobile phone for other tasks, reported that the portal seemed too complex to access. This is consistent with previous evidence that documented lower usability of portal websites among racial/ethnic minority patients as well as those with limited health literacy [20,21]. Moreover, the need for health literacy training or support was also evident, such as the lack of confidence in being able to independently interpret medical content presented on a portal without one-on-one assistance, which is also consistent with other health technology work [22,23]. While literacy and socioeconomic status can trend together, the health literacy needs noted in this study were not confined to those from lower socioeconomic status alone.
Because portals display patient-specific medical content from the EHR that is meant for provider use, there is ongoing work that needs to be done to ensure that portals are accessible and usable.

With respect to the subgroup-specific theme related to security and privacy of information online, we found that African Americans expressed more concerns about portals compared to Latinos. This might be related to age [24], as the Latino focus groups were slightly younger than the African American focus groups, or broader cultural mistrust of the health care system based in the unique historical context for this racial/ethnic group, such as the unethical treatment in the Tuskegee Syphilis Experiment [25,26]. However, it is important to note that in the overall Kaiser Permanente population, older adults have the highest rate of portal registration and use. This suggests that patient education/communication about the security measures taken to protect portal websites (including the limits to that security) should be well developed, potentially targeted to older patient groups first, and should be clear about the specific contexts of use (eg, who is viewing the information and for what purpose [27]).

Limitations

Our study has some limitations to note. First of all, our sample included only Kaiser Permanente patients, and so the barriers to portal use in this integrated delivery system may not be comparable to other health care settings or insurance types. However, it is important to note that Kaiser Permanente cares for patients from all sociodemographic groups and multiple private and public insurer types, making it an extremely heterogeneous patient population overall. In addition, while we did include African American patients from across the country, the Latino patients were all residents of Southern California. We did not include patients from other races/ethnicities, which would allow for more comparisons between racial/ethnic groups, including direct comparisons to white and East Asian patients at Kaiser Permanente who use the portal at the highest rates in this health care setting. Finally, we focused only on portal nonusers and therefore developed a more detailed understanding of barriers (rather than facilitators) to use.

Conclusions

Moving forward, our findings have implications for clinical practice. One of the key messages of this study is that personal relationships can substantially support and encourage use. This is particularly important with respect to having clear expectations about what types of communication are best delivered through in-person versus online channels, which might help to assure patients that interpersonal aspects of communication will be prioritized and preserved. In addition, this study suggests that additional support or training for digital and health literacy skills might enhance portal use for some patient subgroups.

At a system level, there are a number of targeted strategies already underway to address some additional barriers identified in this study. For example, the Kaiser Permanente portal registration process continues to be enhanced to simplify and streamline the experience for patients. In addition, a TRUSTe security seal was added to the homepage of the portal to assure visitors of their privacy when they interact with the Kaiser Permanente website. Also, the marketing messages for patients are being refreshed to promote the availability of the mobile app and to reinforce that the portal is a convenient way for patients to have more personalized contact with their health care providers. Future studies should examine the effectiveness of these system-level efforts in ultimately increasing portal use rates across racial/ethnic groups.

In conclusion, our study identified the need for personalized and technical support to encourage African American and Latino patients to use portals for their health care management. As the United States continues to shift toward patient engagement and patient-centered care, it is critical to ensure that health technologies like portals are usable for all patient groups. Portals are a platform through which many health care systems plan to integrate additional mobile health technologies, such as uploading patient-generated sensor or mobile phone app data into the EHR. As health care systems move to collecting and sending more electronic data to and from patients, it is critical that this process addresses broad barriers to use and reduces the possibilities of exacerbating existing health care disparities.
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Abstract

Background: Identifying disability early in life confers long-term benefits for children. The Taipei City Child Development Screening tool, second version (Taipei II) provides checklists for 13 child age groups from 4 months to 6 years. However, the usability of a text-based screening tool largely depends on the literacy level and logical reasoning ability of the caregivers, as well as language barriers caused by increasing numbers of immigrants.

Objective: The objectives of this study were to (1) design and develop a Web-based multimedia version of the current Taipei II developmental screening tool, and (2) investigate the measurement equivalence of this multimedia version to the original paper-based version.

Methods: To develop the multimedia version of Taipei II, a team of experts created illustrations, translations, and dubbing of the original checklists. The developmental screening test was administered to a total of 390 primary caregivers of children aged between 4 months and 6 years.

Results: Psychometric testing revealed excellent agreement between the paper and multimedia versions of Taipei II. Good to excellent reliabilities were demonstrated for all age groups for both the cross-mode similarity (mode intraclass correlation range 0.85-0.96) and the test-retest reliability (r=.93). Regarding the usability, the mean score was 4.80 (SD 0.03), indicating that users were satisfied with their multimedia website experience.

Conclusions: The multimedia tool produced essentially equivalent results to the paper-based tool. In addition, it had numerous advantages, such as it can facilitate active participation and promote early screening of target populations.


(J Med Internet Res 2016;18(10):e277) doi:10.2196/jmir.6249
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Introduction

Identifying disability early in life confers long-term benefits for children, particularly those with special needs. To detect those who need help early, judicious use of practical and reliable standardized screening tools is of great importance. Most children who are diagnosed with disabilities are not identified before entering school [1,2]. Their developmental problems are often associated with poor health, low school performance, high in-grade retention, and special education placement [3]. Early intervention for children not only enhances child developmental outcomes, but also improves parents’ ability to care for their children and increase family quality of life [4].

Clinically, disorders such as cerebral palsy and profound intellectual disability are clearly recognizable. However, subtle disabilities, such as mild intellectual disability and learning disabilities, can often escape detection in the early years of life despite frequent well-child visits [5,6]. Physicians generally acknowledge the importance of screening for developmental disabilities, but most of them rely on clinical judgment and milestones instead of standardized screening instruments [3]. A survey study conducted in 2011 reported that among 1821 pediatricians, less than half screened patients younger than 36 months with formal screening tools [7]. The main barriers cited in preventing the use of such tools included time limitations, lack of staff to perform screening, and inadequate reimbursement. Conducting formal neurodevelopmental assessments by using standardized tests presents numerous operational difficulties.

Therefore, researchers have searched for alternatives, such as using parent-reported data [8]. Primary caregivers typically know their children better than their physicians and are able to identify most developmental problems. The Taipei City Child Development Screening tool, second version (Taipei II) is a valid screening tool that was developed and funded by the Taiwan health authority. It provides checklists for 13 child age groups from 4 months to 6 years (4, 6, 9, 12, 15, 18, 24, 30, 36, 42, 48, 60, and 72 months), with 11 to 13 behavior/skill items related to gross/fine motor, cognition, language/communication, and emotion/social areas easily observed or elicited by the child’s caregiver. Methodology research testing the reliability and validity of the Taipei II, using a sample of 506 children aged 5.5 to 35.5 months, was performed. To simulate the clinical situation for validity analysis, the Taipei II checklist was filled out by one parent or a main caregiver at clinics after explaining the purpose of this study and the rating principles. The results revealed that the sensitivity ranged from 0.85 to 1.00 and the specificity ranged from 0.82 to 1.00 if the cutoff was set at “failure to pass more than one item.” For test-retest reliability, the data of the Taipei II were collected twice within a time interval of 1 week. Significant reliability coefficient of the total score was reported. In addition, the checklist also demonstrated a significant and moderate-to-high screening accuracy (P < 0.05) for each age-appropriate checklist via the receiver operating characteristics curve [9]. Taipei II is typically delivered to caregivers during well-child visits, which is passive and often fails to deliver if the caregivers miss the visit. In addition, Taipei II is text-based, and the usability of a text-based screening tool largely depends on the literacy level and logical reasoning ability of the caregivers, as well as language barriers because of increasing numbers of immigrants [10].

To help caregivers comprehend textual information, illustrated medical instructions and education tools have been increasingly used in recent years [11,12]. Illustrations have various functions: they support comprehension of textual content, provide a clear structural framework, help to clarify difficult passages, direct users’ attention to the material, and enhance enjoyment [13]. Recently, multimedia has been considered to more effectively exert vision-mediated effects; hence, it has also become a trend in promoting learning and comprehension [14,15], including a mixture of static or dynamic illustrations and sound effects, particularly with computers. Use of computers and mobile phones is now widespread and users can access information actively and easily by using these devices. Therefore, a Web-based multimedia system would facilitate active participation and assist in comprehension of the target contents. The purposes of this study were to (1) design and develop a Web-based multimedia version of the Taipei II developmental screening tool and (2) investigate the psychometric properties of this multimedia mode compared to the original text version.

Methods

This study was conducted in four stages: the first stage involved illustrating each text-based question, the second stage was the translation and dubbing, the third stage was the Web-based system construction, and the fourth stage was testing the psychometric properties of the final multimedia system and comparing them with the original paper version (Figure 1). These four stages also represented the key processes when turning a paper-and-pencil checklist to a multimedia Web-based format. Other detailed considerations, such as the ideal amount of illustrations and the particular backgrounds of the experts, were case-specific.
Participants

This study involved clinics and communities located in different areas of Northern Taiwan, representing the social and cultural contexts in the region. Three pediatric and family physician clinics participated. Participants recruited through communities were referred from six local public health centers. Primary caregivers of children aged between 4 months and 6 years were included to perform the developmental screening test. Considering that one of the primary goals of this study was the validation of a multimedia version of Taipei II, participants were excluded if they had any visual, auditory, or other deficits that would hinder them in operating the Web-based computer interface. No other exclusion criteria were applied. A total of 390 participants (104 men, 286 women) with a mean age of 33.35 (SD 6.71, range 23-70) years joined this study. Each age group consisted of 30 participants. The mean ages of their children were 29.8 (SD 20.6, range 4-84) months.

Design Stages

Preparation Stage

Taipei II was identified as the target tool to transform. A task force of experts was responsible for the developmental process. The task force primarily consisted of child development, rehabilitation, and graphic/Web design professionals, reflecting a broad array of backgrounds, perspectives, and expertise that enriched the study (Table 1). The developmental process of the multimedia version of Taipei II lasted approximately 10 months.

<table>
<thead>
<tr>
<th>Preparation Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify target tool: text version Taipei II checklist</td>
</tr>
<tr>
<td>Form the expert team</td>
</tr>
<tr>
<td>Experts chosen should be professional and be well-experienced in the overall objective of the team</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage I &amp; II: Illustration, Translation, and Dubbing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turn each text-based question into frames of illustrations</td>
</tr>
<tr>
<td>The numbers of frames are considered ideal when they can express the meaning of that particular question</td>
</tr>
<tr>
<td>Experts and parents provide feedback to the graphic design</td>
</tr>
<tr>
<td>Final illustrations set after extensive discussion</td>
</tr>
<tr>
<td>Translation of the text set after extensive discussion</td>
</tr>
<tr>
<td>The translation should be done by those who are very familiar with both languages</td>
</tr>
<tr>
<td>The translated text should be verified by the expert team to make sure its appropriateness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage III: Web-Based Platform Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>User interface module</td>
</tr>
<tr>
<td>Screening module</td>
</tr>
<tr>
<td>Screening database module</td>
</tr>
<tr>
<td>Management module</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage IV: Psychometric Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert validity</td>
</tr>
<tr>
<td>Cross-mode similarity</td>
</tr>
<tr>
<td>Test-retest reliability</td>
</tr>
<tr>
<td>Acceptability and usability</td>
</tr>
</tbody>
</table>

Figure 1. Flowchart depicting the design stages of the multimedia system.
Stages I and II: Illustration, Translation, and Dubbing

The goal of this stage was to turn each text-based question into at least four illustrations to be displayed in sequence on the screen of a mobile device or computer. A subset of the task force members formed a discussion group that prepared subsequent iterations of the design, including illustrations and translations, and distributed them to the full task force for review and feedback. Because this screening tool is applied to children with a wide age range, and children of different ages differ in appearance, the graphic designer was first provided with pictures of children for each age group. Thus, the designer knew what the characters should look like at different developmental stages. Efforts were then made to ensure that the graphic designer understood the meanings of the questions to assist in composing the illustrations. Two experts were in charge of this process. The translation and voice recordings for dubbing were also checked extensively.

During this period, drafts of each illustrated checklist were distributed to volunteer parent groups. These parents provided feedback regarding the illustrations and indicated whether they understood the meanings of the questions to assist in composing the illustrations. The two experts were in charge of this process. The translation and voice recordings for dubbing were also checked extensively.

Stage III: Web-Based Platform Construction

The proposed system is a Web-based system that fulfills the needs of early childhood developmental screening by involving caregivers, clinical professionals, and government officials over the Internet. It is a professional child screening system presented in a playful style. In total, 144 checklists were developed for 13 different age groups (4, 6, 9, 12, 15, 18, 24, 30, 36, 42, 48, 60, and 72 months). The overall flow of this multimedia system is shown in Figure 2. It represents the interface of the website. Level I consists of information regarding child development and related resources. If the “rapid screening” or “developmental screening” icon is clicked or touched, the user enters Level II, where the screening takes place. Once done with the screening process, the user enters Level III for screening results. The user can also choose whether to retake the test or upload the result to the cloud for data storage and/or warning the administrator.

The overall flow of this multimedia system is depicted in Figure 3. The Web-based system can be used with Hypertext Transfer Protocol online encryption to enhance information safety. In addition, the back-end system enables government officials to monitor data such as users’ health-related information and their screening results.

The system contains four major modules:

1. User interface module: this module provides a Web-based interface for users to use the child screening service on different devices, such as mobile phones or PCs, provided that Internet access is available.

2. Screening module: this module contains the front-end webpage of the child developmental screening system. It also analyzes the screening results collected from the users. When users take the screening test on the system, it automatically processes the input data and determines whether the child passes the test for his or her developmental age. The analyzed data are then saved in the screening database for future search and use.

3. Screening database module: this module preserves data collected from users’ screening tests. The screening results can be retrieved and accessed by caregivers, clinical professionals, and government officials over the Internet.

4. Screen of a mobile device or computer. A subset of the task force members formed a discussion group that prepared subsequent iterations of the design, including illustrations and translations, and distributed them to the full task force for review and feedback. Because this screening tool is applied to children with a wide age range, and children of different ages differ in appearance, the graphic designer was first provided with pictures of children for each age group. Thus, the designer knew what the characters should look like at different developmental stages. Efforts were then made to ensure that the graphic designer understood the meanings of the questions to assist in composing the illustrations. Two experts were in charge of this process. The translation and voice recordings for dubbing were also checked extensively.

During this period, drafts of each illustrated checklist were distributed to volunteer parent groups. These parents provided feedback regarding the illustrations and indicated whether they were clear and attractive. The illustrations were then modified accordingly. This version was reevaluated by the task force. The illustrations were then modified accordingly. This version was reevaluated by the task force. The translations were also checked by the task force through extensive discussion before dubbing. The final illustrations were dubbed in both English and Chinese.

Stage III: Web-Based Platform Construction

The proposed system is a Web-based system that fulfills the needs of early childhood developmental screening by involving caregivers, clinical professionals, and government officials over the Internet. It is a professional child screening system presented in a playful style. In total, 144 checklists were developed for 13 different age groups (4, 6, 9, 12, 15, 18, 24, 30, 36, 42, 48, 60, and 72 months). The overall flow of this multimedia system is shown in Figure 2. It represents the interface of the website. Level I consists of information regarding child development and related resources. If the “rapid screening” or “developmental screening” icon is clicked or touched, the user enters Level II, where the screening takes place. Once done with the screening process, the user enters Level III for screening results. The user can also choose whether to retake the test or upload the result to the cloud for data storage and/or warning the administrator.

The child developmental screening system framework is depicted in Figure 3. The Web-based system can be used with Hypertext Transfer Protocol online encryption to enhance information safety. In addition, the back-end system enables government officials to monitor data such as users’ health-related information and their screening results.

The system contains four major modules:

1. User interface module: this module provides a Web-based interface for users to use the child screening service on different devices, such as mobile phones or PCs, provided that Internet access is available.

2. Screening module: this module contains the front-end webpage of the child developmental screening system. It also analyzes the screening results collected from the users. When users take the screening test on the system, it automatically processes the input data and determines whether the child passes the test for his or her developmental age. The analyzed data are then saved in the screening database for future search and use.

3. Screening database module: this module preserves data collected from users’ screening tests. The screening results can be retrieved and accessed by caregivers, clinical professionals, and government officials over the Internet.

4. Screen of a mobile device or computer. A subset of the task force members formed a discussion group that prepared subsequent iterations of the design, including illustrations and translations, and distributed them to the full task force for review and feedback. Because this screening tool is applied to children with a wide age range, and children of different ages differ in appearance, the graphic designer was first provided with pictures of children for each age group. Thus, the designer knew what the characters should look like at different developmental stages. Efforts were then made to ensure that the graphic designer understood the meanings of the questions to assist in composing the illustrations. Two experts were in charge of this process. The translation and voice recordings for dubbing were also checked extensively.

During this period, drafts of each illustrated checklist were distributed to volunteer parent groups. These parents provided feedback regarding the illustrations and indicated whether they were clear and attractive. The illustrations were then modified accordingly. This version was reevaluated by the task force. The translations were also checked by the task force through extensive discussion before dubbing. The final illustrations were dubbed in both English and Chinese.

Stage III: Web-Based Platform Construction

The proposed system is a Web-based system that fulfills the needs of early childhood developmental screening by involving caregivers, clinical professionals, and government officials over the Internet. It is a professional child screening system presented in a playful style. In total, 144 checklists were developed for 13 different age groups (4, 6, 9, 12, 15, 18, 24, 30, 36, 42, 48, 60, and 72 months). The overall flow of this multimedia system is shown in Figure 2. It represents the interface of the website. Level I consists of information regarding child development and related resources. If the “rapid screening” or “developmental screening” icon is clicked or touched, the user enters Level II, where the screening takes place. Once done with the screening process, the user enters Level III for screening results. The user can also choose whether to retake the test or upload the result to the cloud for data storage and/or warning the administrator.

The child developmental screening system framework is depicted in Figure 3. The Web-based system can be used with Hypertext Transfer Protocol online encryption to enhance information safety. In addition, the back-end system enables government officials to monitor data such as users’ health-related information and their screening results.

The system contains four major modules:

1. User interface module: this module provides a Web-based interface for users to use the child screening service on different devices, such as mobile phones or PCs, provided that Internet access is available.

2. Screening module: this module contains the front-end webpage of the child developmental screening system. It also analyzes the screening results collected from the users. When users take the screening test on the system, it automatically processes the input data and determines whether the child passes the test for his or her developmental age. The analyzed data are then saved in the screening database for future search and use.

3. Screening database module: this module preserves data collected from users’ screening tests. The screening results can be retrieved and accessed by caregivers, clinical professionals, and government officials over the Internet.

4. Screen of a mobile device or computer. A subset of the task force members formed a discussion group that prepared subsequent iterations of the design, including illustrations and translations, and distributed them to the full task force for review and feedback. Because this screening tool is applied to children with a wide age range, and children of different ages differ in appearance, the graphic designer was first provided with pictures of children for each age group. Thus, the designer knew what the characters should look like at different developmental stages. Efforts were then made to ensure that the graphic designer understood the meanings of the questions to assist in composing the illustrations. Two experts were in charge of this process. The translation and voice recordings for dubbing were also checked extensively.

During this period, drafts of each illustrated checklist were distributed to volunteer parent groups. These parents provided feedback regarding the illustrations and indicated whether they were clear and attractive. The illustrations were then modified accordingly. This version was reevaluated by the task force. The translations were also checked by the task force through extensive discussion before dubbing. The final illustrations were dubbed in both English and Chinese.

Table 1. Details of the expert team.

<table>
<thead>
<tr>
<th>Member ID</th>
<th>Profession</th>
<th>Years of experience</th>
<th>Role on the team</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Child development; rehabilitation; evidence-based research</td>
<td>22</td>
<td>Multimedia system design and validation; website conceptualization and design; coordinated and supervised study progress; supervised data collection at clinical sites; data analysis</td>
</tr>
<tr>
<td>2</td>
<td>Child development; nursing</td>
<td>5</td>
<td>Multimedia system design; website conceptualization and design; coordinated and supervised study progress; data collection and analysis</td>
</tr>
<tr>
<td>3</td>
<td>Child development; rehabilitation</td>
<td>21</td>
<td>Website conceptualization and design; system validation</td>
</tr>
<tr>
<td>4</td>
<td>Child development; physical therapy</td>
<td>16</td>
<td>System validation</td>
</tr>
<tr>
<td>5</td>
<td>Child development; physical therapy</td>
<td>12</td>
<td>System validation</td>
</tr>
<tr>
<td>6</td>
<td>Pediatrics; rehabilitation</td>
<td>20</td>
<td>System validation</td>
</tr>
<tr>
<td>7</td>
<td>Graphic design; Web design</td>
<td>20</td>
<td>Multimedia system design; website conceptualization and design; coordinated and supervised study progress</td>
</tr>
<tr>
<td>8</td>
<td>Graphic design; Web design</td>
<td>6</td>
<td>Multimedia system design; website conceptualization and design; character design and drawing</td>
</tr>
<tr>
<td>9</td>
<td>Graphic design</td>
<td>5</td>
<td>Character design and drawing</td>
</tr>
<tr>
<td>10</td>
<td>Graphic design</td>
<td>19</td>
<td>Character design and drawing</td>
</tr>
</tbody>
</table>
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also be transmitted to the Department of Health of the Taipei City Government or exported in .csv format for future use.

4. Management module: the government database manager receives users’ screening results from the back-end system management platform. Experts can interpret the screening results and provide relevant suggestions or assistance.

The service engine of the system platform can be widely applied to all organizations and users. In addition, the complete multimedia checklists were provided on the Internet and can be used in various browsers. The front-end webpage includes not only the developmental checklists, but also reference sources and information regarding healthy child development, general health information for children, and early intervention and education resources. The back-end control panel can be accessed by registered health care consultants. When a positive screening result raises an alarm, attention can be focused on the child and the consultants can make further contact with the caregivers of that child by phone or mail. Follow-up, such as at-home interviews or physician visits, should be provided on the basis of the initial screening results in addition to the phone conservation, if possible.

**Figure 2.** The website interface of the child developmental screening system.

**Figure 3.** System framework.
Stage IV: Psychometric Testing

Expert Validity

The complete multimedia version of Taipei II was checked for measurement equivalence to the text-based paper-and-pencil version by calculating expert validity. Task force agreement was measured using a four-point Likert-type rating scale [16] (1=not relevant, 2=somewhat relevant, 3=quite relevant, and 4=very relevant). This proportional agreement procedure, calculated using a content validity index (CVI), allows two or more raters to independently review and evaluate the relevance of the illustrations and original text. Multiple iterations of illustration, translation, and dubbing were obtained. The stability of their agreements was determined on the basis of these results.

The final multimedia version was used for cross-mode similarity, test-retest reliability, acceptability, and usability tests. The study protocol was explained to the participants and they were asked to provide informed consent. They were also informed that the data might be made available to government officials. Baseline demographics of the participants and their children were collected to ensure their eligibility. The participants were asked to complete the developmental checklists that matched the age of their children. This study protocol was approved by the Institutional Review Board of Chang Gung Medical Hospital, TaoYuan, Taiwan.

Cross-Mode Similarity

To determine the measurement equivalence between the two versions, a crossover design was implemented. Participants were randomly assigned to complete either the paper version or the multimedia version of Taipei II for the first administration, and the other version for the second administration. A 2-week washout period was enforced between administrations to minimize the carryover effects from the first administration. The cross-mode similarities between checklists for the different age groups were calculated as: ([test number]–[the number of differences])×100%.

Test-Retest Reliability

The test-retest reproducibility was determined for both the paper and multimedia versions. Two weeks after the end of the previously mentioned crossover study, the participants again completed the same version of the developmental checklist they completed in the second administration during the crossover period. The authors tallied the participants’ responses and calculated the similarity for each age group.

Usability and Acceptability of the Web-Based Platform

Combined quantitative and qualitative methods were used to evaluate the usability and acceptability of the Web-based multimedia platform. A five-point Likert scale was used to measure the usability of this multimedia system. The testing items included the screen layout, information displayed on the screen, arrangement of information on the screen, clarity of the expression, ease of navigation, and overall experience with the website. A score of 5 meant most comfortable or extremely satisfied for that particular item. The mean score for the usability items was calculated. Acceptability was assessed using quantitative data regarding whether the participants preferred the Web-based multimedia checklists or the paper-and-pencil checklists or had no specific preference based on its usefulness. The Web-based method was considered acceptable if more than 50% of the parents preferred it to the paper instrument or had no preference [17]. Qualitatively, a semistructured interview was administered. The interviewer asked the parents’ opinions regarding the operation of the website, the quality and layout of the pictorial designs, any improvement needed, or suggestions they had for the multimedia version. The postsurvey interview took no more than 5 minutes.

Results

Throughout the developmental process, there were multiple iterations of illustrations, translation, and dubbing, and the expert validities were obtained twice: the first and the last iterations. The calculated content validities for the two major revisions for each age group are listed in Table 2 for both illustrations and translation/dubbing. The experts achieved a consensus for the final revision. For the overall cross-mode similarity, the mean score for the paper and the multimedia version was 0.94 (Table 2). For test-retest reliability, the mean score was high ($r=.93$) (Table 2).

### Table 2. Expert validity for the first and final iterations, cross-mode similarity for the paper and the multimedia version, and test-retest reliability for the multimedia version.

<table>
<thead>
<tr>
<th>Psychometrics</th>
<th>Overall</th>
<th>Child age (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Expert validity, CVI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First iteration</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Final iteration</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Cross-mode similarity, mode intracl correlation</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>Test-retest reliability, $r$</td>
<td>.93</td>
<td>.95</td>
</tr>
</tbody>
</table>
Usability and Acceptability of the Web-Based Multimedia Platform

Quantitatively, the mean usability score for all the test items was 4.80 (SD 0.03), indicating that users were satisfied with their multimedia website experience. The individual scores for testing items are depicted in Table 3. In addition, 97.9% (382/390) of participants preferred the Web-based multimedia version to the paper version, less than 0.8% (3/390) preferred the paper version, and 1.3% (5/390) expressed no preference. In total, 99.2% (387/390) preferred the Web-based multimedia version or had no preference, strongly supporting its acceptability. Qualitatively, participants suggested adding more illustrations or even animation to certain questions to make the checklist clearer and more attractive.

Discussion

Early identification of developmental delays is essential for optimal early intervention. Children with subtle developmental problems often remain unidentified as such; therefore, regular screening is of great importance. Typical text-based screening can overlook respondents with low literacy and those whose first language differs from the text. In addition, text-based screening tools lose users’ attention easily. This study successfully transformed the text-based Taipei II into a multimedia version, and the two modes of administration produced essentially equivalent results. Based on feedback from the participants, the Web-based multimedia mode demonstrated higher acceptability and accessibility than the original version.

Compared with text-based instructions, illustrations and spoken information promote clearer understanding, particularly among people with limited literacy skills or cognitive impairment [11,12]. They promote text comprehension through two effects: increasing motivation and deepening elaboration [11]. Research on learning with text and pictures has yielded numerous recommendations on how to design effective multimedia instruction [14]. It has been proposed that adding visualizations to text (ie, the multimedia principle), using spoken rather than written text to accompany visualizations (ie, the modality principle), and using spoken rather than written and spoken text (ie, the redundancy principle) aid learning. These principles also reflected the needs of our parent groups. Parents’ concerns and suggestions included the attractiveness of the designed characters, the clearness of the dubbing contents, and whether the contents were easy to comprehend. Our multimedia developmental screening system consisted of illustrations and dubbings that were evaluated by both the expert teams and the intended users, thereby facilitating clearer understanding for the caregivers.

Our results revealed a satisfactory overall similarity of 0.94 between the two versions. This result was achieved through close cooperation among the experts. During the developmental process, the expert team strived to make the presentation of the multimedia system vivid and lively. Research has indicated that positive emotional feelings play a critical role in multimedia learning and should be considered when designing multimedia materials [18]. Therefore, the graphic designers used warm colors and smooth shapes for the child characters (eg, a pink dress for girls and a blue shirt for boys) and their surrounding environment (Figure 4). Age-appropriate appearance (eg, younger children with proportionally larger heads) was also considered during the illustration process. In addition, sound has also been demonstrated to affect comprehension [19]. The team chose a calm female voice to dub each item in the checklists. All these efforts were intended to accurately convey the meaning of the original text-based version and to maintain caregivers’ attention.

Physicians generally acknowledge that screening for developmental disabilities is crucial; however, because they are often overwhelmed with patients and constrained for time, few use standardized screening instruments [5,6]. With the current Web-based multimedia screening tool, children can be evaluated by their caregivers. Coupled with the clinical judgment of physicians, this screening tool can considerably improve the rates of appropriate screening and time to diagnosis of children with developmental delay. Hence, such children can be directed to appropriate early intervention services in a timely manner. Still, necessary cautions should be made when using this promising multimedia screening tool. Future studies can focus on other types of reliability tests, such as the stability (ie, the performance agreement over months or years) and other types of validity tests, such as the accuracy of this multimedia system. Alternative screening with proven accuracy, such as Bayley Scales or Vineland Adaptive Behavior Scales, can also be used for developmental screening and their multimedia version can be built in reference to the current process.

The complete developmental process of this multimedia system can be modeled when one is intended to design an effective multimedia tool. The methods and considerations within the four stages in this study (ie, the design of illustration, the

<table>
<thead>
<tr>
<th>Usability items</th>
<th>Score, n</th>
<th>Usability score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen layout</td>
<td></td>
<td>4.85 (0.37)</td>
</tr>
<tr>
<td>Information displayed on the screen</td>
<td></td>
<td>4.76 (0.44)</td>
</tr>
<tr>
<td>Arrangement of information on the screen</td>
<td></td>
<td>4.77 (0.44)</td>
</tr>
<tr>
<td>Ease of navigation</td>
<td></td>
<td>4.81 (0.39)</td>
</tr>
<tr>
<td>Overall experience with the website</td>
<td></td>
<td>4.80 (0.40)</td>
</tr>
<tr>
<td>Mean usability score for all items</td>
<td></td>
<td>4.80 (0.03)</td>
</tr>
</tbody>
</table>

Table 3. Usability test for the multimedia website (N=390).
translation and dubbing, the Web-based system construction, and the psychometric properties evaluation) can serve as guidelines during the construction of many multimedia system platforms.

In summary, the results indicate that the Web-based multimedia checklists successfully retain the psychometric properties of the original paper-based tool. These findings also support the usefulness of Web-based multimedia checklists as an appropriate development screening tool for children aged between 4 months and 6 years. With the added illustrations and dubbing, the checklists became clearer and more attractive. Moreover, the Web-based tool is easily accessed, facilitating active participation. The team’s next step is promoting this multimedia checklist through the broadcasting media or advertisements in health care agencies, pediatric clinics, public areas, and other related organizations.

**Figure 4.** Screening checklists for age 24 months (questions 3-5): (a) girl’s version, (b) boy’s version.

---
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Abstract

Background: Active video games (AVGs) capable of inducing physical activity offer an innovative approach to combating childhood obesity. Unfortunately, children’s AVG game play decreases quickly, underscoring the need to identify novel methods for player engagement. Narratives have been demonstrated to influence behaviors.

Objective: The objective of this study was to test the hypothesis that a narrative would motivate increased AVG play, though a feasibility study that investigated the motivational effect of adding a previously developed narrative cutscene to an originally nonnarrative AVG, Nintendo Wii Sports Resort: Swordplay Showdown.

Methods: A total of 40 overweight and obese 8- to 11-year-olds equally divided by sex played the AVG. Half (n=20) were randomly assigned to a narrative group that watched the narrative cutscene before game play. The other half played the game without watching it.

Results: Children in the narrative group had significantly \( P<.05 \) more steps per 10-second period (mean 3.2, SD 0.7) and overall (mean 523, SD 203) during game play compared with the nonnarrative group (10-second period: mean 2.7, SD 0.7; overall: mean 366, SD 172).

Conclusions: The AVG with narrative induced increased physical activity. Additional research is needed to understand the mechanisms through which narrative increases physical activity during AVG game play.

(J Med Internet Res 2016;18(10):e272) doi:10.2196/jmir.6538
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Introduction

Background and Theory

Children in the United States spend more time with electronic media than any other activity except sleep [1]. Their daily video game play has tripled over the past decade [1]. Traditional video games are sedentary [2] and the likelihood of getting physical activity from health education games is low [3]. Active video games (AVGs), or “interactive video or electronic games that feature player movement, such as would occur in ‘real-life’ exercise participation” [4], capable of inducing moderate physical activity levels may be a method for increasing youth physical activity [5-7].

A critical issue for AVG interventions, however, is that players typically do not play them for sufficiently long durations [8]. Innovative approaches to promote continued game play are needed to address this problem. A possible solution is the telling of narratives, or stories, one of the most distinctive characteristics of human social groups [9]. Narratives may have a crucial role in motivating increased game play in AVGs through their immersive properties, resulting in increased engagement, but their role has not been systematically investigated [10].

To our knowledge, this is the first feasibility study to systematically investigate the effect of narrative on children’s AVG play, testing the hypothesis that narratives will increase physical activity during AVG play. A professionally developed narrative cutscene was developed (ie, a brief, animated movie clip) for an existing AVG requiring trunk movement at a moderate level of physical activity. Children aged 8-11 years played either the narrative or the nonnarrative version of the game by either watching or not watching the narrative cutscene before game play.

Childhood obesity is a worldwide problem [11], which increases the risk of certain cancers [12-14], shortens life span [15], impedes functional ability [15], diminishes quality of life [15], and tracks into adulthood [16]. Physical activity is critical to preventing childhood obesity [17,18]. US physical activity guidelines recommend 60+ minutes of age-appropriate, enjoyable, mostly moderate or vigorous daily physical activity for children [17]. Yet few children meet these guidelines [18]. Most physical activity interventions have not achieved these effects; lack of access and motivation were identified as key challenges [19-21].

Active video games could provide an innovative method of increasing physical activity with promising health outcomes for many children [22]. As of 2014, an average US household owned at least one dedicated gaming device [23]. All major game console manufacturers offer controllers that can be used as exercise equipment [24]. In 2015, a typical child in the United States aged 8-12 years spent 1.33 hours/day playing video games and 81% of them had a video game console at home [25]. Access to these types of equipment may encourage physical activity among children who live in unsafe neighborhoods that lack accessible outdoor alternatives [4,26,27]. Replacing sedentary activities (eg, entertainment-oriented video games) with AVG play may increase physical activity, thus reducing obesity risk [28].

While AVGs may prevent childhood obesity by increasing physical activity levels, reported AVG play duration varies. One study found that a quarter of young players played AVGs for 2 days a week in bouts of 50 minutes on average [29], whereas another showed that the daily average time spent playing AVGs was only 5 minutes (SD 13.1) for adults and 8 minutes (SD 14.7) for children [30]. Despite game companies’ continued high level of investment in “AAA” games, that is, games with the highest development budgets, quality, and levels of promotion [31], most players did not play one game completely before starting a new one [8]. The obesity-combating potential of AVG cannot be realized if players do not play in sufficient dosage [32-34].

Approaches are needed to enhance physical activity resulting from AVG play. Narratives possess unique motivational properties that may encourage AVG play [10]. Although narratives appear in some health video games [35], most were simply used as background context at the beginning of a game and not well adapted throughout the game play. Few AVGs capable of achieving a moderate physical activity level have incorporated narratives [36]. One of the most basic forms of human communication [37], a narrative can be defined as any two or more events arranged in a chronological or causal order [38]. The ability to enjoy narratives is universal [39]. On the psychological level, narratives have a significant impact on cognition, affect, and, potentially, health behavior [40] through transportation, a unique immersive quality that enables suspension of disbelief [41], instills vivid personal experiences [42,43], and helps create deep affection for the characters [44]. The addition of compelling narratives to AVGs could foster strong intrinsic motivation, defined as motivation that comes from inside an individual rather than from outside, to play by reducing cognitive load [45]; engendering arousal and attention [46]; eliciting character identification [47]; and absorbing players in an immersive fictional world [48] that promotes physical activity as necessary and fun [49]. Narratives also encourage players in their role as characters to enhance and maintain their physical activity [50]. On the behavioral level, AVGs with well-constructed stories may elicit desirable behavioral consequences, such as a higher level of physical activity than that elicited by nonnarrative AVGs. Figure 1 illustrates the conceptual model of the potential mechanism for narrative effects. A more detailed explanation of this conceptual model can be found elsewhere [10]. As part of the initial approach in addressing this gap in scientific understanding, this feasibility study tested the hypothesis that a child-friendly narrative would increase physical activity during AVG play.
Hypothesis
The narrative version of the AVG will result in a higher level of physical activity measured by steps/second count, total steps count, play duration, and total energy expenditure than the nonnarrative version.

Methods

Design
This study used a 2-arm randomized controlled design with assessments of children’s AVG play during and after the sessions. Children were randomly assigned to narrative (n=20) or nonnarrative (n=20) groups.

Sample
Inclusion criteria were as follows: age 8-12 years, between the 85th and 99th percentiles for body mass index (BMI), ability to speak and understand English, and physically able to play the selected AVG. This group was targeted because (1) obese children in this age group are highly likely to become obese young adults [51] and interventions have had effects primarily among the overweight and obese [52,53]; (2) children younger than 8 years have cognitive limitations in responding to questionnaires [54], while children older than 12 years have entered early adolescence and may require different intervention strategies [55]; (3) English is a commonly taught language among children, including migrant children living in the study region; and (4) higher BMI percentile could prevent them from playing the AVG safely. Exclusionary criteria were not speaking or understanding English, having medical or physical problems that prevented AVG game play (eg, epilepsy, using orthopedic devices), or morbid obesity (BMI percentile ≥ 99). Special attention was given to recruiting African American and Hispanic children, the racial and ethnic groups linked to higher rates of obesity [11].

The selected plot was fully developed and entitled The Door. The Door included information about the health benefits of physical activity, delivered in a narrative format through character dialogue. To ensure narrative was an optimal message format for health information delivery, a nonnarrative cutscene of comparable character and background setting containing the same type of information about the health benefits of physical activity was produced as a control condition. In the narrative version, when stickmen started to attack the player, they explained the benefits of physical activity and encouraged the player to stay physically active. In the nonnarrative version, stickmen communicated to the player the same information. More details about the conditions can be found elsewhere [60].
Another 20 children from the Houston metro area were recruited to evaluate the narrative and nonnarrative cutscenes. Results indicated that children preferred the narrative cutscene over the nonnarrative cutscene [60]. The narrative version of The Door was burned onto a digital video disc (DVD) for use in the study.

Implementation

A total of 40 children from the Houston metro area were recruited. Of these children, 8 participated in a pilot-testing session and 32 participated in the main study. The research protocol did not change between the pilot testing and main study. Thus, results were combined. Children were brought to the Metabolic Research Unit (MRU) of the Children’s Nutrition Research Center located in the Texas Medical Center in Houston, Texas. The MRU consisted of a private, semiopen space simulating a modern-day living room with home furniture and household electronics (eg, television) with a separate waiting room attached. Children played the AVG inside the room, while their parents stayed in the waiting room.

After consent and assent and facility orientation, children were randomly assigned to 1 of 2 conditions (narrative or nonnarrative) with 2 physical activity measurement instruments attached by a trained research associate. Those in the narrative condition first watched The Door (3 minutes in length) on a large LCD (liquid crystal display) television. The research associate then remotely switched the display from the DVD player to a Wii console preloaded with the Swordplay: Showdown AVG. The child was instructed to play the game for as long as he or she desired, up to a maximum playtime of 30 minutes. The research associate escorted the room during AVG play to avoid social facilitation and observed the child play from a hidden monitor. The research protocol for those in the nonnarrative condition was identical, except that the children did not view the narrative cutscene before playing the AVG.

Incentives

Each of the 40 children participating in the AVG play study session received a US $25 gift card.

Measures

Children’s BMI was calculated as weight in kilograms divided by height in meters squared [61]. Children’s height and weight were measured twice by a research associate. A portable stadiometer (Shorr Height Measuring Board, Weigh and Measure, LLC, Olney, MD, USA) was used to measure height to the nearest 0.1 cm. Children’s weight was measured to the nearest 0.1 kg using a calibrated scale (Seca 813 digital floor scale, Seca GmbH & Co KG, Hamburg, Germany). The mean of the 2 recordings was recorded. A third measurement was taken in the event of a >0.2 cm or >0.2 kg difference between the first 2 measurements; the mean of these 3 measurements was taken. Each child’s age- and sex-specific BMI percentile was obtained from the Centers for Disease Control and Prevention manual [61].

Traditionally, activity sensors have been worn on the hip or arm areas for physical activity assessment. To measure physical activity during children’s AVG play, a Sensewear Pro Armband [62] (Sensewear, Jawbone, San Francisco, CA, USA) and ActiGraph GT3X+ triaxial accelerometer [63] (ActiGraph, ActiGraph, LLC, Pensacola, FL, USA) were attached to children (Sensewear Pro on their upper arms and ActiGraph on their hips). The devices were synchronized to ensure they recorded similar time intervals. The research associate documented the duration of the children’s AVG play time with a stopwatch. Step data were obtained from both the Sensewear Pro Armband and the ActiGraph accelerometer. Energy expenditure in joules was tracked through the Sensewear Pro Armband.

Social desirability of responses was assessed with the Revised Children’s Manifest Anxiety Scale (Sample item: I never say things I shouldn’t’) [64]. The questions were collected via a touch-screen tablet.

Statistical Analysis

Independent t tests were performed to detect between-group differences in demographic information and BMI. For physical activity measurement, 2 phases were adopted for inferential statistical comparisons of the between-group difference using 2-sample t tests assuming unequal variances. Step 1 tested for significant differences in demographic (eg, age) and anthropometric (eg, BMI) measures to determine if the randomization process resulted in any biases in group physical characteristics. Step 2 compared play characteristics in terms of play duration, number of steps, and energy expenditure.

Power analysis showed that with 40 participants (20 per randomized sequence) and an alpha of .05, a 2-sided independent t test of the between-group narrative effect had 80% power to detect a large effect size of 0.91 SD units between means of the 2 conditions (narrative vs nonnarrative).

Independent 2-sample t tests and chi-square tests showed no between-group differences regarding demographic and baseline anthropometric measures of height, weight, BMI, BMI percentile, or social desirability. Because there was no group bias in participant height, weight, or demographics, covariance analysis was not conducted.

To test whether the narrative cutscene resulted in a more even distribution of activity over the play period, information entropy was used to analyze the probability distribution of the activity monitor data. Higher entropy indicates that the data are more evenly distributed, whereas lower entropy values indicate that activity was clustered around a narrow activity range.

Results

The demographic information for the 40 children can be found in Table 1. The children were on average 9.6 years old and were evenly distributed on the basis of sex. They were from diverse backgrounds, with an overrepresentation of African and Hispanic American children (31/40, 78%). All children were overweight or obese (BMI = 27.2, BMI percentile = 94.3). Most parents (31/40, 78%) had attended some college or beyond. Children primarily resided in single-family homes (35/40, 88%) and lived with 2 or more adults in the household (34/40, 85%). When asked how they liked being in this project at the end of game play, all expressed that participating in the project was a
positive experience and that they would like to participate in similar projects in the future.

Table 1. Children’s demographic and weight information (N=40).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Count, n</th>
<th>% or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>Male</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td><strong>Race (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>African American</td>
<td>14</td>
<td>35</td>
</tr>
<tr>
<td>White American</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Hispanic American</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>Multiracial</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>N/Aa</td>
<td>9.6 (1.2)</td>
</tr>
<tr>
<td><strong>BMI</strong>&lt;sup&gt;b&lt;/sup&gt; in kg/m&lt;sup&gt;2&lt;/sup&gt;, mean (SD)</td>
<td>N/A</td>
<td>27.2 (11.9)</td>
</tr>
<tr>
<td><strong>BMI percentile, mean (SD)</strong></td>
<td>N/A</td>
<td>94.3 (12)</td>
</tr>
<tr>
<td><strong>Parent education (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eighth grade or less</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Some high school</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>High school</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Technical school</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Some college</td>
<td>9</td>
<td>22</td>
</tr>
<tr>
<td>College</td>
<td>11</td>
<td>28</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>11</td>
<td>28</td>
</tr>
<tr>
<td><strong>Annual income in US $ (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 20,000</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>20,000-39,999</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>12</td>
<td>30</td>
</tr>
<tr>
<td>60,000-79,999</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>80,000-100,000</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td><strong>Type of residence (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-family house</td>
<td>35</td>
<td>88</td>
</tr>
<tr>
<td>Apartment</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td><strong>Number of adults living in the household (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>68</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>17</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.<br>
<sup>b</sup>BMI: Body mass index.
We found that the Sensewear Pro Armband significantly overestimated physical activity (i.e., total energy expenditure was more than 500 kcal for a 20-minute AVG play) and that the step count correlations between the Sensewear and ActiGraph were inconsistent for the steps per 10 seconds ($r=.39$) and total steps ($r=.32$). Thus, data from Sensewear were discarded for further analysis.

ActiGraph more accurately assessed trunk movement. This is important because many children jumped around when playing with the Wii Remotes [65]. According to Table 2, when physical activity was measured with the ActiGraph accelerometer, children in the narrative group had significantly ($P<.05$) more steps during AVG play in terms of the average number of steps per 10-second period (mean 3.2, SD 0.7) and overall (mean 523, SD 203) when compared with the nonnarrative group (10-second period: mean 2.7, SD 0.7; overall: mean 366, SD 172).

Children in the narrative group had significantly lower entropy (mean 0.77, SD 0.14) than the nonnarrative group (mean 0.88, SD 0.15) according to the ActiGraph measurement ($P=.01$ measured by bits of information), that is, the narrative group’s physical activity data were clustered around fewer physical activity levels, indicating more consistent physical activity or play at a steadier pace. The standard deviation and coefficient of variation of the physical activity were not significantly different ($P=.8$ and $P=.13$, respectively). These results indicated that the participants’ activity patterns were not normally distributed. Thus, the entropy analysis was warranted as a measure of variability.

Differences in average play duration (narrative: mean 17.6, SD 3.9 vs nonnarrative: mean 16.2, SD 4.1) and total energy expenditure (narrative: mean 495.8, SD 190.7) were not statistically significant between the narrative and nonnarrative groups.

**Discussion**

**Principal Findings**

To the best of our knowledge, this is the first feasibility study of the influence of a narrative on physical activity during AVG play among overweight and obese children. Participants were from diverse backgrounds in an urban area and responded well to the project. The narrative was carefully developed with multiple empirical tests to ensure that plot and characters were closely related to the AVG and were positively received by the diverse child participants. Compared with the original nonnarrative AVG, the addition of a 3-minute narrative cutscene at the beginning of the game play session increased physical activity in children’s AVG play, as evidenced by increased average number of steps per 10 seconds and the total step counts. Our findings suggest that the participants in the narrative group were more physically active during game play and more effectively engaging their bodies in swordplay movements than those in the nonnarrative group, who played the original version of the AVG without a narrative cutscene. These findings provide preliminary evidence that an engaging narrative may influence child physical activity during AVG game play.

Children are imaginative beings who could be positively influenced by a make-believe world when a compelling narrative has been developed to meet their developmental, emotional, and recreational needs [66]. To respond to their needs, the research group conducted extensive formative work to ensure children were involved in narrative development, that character and plot design were child-friendly, and that the narrative was appealing. Thus, when a narrative cutscene corresponds to the original AVG and is engaging, children could be motivated to mentally incorporate the narrative into their active play. Future studies should investigate psychobehavioral mechanisms behind such an effect with the goal of maximizing narrative’s impact.

There are several limitations to this study. The scale of this study was small, with a small sample of children playing a single AVG session using multiple measurement devices attached to their body after watching just a 3-minute narrative cutscene in a research laboratory. Because of the feasibility nature of the study, the sample of 40 in this study was initially powered to detect a large difference; future studies should be powered to detect smaller differences. Measurement device placements and the laboratory setting may have caused participants to shorten their natural AVG play time, which could have reduced our ability to detect differences in energy expenditure and AVG play motivation between the conditions. Other studies have found similar unreliable measurement results by Sensewear Armbands among overweight and obese children [67,68], possibly because children tend to have a higher body temperature than adults and that changes in skin temperature are central to Sensewear Armbands’ energy expenditure calculation. These results suggested that measurement devices should be coordinated to accommodate specific physical activity measurement scenarios and should be able to accurately track physical activity among children. Having heard the story once, the attractiveness of the story may decrease for children who would like to play the game a second time. This may suggest branching narratives or randomized multiple plotlines. In addition, performance-based narrative development may motivate children to repeat AVG game play. Future studies should try measuring participants’ physical activity level in a more natural setting for elongated and multiple repeated study sessions and for increased frequency of each play session.

<table>
<thead>
<tr>
<th>Device</th>
<th>Variable</th>
<th>Narrative (n=20), mean (SD)</th>
<th>Nonnarrative (n=20), mean (SD)</th>
<th>$t_{19}$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>StopWatch</td>
<td>Playing duration</td>
<td>17.6 (3.9)</td>
<td>16.2 (4.1)</td>
<td>1.14</td>
<td>.26</td>
</tr>
<tr>
<td>ActiGraph</td>
<td>Mean steps/10 seconds$^a$</td>
<td>3.2 (0.7)</td>
<td>2.7 (0.7)</td>
<td>2.22</td>
<td>.03</td>
</tr>
<tr>
<td>Total steps$^a$</td>
<td></td>
<td>523.0 (203.3)</td>
<td>366.4 (172.0)</td>
<td>2.63</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^aP<.05.$
Conclusions

This is the first feasibility study to systematically vary and test the effect of narrative on children’s physical activity during AVG play. Narrative increased physical activity during AVG game play among overweight and obese children as evidenced by more steps per 10-second period and total steps overall. Future research is needed to identify the underlying mechanisms through which this occurs.
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Abstract

Background: The ethics of research into online communities is a long-debated issue, with many researchers arguing that open-access discussion groups are publically accessible data and do not require informed consent from participants for their use for research purposes. However, it has been suggested that there is a discrepancy between the perceived and actual privacy of user-generated online content by community members.

Objective: There has been very little research regarding how privacy is experienced and enacted online. The objective of this study is to address this gap by qualitatively exploring the expectations of privacy on Internet forums among individuals with long-term conditions.

Methods: Semistructured interviews were conducted with 20 participants with myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS) and 21 participants with type 1 and 2 diabetes mellitus, and were analyzed using thematic analysis. Participants were recruited via online and offline routes, namely forums, email lists, newsletters, and face-to-face support groups.

Results: The findings indicate that privacy online is a nebulous concept. Rather than individuals drawing a clear-cut distinction between what they would and would not be comfortable sharing online, it was evident that these situations were contextually dependent and related to a number of unique and individual factors.

Conclusions: Interviewees were seen to carefully manage how they presented themselves on forums, filtering and selecting the information that they shared about themselves in order to develop and maintain a particular online persona, while maintaining and preserving an acceptable level of privacy.
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Introduction

Rapid advances in technology and Internet use have led to an increasingly evolving body of research and practice in the area of eHealth. In particular, there has been a wealth of patient-centered systems and services, such as the growth of informal support systems via online patient communities [1,2].

In line with this growth, there has been an equivalent focus on these online communities by researchers. However, despite the growing use of user-generated content as data by researchers, less attention has been paid to the ethical considerations surrounding this research. This paper aims to contribute to discussions in this area by exploring the notions of “public” and “private” spaces among individuals with long-term conditions.
The ethics surrounding the study of Web-based interactions is a long-debated issue. For example, King [3] argues that it is unnecessary to receive permission from a virtual community to conduct research based on messages generated in publicly available spaces, as long as certain criteria surrounding privacy are adhered to, for example, removing all references to the name and type of the groups. Similarly, Reid [3] mentions that once participants in a multi-user dungeon (MUD), a type of Internet forum, learned the nature of her research, they began to "manufacture quotable quotes" (p. 171), leading her to conclude that nondisclosure of her research was not only justified but also essential.

In addition, many researchers make distinctions between degrees of public and private spaces online. Many of the forums used in health care research do not require any subscription or registration in order to access the messages; thus, it has been suggested that members of such forums are not likely to view the discussion boards as a "private place" online [5]. For example, Elwell [6], in studying forums used by adolescents with cancer, justified the lack of informed consent from forum participants on this basis, saying:

Ethical issues associated with the present project include the issue of informed consent, as the adolescents who posted messages to the computer-mediated support group are not aware that their messages are being used for research purposes, so thus have not formally consented. However, in the present study an online support group was chosen that did not require subscription or registration in order to access the messages, thus it is argued that messages posted to the computer-mediated social support group are indeed accessible to the public and thus informed consent from the adolescents in this instance is not required. [p 239]

Although this argument is frequently made in the study of online forums [7-9], ethical concerns continue to be extensively discussed, reflecting a common discomfort with observational research online [10]. Some early attempts were made to establish a series of ethical guidelines around the Internet as a source of data, notably the 2002 recommendations from the Association of Internet Researchers (AoIR). These guidelines were updated in 2012 to acknowledge the evolving field of Internet ethics. As the guidelines themselves acknowledge, rather than representing a strict code of behavior, they merely serve to "emphasize processes for decision making and questions that can be applied to ever-changing technological contexts" [111]. The recommendations cover a number of topics that are beyond the scope of this paper, but of key relevance to the present research is that they highlight the nebulous notion of privacy. In particular, they outline how social, academic, and regulatory distinctions between public and private are not likely to be applicable in the context of the Internet and social media.

Public and Private Spaces Online

It is first necessary to consider what current research exists on these topics. The AoIR recommendations highlight the potential for discrepancies to exist between the actual privacy and the perceived privacy of online content. For example, despite forum content being publically accessible and available to anyone with a Web connection, it is possible that the creators of the content may perceive that the information, experiences, and opinions that they share online are being disseminated in a private space. This may have particular resonance for health-related forums, where the topics under discussion may have a particular emotive significance [12]. As Daker-White et al [12] highlight, the knowledge that their words and experience could potentially be shared and disseminated could have an impact on participants' posting style or even discourage them from posting.

The potential contradictions between notions of public and private are covered at length by Boyd and Marwick [13]. In this article, they describe a scenario where images from teenagers’ Facebook pages were used in an educational lecture on Internet safety by educators and law enforcement officials in the United States. Despite students being aware that the information and pictures that they shared on Facebook were public or relatively public, their expectations of privacy included an expectation that their profiles would not be accessed and shared without their prior knowledge and consent. Students reacted angrily, describing the lecture as "a violation of privacy" (p. 6). The authors argue that rather than representing a contradictory stance, this perception is in line with typical social norms around public engagement [13]. They suggest that expectations of privacy online mirror expectations of privacy offline—one would not expect a conversation held in a public restaurant to be overheard and broadcast, despite the knowledge that the conversation can be overheard [14]. Indeed, early research into computer-mediated communication indicated that individuals often self-disclose very personal information online that they would not be willing to reveal offline, known as the "online disinhibition effect" [15].

Supporting this notion, other researchers have pointed to apparent discrepancies in Internet users' perceptions and expectations of privacy. Bassett and O’Riordan [16] highlight an example in which lesbian, gay, bisexual, and transgender forum users’ constructions of privacy online, and their expected levels of confidentiality, safety, and freedom, were sharply divergent from both the actual levels of privacy and access and the description of the site and forum provided by the website owners. This indicates that despite signals to the contrary, individuals involved in online discussion groups may view the spaces that they occupy online as safe spaces, unlikely to be accessed or disseminated by outsiders.

As Hogan [17] indicates, expectations of privacy online do not necessarily indicate that individuals are sharing information that they wish to remain hidden. Rather it suggests that, when information is shared, the people with whom the information has been explicitly shared (ie, forum users, Facebook friends, members of an email list) are considered to be contextually appropriate for the specific information [18]. This notion of contextual integrity [18,19] holds that conceptions of privacy are shaped by the norms of the contexts in which the information is shared. Instead of utilizing a strict public/private dichotomy, Nissenbaum [18,19] proposes that individuals exist in a plurality of realms, each with different guidelines outlining how to act and interact. Privacy is considered to be violated when norms
specific to a particular context are violated, such as norms about what information is appropriate to divulge in a given situation or how it is appropriate for that information to be distributed [18].

For example, within a health care consultation, it is considered appropriate for an individual to share information about his or her physical condition with a doctor. However, if the doctor were to reciprocate by divulging information about his or her own physical state, that would not be seen as appropriate. Similarly, although an individual may expect a doctor to share information about his or her condition with a practice nurse, if required, it is likely that distributing that same information to the doctor’s family and friends would receive an extremely negative reaction from the patient [19]. Although the information being shared in all cases may be virtually identical, the alterations in context and audience result in privacy norms being violated.

However, as Marwick and boyd [20] point out, this model presumes that the individual at the center of the scenario is fully aware of the social context surrounding their disclosure. In order to navigate privacy online, individuals must have the technological expertise to operate their medium of sharing information, as well as the knowledge and skills to influence how information flows in an online context and how it is interpreted within that context. Instead, they propose a model of networked privacy, which draws on social media research to argue that information norms are co-constructed by participants and are constantly shifting due to variations in social norms and technological skills among individuals. This further highlights the complexities of privacy online, and suggests that a blanket approach toward particular media as “public spaces” or “private spaces” may be problematic.

From a research perspective, Hudson and Bruckman [21] reported that many of the chat rooms they entered as part of their study responded negatively to the presence of researchers. In the majority of cases, the researchers were “kicked out” or banned from participating in the space. Comments from some groups indicated that they viewed the publically accessible chat rooms as private spaces and were unwilling to tolerate the use of the content for research purposes. Although this is in line with findings from boyd and Marwick [13] and Bassett and O’Riordan [16], it does have potential implications for the use of user-generated content and particularly forum content as data. Specifically, it contradicts the assumption that publically accessible spaces online are seen as public spaces by participants [5,6] and, therefore, do not require informed consent from users.

There has been a growing use of forums in research, particularly health research and, to a lesser extent, debate and dialog around the ethical implications of this practice [22-24], but there has been a dearth of research directly exploring forum participants’ perceptions and expectations of public and private spaces online. Bond et al [10] interviewed users of online diabetes discussion boards. Although the participants were generally supportive of the use of forum data for research purposes, citing the need for the voices of individuals with diabetes to be heard, there was less of a consensus about the specifics of using the data.

Despite many participants acknowledging that their posts were publically available and, therefore, ultimately in the public domain, a number were uncomfortable with their words being used without their consent. In particular, the use of direct quotes was controversial, with interviewees expressing concern that they may be identifiable from the quotes [10]. Although these findings provide some insight into the views and perceptions of forum users, the brief nature of the research offers little clarity around the topic and indicates the need for further research.

Given this, it seems particularly important to give consideration to concepts of public and private spaces within Internet forums, specifically within health-related discussion forums. As the AoIR guidelines suggest, this will by no means result in a strictly defined delineation between the two concepts. Factors such as the level of access available, the number of forum users, and individual forum guidelines and norms will all likely play a role in establishing the boundaries between public and private spaces [5]. Nevertheless, an exploration of these concepts within specific conditions may provide a useful case study of the notions of “public” and “private” in practice.

In this paper, perceptions of privacy on Internet forums are explored by drawing on analysis of qualitative data gathered as part of a broader study into the use of online discussion boards by individuals with long-term conditions. To do this, semistructured qualitative interviews were conducted with UK-based individuals recruited from two population groups. One sample consisted of individuals with type 1 and 2 diabetes mellitus. Diabetes affects more than 5% of the British population and has been highlighted by the National Health Service as a key focus of the effort to improve chronic disease management in the United Kingdom [25]. The other sample consisted of individuals with myalgic encephalomyelitis/chronic fatigue syndrome (ME/CFS), which is characterized by fatigue, pain, and impaired cognitive functioning, and affects up to 100,000 people per year in the United Kingdom [26].

Methods

A qualitative approach was selected as it allowed for an exploration of the opinions and perspectives of individuals with long-term conditions. A broad interview schedule was developed, which explored the role and nature of online support for those with long-term conditions. Interviewees were given space to express their own opinions and ideas; in many cases, their responses shaped the order and structure of the interview [27]. In addition to the broader health-related questions, interviewees were asked about their views of online support groups as public or private spaces and their concepts of audience when sharing and receiving information and experiences online. This was also explored via a vignette (seen in Textbox 1), which was adapted from existing forum data. It was intended that the use of a vignette would enable participants to consider themselves in the place of the character [28].

http://www.jmir.org/2016/10/e274/
Rachel has ME/CFS and regularly posts in a forum used by other people with similar symptoms. She is concerned that the forum can be viewed by anyone, not just the people who contribute to it. She starts a thread on the forum to discuss this and to see if other people feel the same way.

Rachel:
"Some people are revealing some quite intimate info, and I myself often forget that the forum is open to outsiders to view."

Here are some of the responses that Rachel receives.

Sarah:
"Not too bothered by this as I have never said anything that I would not be prepared to share with the whole world. I tend to think that the more people that know of the devastation that is caused by this illness, the better. I would like to think that some of the stuff is read by the medical profession—though I think not!!!"

Jane:
"Hi, I’ve just seen this thread and am rather concerned and wondering whether not to post anymore, to be honest. That’s not just this forum but a lot of open forums too.

People need to realize that as we all get so very down, we may say things on here that we wouldn’t say to family and friends and maybe it’s rather personal.

"I shall be having a think as to whether I shall post on here for a while now."

What do you think about what people have said to Rachel?

What would you say to Rachel?

Do you have anything else to add?
**Results**

Participants experienced privacy online as a complex and nuanced process. Interviewees were seen to carefully manage how they presented themselves on forums, selecting the information that they shared about themselves and where this information was shared in order to develop and maintain a particular online persona, while preserving their privacy. The context in which information was shared influenced users’ decisions about what to disclose and not to disclose online, with individuals adapting what they shared online in order to ensure it was appropriate for the broadest possible audience. In addition, the value of sharing personal information online for fellow patients and health care professionals was consistently highlighted by participants. The process of navigating privacy online is outlined in the following sections.

**Presentation of Self Online**

For many participants, maintaining their anonymity online was a pivotal aspect of their usage of forums. As “Gemma” (type 2 diabetes, 31-35 years) described it, the diabetes forum she used was “my place and that’s my space to talk about things.” Although both her parents had been diagnosed with diabetes, she had not told them about her own diagnosis. In addition, she had been extremely reluctant to share that information with family and friends: “The only people that know that I’m diabetic is my husband and my best friend, I haven’t told my family and friends, even though my parents are diabetic, I haven’t told them.” As a result, her diabetes was an intensely personal experience, shared with the forum and a select few acquaintances in real life. This meant that anonymity was pivotal of her condition (“It would really, really bother me if people found that information, if by googling my name, it came up with all this information, I would be devastated really”) and she was unwilling to disclose information about her diabetes to her real-life acquaintances (“I would stop using it”).

This suggests that, for some individuals, online discussion groups provide them with a “safe space” in which they could access support away from their real-life support networks [33,34]. For these interviewees, however, the safety of the space was tempered by the awareness that their words may be disseminated among a wider audience than they intended. For others, having an identifiable online presence was something that they had consciously chosen, rather than attempting to remain anonymous online. This was the case for “Louise” (type 1 diabetes, 31-35 years), who regularly blogged about her experiences with type 1 diabetes. She described how she had decided to blog as herself rather than an anonymous individual because she had already been active in the diabetes community for a number of years and, as a result, had a “good network” of peers. By naming herself on her blog, she felt that she was able to “talk freely” about herself, and describe her own situation and experiences, rather than hiding behind an “anonymous persona.” However, she acknowledged the impact that this lack of anonymity had had on her online communications. She described how having her words linked to her offline identity made her consider how they were likely to be viewed by an audience, such as a potential employer: “I always vet things with the idea of, OK, would I be happy to discuss this in an interview.”

Despite Louise’s willingness to identify herself online, her reference to her employer indicates that she was managing her performance and persona online. As research on social media suggests [17,35,36], individuals will adapt the information that they share online in order to cater to the “lowest common denominator” (ie, cater to the broadest audience possible). As a result, Louise, Gemma, and many other interviewees took care to ensure that only certain aspects of themselves were represented online [36]. This self-censorship extended beyond forum participants to members of their social networks. Interviewees spoke about how, while they were happy to share their own experiences online, they avoided sharing personal information about their children or other family members. Participants were conscious that although they could control the level of information that they provided about themselves online, others may not be happy to have information shared about them:

> When I mentioned about my son going through a difficult time...I don’t mean, I don’t mention him, what I mean is, I don’t mention the difficulties he went through and what it was to do with or anything. [Joan, ME/CFS, 56-60 years]

This sentiment was echoed by Louise. Although she frequently blogged about her experiences with diabetes, she made a decision not to disclose her experiences with fertility treatments. She was conscious that sharing information and experiences regarding in vitro fertilization (IVF) and diabetes could be of value to others, she felt that the information was “too personal, too vulnerable” to share, despite the potential benefits. Interestingly, she later wrote about her experiences with IVF after she became pregnant, indicating that her desire for privacy was shaped by the need to control the context in which the information was shared rather than the information itself [18-20,35]:

> That was quite a tough decision because in a way I wanted to share what we were going through because no one writes anything about IVF and diabetes, that’s such a niche problem. It’s very hard to find good information about it. But I just didn’t feel I could expose that kind of thing to the Internet. That was too personal, too vulnerable, especially when we were in the middle of it. Now, I have written some stuff about it looking back, so it’s interesting. I don’t censor much of what I put online, but there are bits that I do. [Louise, type 1 diabetes, 31-35 years]

**The Value of Sharing Information Online**

Despite participants’ perceptions of forums as public spaces, or perhaps because of these perceptions, many interviewees reported that they saw a value in sharing their experiences within a public arena. Although participants acknowledged that their words could be accessed by those outside of the immediate audience, this was seen as a pivotal aspect of sharing experiences online. This was particularly prevalent among those with
ME/CFS, many of whom felt that the Internet and Internet forums enabled individuals to describe the daily realities of living with ME/CFS. “Michelle” (ME/CFS, 41-45 years) reported that she shared experiences online in order to address those who may have family or friends with ME/CFS. By sharing her own experiences online, she attempted to legitimize the experiences of others by validating their feelings and symptoms:

If you have the partners, or the family watching this kind of website to understand better, if they can see that something their daughters, or whoever, told them about and they can see it said by someone else, maybe they will understand better. [Michelle, ME/CFS, 41-45 years]

For other participants, the notion that sharing information and experiences online could be of value to health care professionals was highlighted. In response to the vignette, “Nicole” (ME/CFS, 26-30 years) suggested that medical professionals accessing Internet forums could increase their understanding around ME/CFS, which could translate into improved health care for patients: “Sometimes I would like some people from the medical profession to read it and to understand, because the understanding around chronic fatigue is terrible.” This was of similar importance to “Mark” (type 1 diabetes, 41-45 years), who felt that medical professionals accessing Internet forums for individuals with diabetes would not only lead to increased understanding around diabetes, but would also illustrate to professionals the potential benefits to individuals accessing online support: “I think there needs to be a bit of a sea change in some minds of health care professionals, that it’s not actually all bad but that it is a positive experience and it can really help.” Indeed, this echoes recent trends among clinicians, with suggestions that the “cloud of patient experience” online may provide valuable insights into care unfiltered by health care professionals, researchers, or academics [37,38].

Curating the Information Shared Online

In addition to individuals filtering what information they shared online in order to manage their online persona [36,39], interviewees also described how they drew distinctions between where to share their experiences, advice, and information with peers and where not to share this information. The “permanent” nature of Internet forums, some of which did not allow users to delete their posts after a certain period of time, was discussed by many participants, with some reporting that this made them less likely to discuss particular topics in this arena. This led to forum members utilizing other methods of communication, such as live chat, instant messaging, emails, or private messages. Rather than making a blanket distinction about what personal information or data to share and not share online, participants instead considered the context in which information was shared and who was likely to access this information [18-20,35].

For participants, this often meant seeking out spaces online, which were not fully open or publically accessible in order to share information that they considered to be very personal. For example, “Lesley” (type 2 diabetes, 56-60 years) described how she used the live chat on the diabetes forum that she was a member of, which enabled her to exchange instant messages with other forum members. Crucially, using live chat meant that the conversation was not stored afterward and was not publically accessible, even by those who were registered forum members: “If you go on live chat, it’s there, and then when you go off, it’s gone, if you know what I mean, it’s not stored anywhere for anyone else to come and read.” She used this option to talk regularly to other forum members who she considered to be friends, sharing information about their day-to-day experiences with diabetes: “You know, ‘oh, my blood sugar’s up today,’ ‘oh, I’ve had such a thing for my tea and I shouldn’t have done,’ and you know, things like that, what we’ve eaten, the nitty-gritty bits, that’s what we tend to do.” And they also shared more personal information that may not be appropriate for discussion on the forum: “And then we talk personally, you know, how’s it going at home, are you OK, you know, have you been to work today, things like that that you wouldn’t put on the forum because that’s very personal.”

Despite valuing the privacy that this medium afforded her, Lesley still used the forum to discuss “major problems” about her diabetes over the live chat. She recognized the impact that sharing experiences openly had on other people, and wanted to be able to offer that support to others: “The point of the forum, I think, is to help other people who might be like I was doing and just reading, and don’t want to join, and they want to gain something from your experience.” This emphasizes the value of sharing information online, as discussed previously.

It is important to acknowledge the educational backgrounds of the participants in this study and to consider how this may have influenced individuals’ perceptions of privacy online. Many drew explicitly and implicitly on their level of education or work experience in describing how they navigated Internet forums. Indeed, Papacharissi and Gibson [35] describe privacy online as a form of “luxury commodity” (p 85), arguing that the level of computer literacy required to acquire it is inaccessible to many. For example, “Karen” (ME/CFS, 41-45 years) had a degree in information technology and she felt that this background gave her an advantage when it came to deciding what information to share and what not to share online. Like many other interviewees, she viewed the Internet and Internet forums as public spaces, and this influenced how she interacted with others online: “It’s permanent, it doesn’t matter what you do with it, it’s up there. So I wouldn’t put anything up there that I wouldn’t want a stranger [to read], do you know what I mean?” She drew a distinction between her experiences and those of her husband, who did not have the same educational background and, as a result, struggled to utilize the Internet in the same way:

I’m lucky in the sense that I’ve actually studied the Internet and I’ve studied computing, so I have a bit more information than maybe say, like, my husband doesn’t have that much information or nous about the Internet, so he’d be likely to worry about things like that more than me and he’d ask me and I’d say, well, you’re alright to do that but not that. [Karen, ME/CFS, 41-45 years]

Online Audiences

Given that the majority of interviewees viewed forums as public rather than private spaces, it is necessary to examine whom they felt they were sharing information with online. Nissenbaum...
[18,19] suggests that the context in which information is shared influences users’ expectations around privacy. In particular, the people with whom information has been shared have been considered appropriate recipients for the specific information. For some of the interviewees recruited via offline sources, the public nature of forums was a barrier to them utilizing forums to share personal information online. In line with the expectation that forums were public spaces, for many individuals, their concept of audience extended outside the members who were actively participating in the forum. For example, interviewees spoke about sharing information online in light of the possibility that their words could be accessed by family and friends.

Illustrating the concept of the lowest common denominator [17], Michelle described how she considered the perspectives of her husband and parents in her interactions online. Although she did not think it was likely that they would access an Internet forum, the awareness that they had the ability to read what she wrote meant that she ensured that she could “justify” what she said to them:

I don’t think my husband is reading it, but maybe he is...I think, yeah, he wasn’t supportive, or anything, I would put it in writing if it were true and if he knows about it, because I’ve talked about it with him. [Michelle, ME/CFS, 41-45 years]

For other participants, their concept of audience extended outside their family and friends to include outside parties. This was illustrated by “Susan” (ME/CFS, no age given), who blogged about her experiences with ME/CFS. She was particularly concerned about protecting her identity online because she worried that her online activity would be seen as evidence that she was fit for work by the Department of Work and Pensions (DWP) and would have an impact on the benefits and allowances to which she was currently entitled:

I’ve not actually put my name on the blog...that’s because really of potential criticism from somebody like the DWP, because, you know, if they see I’ve written that blog and I’ve got that amount of information on it. They’ll turn around and say, well, crikey, you’re fit to work. [Susan, ME/CFS, no age given]

However, it should be noted that this awareness of external audiences was not present throughout the entire sample. Some interviewees held a different perception of forums, viewing them as a more private and personal space. Like Karen, many participants expressed concerns that although they were aware of the public nature of Internet forums, others may not be as savvy as them and, as a result, may experience difficulties navigating concerns around privacy and anonymity online. For example, “Michael” (ME/CFS, 66-70 years) described how he had encountered a number of people who had shared information online that he felt was inappropriate:

I’m all for frankness and openness but some of the things that I had read I was surprised that people would have put that information in that domain when you think of who could actually see that and that just concerned me a bit. [Michael, ME/CFS, 66-70 years]

Illustrating this, “Jennifer” (ME/CFS, 36-40 years) drew a comparison between sites online where “anyone could read it and anyone could respond” (eg, comments on the BBC website) and ME/CFS forums. By contrast, forums were seen as less of an unknown quantity, with the expectation that there was a mutual understanding and respect among members: “If it was an ME forum, then, yeah, I think it’s nice to know that you can walk into a space that you’ve chosen to and that you know what you’re walking into.” Despite the fact that both spaces were open-access, online public arenas, Jennifer perceived that discussion boards had a deeper level of privacy.

This suggests support for Nissenbaum’s notion of contextual integrity [18,19]. Although the majority of interviewees viewed open forums as public spaces, there were exceptions to this. Rather than a strict delineation between public and private spaces online, the context in which the information was shared—in this case, a health-related Internet forum—influenced users’ expectations of who could access their words. Participants raised concerns about the supportive nature of online discussion groups and cognitive impairments associated with ME/CFS that could encourage forum users to share information that may be inappropriate or potentially identifying:

People in desperation reach out and other people who’ve been in this cozy environment, this kind of warm room full of friends sharing things openly, forgetting that complete strangers can then just look and read. [Mark, type 1 diabetes, 41-45 years]

People with ME, because of the tiredness, etc—I do things now that I wouldn’t dream of doing, just by mistake, I wouldn’t dream of doing when I was well. [Nicole, ME/CFS, 26-30 years]

As a result, it is possible that the online context in which individuals perceive they are interacting may not accurately reflect the reality of the situation.

Discussion

The findings support the notion that privacy online is a nebulous concept. For participants, online discussion boards enabled them to reveal information that was intensely personal and private and that they did not feel comfortable sharing in an offline setting, such as with their family and friends. This suggests that, for some individuals, the forums provided them with a safe space in which they could access support away from their real-life support networks [33,34]. However, this does not mean that the information shared on forums represents an unfiltered expression of forum members’ thoughts and feelings. In keeping with Goffman’s [40] dramaturgical work on identity, participants described a degree of impression management, where they filtered and adapted the information that they shared online in order to create a particular identity for themselves. For many individuals, their adopted online persona was an anonymous one and they spent time censoring and editing what they shared to ensure that their online and offline identities remained separate.

In this way, the findings of this study support previous social media research on the notion of the lowest common
denominator, in which individuals adapted what they shared online to ensure it was appropriate for the broadest possible audience [17,35,36]. Interviewees described scrutinizing and modifying their online communications in light of the audiences that they felt could access their words, such as employers, family members, journalists, or government agencies.

In order to remain anonymous online, this self-censorship involved avoiding revealing identifying information such as an individual’s place of home or work. For the majority of interviewees, remaining anonymous online was desirable, supporting previous research that indicated that being able to contact peers anonymously is an important aspect of individuals accessing and receiving support online, particularly for health-related queries [33,41]. Even for individuals who did not maintain an anonymous persona online, there was still a sense of managing and monitoring the words and information that they shared. This suggests that maintaining an identifiable online persona is not merely a direct replication of one’s offline identity. Rather, only some aspects of oneself are presented online. However, as highlighted by Bullingham and Vasconcelos [36], this can be a two-way process. Although some individuals may carefully share aspects of themselves online in order to present a delicately constructed persona, others may in fact offer their “true selves” online, in cases in which their offline self is influenced by societal or family pressure. Within this study, forum users often utilized both aspects of this presentation simultaneously, describing how they took care to present an anonymous online persona, while at the same time sharing their true feelings and experiences with their condition that they would not feel safe or comfortable sharing with their family and friends. In this way, forums provided a space for posters to perform aspects of their identity unconstrained by offline relationships [34,36].

Despite this, there were concerns from participants that certain forum members were not engaged in a sufficient level of identity management online, leading to ineffective attempts at safeguarding privacy. Although all interviewees felt that they themselves were in control of the information that they disclosed and were capable of navigating and negating any privacy concerns online, some expressed doubts that other Internet users were as competent at these tasks. Returning to the notion of the lowest common denominator, participants suggested that for some forum users, their version of the lowest common denominator was an unrealistic one that did not account for the public nature of Internet forums [17]. Suggested reasons for this included the supportive nature of health discussion groups, cognitive impairments or “brain fog” associated with ME/CFS, as well as a lack of experience or education around the Internet and the nature of social media.

Although the digital divide has been frequently discussed in relation to health literacy [42,43], this paper also points to its relevance to online privacy. This has been highlighted within the literature; Papacharissi and Gibson [35] describe privacy online as a luxury commodity, arguing that the level of computer literacy required in order to acquire it is inaccessible to many. Similarly, Osatuyi [44] highlights the link between confidence in Internet skills and privacy, where users who are less confident in their abilities to navigate social media are less likely to engage with these technologies due to concerns about information privacy. As a result, it is important to note that discussions around the use of online health discussion groups by individuals with long-term conditions may relate to those who have successfully navigated these complexities, rather than a wider population.

In addition, the findings illustrate the notion of privacy online as a nebulous concept. Rather than individuals drawing a clear-cut distinction between what they would and would not be comfortable sharing online, it was evident that these situations were contextually dependent and related to a number of unique and individual factors [18,19]. For example, forum users described how they shared certain information using private messaging or online chat facilities rather than posting on a public forum, indicating that their desire for privacy was shaped by the need to control the context in which the information was shared rather than a need to keep the information itself private [20,35]. This suggests that navigating the different spaces and performative “stages” of Internet forums [17,40] requires an awareness of both the social and technical aspects of these forms of social networks [20]. In addition, as Papacharissi and Gibson [35] highlight, there is an inherent difficulty in negotiating privacy in networked social environments that were designed for sharing rather than privacy. Although their argument relates to social media rather than Internet forums, it is evident that parallels can be drawn between the two spaces.

The results indicate that concerns around privacy are perceived as an additional barrier to those with insufficient levels of digital literacy accessing support online. Nutbeam [45] argues that in order for health literacy to occur, individuals are required to have both the confidence and the skills to gather information, understand it, and actively appraise it. Interviewees suggested that the utilization of forums was a complex process and achieving privacy was a difficult yet pivotal aspect of this utilization. Achieving privacy requires an understanding of networked privacy [20] and the role of contextual factors, such as forum norms and the function of the moderators, as well as the technical aspects of navigating within an Internet forum. As a result, maintaining an online persona, which for many of the participants in this study meant remaining anonymous and carefully considering where to share personal information, is at risk of becoming the preserve of a select few [35]. This means that research into the use of health-related forums must consider the impact of inequalities on forum usage and particularly highly contextual and nuanced factors such as privacy. In order to contribute to the body of knowledge in this area, this research highlights the need to examine how privacy is situated within online literacy. In addition, this has implications for those involved in the creation, curation, or moderation of online spaces because it emphasizes the need to cater for a broad range of users within health-related forums.

Finally, this research aimed to provide some guidance on the ethics of conducting research into online spaces. It was concluded that forums are predominately viewed as public spaces, and forum members adapt what they share online in light of this perception. This is similar to research on Facebook, which indicates that although there are privacy concerns about
the medium, information posted on Facebook is tailored toward a broad social audience [46]. This has implications for the use of forum posts as data because it suggests that in the case of health discussion boards, participants generally expected that what they shared online would be accessed by a broader audience beyond those whom they were directly interacting with. However, the findings of this study are likely to be highly context specific and this should not be taken as a blanket suggestion that will apply to all health discussion boards.
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Abstract

Background: Approximately one-half of American adults exhibit low health literacy and thus struggle to find and use health information. Low health literacy is associated with negative outcomes including overall poorer health. Health information technology (HIT) makes health information available directly to patients through electronic tools including patient portals, wearable technology, and mobile apps. The direct availability of this information to patients, however, may be complicated by misunderstanding of HIT privacy and information sharing.

Objective: The purpose of this study was to determine whether health literacy is associated with patients’ use of four types of HIT tools: fitness and nutrition apps, activity trackers, and patient portals. Additionally, we sought to explore whether health literacy is associated with patients’ perceived ease of use and usefulness of these HIT tools, as well as patients’ perceptions of privacy offered by HIT tools and trust in government, media, technology companies, and health care. This study is the first wide-scale investigation of these interrelated concepts.

Methods: Participants were 4974 American adults (n=2102, 42.26% male, n=3146, 63.25% white, average age 43.5, SD 16.7 years). Participants completed the Newest Vital Sign measure of health literacy and indicated their actual use of HIT tools, as well as the perceived ease of use and usefulness of these applications. Participants also answered questions regarding information privacy and institutional trust, as well as demographic items.

Results: Cross-tabulation analysis indicated that adequate versus less than adequate health literacy was significantly associated with use of fitness apps (P=.02), nutrition apps (P<.001), activity trackers (P<.001), and patient portals (P<.001). Additionally, greater health literacy was significantly associated with greater perceived ease of use and perceived usefulness across all HIT tools after controlling for demographics. Regarding privacy perceptions of HIT and institutional trust, patients with greater health literacy often demonstrated decreased privacy perceptions for HIT tools including fitness apps (P<.001) and nutrition apps (P<.001). Health literacy was negatively associated with trust in government (P<.001), media (P<.001), and technology companies (P<.001). Interestingly, health literacy score was positively associated with trust in health care (P=.03).
**Conclusions:** Patients with low health literacy were less likely to use HIT tools or perceive them as easy or useful, but they perceived information on HIT as private. Given the fast-paced evolution of technology, there is a pressing need to further the understanding of how health literacy is related to HIT app adoption and usage. This will ensure that all users receive the full health benefits from these technological advances, in a manner that protects health information privacy, and that users engage with organizations and providers they trust.


**KEYWORDS**
health literacy; personal health information; biomedical technology; medical informatics

**Introduction**

Health literacy—how people obtain, understand, use, and communicate about health information to make informed decisions [1]—is related to a host of poor health outcomes and increased health care system costs. With approximately one-half to one-third of US adults struggling with health information [2,3], from reading medication labels to following instructions from health care providers, the need for improved models of communicating clear and compelling health information is pressing.

eHealth (the practice of using the Internet and telecommunication technology to provide health communication and services) [4] presents a powerful tool for bringing health information to low health-literate audiences in ways that are easier to access. Indeed, populations in which low health literacy is more prevalent, such as households with low incomes and racial or ethnic minorities [2], are also found to be the most likely to own and rely on a smartphone to access the Internet [5]. Searching for health topics is a common activity among those with smartphones; a recent survey from the Pew Research Center suggested that 62% of individuals who own smartphones used their phone to acquire information about a health condition [5]. Searching for health topics is a common activity among those with smartphones; a recent survey from the Pew Research Center suggested that 62% of individuals who own smartphones used their phone to acquire information about a health condition [5]. In this study, we further examined the relationship between eHealth and health literacy by exploring an emerging concept, that of health information technology (HIT), which ranges from personalized fitness trackers to apps on smartphones, to patient portals for electronic health record (EHR) systems.

The rapid adoption of mobile phones and smartphones among populations who are more likely to have low health literacy presents a tremendous opportunity for improving access to health information and tools to improve health [6]. eHealth interventions developed specifically to meet the needs of lower health-literate users can be more broadly acceptable to health-literate users too [6,7]. Overall, creating effective eHealth interventions is an opportunity that could be easily missed, however, if designers of personal HIT apps do not keep in mind the needs and preferences of lower health-literate audiences. Hayrinen et al argue that, as HIT continues to evolve, the “needs and requirements of different users [should be] taken into account” [8]. Similarly, Bickmore and Paasche-Orlow argue that, if researchers work to reduce the barriers related to accessing and using this technology, HIT may “level the playing field” for patients of low health literacy [9]. By enabling this group to receive health information at the right time and place, patients’ understanding and use of this information will be facilitated [9]. Ensuring the broadest possible successful adoption of HIT will ensure a new “digital divide” does not emerge between more health-literate users who can benefit from personal HIT apps and less health-literate users who might struggle to use them to their full potential.

As new HIT tools have become much more widely available, health-oriented apps designed for patients have exploded in recent years. There are now thousands of health-related apps offered through Apple and Android phone services available to patients for a wide variety of health concerns, from management of chronic illness management, to sleep behavior monitors, physical activity and educational and training videos, and calorie counters. For example, app searches performed by Eng and Lee [10] uncovered 240 applicable results for the Android platform when searching for “diabetes” and close to 600 apps designed for use on an iPhone. Additionally, recent industry reports indicate that the use of fitness and nutrition apps continues to grow in popularity as Americans are increasingly willing to use mobile phone apps to help manage their health [11]. Many of these apps are relatively affordable and are compatible with a variety of devices including mobile phones, tablets, computers, and wearable technology. The growth in this market over the past 5 years suggests that HIT tools are now available to a wider demographic, one that spans patients’ abilities to manage health information.

Another recent development in technology designed for patients is the creation of EHRs and patient portals, through which patients can directly access their health information when connected to the Internet. With the passing of the Health Information Technology for Economic and Clinical Health (HITECH) Act in 2009, there has been notable growth in the number of nonfederal acute care hospitals becoming equipped with and using EHRs in the United States [12]. Between 2009 and 2014, the percentage of these hospitals adopting basic EHR grew from 12.2% to 75.5% [12]. In 2014, 34.4% of the EHRs adopted offered patients “comprehensive” information, including notes and orders from their provider and nurse, laboratory analyses and results, and support for taking medications appropriately (eg, guidelines, interaction information, and dosing) [12]. Patients, then, have a great deal of their personal health information at their fingertips and can monitor changes in their health through a patient portal. Additionally, EHRs enable patients to contact their provider with questions about information presented in the EHR and changes over time. There is limited research available regarding the factors that determine whether a patient will use a patient portal or EHR. However, in one study, the use of a personal health record was determined whether a patient will use a patient portal or EHR. However, in one study, the use of a personal health record was determined...
by patients’ perceived ease of use of the technology, as well as their belief in the advantages offered by the technology and their ability to test-drive and witness the functions of the EHR [13]. Among hospitals that have not yet adopted EHRs, an increasing number have indeed been able to become equipped for EHR technology [12], and thus the availability of this technology is projected to continue to expand. Furthermore, health care providers are likely motivated to adopt EHRs by incentives provided by the federal government and to avoid penalties [14,15]. More research is needed to better understand patients’ reception of this technology.

A review of the recent literature in this area suggests that evidence on patients’ perceptions and use of HIT tools is rather limited. Most of the research in the area of HIT has focused on health care providers’ perceptions of and experiences with these technologies and their benefits to patient care as a whole [16-18], yet even these studies were noted as limited [16]. However, it is the hope that HIT tools will “improve the quality of health care [and] prevent medical errors” for patients [19] as well. Governmental agencies note that, by providing patients with HIT tools, they put the patients in charge of their health care [20]. Additionally, this may facilitate the concept of a patient-centered medical home, which aims to bring together patients, their providers, and technology to develop a central place of communication and treatment [21]. This fundamentally changes the paradigm of patient care as it works to minimize previous barriers to patients having direct access to their personal health files and creates situations in which patients might feel empowered to track and manage their health.

However, providing patients with opportunities to engage with their health information directly over electronic sources also puts patients’ private information at risk. This could come in two forms. First, patients who perceive themselves as having a high ability to manage health information may unknowingly share information they do not intend to and unknowingly share personal information they would prefer to be private. On the other hand, some patients may be reluctant to admit struggles and ask for assistance with health information, and thus may not make full use of HIT or could make mistakes that may compromise their personal information.

Privacy and the protection of personal health information varies across HIT apps, something perhaps not known by all patients. For example, EHRs must abide by the Health Insurance Portability and Accountability Act (HIPAA)’s Privacy Rule, which stipulates specific “safeguards” and rules about how a patient’s health information is handled and disclosed through an electronic platform such as a patient portal. Because the Internet is available to everyone, these regulations help ensure that a patient’s health information will not be “leaked” or be available to others who do not share an agreement with a health organization (such as an insurance company). These policies were set forth to “elicit greater consumer confidence, trust, and participation in electronic health information exchange” by patients of all backgrounds [22]. These regulations have extended privacy coverage so that some businesses such as Google are indeed held responsible for maintaining privacy of patient health information [13]. These policies, however, are limited to only EHRs and health information managed by health systems. As such, they do not yet apply to other HIT tools such as the aforementioned health apps and fitness trackers.

These types of privacy policies may lead to a greater sense of trust in the companies or institutions associated with various types of HIT. Trust is often an important factor contributing to the adoption of new technologies [23-25]; however, such policies could be misleading to patients who struggle with low health literacy, who might assume that all HIT have similar patient privacy rules and regulations. The degree to which a patient exhibits trust in institutions that may develop various HIT, such as health care organizations, the government, information technology companies, and media outlets, may influence their likelihood of adopting HIT and could be associated with health literacy level.

The purpose of this study was to investigate how health literacy might be related to use of a variety of HIT apps. Further, it was intended to investigate how health literacy is related to two crucial elements associated with HIT usage: (1) understanding privacy issues related to HIT adoption and (2) trust in various stakeholders associated in various ways with growth in HIT. As such, 4 research questions guided this research. (1) Is health literacy associated with a patient’s use of various forms of HIT apps including fitness and nutrition apps, activity trackers, and patient portals? (2) Is health literacy associated with a patient’s perceived ease of use and usefulness of these HIT apps? (3) Is a patient’s health literacy associated with perceptions of privacy associated with HIT apps? (4) Is a patient’s health literacy associated with perceptions of trust in various institutions (government, media, technology companies, and health care)?

The remainder of this paper provides an overview of research methods and a report of study results. This is followed by a discussion of the implications of this investigation for future research, practice, and policy. HIT has tremendous potential to improve the health of users, and this study is a crucial step toward better understanding how health literacy is associated with HIT adoption and ensuring that users of all levels of health literacy can realize those benefits.

**Methods**

**Procedure**

We recruited participants from an invitation-only research panel. All were enrolled members of the panel and received an email notification of their qualification for the study and a link to an online survey. The study took approximately 20 minutes to complete and participants were compensated for their time. The online survey included items to assess health literacy, participants’ use and perceptions of four different types of HIT, and demographic information. The study protocol was approved by the relevant institutional review board.

**Measures**

**Health Literacy**

To measure health literacy, participants completed the task-based Newest Vital Sign (NVS) measure of health literacy. This measure asks patients to read and answer 6 questions about a nutrition label [26]. Sample questions include “If you eat the
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entire container, how many calories will you eat?” and “Pretend that you are allergic to the following substances: penicillin, peanuts, latex gloves, and bee stings. Is it safe for you to eat this ice cream?” These questions require participants to use basic quantitative (eg, 250 calories x 4 servings) and qualitative (eg, the list of ingredients includes peanut oil, and therefore someone allergic to peanuts should not eat the ice cream) problem-solving skills. Patients are awarded 1 point for each correct answer they provide. As such, health literacy scores using this measure range from a total of 0 to 6, where a score ≤ 3 indicates a potential for low health literacy [26]. The NVS is a valid and reliable measure of health literacy and commonly used in studies on this topic [26-32].

**HIT Use**

Participants were asked if they had ever used four different types of HIT: fitness apps (eg, C25K, MapMyRun, FitStar Personal Trainer), nutrition apps (eg, MyFitnessPal, Weight Watchers), activity trackers (eg, Fitbit, BodyBug, a pedometer), and patient portals (eg, BlueAccess, myUHC).

**HIT Perceptions**

For each HIT, participants were asked to indicate their degree of agreement on a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree) with a statement related to perceived ease of use (eg, “Learning to use a fitness app is easy for me.”) and usefulness (eg, “Using a nutrition app is beneficial to me.”). Perceived ease of use and perceived usefulness are core constructs of the technology acceptance model [33] and are helpful concepts for understanding participants’ adoption and use of HIT.

**HIT Privacy**

Perceptions of privacy were assessed for each HIT: fitness apps (Cronbach alpha=.763), nutrition apps (Cronbach alpha=.779), activity trackers (Cronbach alpha=.795), and patient portals (Cronbach alpha=.821). Participants were asked to indicate their agreement with 6 statements using a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree). Sample items are “I am certain that all the information I reveal on nutrition apps remains under my control” and “I tell intimate, personal things about me to be stored in nutrition apps without hesitation” [34].

**Trust**

Perceptions of trust were examined for four different institutions: government (Cronbach alpha=.925), media (Cronbach alpha=.868), technology companies (Cronbach alpha=.885), and the health care system (Cronbach alpha=.824). Two items assessed trust in each institution. Participants were asked to indicate their agreement with statements using a 7-point Likert scale (1 = strongly disagree to 7 = strongly agree); sample items are “I feel assured the government does a good job making laws that protect people’s health information” and “I feel the media does a good job monitoring issues related to health information privacy.”

**Demographics**

We collected specific demographic information on sex, race/ethnicity, age, income, and whether the participant worked in health care.

**Results**

**Participants**

A total of 5151 American adults reflecting the demographic composition of the United States in terms of sex, age, race/ethnicity, and socioeconomic status participated in this study. After removing participants with missing data, we included a total of 4974 participants for analysis. Table 1 shows the demographic distribution of the sample. Overall, 15.96% (794/4974) of the sample exhibited low health literacy, by achieving a score of ≤3 on the NVS measure of health literacy. In the full sample, 27.64% (1375/4974) indicated having ever used a fitness app, 33.89% (1686/4974) had used a nutrition app, 33.39% (1661/4974) had used an activity tracker, and 41.95% (2087/4974) had used a patient portal.

**Research Question 1**

Research question 1 explored how the use of various HIT tools may differ between participants with adequate health literacy (NVS score ≥4) and those with less than adequate health literacy (NVS score ≤3) [26]. Cross-tabulation analysis indicated that adequate versus less than adequate health literacy was significantly associated with use of fitness apps, (χ², N=4974=5.663, P=.02), nutrition apps (χ², N=4974=18.885, P<.001), activity trackers (χ², N=4974=54.754, P<.001), and patient portals (χ², N=4974=102.642, P<.001). Across all HIT tools, fewer participants with less than adequate health literacy indicated technology use than those with adequate health literacy (Table 2).

**Research Question 2**

Research question 2 further examined participants’ perceptions of various HIT; hierarchical linear regression analysis explored the association between perceived ease of use and usefulness for each technology and total NVS score. Specifically, we conducted eight regression models in which we regressed demographics (step 1) and total NVS score (step 2) onto perceived ease of use and perceived usefulness for four types of HIT (fitness apps, nutrition apps, activity trackers, and patient portals).

Overall, all eight models were significant (Table 3,Table 4,Table 5,Table 6), accounting for between 3.3% and 9.1% of total variance. Of most relevance to our study, NVS score was significantly associated with perceived ease of use and perceived usefulness across all HIT after controlling for demographics (see Table 3,Table 4,Table 5,Table 6 for demographic details).
Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>16.7 (43.5)</td>
</tr>
<tr>
<td>Work in health care, n (%)</td>
<td>603 (12.1)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>2102 (42.3)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>3146 (63.2)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>671 (13.5)</td>
</tr>
<tr>
<td>African American</td>
<td>794 (16.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>218 (4.4)</td>
</tr>
<tr>
<td>Other</td>
<td>121 (2.4)</td>
</tr>
<tr>
<td>2-Year college degree or higher, n (%)</td>
<td>2980 (59.9)</td>
</tr>
<tr>
<td><strong>Household income in US $, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>230 (4.6)</td>
</tr>
<tr>
<td>$10,000–49,999</td>
<td>1908 (38.3)</td>
</tr>
<tr>
<td>$50,000–99,000</td>
<td>1764 (35.5)</td>
</tr>
<tr>
<td>≥$100,000</td>
<td>1068 (21.5)</td>
</tr>
</tbody>
</table>

Table 2. Health literacy $\times$ health information technology (HIT) use cross-tabulation (N=4974).

<table>
<thead>
<tr>
<th>HIT</th>
<th>Health literacy</th>
<th>Used HIT, n (%)</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td><strong>Fitness apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>192 (24.2)</td>
<td>602 (75.8)</td>
<td>5.663</td>
<td>.02</td>
</tr>
<tr>
<td>Adequate</td>
<td>1183 (28.3)</td>
<td>2997 (71.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nutrition apps</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low</td>
<td>216 (27.2)</td>
<td>578 (72.8)</td>
<td>18.885</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adequate</td>
<td>1470 (35.2)</td>
<td>2710 (64.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Activity trackers</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low</td>
<td>175 (22.0)</td>
<td>619 (78.0)</td>
<td>54.754</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adequate</td>
<td>1486 (35.6)</td>
<td>2694 (64.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient portals</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Low</td>
<td>204 (25.7)</td>
<td>590 (74.3)</td>
<td>102.642</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adequate</td>
<td>1883 (45.0)</td>
<td>2297 (55.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Standardized regression coefficients and model analyses for fitness apps.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictors</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt; P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt; P value</th>
<th>F (df)</th>
<th>P value</th>
<th>$R^2$</th>
<th>$\Delta R^2$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>-.204 &lt;.001</td>
<td>-.205 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.032 .02</td>
<td>.027 .053</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>-.026 .07</td>
<td>-.033 .02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>.159 &lt;.001</td>
<td>.141 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.072 &lt;.001</td>
<td>.058 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>-.022 .11</td>
<td>-.013 .34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.024 .09</td>
<td>.035 .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.042 .003</td>
<td>.064 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>-.002 .87</td>
<td>-.001 .97</td>
<td>45.937</td>
<td>&lt;.001</td>
<td>.014</td>
<td>.014 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>NVS&lt;sup&gt;c&lt;/sup&gt; score</td>
<td></td>
<td>.123 &lt;.001</td>
<td></td>
<td>49.255</td>
<td>&lt;.001</td>
<td>.091</td>
<td>.014 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Usefulness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>-.106 &lt;.001</td>
<td>-.106 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.094 &lt;.001</td>
<td>.092 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>-.018 .13</td>
<td>-.022 .13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>.125 &lt;.001</td>
<td>.117 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.017 .50</td>
<td>.011 .50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>-.005 .95</td>
<td>-.001 .95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.029 .02</td>
<td>.035 .02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.032 .004</td>
<td>.042 .004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>-.009 .58</td>
<td>-.008 .58</td>
<td>21.214</td>
<td>&lt;.001</td>
<td>.038</td>
<td>.038 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td></td>
<td>.056 &lt;.001</td>
<td>.042 &lt;.001</td>
<td>20.603</td>
<td>&lt;.001</td>
<td>.040</td>
<td>.003 &lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression of demographics onto perceived ease of use and perceived usefulness.

<sup>b</sup>Regression of Newest Vital Sign score onto perceived ease of use and perceived usefulness.

<sup>c</sup>NVS: Newest Vital Sign.
Table 4. Standardized regression coefficients and model analyses for nutrition apps.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictors</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>R²</th>
<th>ΔR²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ease of use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>-.145</td>
<td>&lt;.001</td>
<td>-.146</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.085</td>
<td>&lt;.001</td>
<td>.080</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>-.007</td>
<td>.63</td>
<td>-.015</td>
<td>.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>.120</td>
<td>&lt;.001</td>
<td>.100</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.094</td>
<td>&lt;.001</td>
<td>.079</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>-.027</td>
<td>.06</td>
<td>-.017</td>
<td>.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.021</td>
<td>.15</td>
<td>.033</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.024</td>
<td>.10</td>
<td>.048</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>-.012</td>
<td>.37</td>
<td>-.011</td>
<td>.45</td>
<td>33.261</td>
<td>&lt;.001</td>
<td>.058</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(9,4875)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS&lt;sup&gt;c&lt;/sup&gt; score</td>
<td></td>
<td>.134</td>
<td>&lt;.001</td>
<td>39.002</td>
<td>&lt;.001</td>
<td>(10,4874)</td>
<td>&lt;.001</td>
<td>.074</td>
<td>.016</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Usefulness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>-.054</td>
<td>&lt;.001</td>
<td>-.055</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.122</td>
<td>&lt;.001</td>
<td>.119</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>-.005</td>
<td>.73</td>
<td>-.009</td>
<td>.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>.102</td>
<td>&lt;.001</td>
<td>.092</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.024</td>
<td>.13</td>
<td>.017</td>
<td>.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>-.022</td>
<td>.13</td>
<td>-.017</td>
<td>.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.045</td>
<td>.002</td>
<td>.050</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.018</td>
<td>.22</td>
<td>.029</td>
<td>.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>-.017</td>
<td>.24</td>
<td>-.016</td>
<td>.26</td>
<td>17.479</td>
<td>&lt;.001</td>
<td>.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(9,4874)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td></td>
<td>.063</td>
<td>&lt;.001</td>
<td>17.580</td>
<td>&lt;.001</td>
<td>(10,4873)</td>
<td>&lt;.001</td>
<td>.035</td>
<td>.004</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression of demographics onto perceived ease of use and perceived usefulness.

<sup>b</sup>Regression of Newest Vital Sign score onto perceived ease of use and perceived usefulness.

<sup>c</sup>NVS: Newest Vital Sign.
Table 5. Standardized regression coefficients and model analyses for activity trackers.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Δ R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.149</td>
<td>&lt;.001</td>
<td>-.150</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>.034</td>
<td>.02</td>
<td>.029</td>
<td>.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td>-.007</td>
<td>.64</td>
<td>-.015</td>
<td>.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>.152</td>
<td>&lt;.001</td>
<td>.132</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.094</td>
<td>&lt;.001</td>
<td>.080</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>-.026</td>
<td>.07</td>
<td>-.016</td>
<td>.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>.020</td>
<td>.16</td>
<td>.032</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>.023</td>
<td>.12</td>
<td>.047</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td>-.004</td>
<td>.76</td>
<td>-.002</td>
<td>.86</td>
<td>35.460</td>
<td>&lt;.001</td>
<td>.061</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS&lt;sup&gt;c&lt;/sup&gt; score</td>
<td>.130</td>
<td>&lt;.001</td>
<td>40.54</td>
<td>&lt;.001</td>
<td>.077</td>
<td>.015</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Usefulness

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Δ R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-.082</td>
<td>&lt;.001</td>
<td>-.082</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>.102</td>
<td>&lt;.001</td>
<td>.100</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td>-.008</td>
<td>.60</td>
<td>-.011</td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>.129</td>
<td>&lt;.001</td>
<td>.119</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>.037</td>
<td>.02</td>
<td>.031</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>-.003</td>
<td>.90</td>
<td>.002</td>
<td>.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>.027</td>
<td>.07</td>
<td>.032</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>.013</td>
<td>.36</td>
<td>.024</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td>-.009</td>
<td>.51</td>
<td>-.009</td>
<td>.55</td>
<td>20.843</td>
<td>&lt;.001</td>
<td>.037</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td>.060</td>
<td>&lt;.001</td>
<td>20.462</td>
<td>&lt;.001</td>
<td>.040</td>
<td>.003</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression of demographics onto perceived ease of use and perceived usefulness.

<sup>b</sup>Regression of Newest Vital Sign score onto perceived ease of use and perceived usefulness.

<sup>c</sup>NVS: Newest Vital Sign.
Table 6. Standardized regression coefficients and model analyses for patient portals.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>Δ R²</th>
<th>R²</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>Δ R²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td>Age</td>
<td>.018</td>
<td>.017</td>
<td>.23</td>
<td>.25</td>
<td>.018</td>
<td>.25</td>
<td>.017</td>
<td>.23</td>
<td>.25</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>.060</td>
<td>.056</td>
<td>&lt;.001</td>
<td>.06</td>
<td>.060</td>
<td>.06</td>
<td>&lt;.001</td>
<td>.06</td>
<td>.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>-.020</td>
<td>-.027</td>
<td>.17</td>
<td>.06</td>
<td>-.020</td>
<td>.06</td>
<td>-.027</td>
<td>.06</td>
<td>.06</td>
<td>-.027</td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>.107</td>
<td>.089</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.107</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>.074</td>
<td>.062</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.074</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>-.005</td>
<td>.003</td>
<td>.72</td>
<td>.83</td>
<td>-.005</td>
<td>.83</td>
<td>-.003</td>
<td>.83</td>
<td>.83</td>
<td>-.003</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>.010</td>
<td>.020</td>
<td>.51</td>
<td>.16</td>
<td>.010</td>
<td>.16</td>
<td>.020</td>
<td>.16</td>
<td>.16</td>
<td>.020</td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>.028</td>
<td>.049</td>
<td>.60</td>
<td>.001</td>
<td>.028</td>
<td>.001</td>
<td>.049</td>
<td>.001</td>
<td>.001</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>Race: other</td>
<td>-.005</td>
<td>.003</td>
<td>.75</td>
<td>.83</td>
<td>-.005</td>
<td>.83</td>
<td>-.003</td>
<td>.83</td>
<td>.83</td>
<td>-.003</td>
</tr>
<tr>
<td></td>
<td>NVS&lt;sup&gt;c&lt;/sup&gt; score</td>
<td>.116</td>
<td>.012</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.116</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usefulness</td>
<td>Age</td>
<td>.051</td>
<td>.050</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.051</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>.106</td>
<td>.102</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.106</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>-.016</td>
<td>-.022</td>
<td>.26</td>
<td>.13</td>
<td>-.016</td>
<td>.13</td>
<td>-.022</td>
<td>.13</td>
<td>.13</td>
<td>-.022</td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>.083</td>
<td>.070</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.083</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>.040</td>
<td>.031</td>
<td>&lt;.001</td>
<td>.05</td>
<td>.040</td>
<td>.05</td>
<td>&lt;.001</td>
<td>.05</td>
<td>.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>-.008</td>
<td>-.002</td>
<td>.59</td>
<td>.91</td>
<td>-.008</td>
<td>.91</td>
<td>-.002</td>
<td>.91</td>
<td>.91</td>
<td>-.002</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>.017</td>
<td>.025</td>
<td>.25</td>
<td>.09</td>
<td>.017</td>
<td>.09</td>
<td>.25</td>
<td>.09</td>
<td>.09</td>
<td>.25</td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>.038</td>
<td>.053</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.038</td>
<td>&lt;.001</td>
<td>.053</td>
<td>&lt;.001</td>
<td>.001</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>Race: other</td>
<td>-.039</td>
<td>-.038</td>
<td>.01</td>
<td>.01</td>
<td>-.039</td>
<td>.01</td>
<td>-.038</td>
<td>.01</td>
<td>.01</td>
<td>-.038</td>
</tr>
<tr>
<td></td>
<td>NVS score</td>
<td>.084</td>
<td>.012</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.084</td>
<td>.01</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Regression of demographics onto perceived ease of use and perceived usefulness.

<sup>b</sup>Regression of Newest Vital Sign score onto perceived ease of use and perceived usefulness.

<sup>c</sup>NVS: Newest Vital Sign.
Table 7. Standardized regression coefficients and model analysis for privacy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictors</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>ΔR&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness app privacy</td>
<td>Age</td>
<td>−.111</td>
<td>&lt;.001</td>
<td>−.106</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>−.093</td>
<td>.001</td>
<td>−.079</td>
<td>.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>.05</td>
<td>.86</td>
<td>.006</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>−.044</td>
<td>.16</td>
<td>−.028</td>
<td>.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>−.132</td>
<td>&lt;.001</td>
<td>−.115</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>.048</td>
<td>.07</td>
<td>.038</td>
<td>.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>.024</td>
<td>.38</td>
<td>.011</td>
<td>.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>−.007</td>
<td>.80</td>
<td>−.032</td>
<td>.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Race: other</td>
<td>−.048</td>
<td>.08</td>
<td>−.047</td>
<td>.08</td>
<td>8.460</td>
<td>&lt;.001</td>
<td>.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NVS&lt;sup&gt;c&lt;/sup&gt; score</td>
<td>−.127</td>
<td>&lt;.001</td>
<td>9.776</td>
<td>&lt;.001</td>
<td>.061</td>
<td>.014</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10,1334)</td>
<td></td>
<td>(9,1335)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nutrition app privacy</td>
<td>Age</td>
<td>−.092</td>
<td>&lt;.001</td>
<td>−.091</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>−.063</td>
<td>.01</td>
<td>−.053</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>−.048</td>
<td>.053</td>
<td>−.040</td>
<td>.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>−.076</td>
<td>.01</td>
<td>−.061</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>−.128</td>
<td>&lt;.001</td>
<td>−.118</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>.032</td>
<td>.20</td>
<td>.023</td>
<td>.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>.013</td>
<td>.61</td>
<td>.007</td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>−.003</td>
<td>.90</td>
<td>−.021</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Race: other</td>
<td>−.048</td>
<td>.05</td>
<td>−.047</td>
<td>.05</td>
<td>9.594</td>
<td>&lt;.001</td>
<td>.050</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NVS score</td>
<td>−.097</td>
<td>&lt;.001</td>
<td>10.170</td>
<td>&lt;.001</td>
<td>.059</td>
<td>.008</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10,1629)</td>
<td></td>
<td>(9,1630)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity tracker privacy</td>
<td>Age</td>
<td>−.152</td>
<td>&lt;.001</td>
<td>−.150</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>−.060</td>
<td>.02</td>
<td>−.060</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>−.016</td>
<td>.52</td>
<td>−.011</td>
<td>.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>−.005</td>
<td>.85</td>
<td>.001</td>
<td>.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>−.129</td>
<td>&lt;.001</td>
<td>−.123</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>.000</td>
<td>.99</td>
<td>−.001</td>
<td>.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>−.002</td>
<td>.94</td>
<td>−.005</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>African American</td>
<td>.003</td>
<td>.91</td>
<td>−.004</td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Race: other</td>
<td>−.028</td>
<td>.26</td>
<td>−.028</td>
<td>.25</td>
<td>8.383</td>
<td>&lt;.001</td>
<td>.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NVS score</td>
<td>−.049</td>
<td>.053</td>
<td>7.934</td>
<td>&lt;.001</td>
<td>.047</td>
<td>.002</td>
<td>.053</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10,1610)</td>
<td></td>
<td>(9,1611)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient portal privacy</td>
<td>Age</td>
<td>−.076</td>
<td>.001</td>
<td>−.075</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>−.029</td>
<td>.21</td>
<td>−.029</td>
<td>.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Work in health care</td>
<td>−.019</td>
<td>.40</td>
<td>−.021</td>
<td>.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income</td>
<td>−.008</td>
<td>.74</td>
<td>−.012</td>
<td>.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For fitness apps, NVS score was positively associated with both perceived ease of use (\(b=.126, t_{4892}=8.546, P<.001, \text{beta}=.123\)) and usefulness (\(b=.057, t_{4890}=3.818, P<.001, \text{beta}=.056\)) such that as NVS score increased, fitness apps were perceived as easier to use and more useful. Results were similar for NVS score associated with nutrition app ease of use (\(b=.135, t_{4882}=9.246, P<.001, \text{beta}=.134\) and usefulness (\(b=.063, t_{4882}=4.236, P<.001, \text{beta}=.063\)), activity tracker ease of use (\(b=.133, t_{4881}=9.005, P<.001, \text{beta}=.130\)) and usefulness (\(b=.061, t_{4887}=4.054, P<.001, \text{beta}=.060\)), and patient portal ease of use (\(b=.115, t_{4885}=7.861, P<.001, \text{beta}=.116\)) and usefulness (\(b=.079, t_{4884}=5.686, P<.001, \text{beta}=.084\)).

### Research Question 3

Research question 3 sought to understand how health literacy might influence perceptions of privacy associated with HIT. Hierarchical linear regression analysis suggested that NVS score was significantly associated with perceptions of privacy for fitness apps, nutrition apps, and activity trackers after controlling for demographics (Table 7).

Overall, all four regression models explained a significant proportion of variance in privacy perceptions, ranging from 1.3% to 6.1% (Table 7). NVS score was negatively associated with privacy perceptions of fitness apps (\(b=-.106, t_{1333}=-4.528, P<.001, \text{beta}=-.127\)) and nutrition apps (\(b=-.087, t_{1626}=-3.825, P<.001, \text{beta}=-.097\)). Thus, as NVS score decreased, perceptions of privacy were more likely to be positive. Although the overall models for activity trackers and patient portal privacy were indeed significant, the variance explained was not significantly associated with NVS score in either model (activity trackers: \(b=-.048, t_{1609}=-1.938, P=.053, \text{beta}=-.049\); patient portal: \(b=.024, t_{2021}=1.1014, P=.03, \text{beta}=.023\)).

### Research Question 4

Research question 4 looked at the association between health literacy and perceptions of trust in various institutions (government, media, technology companies, and health care). Four hierarchical regression models examined the association of NVS score and trust in each institution; the models explained a significant proportion of variance in trust perceptions, ranging from 0.06% to 4.6% (Table 8). After controlling for demographics, NVS score was negatively associated with trust in government (\(b=-.091, t_{4887}=-5.513, P<.001, \text{beta}=-.081\)), media (\(b=-.126, t_{4880}=-8.494, P<.001, \text{beta}=-.126\)), and technology companies (\(b=-.161, t_{4874}=-10.705, P<.001, \text{beta}=-.158\)). However, NVS score was positively associated with trust in health care (\(b=.031, t_{4868}=2.141, P=.03, \text{beta}=.032\)).
Table 8. Standardized regression coefficients and model analyses for trust.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictors</th>
<th>Step 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P value</th>
<th>Step 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
<th>F (df)</th>
<th>P value</th>
<th>R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Δ R&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trust in government</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−pl.078</td>
<td>&lt;.001</td>
<td>−pl.077</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.020</td>
<td>.16</td>
<td>.024</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>−pl.049</td>
<td>.001</td>
<td>−pl.044</td>
<td>.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>−pl.034</td>
<td>.03</td>
<td>−pl.022</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.009</td>
<td>.56</td>
<td>.018</td>
<td>.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>.050</td>
<td>.001</td>
<td>.044</td>
<td>.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.060</td>
<td>&lt;.001</td>
<td>.052</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.103</td>
<td>&lt;.001</td>
<td>.089</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>−pl.040</td>
<td>.005</td>
<td>−pl.041</td>
<td>.004</td>
<td>17.518</td>
<td>&lt;.001</td>
<td>.031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td></td>
<td>−pl.081</td>
<td>&lt;.001</td>
<td>18.900</td>
<td>&lt;.001</td>
<td>.037</td>
<td>.006</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Trust in media</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>.011</td>
<td>.45</td>
<td>.012</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.004</td>
<td>.77</td>
<td>.009</td>
<td>.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>−pl.043</td>
<td>.003</td>
<td>−pl.035</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>−pl.006</td>
<td>.71</td>
<td>.013</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>−pl.035</td>
<td>.03</td>
<td>−pl.021</td>
<td>.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>.057</td>
<td>&lt;.001</td>
<td>.048</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.048</td>
<td>.001</td>
<td>.037</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.077</td>
<td>&lt;.001</td>
<td>.054</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>−pl.017</td>
<td>.22</td>
<td>−pl.019</td>
<td>.18</td>
<td>6.966</td>
<td>&lt;.001</td>
<td>.013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td></td>
<td>−pl.126</td>
<td>&lt;.001</td>
<td>13.576</td>
<td>&lt;.001</td>
<td>.027</td>
<td>.014</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Trust in technology companies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>−pl.062</td>
<td>&lt;.001</td>
<td>−pl.060</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>−pl.019</td>
<td>.20</td>
<td>−pl.013</td>
<td>.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>−pl.044</td>
<td>.002</td>
<td>−pl.034</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>−pl.023</td>
<td>.16</td>
<td>.001</td>
<td>.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>−pl.059</td>
<td>&lt;.001</td>
<td>−pl.042</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>.073</td>
<td>&lt;.001</td>
<td>.062</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>.053</td>
<td>&lt;.001</td>
<td>.038</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td></td>
<td>.062</td>
<td>&lt;.001</td>
<td>.034</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race: other</td>
<td></td>
<td>−pl.020</td>
<td>.16</td>
<td>−pl.022</td>
<td>.12</td>
<td>12.979</td>
<td>&lt;.001</td>
<td>.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVS score</td>
<td></td>
<td>−pl.158</td>
<td>&lt;.001</td>
<td>23.413</td>
<td>&lt;.001</td>
<td>.046</td>
<td>.022</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Trust in health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>.028</td>
<td>.06</td>
<td>.028</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>.034</td>
<td>.02</td>
<td>.033</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work in health care</td>
<td></td>
<td>−pl.040</td>
<td>.02</td>
<td>−pl.042</td>
<td>.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td>−pl.026</td>
<td>.11</td>
<td>−pl.031</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

The purpose of this study was to better understand how health literacy is associated with HIT adoption, and relevant issues such as information privacy and trust. In this study, patients with low health literacy were less likely to use HIT tools or perceive them as easy or useful, but they perceived information on HIT as private. To our knowledge, this is the first wide-scale investigation of these interrelated concepts.

As might have been expected, HIT adoption—linked to perceived ease of use and perceived usefulness—was associated with higher health literacy. This stands to reason, given that health literacy is defined as how people obtain, understand, use, and communicate about health-related information [1]. Our results suggest that the actual design of HIT apps, ranging from wearable technology to patient portals, has room for improvement so that lower health-literate audiences will perceive the apps as more useful and easy to use. Indeed, Bickmore and Paasche-Orlow [9] argue that researchers do not often consider the limitations of patients of varying abilities when designing HIT tools. Given that more health-literate users still appreciate the simplicity and approach of interventions designed for lower health-literate users [7,35], a focus on design and usability for lower health-literate users would benefit all users. This is particularly true given the importance of first impressions in evaluating technology such as patient portals [36], meaning that gaining attention from patients may be difficult if their initial experiences are not positive. The relationship between health literacy and perceived ease of use was stronger than that between health literacy and perceived usefulness; while users’ perceived usefulness might be driven by some factors beyond the control of HIT developers (e.g., potential users might already be successfully managing a chronic condition and see no need for a diet app), perceived ease of use matters for all potential users and a focus on usability could lower barriers to users trying an app and successfully integrating it into their lives.

The association between health literacy and privacy issues related to HIT apps was straightforward: lower health literacy was associated with greater perceptions of privacy when using HIT apps. This relationship points to fruitful directions for future research, including focused study of how users of various health literacy levels make decisions about information to share with apps and by what criteria they judge the privacy protections of various HIT apps. This finding also suggests a need for education on information privacy, perhaps as part of interventions designed to build health literacy and computer self-efficacy skills for underserved populations, to help them make the most informed decisions possible about their health information privacy.

The relationship between health literacy and trust in various stakeholders associated with HIT apps was more nuanced. Less health-literate participants were less trusting of the government, media, and technology companies; the relationship between low health literacy and trust in government as an information source is not new [37], but this research confirms that finding with a more representative sample. At the same time, those with lower health literacy were more likely to place trust in health care providers. Further research is needed to better understand the drivers of these feelings of trust, but they have major implications for how HIT apps might be successfully rolled out to the public. The greater feelings of trust in health care providers among lower health-literate users suggest that companies and government organizations interested in rolling out new HIT to lower health-literate populations should consider partnering with trusted health care providers to help ensure adoption.

This study has several limitations that must be acknowledged when considering the implications of these findings and directions for future research. First and foremost, this was an online survey. While the final sample was generally representative of the US public on key demographic measures, all users must have had some level of comfort with technology to be part of the participant pool—the participants in this study were almost certainly more comfortable with the Internet than were the US public. Additionally, the study sample was more health-literate than the general US population. More targeted data collection focused on less health-literate users is needed to confirm these findings, but the association of health literacy with HIT usage and associated issues in this sample suggests that these associations with less health-literate and technologically sophisticated users may be even more pronounced. Given the recent emergence of HIT, this study only asked participants whether they had ever used the technologies...
of interest (ie, fitness and nutrition apps, activity trackers, and patient portals); thus, some may have used the HIT only one time while others used it regularly. Future research would benefit from a more precise measure of HIT use. The variety of new HIT apps also means that the potential privacy issues involved in their use is constantly evolving, suggesting more focused attention on measurement of different privacy issues related to HIT usage are needed to strengthen research in this area going forward.

We used a valid and reliable measure of health literacy, the NVS, in this study [26]; however, disagreement exists in the field about the best method for measuring health literacy [38]. Indeed, there are numerous measures of health literacy that capture this concept in a variety of ways, including general and topic-specific health literacies [39]. Future work should explore the impact of general, objective health literacy (as measured in this study) versus self-reported or topic-specific literacy (such as fitness or nutrition health literacy) on HIT use. Finally, while the focus of this study was on the relationship between health literacy level and various factors related to HIT, the proportion of variance explained in each model indicates there may be other important factors that should be considered. Future research should explore patients’ comfort with and previous history of using technology to find and use health information.

HIT apps, from smartphone apps to wearables devices to patient portals, have seen widespread adoption in recent years. The pace of development and capabilities of such tools will only increase in the future. There is a pressing need to understand how health literacy is related to HIT app adoption and usage to ensure that all users receive the full health benefits from these technological advances, in a manner that protects health information privacy, and that users engage with organizations and providers they trust.
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Abstract

Background: There is a push towards quality measures in health care. As a consequence, the National Committee for Quality Assurance (NCQA) has been publishing insurance plan quality measures.

Objective: The objective of this study was to examine the relationship between insurance plan quality measures and the participating providers (doctors).

Methods: We collected and analyzed provider and insurance plan data from several online sources, including provider directories, provider referrals and awards, patient reviewing sites, and hospital rankings. The relationships between the provider attributes and the insurance plan quality measures were examined.

Results: Our analysis yielded several findings: (1) there is a moderate Pearson correlation ($r=.376$) between consumer satisfaction insurance plan scores and review ratings of the member providers, (2) referral frequency and provider awards are negligibly correlated to consumer satisfaction plan scores ($r=.031$ and $r=.183$, respectively), (3) there is weak positive correlation ($r=.266$) between the cost charged for the same procedures and consumer satisfaction plan scores, and (4) there is no significant correlation between member specialists’ review ratings and specialty-specific insurance plan treatment scores for most specialties, except a surprising weak negative correlation for diabetes treatment ($r=-.259$).

Conclusions: Our findings may be used by consumers to make informed choices about their insurance plans or by insurances to understand the relationship between patients’ satisfaction and their network of providers.
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Introduction

There are several health insurance marketplaces and search portals (eg, ehealthinsurance.com) that help individuals and small employers shop for, select, and enroll in high-quality, affordable health plans. Insurance plans are generally ranked based on relative quality and price. These marketplaces and search portals need to establish criteria and selection processes for quality measures. Most of them measure the quality of health plans by surveying plan enrollees on their satisfaction with their coverage and then publishing quality and satisfaction data online [1]. However, the relationship between the quality of insurance plans and the properties of providers in their networks has not been adequately studied, which is the focus of this study.

We collected a rich set of data for each provider ranging from average patient review scores, referral patterns, affiliated hospital scores, relative costs, and provider awards. Specifically, we used data collected from Centers for Medicare & Medicaid Services (CMS) and provider profile websites on a set of 600,000 US health care providers. We also collected ranking data from other sources; specifically, U.S. News was used for specialty-specific hospital rankings. We converted each
provider’s information to a set of intuitive qualitative attributes. For instance, affiliated hospitals were mapped to specialty-specific rankings to assign a score to the affiliated hospitals of a provider relevant to their specialty. As a peer-nominated award, we selected the Castle Connolly award. Each year, Castle Connolly distinguishes top providers both nationally and regionally through a peer nomination process that involves over 50,000 providers, and hospitals and health care executives [2]. Similarly, we collected quality data from National Committee for Quality Assurance (NCQA) for each insurance plan ranging from state, plan category, ranking, overall review scores, customer satisfaction scores, as well as preventive care and treatment scores [3].

We then adopted a data-driven approach to determine if the provider attributes were correlated with the insurance quality indicators. Specifically, we measured the correlation between several provider attributes (reviews rating, awards, affiliated hospitals, etc) of member providers of an insurance plan to key quality scores of the insurance plans.

Key challenges to our data collection and analysis included mapping providers from CMS to providers in provider profile sites, mapping insurance names between accepted insurances obtained from provider profile sites and insurances obtained from NCQA, and mapping hospital names between each source. These challenges are due to the lack of a common identifier for providers, insurance plans, or hospitals across the data sources. There have been several studies to determine the quality of health insurance plans. These studies can be split into two categories: (1) health insurance marketplaces and search sites, and (2) attributes associated with health plan quality.

**Online Health Insurance Marketplaces and Search Sites**

There are several health insurance marketplaces, authorized by the Affordable Care Act, that help individuals and small employers shop for, select, and enroll in high-quality, affordable private health plans. In fact, the Affordable Care Act requires the US Department of Health & Human Services to develop quality data collection and reporting tools such as a quality rating system, a quality improvement strategy, and an enrollee satisfaction survey system [1]. Information from the quality rating system, quality improvement strategy, and surveys will inform consumer selection of a quality health plan, decisions about quality health plan certification, and the Federal and State marketplaces’ monitoring of quality health plan performance. All these measures use data collected through consumer experience surveys such as enrollee experience surveys and health insurance marketplace surveys. Other insurance search sites, such as insurace.com and insure.com, collect user feedback regarding each interaction with their partner insurance providers. This feedback enables them to identify potential customer service issues and is also used as an essential component of the ranking system that they use to determine how these partners are presented to prospective future clients [4,5]. Hence, most of these studies focus on user-generated content and do not consider the rich set of provider data readily available. Research is lacking on the association between information from providers in the network with the respective health insurance plans. For example, if patients rate insurance plans based on cost, are these ratings useful for finding providers that provide quality health care?

**Attributes Associated With Insurance Quality**

Several surveys have examined the quality of health insurance plans based on consumer feedback and have tried to determine attributes associated with insurance quality. Fieldman states that a cornerstone of high-quality integrated care for people with medical, behavioral, and long-term services and support needs is a dynamic person- or family-centered plan of care built on significant individual and caregiver involvement and comprehensive assessments and reassessments over time to capture changes in people’s circumstances and preferences. Other key ingredients identified were (1) a multidisciplinary care team with one accountable care coordinator, and (2) a comprehensive provider network with a strong primary care base and a range of other providers and services that can accommodate diverse needs throughout a lifetime [6].

URAC (Utilization Review Accreditation Commission), which is an independent, nonprofit organization known for promoting health care quality through its accreditation, education, and measurement programs, addresses the following key areas aimed at helping plans deliver safe, high-quality, patient-centered, high-value care: Wellness and Health Promotion; Care Coordination; Medication Safety and Care Compliance; Rewarding Quality; Care Delivery through a Network; Mental Health Parity; Measures—patient centeredness, coordination of care, patient safety, health plan administration, efficiency, effectiveness of care and health information technology integration; and Patient Experience of Care (Consumer Assessment of Healthcare Providers and Systems Survey) [7].

In our study, we examine the correlation of provider attributes to quality indicators of health insurance plans.

**Methods**

**Summary**

For the purpose of our data-driven analysis, we have collected a large amount of information about US health providers, mainly physicians, from multiple online sources including the CMS data on providers and hospitals, U.S. News rankings of hospitals, and additional provider information and reviews from provider profile websites. We have also collected information about the rankings of private, Medicare, and Medicaid health insurance plans from NCQA. We then mapped entities across sources to create a database of providers and health plans. Figure 1 shows the process of mapping insurances accepted by the providers and the insurance plans obtained from NCQA. We then used this providers’ information and insurance information database in each of our analyses.
Data Collection

Insurance information and patient ratings of providers were collected from both Vitals and Healthgrades [8,9]. Hospital rankings were collected from U.S. News reports [10,11]. Additionally, insurance plan rankings for 2014-2015 were collected from NCQA. We also used the datasets released by CMS for health care providers (and hospitals) based in the United States. This information includes general information such as the provider’s specialties, medical training, and hospital affiliations [12,13]. Other provider information includes the Healthcare Common Procedure Coding System (HCPCS), physician referrals, and prescription data [14-16]. Note that all CMS datasets link providers using a National Provider Identifier (NPI). CMS hospital information includes names, location, and a unique identifier, which is used to link each NPI to their affiliated hospitals. CMS data were downloaded directly from CMS websites. Separate crawlers were built using jsoup [17], a Java library for obtaining and parsing webpage, for each of the other data sources: Vitals, Healthgrades, U.S. News, and NCQA.

Aggregating the datasets posed unique challenges for entity mapping, such as mapping providers from Healthgrades to providers in CMS, as described in the next section. In total, we collected information on 3.2 million distinct providers from CMS, 4600 distinct hospitals from CMS, 1.9 million distinct providers from Healthgrades, one million distinct providers from Vitals, and 1956 hospitals from U.S. News. We also collected information of 1264 health plans from NCQA. Of these, NCQA has ranked 1051 plans based on clinical performance, member satisfaction, and results from NCQA Accreditation surveys. The remaining insurances had partial data. After appropriate data transformations and entity mappings, we generated the set of provider attributes listed in Table 1 and health insurance plan attributes listed in Table 2.
Table 1. List of provider attributes used in our analysis based on the data collected.

<table>
<thead>
<tr>
<th>Category</th>
<th>Attribute</th>
<th>Description</th>
<th>Source</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>General information</td>
<td>NPI</td>
<td>National Provider Identifier.</td>
<td>CMS</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>Male or Female, as specified in the CMS data.</td>
<td>CMS</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Specialties</td>
<td>A set of attributes, one for each specialty, eg, cardiologist.</td>
<td>CMS</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>From peers</td>
<td>NumReferrals</td>
<td>Normalized number of referrals.</td>
<td>CMS</td>
<td>0</td>
<td>4018</td>
<td>70.1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Castle Connolly</td>
<td>Whether or not the provider is recognized by Castle Connolly as a distinguished provider.</td>
<td>Vitals</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Average rating from patient reviews</td>
<td>UserRatings</td>
<td>Overall review score assigned by user (patient).</td>
<td>Reviews from Vitals and Healthgrades</td>
<td>0</td>
<td>100</td>
<td>82.06</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td>NumReviews</td>
<td>Number of patient reviews for the provider.</td>
<td>N/A</td>
<td>0</td>
<td>247</td>
<td>0.96</td>
<td>0</td>
</tr>
<tr>
<td>Insurance</td>
<td>NumInsurances</td>
<td>Number of insurers accepted by the provider.</td>
<td>Vitals and Healthgrades</td>
<td>1</td>
<td>8</td>
<td>1.7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>IndividualInsurers</td>
<td>A set of attributes, one for each insurer accepted by the provider, eg, Humana.</td>
<td>Vitals and Healthgrades</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hospital affiliations</td>
<td>HospitalRanking</td>
<td>The ranking of the provider’s affiliated hospitals.</td>
<td>CMS (hospitals) and U.S. News (ranks of hospitals)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
Table 2. List of health insurance attributes used in our analysis based on the data allocated. All attributes in this table are from NCQA.

<table>
<thead>
<tr>
<th>Category</th>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General information</td>
<td>PlanName</td>
<td>Insurance plan name.</td>
</tr>
<tr>
<td></td>
<td>State</td>
<td>The state to which the plan belongs.</td>
</tr>
<tr>
<td></td>
<td>PlanCategory</td>
<td>The category of the plan, eg, private, Medicare, Medicaid.</td>
</tr>
<tr>
<td></td>
<td>PlanType</td>
<td>The type of the plan, eg, preferred provider organization (PPO), health maintenance organization (HMO).</td>
</tr>
<tr>
<td>Quality indicators – Overall</td>
<td>Rank</td>
<td>The overall rank of the plan.</td>
</tr>
<tr>
<td></td>
<td>OverallScore</td>
<td>The overall score of the plan.</td>
</tr>
<tr>
<td>Quality indicators – Customer service</td>
<td>OverallConsumerSatisfactionScore</td>
<td>The score for consumer satisfaction.</td>
</tr>
<tr>
<td></td>
<td>GettingCareScore</td>
<td>Scores based on appointments, preventive care, test, and easy and quick access to treatments.</td>
</tr>
<tr>
<td></td>
<td>SatisfactionWithPhysiciansScore</td>
<td>Scores based on providers, care revived and health promotion and education.</td>
</tr>
<tr>
<td></td>
<td>SatisfactionWithHealthPlanServicesScore</td>
<td>Scores based on handling claims and other plans services.</td>
</tr>
<tr>
<td>Quality indicators – Prevention</td>
<td>OverallPreventionScore</td>
<td>The score for preventive care.</td>
</tr>
<tr>
<td></td>
<td>ChildrenAndAdolescentsScore</td>
<td>Scores based on well-child visits, immunizations, nutrition counseling, physical activity counseling.</td>
</tr>
<tr>
<td></td>
<td>Women’sReproductiveHealthScore</td>
<td>Scores based on prenatal checkup and postpartum care.</td>
</tr>
<tr>
<td></td>
<td>CancerScreeningScore</td>
<td>Scores based on various cancer screenings.</td>
</tr>
<tr>
<td></td>
<td>OtherPreventiveServicesScore</td>
<td>Scores based on flu vaccinations, chlamydia screening, and other preventive care.</td>
</tr>
<tr>
<td>Quality indicators – Treatment</td>
<td>OverallTreatmentScore</td>
<td>The score for different treatments.</td>
</tr>
<tr>
<td></td>
<td>AsthmaTreatmentScore</td>
<td>Scores based on asthma medication and treatment.</td>
</tr>
<tr>
<td></td>
<td>DiabetesTreatmentScore</td>
<td>Scores based on blood pressure control, glucose testing and control, low-density lipoprotein cholesterol screening and control, monitoring kidney diseases.</td>
</tr>
<tr>
<td></td>
<td>HeartDiseaseTreatmentScore</td>
<td>Scores based on controlling blood pressure and cholesterol and beta-blockers after heart attack.</td>
</tr>
<tr>
<td></td>
<td>MentalAndBehavioralHealthScore</td>
<td>Scores based on depression medication, alcohol and drug dependence treatment, etc.</td>
</tr>
<tr>
<td></td>
<td>OtherTreatmentMeasuresScore</td>
<td>Scores based on monitoring key long-term medications, antibiotic use, testing for chronic obstructive pulmonary disease, etc.</td>
</tr>
</tbody>
</table>

Entity Mappings

The names of insurance obtained from Vitals and Healthgrades differ from the names of insurance in the NCQA data. For example, “United Healthcare Services, CA” and “United Healthcare, CA” refer to the same insurance plan, as do “Aetna Life Insurance, AR” and “Aetna HMO, AR”. In order to achieve this mapping, we used the Levenshtein distance metric [18] to map Healthgrades and Vitals insurance to NCQA insurance. This generated 242 mappings between Vitals and NCQA insurance and 1330 mappings between Healthgrades and NCQA insurance.

The hospital rankings listed by U.S. News categorize hospitals across several specialties for adults and children; for each hospital listed, the hospital’s score, name, and location were collected for each specialty for both adults and children. Further, the hospital specialties reported by U.S. News do not always correspond to the specialties listed by CMS. In particular, CMS uses a taxonomy of medical specialties that consider subspecialties, whereas U.S. News uses broad categories of specialties [19]. Note that this mapping is not necessarily one-to-one; for example, a provider specializing in internal medicine may map to several categories listed by U.S. News. Therefore, we manually mapped all specialties with more than 100 occurrences to the specialties used by U.S. News. This generated 5651 mappings. We then used these mappings to assign scores to each of the affiliated hospitals, using the average for a hospital’s score when the provider’s specialty mapped to more than one specialty listed by U.S. News. We then assigned HospitalScore to the hospital affiliation with the maximum score, where null values are used for providers whose hospital affiliations are missing from the mappings. Also, for each HCPCS code of a provider, we computed the amount charged for this provider, relative to others of same specialty in the area (1000 closest within a 30-mile radius, normalized to a range of 0 to 100, where 100 goes to the most expensive physician). We then took the weighted average (by the number of procedures
of a provider) of these relative charges to get the relative cost with respect to area.

In order to identify Castle Connolly and patient reviews information for each provider, CMS providers needed to be mapped to Vitals and Healthgrades provider profiles. This mapping exercise allowed us to map 608,935 providers between CMS, Vitals, and Healthgrades, 25,514 of whom have received a Castle Connolly award. To map CMS providers to providers in the other sources (Healthgrades and Vitals), we followed a hybrid automatic-manual data integration approach. First, we identified a promising set of attributes to use for mapping, specifically, first name, middle name, last name, address, medical school, graduation year, affiliated hospitals, and specialties. For each attribute, we constructed a customized mapping algorithm. For example, the mapping between first names is computed using the Levenshtein distance between the two strings. Then, we assigned weights to each attribute matching score based on a large number of accuracy experiments, where the authors defined the ground truth mappings. We then computed a mapping threshold based on the mapping scores via more accuracy experiments. Note that each Vitals/Healthgrades provider is mapped to at most one CMS provider, so no duplicate provider data are present in the final dataset.

Only 4% of all mapped providers have received a Castle Connolly award, and 42% of all mapped providers have zero referrals. A majority of providers with zero referrals specialized in Internal Medicine, Family Medicine, or Emergency Medicine. Also, 213 of 1264 health plans collected had incomplete data. In order to correlate rank of affiliated hospitals and insurance scores, we needed the rank of the hospitals. However, only 50 out of the 1956 hospitals obtained from U.S. News were ranked. We considered the unranked hospitals to be at the bottom of the list. We then took the median of the unranked hospitals (ie, 1053) and considered this to be the rank of the unranked hospitals. Also, in order to account for local trends, we performed our analysis at both the national and state levels. Health care is regulated at both the state and federal levels. These regulations, along with demographics and population health, create localized trends in health care.

**Results**

**Summary**

The results of our analysis consist of a description of general statistics about the different types of insurance and a state-wise analysis of the consumer satisfaction insurance plans. Then we report on correlations between insurances’ consumer satisfaction score and the average patient review scores of providers that accept those insurances. We report similar correlations between insurances’ overall NCQA consumer satisfaction score and then average number of referrals per provider, ratio of Castle Connolly providers, average affiliated hospital scores of providers, and relative cost of providers with respect to area.

Last, we break down the providers according to their specialties and describe correlations between the average patient review scores and treatment insurance scores for condition-specialty combinations.

**General Statistics of Insurance Plans**

We first analyzed general statistics about the various insurance plans at the national level. We calculated the average overall consumer satisfaction scores of the insurance plans (see corresponding row in Table 2), where we average across the types of insurance plans: private, Medicare, and Medicaid. We also calculated the average patient review scores of providers (referred as “UserRatings” in Table 1) accepting these different types of insurances. Our findings are shown in Table 3 along with the statistical analysis. The patient review scores are on average higher than the insurance satisfaction scores, and with high significance for private PPOs and Medicare plans.

**Table 3. General statistics about different types of health insurance plans.**

<table>
<thead>
<tr>
<th>Insurance plan type</th>
<th>Average patient review score (P value)</th>
<th>Average consumer satisfaction insurance score (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private PPO</td>
<td>82.03 (&lt;.001)</td>
<td>79.75 (.384)</td>
</tr>
<tr>
<td>Private HMO</td>
<td>82.54 (&lt;.001)</td>
<td>81.63 (&lt;.001)</td>
</tr>
<tr>
<td>Medicaid</td>
<td>82.78 (&lt;.001)</td>
<td>77.52 (&lt;.001)</td>
</tr>
<tr>
<td>Medicare PPO</td>
<td>82.39 (&lt;.001)</td>
<td>76.71 (.263)</td>
</tr>
<tr>
<td>Medicare HMO</td>
<td>81.55 (&lt;.001)</td>
<td>76.9 (.123)</td>
</tr>
</tbody>
</table>
Figure 2. Heat map showing average consumer satisfaction insurance scores of different plans.

Figure 3. Heat map showing number of health care providers per 1000 people in each state.
Figure 4. Heat map showing the number of health insurance plans evaluated by NCQA per state.

To estimate significance between values in the same row of Table 3, the Wilcoxon signed-rank test significance values are as follows, between average patient and insurance scores: private PPO .001, private HMO = .13, Medicaid = .008, Medicare PPO .001, and Medicare HMO .001. To compute significance of a value with respect to the union of the other four plan types in the same column (P value), we used the Mann-Whitney U test.

We also computed the average consumer satisfaction insurance scores for each state. The heat map in Figure 2 shows our findings. The darker colored states are those that have a higher overall consumer satisfaction insurance score while the lighter ones have lower consumer satisfaction insurance scores. From the map, we can conclude that northeastern states have higher consumer satisfaction insurance scores.

Similarly, we computed the number of health care providers per 1000 people for each state. As shown in Figure 3, the darker colored states have more providers per capita while the lighter states have fewer per capita. From this map, we can see that the northeastern states also tend to have more health care providers per capita.

Finally, we counted the number of insurance plans evaluated by NCQA per state. The heat map in Figure 4 shows our results.
Next, we report correlations between average referrals per provider for insurances and those insurances’ NCQA scores. Our analysis showed that there is a positive but very low correlation (specifically .031) between these two attributes. Hence, referral frequency of providers is negligibly correlated to consumer satisfaction insurance scores. Figure 6 further illustrates this correlation. **Figure 7** illustrates the correlation between ratios of providers having the Castle Connolly award to the overall insurances’ NCQA scores. We found a positive but negligible relationship between these attributes, specifically .183. Hence, whether a provider has received a Castle Connolly award or not does not affect the insurances’ overall score. With respect to correlation between average ranks of affiliated hospitals and consumer satisfaction insurance scores, there exists a negative but negligible correlation between these two attributes (specifically -.108). Since we are considering ranks of hospitals, the negative correlation is expected. Hence, consumer satisfaction insurance scores are unlikely to be affected by the ranks of affiliated hospitals of the providers under that insurance plan. **Figure 8** illustrates this correlation. We also determined the correlation relationship between relative cost of providers with respect to area and the consumer satisfaction insurance scores. Our findings showed a weak positive correlation of .266 between these two attributes. **Figure 9** shows this correlation.

We then examined correlations between average patient review scores for specialist providers and the NCQA treatment insurance scores for these specialties. For this we used the individual treatment scores obtained from NCQA for the various conditions described in **Table 2**. We then compared these scores to the average patient review scores of only those providers that provide that kind of care, as shown by the mapping of condition to specialties in **Table 5**. For example, the average patient review scores of pediatricians were compared to the NCQA scores for treatment of children and adolescents. **Table 5** lists our findings. We observed that for women’s health, mental and behavioral health, and cancer screening there exists a positive but negligible correlation between the average NCQA scores and the average patient review scores. However, for heart diseases, child and adolescent health, and diabetes, there exists a negative and negligible to weak correlation between the attributes.

**Table 5.** Conditions and associated specialties ranked by correlation between NCQA scores and average patient review scores.

<table>
<thead>
<tr>
<th>Condition from NCQA</th>
<th>Corresponding member specialties</th>
<th>Correlation of treatment insurance score with average patient review score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women’s health</td>
<td>Obstetrics and Gynecology, Gynecology Oncology</td>
<td>.135</td>
</tr>
<tr>
<td>Mental and behavioral health</td>
<td>Counselor, Psychoanalyst, Clinical Neuropsychologist, Psychologist, Psychoanalysis, Marriage and Family Therapist</td>
<td>.112</td>
</tr>
<tr>
<td>Cancer screening</td>
<td>Pediatric Oncology, Oncology, Hematology &amp; Oncology, Radiation Oncology</td>
<td>.112</td>
</tr>
<tr>
<td>Heart disease</td>
<td>Cardiologist, Cardiac Rehabilitation, Cardiology Technician, Cardiovascular Diseases</td>
<td>-.002</td>
</tr>
<tr>
<td>Children and adolescent health</td>
<td>Pediatrics, Neonatal Pediatrics, Pediatrics Critical Care</td>
<td>-.083</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Diabetes Educator, Endocrinology, Diabetes and Metabolism</td>
<td>-.259</td>
</tr>
</tbody>
</table>
Figure 5. Correlation between average patient review scores and consumer satisfaction insurance scores (overall) (correlation coefficient=.376, \( P \leq .001 \)).

Figure 6. Correlation between average referrals per provider and consumer satisfaction insurance scores (correlation coefficient=.031, \( P = .715 \)).
Figure 7. Correlation between ratio of Castle Connolly providers and consumer satisfaction insurance scores (correlation coefficient=.183, \( P=.001 \)).

Figure 8. Correlation between ranks of affiliated hospitals and consumer satisfaction insurance scores (correlation coefficient=.108, \( P=.199 \)).
Figure 9. Correlation between relative cost of providers with respect to area and consumer satisfaction insurance scores (correlation coefficient= .266, \(P<.001\)).

**Discussion**

**Principal Findings**

Our analysis shows that there are several provider attributes that are correlated to insurance quality attributes. We showed that patient review scores for providers are correlated to consumer satisfaction insurance scores. This is expected given that patients who are happy with the care they receive from their providers are more likely to also be happy with their overall insurance plan. For example, if a patient has complaints about the billing at a provider’s office, this patient will likely be unhappy with the insurance company who did not help cover or settle the bill.

On the other hand, our results showed negligible correlation between average referrals per provider and consumer satisfaction insurance scores. This is not surprising, as there is no convincing evidence that a higher number of referrals is connected to better skills for a provider or to better relationship with patients. Similarly, we demonstrated that there is a negligible correlation between the ratio of Castle Connolly providers and the consumer satisfaction insurance scores.

The case between rank of affiliated hospitals and consumer satisfaction insurance scores was similar. However, we found a weak positive correlation between the relative cost of providers with respect to their geographic area and consumer satisfaction insurance scores. This may be explained by the fact that providers with satisfied patients may increase their prices. Of course, the charged prices are not so important, as Medicare and Medicaid generally have fixed compensations per procedure.

Our results on the lack of correlation of patient reviews score and treatment quality metrics for various conditions may indicate that patients who are satisfied with their provider may not necessarily have better health outcomes, as studies have shown that patients often rate their providers based on non outcome-related attributes such as wait and visit times. For instance, research has shown that the average satisfaction score for wait times of 0-15 minutes was 94.3 on a 100-point scale [20].

Our findings can be used to help consumers make informed choices about their insurance plans. Health insurance marketplaces may find patient review scores for providers of each insurance plan to be a useful addition to other insurance plan metrics. Alternatively, consumers can use this information in their own research to identify potential insurance plans based on the review scores of providers on review sites such as Vitals and Healthgrades.

Further, insurers may use our results to better understand the relationship between their patients’ satisfaction and their network of providers. For example, although it is not clear if there is a cause-effect relationship, our results indicate that hiring a provider with high patient review scores may contribute more to the overall consumer satisfaction insurance plan rating than hiring a provider who has been receiving many referrals from their colleagues. Further, our results indicate that more expensive providers are correlated with higher plan satisfaction, which seems to be at odds with the providers’ “tier-ing” approach of insurers, who try to encourage patients to visit the cheaper providers.

Health care providers may also use our results to decide which insurance plans to accept. As noted above, a patient whose bill was not covered by an insurance company may complain about the billing at the provider’s office on a provider review site, leading to a lower overall patient review score. A provider wishing to maintain a favorable score may thus choose to avoid accepting insurance plans with low consumer satisfaction scores.
Limitations

One of our biggest limitations is that not all of the data we obtained are complete. For example, a majority of the providers have zero reviews; this is likely due to the fact that only 4% of Internet users post online reviews for providers, and previous work has shown that most providers have zero reviews [21]. Similarly, a majority of the hospitals had no ranking information. A second limitation is that we sourced our data from multiple sites such as Vitals, CMS, Healthgrades, and NCQA. We then tried to map the various attributes across these sources. However, the accuracy of these data sources cannot be guaranteed. Another limitation is that referral frequency is greatly influenced by the specialty of the provider, and hence it needs to be normalized in terms of specialty in order to be used as an effective quality measure. Also, while the Castle Connolly award is prestigious and rigorously vetted, the award is biased towards providers who have more experience.

Conclusions

Our data-driven analysis led to several interesting findings. Higher consumer satisfaction insurance scores are correlated with their providers having better patient review scores. There also seems to be a correlation between cost of medical care and insurance ratings. However, there was negligible correlation between other quantitative attributes such as number of referrals per provider, ratio of Castle Connolly award recipients, affiliated hospitals scores, and health insurance ratings. These findings may provide new insights into what attributes should be adopted by insurance marketplaces and search portals to empower patients in a patient-centered setting.
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Abstract

Background: Many markets have traditionally been dominated by a few best-selling products, and this is also the case for the health care industry. However, we do not know whether the market will be more or less concentrated when health care services are delivered online (known as E-consultation), nor do we know how to reduce the concentration of the E-consultation market.

Objective: The aim of this study was to investigate the concentration of the E-consultation market and how to reduce its concentration through information disclosure mechanisms (online reputation and self-representation).

Methods: We employed a secondary data econometric analysis using transaction data obtained from an E-consultation Website (haodf.com) for three diseases (infantile pneumonia, diabetes, and pancreatic cancer) from 2008 to 2015. We included 2439 doctors in the analysis.

Results: The E-consultation market largely follows the 20/80 principle, namely that approximately 80% of orders are fulfilled by nearly 20% of doctors. This is much higher than the offline health care market. Meanwhile, the market served by doctors with strong online reputations (beta=0.207, \( P < .001 \)) or strong online self-representation (beta=0.386, \( P < .001 \)) is less concentrated.

Conclusions: When health care services are delivered online, the market will be more concentrated (known as the “Superstar” effect), indicating poor service efficiency for society as a whole. To reduce market concentration, E-consultation websites should provide important design elements such as ratings of doctors (user feedback), articles contributed by doctors, and free consultation services (online representation). A possible and important way to reduce the market concentration of the E-consultation market is to accumulate enough highly rated or highly self-represented doctors.

(J Med Internet Res 2016;18(10):e276) doi:10.2196/jmir.6423
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Introduction

Background

The Pareto principle (also known as the 80/20 rule) states that, in many cases, approximately 80% of the effects result from 20% of the causes. The Pareto principle is very popular in the economic market, as it indicates that a small proportion (eg, 20%) of products in a market often generate a large proportion (eg, 80%) of sales [1]. For example, a relatively small number of titles by established best-selling authors account for a high percentage of book sales, Billboard’s “top 40” hits account for the majority of radio playlists and music sales, and movie rentals are dominated by a few popular “new releases.”
Not surprisingly, the Pareto principle also applies to the health care service market. In the health care service market, a few of the best hospitals or doctors have a much higher market share than do ordinary hospitals or doctors [2]. Market concentration or the Pareto principle may be an advantage in a business context (eg, in a supermarket or bookstore), but it is not good for the health care industry. A major concern for the health care industry is the limited service capability of each hospital or doctor; this is, of course, not a problem in the product sales context. When the market is highly concentrated on a few very good doctors, the efficiency of health service delivery to society as a whole will be negatively affected. That is, a few very good doctors will be extremely busy, while some other unknown doctors will be idle [3]. Therefore, a low concentrated market with balanced supply and demand is the ideal condition for the health care industry. Many efforts have been made to decrease the concentration of the health care market by balancing supply and demand. One example of such efforts is the role of family physicians in western countries, who make up a sizable portion of the primary care workforce [4]. A patient must see a family physician before seeing doctors at higher-level hospitals. Another example is the hierarchical diagnosis and treatment system in China, an important part of China’s medical reform [5]. To encourage patients to see doctors initially at local, lower-level hospitals, China implemented new policies such as charging less at lower-level hospitals and increasing the rates that medical insurers pay to these hospitals.

A recent trend in eHealth is delivering health care services online [6,7]. Among online health services, E-consultation seems to be particularly attractive and is increasing in popularity [8-10]. This new type of online health care consultation can reduce both waiting time and travel expenses. It is also likely to be a valuable option in terms of providing patients with more efficient diagnoses. Most important, patients who have limited or even no medical resources have equal access to medical experts online, leading to better and more efficient use of nationwide medical resources. Online health care consultation will be of great significance in reducing medical costs and in improving the operational efficiency, effectiveness, and equity of medical resources, as well as in enhancing customer satisfaction. Therefore, the use of E-consultation is becoming popular and has been increasing rapidly in recent years [11]. It still has some downsides such as overreliance on it, which can lead to delays in care delivery, patients’ privacy and confidentiality, and technical difficulties involving such technology. Examples of third party E-consultation websites include askthedoc.com [12], askdoctofree.com [13], and haodf.com [14]. E-consultation has also been used by some offline medical institutions, such as the Mayo Clinic, to deliver health care services online [15-17]. E-consultation appears to have improved access to specialists, who can be integrated into care processes when timely expert opinions are needed.

The new technologies embedded in E-consultation are not limited to digital communications, computing, and storage but also involve a qualitative transformation in search tools, recommendation tools, and social network technologies [18]. Therefore, E-consultation not only provides convenience and better decision results for the user but also changes the costs of seeking information and patterns of searching for information. Because the choice of a doctor is made based on the information received, the concentration of the online market will be different from the offline market. Two possible consequences of Internet technology on these concentrations have been observed in the E-commerce market, namely the “Long-Tail” effect and the “Superstar” effect. On one hand, the user can find more niche (unpopular) doctors at much lower searching costs than ever before, creating a “Long Tail” in the concentration of demand for doctors. On the other hand, users can more easily find the most high-profile doctors online, creating “Superstar” or “winner-take-all” markets where some very good doctors dominate the market [19]. However, we have no idea whether the E-consultation market will be more of a superstar market or a long-tail market compared with a traditional offline context. What can website designers do to turn the superstar market into a long-tail market?

In this study, we aim to investigate the following research questions:

**RQ1:** Will E-consultation be more of a long-tail or a superstar market? Or, will the E-consultation market be less concentrated or more concentrated than the offline market?

**RQ2:** Can information disclosure mechanisms (the doctor’s online reputation and self-representation) help reduce market concentration?

### Research Hypotheses

#### Star Effect Versus Long-Tail Effect

Choosing a doctor on a website is totally different from choosing a doctor at an offline hospital. A significant difference is the information available to the user when making a decision. With the help of information technology such as search engines, recommendation tools, and social networking technologies, the user can easily reach more doctors (especially unknown doctors) at a much lower cost than before. In the traditional offline context, the user’s choice set of doctors is quite small. The user usually chooses a doctor near their home or workplace. However, in the online context, the user can choose any doctor nationwide with just a few clicks of the mouse. This means that the choice set in the context of E-consultation is much larger, and users have more of an opportunity to choose unknown doctors than ever before. Thus, the online market will be less concentrated on a small number of high-profile doctors, creating a long-tail effect.

Another possible consequence of E-consultation is the superstar effect, also known as the Matthew Effect or “the rich get richer.” This is because popular doctors enjoy greater visibility on E-consultation platforms (eg, they are ranked highly by search engines or recommended preferentially by websites). As a consequence, the very good and popular doctors have a greater chance than before of being identified at the national level, which further increases their chance of being chosen by users. Thus, the online market will be more concentrated on a small number of famous doctors, creating a superstar effect.

In summary, both the long-tail and superstar effects may exist in the E-consultation context. We cannot know which effect
will be dominant without an empirical study. Therefore, we propose the following two competitive hypotheses:

H1a: The online market is less concentrated than the offline market.

H1b: The online market is more concentrated than the offline market.

**Information Asymmetry Theory and Information Disclosure**

Health care is a market with high information asymmetry. Information asymmetry models assume that at least one party to a transaction has relevant information while the others do not. In the case of E-consultation, doctors have more information about their own service quality than the patients. Although doctors know their own service quality, patients have little information on this very important question. This situation of information asymmetry creates an imbalance of power in transactions, which can sometimes cause the transactions to go awry—a type of market failure in a worst-case scenario.

According to signaling theory [20], information asymmetry can be reduced by one party (termed the agent) credibly conveying information about itself to another party (the principal). The recipient of the information can interpret the received signal and adjust their purchases accordingly. For example, in Spence’s job-market signaling model [20], (potential) employees send signals about their abilities to employers by acquiring education credentials. The informational value of the credential comes from the fact that the employer believes the credential is positively correlated with having greater ability and is difficult for less-able employees to obtain. Thus, the credential enables the employer to reliably distinguish low-ability workers from high-ability workers.

In the E-consultation context, doctors send information about their service quality to patients. After receiving this information, patients may change their judgment about doctors’ service quality and further change their choice of doctors. In this study, we focus on two signals that a doctor can send about their service quality on an E-consultation website, specifically, online reputation and online self-representation.

**Doctors’ Online Reputation**

An online reputation (also known as online word-of-mouth) is built based on feedback from patients. E-consultation websites usually provide a feature known as “rate a doctor.” A patient who has visited the doctor previously can write a review of the doctor in terms of technical competence, interpersonal manner, systems issues, etc. The online reputation system is very popular on E-commerce platforms and has been demonstrated as a reliable mechanism to reduce market information asymmetry. For example, eBay uses a system of customer feedback to publicly rate each member. Amazon [21] has a similar reputation mechanism in place, and merchants develop their reputations across different dimensions [22]. According to a recent study, a doctor’s online reputation, as rated by patients is a good indicator of that doctor’s service quality in the real world [7].

If the E-consultation website does not provide an online reputation feature, the user judges the doctor’s service quality based only on the doctor’s professional standing (eg, director, associate director). Therefore, the user’s consideration set is small because only those doctors with high offline positions will be considered. When the E-consultation website does provide an online reputation feature, users have more clues to evaluate the doctor’s service quality. If the market has many doctors with strong reputations, users will consider those who are highly rated but perhaps have lower offline positions. This means that the consideration set is enlarged. However, if the market is full of doctors with poor reputations, users will not include those poorly rated doctors in the consideration set. This means the consideration set remains at the same size or is even smaller (if doctors with high positions are poorly rated). Thus, having a market with highly rated doctors is very important. If the market has many highly rated doctors, market efficiency will be improved because users have more credible doctors from which to choose (ie, the supply of high-quality doctors is increased). In the same vein, market efficiency will not be improved if the market has few highly rated doctors. Therefore, we propose the following hypothesis:

H2: A market served by many doctors with strong online reputations is less concentrated than a market served by many doctors with poor online reputations.

**Doctors’ Online Self-Representation**

Self-representation is the activity a doctor commits online for the purpose of sending quality information. There are several ways for doctors to represent themselves on an E-consultation website. For example, a doctor can post articles or provide free consultation services. Such efforts are another type of signal the doctor sends to users. The user can evaluate the doctor’s service quality in terms of the efforts reflected online. For example, doctors who post popular medical science articles demonstrate not only their medical knowledge and skills but also their positive attitudes toward E-consultation as well as their Internet savvy. Meanwhile, the quality and number of free consultation services provided are good indicators of the doctor’s expertise and social responsibility.

Therefore, when an E-consultation website provides self-representation features, the users have more information with which to judge the doctor’s service quality. If the market has many doctors representing and promoting themselves, users will consider these highly represented doctors, who may not be well known offline. This means the consideration set, as well as the supply of high quality doctors, is enlarged. However, if the market is full of doctors with low self-representation, users will not consider these low-effort doctors, and thus the consideration set remains the same. For the same reason, if the market has many highly represented doctors, market efficiency will be improved because users will have more credible doctors from which to choose. Therefore, we propose the following hypothesis:

H3: A market served by many doctors who are highly represented online is less concentrated than a market served by many doctors who are not well represented online.

In summary, we aim to investigate the concentration of the E-consultation market and how to reduce its concentration.
through information disclosure mechanisms. We hypothesize that the online market is less or more concentrated than the offline market, and the online reputation or self-representation can be used to reduce market concentration.

**Methods**

**Data Collection**

We employ a secondary data analysis as the research method. Secondary data refers to data that were collected by someone other than the researcher. Primary data, by contrast, are collected by the investigator conducting the research. In this study, the data were originally collected by the E-consultation website, haodf.com [14]. We developed a network spider to crawl data from the website indirectly. Therefore, the data used in this study are secondary data.

We collected data from Good Doctor (haodf.com [14]) to test the hypotheses proposed in the previous section. Haodf.com is a leading E-consultation website in China. As of May 2016, the platform had 397,587 registered doctors from 5332 regular hospitals. Good Doctor provides two types of consultation services: free consultation using written asynchronous communication and consultation via phone for which there is a charge. Haodf.com provides a home page for each doctor, which contains their demographic information, clinic information, service fees, user feedback, contributed articles, and service records (both free and paid services). Each user can choose any doctor from the website, as long as the doctor is providing service at that moment. The search engine, the recommendation systems, and the social networks are all accessed on haodf.com. Therefore, the doctor’s online word of mouth, contributed articles, and free and paid services are all accessible to the users. A network spider was used to collect data from the site about three diseases (infantile pneumonia, diabetes, and pancreatic cancer) from 2008-2015. The three diseases were chosen because we intend to cover both acute and chronic diseases, as well as both high mortality rate and low mortality rate diseases.

**Empirical Model**

Following Brynjolfsson et al.’s work [1], we fit the sales, sales rank, reputation, and self-representation data to the following log-linear relationship. More details about the empirical econometric model are provided in Multimedia Appendix 1.

**Measures**

Online reputation is measured by the number of votes, letters of thanks, and gifts received by the doctor (the three variables are standardized and then averaged to create a composite variable). The review score is not used to measure online reputation in this study because we observe a ceiling effect (most doctors have a top score, making it very difficult to distinguish doctors). Self-representation is measured by the number of scientific papers the doctor has contributed and the number of free services they have provided (the two variables are standardized and then averaged to create a composite variable).

Control variables include the doctor’s position, hospital level, service price, and duration of providing online service. Position is measured on a scale of 1-5, with 1 being the lowest and 5 the highest. Hospital level is measured on a scale of 1-3, with 1 being the lowest and 3 the highest. Service price is measured by the service fee (in Chinese Yuan) per phone call. Duration is measured by the number of months since the doctor’s homepage was established.

**Results**

**Summary Statistics**

The descriptive statistics of variables used in this study are shown in Table 1. The correlations between major variables are listed in Table 2.

Table 1. Descriptive statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>SD</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order number</td>
<td>2439</td>
<td>341.360</td>
<td>826.100</td>
<td>1</td>
<td>12518</td>
</tr>
<tr>
<td>Order rank</td>
<td>2439</td>
<td>461.880</td>
<td>322.077</td>
<td>1</td>
<td>1231</td>
</tr>
<tr>
<td>Vote</td>
<td>2439</td>
<td>21.320</td>
<td>34.134</td>
<td>1</td>
<td>429</td>
</tr>
<tr>
<td>Gift</td>
<td>2439</td>
<td>17.791</td>
<td>61.205</td>
<td>0</td>
<td>1003</td>
</tr>
<tr>
<td>Thank-you letter</td>
<td>2439</td>
<td>5.988</td>
<td>13.203</td>
<td>0</td>
<td>157</td>
</tr>
<tr>
<td>Reputation</td>
<td>2439</td>
<td>0.000</td>
<td>0.922</td>
<td>-0.447</td>
<td>13.162</td>
</tr>
<tr>
<td>Articles</td>
<td>2439</td>
<td>13.242</td>
<td>145.257</td>
<td>0</td>
<td>6871</td>
</tr>
<tr>
<td>Free service</td>
<td>2439</td>
<td>319.798</td>
<td>783.135</td>
<td>0</td>
<td>10876</td>
</tr>
<tr>
<td>Self-represent</td>
<td>2439</td>
<td>0.000</td>
<td>0.733</td>
<td>-0.250</td>
<td>23.536</td>
</tr>
<tr>
<td>Position</td>
<td>2439</td>
<td>4.221</td>
<td>1.067</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Hospital level</td>
<td>2439</td>
<td>2.824</td>
<td>0.529</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Service price</td>
<td>2439</td>
<td>147.984</td>
<td>44.283</td>
<td>0</td>
<td>1200</td>
</tr>
<tr>
<td>Online duration</td>
<td>2439</td>
<td>53.024</td>
<td>27.465</td>
<td>1</td>
<td>94</td>
</tr>
</tbody>
</table>
### Table 2. Variable correlations (Pearson correlation coefficient).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Order number</th>
<th>Reputation</th>
<th>Self-endeavor</th>
<th>Position</th>
<th>Hospital level</th>
<th>Service price</th>
<th>Online duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order number</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reputation</td>
<td>.581</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-represent</td>
<td>.715</td>
<td>.428</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>.001</td>
<td>.090</td>
<td>.018</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital level</td>
<td>.018</td>
<td>.004</td>
<td>.019</td>
<td>.062</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service price</td>
<td>.040</td>
<td>.161</td>
<td>.012</td>
<td>.118</td>
<td>.009</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Online duration</td>
<td>.200</td>
<td>.290</td>
<td>.183</td>
<td>.106</td>
<td>-.049</td>
<td>.079</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 3. Regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1 (standard error)</th>
<th>Model 2 (standard error)</th>
<th>Model 3 (standard error)</th>
<th>Model 4 (standard error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>-0.082 ( \times ) (0.043)</td>
<td>-0.007 (0.021)</td>
<td>-0.001 (0.019)</td>
<td>0.005 (0.018)</td>
</tr>
<tr>
<td>Level</td>
<td>0.119 (0.086)</td>
<td>0.007 (0.041)</td>
<td>0.010 (0.038)</td>
<td>0.014 (0.035)</td>
</tr>
<tr>
<td>Price</td>
<td>0.001 (0.001)</td>
<td>0.0003 (0.0005)</td>
<td>0.0004 (0.0005)</td>
<td>-0.0003 (0.0004)</td>
</tr>
<tr>
<td>Duration</td>
<td>-0.022 (0.002)</td>
<td>-0.001 (0.010)</td>
<td>-0.0002 (0.001)</td>
<td>0.001 (0.001)</td>
</tr>
<tr>
<td>Lrank</td>
<td>-1.950 (0.022)</td>
<td>-2.086 (0.024)</td>
<td>-2.301 (0.024)</td>
<td>-2.301 (0.024)</td>
</tr>
<tr>
<td>Reputation</td>
<td>-1.011 (0.052)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reputation*Lrank</td>
<td>0.207 (0.012)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-represent</td>
<td>-2.024 (0.066)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-represent*Lrank</td>
<td>0.386 (0.014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.439 (0.330)</td>
<td>15.056 (0.211)</td>
<td>15.840 (0.204)</td>
<td>17.266 (0.200)</td>
</tr>
<tr>
<td>R²</td>
<td>0.068</td>
<td>0.786</td>
<td>0.815</td>
<td>0.845</td>
</tr>
</tbody>
</table>

\( \times \) \( \times P < .1 \).

### Evaluation Outcomes

The regression results are shown in Table 3. Model 1 contains only control variables, which builds a benchmark for the following models. Model 2 includes the order rank. The results from Model 2 show that the order rank is negatively related to the number of orders (\( \beta_1 = -1.950, P < .001 \)). The Lorenz curve (the relationship between the cumulative percentage of doctors and the cumulative percentage of orders) for the E-consultation market is shown in Figure 1. The Lorenz curve is a graphical representation of the distribution of orders. It shows for the bottom x% of doctors, what percentage (y%) of the total order they have. The percentage of doctors is plotted on the x-axis, and the percentage of order on the y-axis. We can estimate from Figure 1 that the market concentration largely follows the 80/20 principle, such that approximately 80% of the orders are dominated by nearly 20% of doctors. The concentration of 80/20 at the doctor level is much higher than any of the offline markets [23,24]. Thus, the online market is more of a superstar market than a long-tail market. Therefore, H1a is rejected and H1b is supported.

Model 3 focuses on the interaction between reputation and order rank. The results of Model 3 reveal a significant negative
interaction between online reputation and rank ($\beta_4 = 0.207, P < .001$). A positive and significant $\beta_4$ (given $\beta_1$ is negative and significant) indicates online reputation weakens market concentration. The interaction plot between online reputation and rank is shown in Figure 2. We can see that the line for the high reputation doctors is smoother than the low reputation doctors, indicating less rank effect. This means that the market served by doctors with strong online reputations is less concentrated than the market served by doctors with low online reputations. Therefore, H2 is supported.

Model 4 focuses on the interaction between self-representation and order rank. The results of Model 4 reveal a significant negative interaction between online self-representation and rank ($\beta_5 = 0.386, P < .001$). A positive and significant $\beta_5$ (given $\beta_1$ is negative and significant) indicates that self-representation weakens market concentration. The interaction plot between online reputation and rank is shown in Figure 3. The line for the high self-representation doctors appears smoother than the low self-representation doctors, indicating less rank effect. This means that the market served by doctors with strong online self-representation is less concentrated than the market served by doctors with low online self-representation. Therefore, H3 is supported.

Robustness Check
We ran a robustness check by using alternative measures for reputation and self-endeavor and got similar results (see Multimedia Appendix 2).

Figure 1. Lorenz curve.
Discussion

Principal Results

In this study, we found the E-consultation market to be more concentrated than the offline health care market, and both online reputation and self-representation help reduce market concentration. Specifically, we found the following. First, the E-consultation market is more concentrated than the offline health care market. In other words, the E-consultation market is more of a superstar market than a long-tail one.

Second, the market served by many doctors with strong online reputations is less concentrated than the market served by many doctors with poor online reputations.

Third, the market served by many doctors with high levels of online self-representation is less concentrated than the market served by many doctors with low levels of online self-representation.
served by many doctors with low levels of online self-representation.

Comparison With Prior Work

The Impact of the Internet on Market Concentration

Many prior studies have investigated the effect of the Internet on sales concentration. One of the most frequently cited phenomena is the long-tail effect (i.e., the online market is less concentrated than the offline one). The main drivers of the long-tail effect come from both the supply side and the demand side [25]. On the supply side, as e-tailers expand, centralized warehousing allows for more offerings, thus making it possible for them to cater to more varied tastes. On the demand side, tools such as search engines, recommender software and sampling tools allow customers to find products outside of their geographic areas. The long-tail effect has been confirmed by many previous studies [1,26]. Subsequent research further distinguished the two drivers and confirmed that a significant amount of niche product consumption online is due to the direct influence of the channel on consumer behavior, not just due to selection effects from the types of consumers who decide to use an Internet channel or the types of products that consumers decide to purchase online [27]. Specifically, consumers’ use of Internet search and discovery tools, such as recommendation engines, is associated with an increase in the share of niche products [1,28,29].

Another frequently cited phenomenon is the superstar effect (i.e., the online market is more concentrated than the offline one). The superstar phenomenon emerges when a comparatively small number of participants excel, surpass others in their field, and reap much greater rewards [30]. This phenomenon has been observed in virtually all categories of human activity, for example, in sports [31], music [32], entertainment [33], word frequency [34], and science [35]. Many studies observe the superstar effect when consumers move from brick-and-mortar to Internet markets [36-38]. For example, Hendricks and Sorensen [37] found that in the online music market, the distribution of sales is substantially more skewed than it would be if consumers were more fully informed. Zhong and Michahelles [38] verified that Google Play is more of a superstar market—strongly dominated by popular hit products—than a long-tail market.

Previous studies of the impact of the Internet on market concentration mainly focus on the business context. We do not know of any studies investigating the impact of the Internet on health care market concentration. The results of this study show that the E-consultation market will be more of a superstar market than a long-tail market, revealing a “rich-getting-richer” picture. Some actions (e.g., providing user feedback, allowing doctors self-representation, the adoption of human or automated medical guidance) must be taken to reduce this undesirable outcome.

The Market Concentration in Health Care

There are previous studies on the concentration of the health care market. The most frequently investigated topic is the impact of market concentration on service prices. Previous studies reveal that higher market concentration usually leads to higher service prices [23,39,40]. For example, Dunn and Shapiro [39] found that physicians in more concentrated markets charge higher service prices; a physician in the 90th percentile of market concentration will charge 14-30% higher fees than a physician in the 10th percentile. Their estimates imply that physician consolidation has caused an approximately 8% increase in fees, on average, over the last 20 years and substantially higher increases in concentrated markets. Austin and Baker [40] found that counties with the highest average physician concentrations had prices 8-26% higher than prices in the lowest counties and concluded that physician competition is frequently associated with higher prices. However, market concentration also provides some benefits. Dunn and Shapiro [41] reveal that physician concentration has a small but statistically significant effect on service utilization. An increase in 1 standard deviation in cardiologist concentration causes a 5% increase in cardiologist service provision. Higher concentration also leads to fewer readmissions, implying potential health benefits.

Existing studies on health care market concentration are mainly conducted at the hospital level. The major reason is that most data are available at the hospital level.

E-consultation websites and historical transaction data provide a good opportunity to study market concentration at the level of individual doctors. Therefore, an important contribution of this study compared to previous studies is the unit of analysis. In addition, most previous studies are interested in the consequences of market concentration. However, we are interested in how to build a more or less concentrated health care market.

Theoretical Contributions

Our research offers several important theoretical contributions. First, this study investigates, for the first time, the important question of market concentration in the E-consultation context and compares it with the traditional offline health care market. The results indicate a superstar market rather than a long-tail market.

Second, previous studies on health care market concentration have mainly been conducted at the hospital level. Due to data limitations, very few studies have investigated the health care market concentration at the level of individual doctors. However, secondary data from an E-consultation website provided a unique opportunity to explore this important question at the individual doctor’s level.

Third, this study explores possible ways to decrease E-consultation market concentration from the information asymmetry perspective. Our findings reveal that two types of information disclosure mechanisms (i.e., user feedback-based reputation and online self-representation) help to balance the supply and demand of health care service, which results in improved market efficiency.

Limitations

This study has several limitations. First, only cross-sectional data were used in this study. Therefore, the role of intertemporal factors cannot be explored, and influences from many specific individual attributes cannot be completely eliminated. In the
future, the panel data analysis method could be incorporated. Panel analysis uses panel data to examine changes in variables over time and differences in variables between subjects. The panel data contain rich information and would allow us to control for specific indicators. If the theory we proposed is correct and the data are sufficient, the results from panel analysis should be consistent with the cross-sectional analysis.

Second, data on only three disease types and from only one website (haodf.com) were used in this study. Therefore, the results of this study may not be fully representative of all diseases and the whole E-consultation market. In the future, we will continue this research by collecting data from multiple E-consultation websites and for more disease types.

Conclusions
Our findings suggest that the E-consultation market is more concentrated than the offline market, exhibiting a superstar effect. Meanwhile, concentration can be reduced if the doctor’s signals of quality are sent properly. A market served by many doctors with strong reputations or high levels of self-representation will be less concentrated.

These findings provide significant insights for E-consultation website designers as well as for policy makers. This research reveals that user feedback and online representation are two important mechanisms that E-consultation websites should provide and encourage. A possible and important way to reduce the market concentration of E-consultation services is to accumulate enough highly rated and highly self-represented doctors.

We intend to explore how the level of market concentration varies based on different conditions in the future. For example, how does level of concentration vary based on specific type of online services (eg, diagnosis, monitoring, or intervention services)? How does level of concentration vary based on different condition types (eg, acute vs chronic, high mortality vs low mortality, rare vs common, urgency vs non-urgency)? How does level of concentration vary based on the distribution of offline medical resources? Answering these research questions may help us better understand the impact of internet on health consultation market concentration.

Acknowledgments
This research was supported by the National Natural Science Foundation of China with grants 71371005, 71471064, and 71503108.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Empirical model.

[PDF File (Adobe PDF File), 30KB - jmir_v18i10e276_app1.pdf]

Multimedia Appendix 2
Robustness check.

[PDF File (Adobe PDF File), 34KB - jmir_v18i10e276_app2.pdf]

References


33. Frank R, Cook P. The winner-take-all society: why the few at the top get so much more than the rest of us. New York: Penguin Books; 1996.


Corrigenda and Addenda

Correction of: Exploring Concordance of Patient-Reported Information on PatientsLikeMe and Medical Claims Data at the Patient Level

Gabriel S Eichler¹, PhD; Elisenda Cochin¹, BA; Jian Han², PhD; Sylvia Hu², PhD; Timothy E Vaughan¹, PhD; Paul Wicks¹, PhD; Charles Barr², MPH, MD; Jenny Devenport², PhD

¹PatientsLikeMe, Cambridge, MA, United States
²Genentech, Medical Affairs, South San Francisco, CA, United States

Corresponding Author:
Paul Wicks, PhD
PatientsLikeMe
160 Second Street
Cambridge, MA, United States
Phone: 1 6173144352
Fax: 1 8666856240
Email: pwicks@patientslikeme.com

Related Article:
Correction of: https://www.jmir.org/2016/5/e110/
doi:10.2196/jmir.6757

The authors of, “Exploring Concordance of Patient-Reported Information on PatientsLikeMe and Medical Claims Data at the Patient Level” (J Med Internet Res 2016;18(5):e110) would like to make changes in the fourth paragraph under the heading of Principal Findings in the Discussion section of the paper.

The text should read, “A larger percentage of diagnosis-unmatched patients reported having Primary Progressive MS, than those who did have a matching diagnosis (15% vs 4%, respectively).” instead of “A larger percentage of diagnosis-unmatched patients reported having primary progressive MS than those who did have a matching diagnosis (15% vs 3%, respectively).”

The second correction is in Table 1. There were missing cells that lead to the absence of a key MS subgroup, relapsing-remitting MS, with knock-on consequences for other cells in that table.

1. The value of “Age in years (SD)” was changed in the column “Consenting patients with claims match” from 47.4 (10.63) to 57.4 (10.63).

2. The value of “PLM patients with MS as primary or secondary condition (%)) was changed in the column “Consenting patients with claims match” from 391 (69.2) to 392 (69.4).

3. The row “Relapsing-remitting” was added under “MS subtype.” The values, 2,429 (61.1), 2,165 (60.8), 250 (63.8), and 14 (66.7) were added for columns “Patients invited (N=5,362),” “Patients who did not consent (N=4,759),” “Consenting patients with claims match (N=565),” and “Consenting patients with no claims match (N=36),” respectively.

4. The values for the row “Primary progressive” under “MS subtype” were changed from 2682 (67.5), 2392 (65.5), 275 (70.3), and 15 (71.4) to 253 (6.4), 227 (6.4), 25 (6.4), and 1 (4.76) in each column, respectively.

5. The values for the row “Unreported” under the “MS subtype” were changed from 676 (18.5) and 28 (7.2) to 586 (16.5) and 29 (7.4) under columns “Patients who did not consent (N=4,759)” and “Consenting patients with claims match (N=565),” respectively.

6. The percentages have also been adjusted in the “Reported MS DMT use in PML” category from 3118 (58.2), 2751 (57.8), 351 (62.1), and 16 (44.4) to 3,118 (78.4), 2,751 (77.2), 351 (90.0), and 16 (76.2) in each column, respectively.

The corrected Table 1 is as below:

<table>
<thead>
<tr>
<th>MS Subtype</th>
<th>Patients invited (N=5,362)</th>
<th>Patients who did not consent (N=4,759)</th>
<th>Consenting patients with claims match (N=565)</th>
<th>Consenting patients with no claims match (N=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relapsing-remitting</td>
<td>2,429 (61.1)</td>
<td>2,165 (60.8)</td>
<td>250 (63.8)</td>
<td>14 (66.7)</td>
</tr>
<tr>
<td>Primary progressive</td>
<td>2,682 (67.5)</td>
<td>2,392 (65.5)</td>
<td>275 (70.3)</td>
<td>15 (71.4)</td>
</tr>
<tr>
<td>Unreported</td>
<td>676 (18.5)</td>
<td>28 (7.2)</td>
<td>586 (16.5)</td>
<td>29 (7.4)</td>
</tr>
</tbody>
</table>
### Table 1. Demographic characteristics.

<table>
<thead>
<tr>
<th>Patient Characteristics(^a)</th>
<th>Patients invited(^b) (N=5,362)</th>
<th>Patients who did not consent (N=4,759)</th>
<th>Consenting patients with claims(^b) match (N=565)</th>
<th>Consenting patients with no claims match (N=36)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in yrs (SD)</strong></td>
<td>54.7 (11.53)</td>
<td>54.3 (11.60)</td>
<td>57.4 (10.63)</td>
<td>56.5 (11.02)</td>
</tr>
<tr>
<td><strong>Number of Females (%)</strong></td>
<td>3,546 (66.1)</td>
<td>3,136 (65.9)</td>
<td>385 (68.1)</td>
<td>25 (69.4)</td>
</tr>
<tr>
<td><strong>Primary condition in PLM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MS (%)</td>
<td>3,869 (72.2)</td>
<td>3,470 (72.9)</td>
<td>379 (67.1)</td>
<td>20 (55.6)</td>
</tr>
<tr>
<td>PD (%)</td>
<td>1,333 (24.9)</td>
<td>1,151 (24.2)</td>
<td>168 (29.7)</td>
<td>14 (38.9)</td>
</tr>
<tr>
<td>Other (%)</td>
<td>160 (2.9)</td>
<td>138 (2.9)</td>
<td>18 (3.2)</td>
<td>2 (5.6)</td>
</tr>
<tr>
<td><strong>Patient Reports MS or PD Diagnosed by Physician (%)</strong></td>
<td>4,512 (84.2)</td>
<td>3,934 (73.4)</td>
<td>544 (96.3)</td>
<td>34 (94.4)</td>
</tr>
<tr>
<td><strong>PLM patients with MS as primary or secondary condition (%)</strong></td>
<td>3,976 (74.2)</td>
<td>3,564 (74.9)</td>
<td>392 (69.4)</td>
<td>21 (58.3)</td>
</tr>
<tr>
<td><strong>MS subtype (% MS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relapsing-Remitting</td>
<td>2,429 (61.1)</td>
<td>2,165 (60.8)</td>
<td>250 (63.8)</td>
<td>14 (66.7)</td>
</tr>
<tr>
<td>Primary progressive</td>
<td>253 (6.4)</td>
<td>227 (6.4)</td>
<td>25 (6.4)</td>
<td>1 (4.76)</td>
</tr>
<tr>
<td>Secondary progressive</td>
<td>551 (13.9)</td>
<td>470 (13.2)</td>
<td>78 (19.9)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>Progressive relapsing</td>
<td>127 (3.2)</td>
<td>116 (3.3)</td>
<td>10 (2.6)</td>
<td>1 (4.8)</td>
</tr>
<tr>
<td>Unreported</td>
<td>616 (15.5)</td>
<td>586 (16.5)</td>
<td>29 (7.4)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td><strong>Years since MS Diagnosis(^a) (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 - ≤5 Years</td>
<td>581 (14.6)</td>
<td>524 (14.7)</td>
<td>53 (13.5)</td>
<td>4 (19.05)</td>
</tr>
<tr>
<td>&gt;5 - ≤10 Years</td>
<td>1,102 (27.7)</td>
<td>980 (27.5)</td>
<td>116 (29.6)</td>
<td>6 (28.6)</td>
</tr>
<tr>
<td>&gt;10 - ≤15 Years</td>
<td>711 (17.9)</td>
<td>619 (17.4)</td>
<td>87 (22.2)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>&gt;15 - ≤20 Years</td>
<td>408 (10.3)</td>
<td>358 (10.0)</td>
<td>48 (12.2)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>&gt;20 Years</td>
<td>566 (14.3)</td>
<td>492 (10.8)</td>
<td>71 (18.1)</td>
<td>3 (14.3)</td>
</tr>
<tr>
<td>[Not Reported]</td>
<td>609 (15.3)</td>
<td>591 (16.6)</td>
<td>17 (4.3)</td>
<td>1 (4.8)</td>
</tr>
<tr>
<td><strong>Reported MS DMT use in PLM (%)</strong></td>
<td>3,118 (78.4)</td>
<td>2,751 (77.2)</td>
<td>351 (90.0)</td>
<td>16 (76.2)</td>
</tr>
<tr>
<td><strong>Reported Insurance Type (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indian Health Service</td>
<td>1 (0.02)</td>
<td>1 (0.02)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Medicaid/ other low-income plan</td>
<td>195 (3.64)</td>
<td>165 (3.47)</td>
<td>29 (5.13)</td>
<td>1 (2.78)</td>
</tr>
<tr>
<td>Medicare</td>
<td>1023 (19.08)</td>
<td>799 (16.79)</td>
<td>209 (36.99)</td>
<td>15 (41.67)</td>
</tr>
<tr>
<td>National health service</td>
<td>7 (0.13)</td>
<td>7 (0.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other type of insurance</td>
<td>49 (0.91)</td>
<td>42 (0.88)</td>
<td>6 (1.06)</td>
<td>1 (2.78)</td>
</tr>
<tr>
<td>Private (individual plan)</td>
<td>210 (3.92)</td>
<td>183 (3.85)</td>
<td>27 (4.78)</td>
<td></td>
</tr>
<tr>
<td>Private (via employer/union)</td>
<td>1351 (25.20)</td>
<td>1141 (23.98)</td>
<td>203 (35.93)</td>
<td>7 (19.44)</td>
</tr>
<tr>
<td>TRICARE (or oth military ins)</td>
<td>55 (1.03)</td>
<td>47 (0.99)</td>
<td>7 (1.24)</td>
<td>1 (2.78)</td>
</tr>
<tr>
<td>Veteran’s Administration</td>
<td>69 (1.29)</td>
<td>54 (1.13)</td>
<td>13 (2.30)</td>
<td>2 (5.56)</td>
</tr>
<tr>
<td>No Insurance</td>
<td>87 (1.62)</td>
<td>79 (1.66)</td>
<td>6 (1.06)</td>
<td>2 (5.56)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>77 (1.44)</td>
<td>74 (1.55)</td>
<td>2 (0.35)</td>
<td>1 (2.78)</td>
</tr>
<tr>
<td>[Not Reported]</td>
<td>2238 (41.74)</td>
<td>2167 (45.53)</td>
<td>63 (11.15)</td>
<td>6 (16.67)</td>
</tr>
</tbody>
</table>

\(^a\)Source for all characteristics is PLM; all statistics reported are n (%) unless otherwise noted.

\(^b\)Two patients who were invited, consented and had at least 1 claim in the claims dataset asked to have their profiles removed from PLM and are, therefore, not represented in this analysis.
Both these alterations have been made in the online version of the paper on the JMIR website on October 27, 2016 together with publishing this correction notice. Because these were made after submission to PubMed and other full-text repositories, the correction notice has been submitted to PubMed, and the original paper has been resubmitted to PubMed Central. The corrected metadata have also been resubmitted to CrossRef.
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