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Abstract

Background: Several technologies have been proposed to support the reduction of insomnia complaints. A user-centered assessment of these technologies could provide insight into underlying factors related to treatment adherence.

Objective: Gaining insight into adherence to technology-mediated insomnia treatment as a solid base for improving those adherence rates by applying adherence-enhancing strategies.

Methods: Adherence to technology-mediated sleep products was studied in three ways. First, a meta-analysis was performed to investigate adherence rates in technology-mediated insomnia therapy. Several databases were queried for technology-mediated insomnia treatments. After inclusion and exclusion steps, data from 18 studies were retrieved and aggregated to find an average adherence rate. Next, 15 semistructured interviews about sleep-support technologies were conducted to investigate perceived adherence. Lastly, several scenarios were written about the usage of a virtual sleep coach that could support adherence rates. The scenarios were discussed in six different focus groups consisting of potential users (n=15), sleep experts (n=7), and coaches (n=9).

Results: From the meta-analysis, average treatment adherence appeared to be approximately 52% (95% CI 43%-61%) for technology-mediated insomnia treatments. This means that, on average, half of the treatment exercises were not executed, suggesting there is a substantial need for adherence and room for improvement in this area. However, the users in the interviews believed they adhered quite well to their sleep products. Users mentioned relying on personal commitment (ie, willpower) for therapy adherence. Participants of the focus groups reconfirmed their belief in the effectiveness of personal commitment, which they regarded as more effective than adherence-enhancing strategies.

Conclusions: Although adherence rates for insomnia interventions indicate extensive room for improvement, users might not consider adherence to be a problem; they believe willpower to be an effective adherence strategy. A virtual coach should be able to cope with this “adherence bias” and persuade users to accept adherence-enhancing strategies, such as reminders, compliments, and community building.

(J Med Internet Res 2015;17(9):e214) doi:10.2196/jmir.4115
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Overview

People who suffer from insomnia have difficulties with initiating sleep, maintaining sleep, or early-morning awakenings, and this sleep disturbance significantly impairs their daily functioning [1]. Having insomnia may lead to personal suffering, such as feeling tired after a night’s sleep, reduced quality of life, and vulnerability to depression [2,3]. In addition, insomnia leads to societal costs that might include reduced productivity and more sick leave from work [2,4]. A review of the literature showed that about 9% to 15% of the western adult population suffers from insomnia symptoms and the daytime consequences thereof [5].

Although the consequences of insomnia may be severe and prevalence is substantial, only a few people seek treatment [6-8]. When help is sought, insomnia is most commonly treated with pharmacotherapy [7]. However, cognitive behavioral therapy for insomnia (CBT-I) is preferable, because CBT-I is equally effective in the short term and has more beneficial long-term effects than pharmacotherapy [9-11]. Generally, CBT-I consists of weekly sessions in which the focus lies on one or more of the following exercises: sleep restriction, stimulus control, relaxation, cognitive strategies, and sleep hygiene [12].

Although CBT-I is effective, there is a lack of knowledge and accessibility regarding this type of therapy [13]. General practitioners are often not aware of the existence of CBT-I, and neither is the general public [13]. In addition, there are too few sleep therapists to help all people with insomnia [14]. In order to increase the availability and accessibility of CBT-I, Espie et al [15] suggested a stepped model with Internet-based treatment as a first option. A meta-analysis about computerized CBT-I (CCBT-I) concluded that this therapy is a moderately effective self-help intervention for insomnia [16]. Nonetheless, adherence to insomnia and other technology-mediated treatments is often mentioned as a serious problem [17-19].

The World Health Organization (WHO) recognizes the importance of adherence to health regimes in general. They stated, “Adherence is a primary determinant of the effectiveness of treatment” [20]. In agreement with the WHO statement, Gould and Clum [21] found—in their meta-analysis of self-help treatments—that better adherence to a treatment improves the treatment effectiveness. They found that the effect size was three times higher for studies that had 75% to 100% adherence than for studies with adherence rates lower than 75%. The impact of adherence on treatment outcomes therefore warrants further investigation into how we could enhance adherence within an intervention in the context of insomnia therapy.

Various authors, for example, Beun [17] and Donkin et al [18], mention that treatment adherence is a problem for cognitive behavioral therapy (CBT) in general. Reports about adherence to various Internet-based interventions show mixed results. For example, Eysenbach [19] gives a few examples in his “law of attrition” of Internet-based interventions with adherence rates ranging from 1% to 35%. Interestingly, a meta-analysis about CCBT-I reported an average adherence rate of 78% for the six studies they included [16]. However, they did not make a distinction between treatment adherence and experimental compliance, that is, the proportion of the experimental assessments, such as questionnaires, that are completed. Thus, decisive conclusions on the exact adherence rates cannot be made.

The studies in this paper are conducted in the context of the Sleepcare project [22,23], which aims at the development of a virtual sleep coach that delivers personalized, automated sleep therapy via a mobile phone. A key challenge of this e-coach is to provide therapy support in such a way that the coachees really adhere to the regimen of the personal therapy plan. In this paper, we use the generic term coachee—instead of client, patient, user, etc—to refer to both patients and nonpatients who seek help to address their health issues. The first step in the development of a virtual sleep coach that meets this adherence challenge is the analysis of current adherence rates, current adherence-enhancing strategies, and coachees’ willingness to accept those strategies. Therefore, we conducted a meta-analysis about adherence rates in technology-mediated sleep interventions; interviewed coachees about their adherence to existing sleep-supporting technology; and discussed adherence-enhancing strategies in a to-be-developed virtual sleep coach among focus groups with potential users, sleep experts, and coaches. This complementary analysis approach provided new insights on how a virtual coach can support coachees to adhere to sleep therapy (ie, the needs and constraints).

Study I: Meta-Analysis Adherence Rates

In order to determine whether a certain outcome is related to a treatment, adherence rates must be measured. Otherwise, it cannot be claimed that the outcome was caused by the intervention [21]. Capturing adherence data is relatively easy in technology-mediated interventions [18]. However, as there is currently no standard adherence measure [18,24,25], various measures are used. A review [18] of adherence in e-therapies found the following adherence measures: number of log-ins, completed modules, number of visits/posts to a forum, pages viewed/printed, and self-reported measures. Other measures that have been suggested are the usage time of the technology [26] and reports by a spouse or related others [24]. Different measures have different advantages and disadvantages. For example, time spent using the technology is an objective measure. However, time spent is presumably influenced by cognitive ability, reading speed, familiarity with the technology, etc [18]. Therefore, time spent does not necessarily represent treatment adherence. Moreover, there is a difference in passively using material (ie, reading, listening, watching) and actively applying this material (ie, performing the exercises) [21].

First, it is important to distinguish between at least two concepts: treatment adherence and experiment compliance. Treatment adherence refers to the extent a coachee processes and applies the content of the treatment (as provided by the coach), whereas experiment compliance refers to the coachees’ completion of the experimental assessments. Other researchers have also made this distinction. For example, Christensen and colleagues [26] respectively use the terms adherence (experience content) and
dropout (research trial protocol), whereas Hebert and colleagues [27] respectively call it nonusage attrition and study attrition. Treatment adherence and experiment compliance might be related, but to our knowledge no information about this relationship has been reported in the literature.

**Study II: User Adherence to Existing Sleep-Supporting Technology**

After analyzing reported adherence rates to technology-mediated sleep treatment in the literature, the next step was to study coachees’ reasons why they do or do not adhere to technology-mediated sleep interventions. To do so, interviews were conducted with people who (had) used a sleep product. The first step was to identify a sample of technology-mediated sleep products. The most familiar sleep product is probably the alarm clock. Besides alarms, there are many other sleep-supporting technologies on the market. For example, relaxation-supporting technologies, sleep-measuring apps and devices, and computerized therapies.

**Study III: Focus Group Discussions—The Envisioned Sleep Coach**

A limitation of the interviews from Study II, as will be discussed in more detail in the Results section, was that they were restricted to existing products, and did not include reflections on what might technically be possible regarding adherence-enhancing strategies. During the interviews, it also proved to be difficult for participants to think of additional functionality that could improve their adherence. To address the limitations of the interviews, focus groups were organized to discuss adherence-enhancing strategies of a to-be-developed sleep coach. The aim of study III was to gain insight into coachees’ attitudes and beliefs toward these adherence-enhancing strategies, for which focus groups are particularly suited [28].

**Methods**

**Study I**

**Overview**

The meta-analysis was primarily performed to answer the question "How well do coachees adhere to technology-mediated insomnia interventions and diagnostic tools?" and, secondly, to answer the question "How does adherence relate to treatment outcome?" Various databases were queried—Web of Science, Scopus, PubMed, and PsychINFO—on July 8 and 14, 2014, to find studies that investigate insomnia regimes mediated by technology. The used query was: *insomnia* and *Internet-treatment*, *Internet-delivered*, *Internet-administered*, *Internet intervention*, *computerize*, *online treatment*, *Web application*, *Web-based*, *virtual*, *virtual reality*, *mass media intervention*, *smartphone*, *mobile phone*, *mobile technology*, *text message*, *handheld*, or *PDA* (personal digital assistant). In addition, the references from recent meta-analyses, and systematic reviews on self-help and computerized insomnia therapy [16,29,30] were screened for potentially relevant publications. Together, this resulted in 448 unique papers of which the abstracts were read and examined (by the first author, CH) for meeting the following exclusion criteria: no main focus on insomnia, no technology involved, treatment that does not include assignments at home, no experiment, or targeted at children. Studies on children were excluded because children’s sleep problems often differ from those of adults. Besides, children’s bedtimes are partly controlled by the parents. Therefore, interventions targeted at children have other characteristics than interventions for adults and were excluded. A total of 56 papers were read completely and the inclusion of those papers was discussed between the first and second author (CH and JL).

**Figure 1** shows the flow diagram for inclusion and exclusion criteria, resulting in 21 papers from which data was retrieved. Due to a lack of reported adherence data in 3 of the papers, only 18 papers were used in the analysis. The papers selected for this meta-analysis can be found in Multimedia Appendix 1.

**Description of Included Studies**

Of the 18 included studies in this meta-analysis, 12 studies (67%) focused on CBT-I (Table 1 and Table 2). Oosterhuis and Klip [31] and Rybarczyk and colleagues [32] did include most of the CBT-I exercises in their intervention. Out of the 18 studies, 2 (11%) focused on sleep tracking by using an active sleep sampling device. The active sleep sampling device used by Riley and colleagues [33] mainly supported sleep restriction and stimulus control. The other standard CBT-I exercises were explained in an additional manual. Lawson and colleagues [34] used an active sleep sampling device inspired by Riley’s device. They developed an active sleep sampling mobile phone app which focused on sleep tracking, but did not include the other CBT-I components. Lipschitz and colleagues [35] also developed a mobile phone app, offering sleep-focused, mind-body bridging exercises. The most important assumption of mind-body bridging for sleep is that the mind needs to be rested to sleep well. Haimov and Shatil [36] studied whether providing cognitive training, such as a memory game, affects sleep.
Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>First author</th>
<th>Condition</th>
<th>Number of people</th>
<th>Number of females/males</th>
<th>Mean age</th>
<th>Sleep problem severity, measure, score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oosterhuis [31]</td>
<td>Intervention</td>
<td>400</td>
<td>63% female</td>
<td>55</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Rybarczak [32]</td>
<td>Intervention</td>
<td>14</td>
<td>22/16</td>
<td>68</td>
<td>PSQI&lt;sup&gt;b&lt;/sup&gt;, 9.5</td>
</tr>
<tr>
<td></td>
<td>CBT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>11</td>
<td></td>
<td></td>
<td>PSQI, 11.9</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>13</td>
<td></td>
<td></td>
<td>PSQI, 9.9</td>
</tr>
<tr>
<td>Ström [37]</td>
<td>Intervention</td>
<td>54</td>
<td>71/38</td>
<td>44</td>
<td>ISI&lt;sup&gt;d&lt;/sup&gt;, 18.08</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>55</td>
<td></td>
<td></td>
<td>ISI, 18.11</td>
</tr>
<tr>
<td>Suzuki [38]</td>
<td>Intervention</td>
<td>21</td>
<td>16/25</td>
<td>40</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ritterband [39]</td>
<td>Intervention</td>
<td>22</td>
<td>34/10</td>
<td>N/A</td>
<td>ISI, ≥8</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>23</td>
<td></td>
<td></td>
<td>ISI, ≥8</td>
</tr>
<tr>
<td>Van Straten [40]</td>
<td>Intervention</td>
<td>126</td>
<td>163/84</td>
<td>52</td>
<td>72% rated SQ&lt;sup&gt;f&lt;/sup&gt;≤6/10</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>121</td>
<td></td>
<td></td>
<td>68% rated SQ≤6/10</td>
</tr>
<tr>
<td>Vincent [41]</td>
<td>Intervention</td>
<td>59</td>
<td>79/39</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riley [33]</td>
<td>Intervention 1</td>
<td>24</td>
<td>52/38</td>
<td>49</td>
<td>ISI, 8-14 (25 people)</td>
</tr>
<tr>
<td></td>
<td>Intervention 2</td>
<td>33</td>
<td></td>
<td></td>
<td>ISI, 15-21 (53 people)</td>
</tr>
<tr>
<td></td>
<td>SMMT&lt;sup&gt;g&lt;/sup&gt;</td>
<td>33</td>
<td></td>
<td></td>
<td>ISI, 22-28 (12 people)</td>
</tr>
<tr>
<td>Lancee [42]</td>
<td>CCBT-I&lt;sup&gt;h&lt;/sup&gt;</td>
<td>216</td>
<td>520/103</td>
<td>52</td>
<td>Sleep-50, ≥19</td>
</tr>
<tr>
<td></td>
<td>CBT-I</td>
<td>202</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>205</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ritterband [43]</td>
<td>Intervention</td>
<td>14</td>
<td>24/4</td>
<td>57</td>
<td>ISI, 17.1</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>14</td>
<td></td>
<td></td>
<td>ISI, 15.9</td>
</tr>
<tr>
<td>Espie [15]</td>
<td>Intervention</td>
<td>55</td>
<td>120/44</td>
<td>49</td>
<td>Met DSM-5&lt;sup&gt;i&lt;/sup&gt; criteria</td>
</tr>
<tr>
<td></td>
<td>TAT&lt;sup&gt;j&lt;/sup&gt;</td>
<td>54</td>
<td></td>
<td></td>
<td>Met DSM-5 criteria</td>
</tr>
<tr>
<td></td>
<td>IRT&lt;sup&gt;k&lt;/sup&gt;</td>
<td>55</td>
<td></td>
<td></td>
<td>Met DSM-5 criteria</td>
</tr>
<tr>
<td>Haimov [36]</td>
<td>Cognitive training (CogniFit)</td>
<td>34</td>
<td>29/22</td>
<td>72</td>
<td>Met AASM&lt;sup&gt;l&lt;/sup&gt; criteria</td>
</tr>
<tr>
<td></td>
<td>Active control&lt;sup&gt;m&lt;/sup&gt;</td>
<td>17</td>
<td></td>
<td></td>
<td>Met AASM criteria</td>
</tr>
<tr>
<td>Lancee [44]</td>
<td>Low depression</td>
<td>198</td>
<td>316/163</td>
<td>47</td>
<td>ISI, 16.73</td>
</tr>
<tr>
<td></td>
<td>Mild depression</td>
<td>182</td>
<td></td>
<td></td>
<td>ISI, 18.63</td>
</tr>
<tr>
<td></td>
<td>High depression</td>
<td>99</td>
<td></td>
<td></td>
<td>ISI, 20.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average ISI, 18.72</td>
</tr>
<tr>
<td>Lancee [45]</td>
<td>With support</td>
<td>129</td>
<td>197/65</td>
<td>48</td>
<td>ISI, 16.95</td>
</tr>
<tr>
<td></td>
<td>Without support</td>
<td>133</td>
<td></td>
<td></td>
<td>ISI, 17.32</td>
</tr>
<tr>
<td>Lawson [34]</td>
<td>Intervention</td>
<td>36</td>
<td>21/5</td>
<td>34</td>
<td>N/A</td>
</tr>
<tr>
<td>Van Straten [46]</td>
<td>Intervention</td>
<td>59</td>
<td>83/35</td>
<td>49</td>
<td>PSQI, 12.4</td>
</tr>
<tr>
<td></td>
<td>Waiting list</td>
<td>59</td>
<td></td>
<td></td>
<td>PSQI, 11.7</td>
</tr>
<tr>
<td>Holmqvist [47]</td>
<td>Intervention</td>
<td>39</td>
<td>55/18</td>
<td>N/A</td>
<td>ISI, 18.72</td>
</tr>
<tr>
<td></td>
<td>CBT-I</td>
<td>34</td>
<td></td>
<td></td>
<td>ISI, 18.50</td>
</tr>
<tr>
<td>Lipschitz [35]</td>
<td>Intervention</td>
<td>37</td>
<td>27/10</td>
<td>37</td>
<td>ISI, 7.24</td>
</tr>
</tbody>
</table>
Not applicable (N/A)
Pittsburgh Sleep Quality Index (PSQI)
Cognitive behavioral therapy (CBT)
Insomnia Severity Index (ISI)
Sleep quality (SQ)
Self-monitoring minimal treatment (SMMT)
Computerized cognitive behavioral therapy for insomnia (CCBT-I)
Cognitive behavioral therapy for insomnia (CBT-I)
Diagnostic and Statistical Manual of Mental Disorders, 5th Edition (DSM-5)
Treatment as usual (TAU)
Imagery relief therapy (placebo) (IRT)
American Academy of Sleep Medicine (AASM)
Active control consisted of word and paint training

Figure 1. Inclusion and exclusion criteria for papers in the meta-analysis.

Records identified through database search (n=912) ➔ Records identified via other meta-analyses (n=36) ➔ Records after duplicates removed (n=448) ➔ Records screened on abstract (n=392) ➔ Full-text assessment (n=56) ➔ Studies satisfying the inclusion criteria (n=21) ➔ Studies included in the meta-analysis (n=18)

Excluded in total (n=419)
- focus on other health issues (n=238)
- focus on sleep or insomnia in general (n=99)
- other insomnia treatments (no technology, no home-assignments, drug use) (n=53)
- no experiment, e.g. design guidelines (n=35)
- targeted on children (n=2)
Table 2. Description of included studies.

<table>
<thead>
<tr>
<th>First author</th>
<th>Intervention</th>
<th>Delivery</th>
<th>Treatment length</th>
<th>Follow-up length</th>
<th>Post&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Follow-up&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Adherence measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oosterhuis [31]</td>
<td>SE&lt;sup&gt;c&lt;/sup&gt;, SH&lt;sup&gt;d&lt;/sup&gt;, CTh&lt;sup&gt;e&lt;/sup&gt;, RX&lt;sup&gt;f&lt;/sup&gt;</td>
<td>TV&lt;sup&gt;g&lt;/sup&gt;</td>
<td>8 weeks</td>
<td>4.5 months</td>
<td>Q&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Q</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>Rybarczyk [32]</td>
<td>RX&lt;sup&gt;c&lt;/sup&gt;, SC&lt;sup&gt;j&lt;/sup&gt;, SR&lt;sup&gt;k&lt;/sup&gt;, CTh, SH</td>
<td>Audiotape</td>
<td>6 weeks</td>
<td>4 months</td>
<td>Q&amp;D&lt;sup&gt;l&lt;/sup&gt;</td>
<td>Q&amp;D</td>
<td>N/A</td>
</tr>
<tr>
<td>Ström [37]</td>
<td>CBT-I&lt;sup&gt;m&lt;/sup&gt;</td>
<td>Internet</td>
<td>5 weeks</td>
<td>9 months</td>
<td>Q&amp;D</td>
<td>D</td>
<td>N/A</td>
</tr>
<tr>
<td>Suzuki [38]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>2 weeks</td>
<td>3 weeks</td>
<td>Q</td>
<td>Q</td>
<td>N/A</td>
</tr>
<tr>
<td>Ritterband [39]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>9 weeks</td>
<td>6 months</td>
<td>Q&amp;D</td>
<td>Q</td>
<td>N/A</td>
</tr>
<tr>
<td>Van Straten [40]</td>
<td>CBT-I</td>
<td>TV</td>
<td>6 weeks</td>
<td>None</td>
<td>Q&amp;D</td>
<td>N/A</td>
<td>Self-report</td>
</tr>
<tr>
<td>Vincent [41]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>5 weeks</td>
<td>4 weeks</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>Self-report</td>
</tr>
<tr>
<td>Riley [33]</td>
<td>ASS&lt;sup&gt;n&lt;/sup&gt;/CBT-I</td>
<td>Device</td>
<td>6 weeks</td>
<td>6 weeks</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>N/A</td>
</tr>
<tr>
<td>Lancee [42]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>4 weeks</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>Self-report</td>
</tr>
<tr>
<td>Ritterband [43]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6-9 weeks</td>
<td>None</td>
<td>Q&amp;D</td>
<td>N/A</td>
<td>Log</td>
</tr>
<tr>
<td>Espie [15]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>8 weeks</td>
<td>N/A</td>
<td>Q&amp;D</td>
<td>Log</td>
</tr>
<tr>
<td>Haimov [36]</td>
<td>CTr&lt;sup&gt;c&lt;/sup&gt;</td>
<td>PC&lt;sup&gt;p&lt;/sup&gt;</td>
<td>8 weeks</td>
<td>None</td>
<td>Q&amp;D</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Lancee [44]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>4 weeks</td>
<td>N/A</td>
<td>Q&amp;D</td>
<td>Self-report</td>
</tr>
<tr>
<td>Lancee [45]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>6 months</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>Log</td>
</tr>
<tr>
<td>Lawson [34]</td>
<td>ASS</td>
<td>App&lt;sup&gt;q&lt;/sup&gt;</td>
<td>7 days</td>
<td>None</td>
<td>Q</td>
<td>N/A</td>
<td>Log</td>
</tr>
<tr>
<td>Van Straten [46]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>3 months</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>Log</td>
</tr>
<tr>
<td>Holmqvist [47]</td>
<td>CBT-I</td>
<td>Internet</td>
<td>6 weeks</td>
<td>8 weeks</td>
<td>Q&amp;D</td>
<td>Q&amp;D</td>
<td>N/A</td>
</tr>
<tr>
<td>Lipschitz [35]</td>
<td>MBB&lt;sup&gt;r&lt;/sup&gt;</td>
<td>Internet</td>
<td>3 days</td>
<td>1 week</td>
<td>Q</td>
<td>Q</td>
<td>Self-report</td>
</tr>
</tbody>
</table>

<sup>a</sup>Postintervention measurement instrument  
<sup>b</sup>Follow-up measurement instrument  
<sup>c</sup>Sleep education (SE)  
<sup>d</sup>Sleep hygiene (SH)  
<sup>e</sup>Cognitive therapy (CTh)  
<sup>f</sup>Relaxation (RX)  
<sup>g</sup>Television (TV)  
<sup>h</sup>Questionnaire (Q)  
<sup>i</sup>Not applicable (N/A)  
<sup>j</sup>Stimulus control (SC)  
<sup>k</sup>Sleep restriction (SR)  
<sup>l</sup>Sleep diary (D)  
<sup>m</sup>Cognitive behavioural therapy for insomnia (CBT-I)  
<sup>n</sup>Active sleep sampling (ASS) device  
<sup,o</sup>Cognitive training (CTr) (CogniFit)  
<sup>p</sup>Personal computer (PC)  
<sup>q</sup>Mobile phone app (app)  
<sup>r</sup>Mind-body bridging (MBB)  

Study II

Participant Selection

In order to establish a purposive sample of users across sleep products, various sleep products were categorized. Based on their background knowledge and a media scan, the authors generated a list of 54 technologies over the course of a few months. This composed list was supplemented with apps because the goal of the Sleepcare project is to design a virtual sleep coach on a mobile phone. The first 25 Android apps and 25 iPhone apps found in Google Play and the iTunes store with the search word "sleep" on November 19, 2012, were added to the product list. A total of 7 apps were unrelated to sleep—3 games, 2 hypnosis apps, 1 unlock, 1 music timer—and were therefore discarded, resulting in a list of 97 sleep products. The categorization made in this paper aims to be simple and
Sleep products were categorized based on their goal and the medium used. Figure 2 shows the distribution of the products across the two dimensions: goal and medium. The size of the bubbles shows how many products belong to the intersections of the categories.

After identifying the categories of existing sleep products, the next step was to learn more about the users’ usage and adherence to the sleep products. Interviews were conducted with people who used a sleep product in each of the largest product-medium combinations (eg, apps that help people fall asleep).

Participants
People registered as participants at the Sleepcare project website [48] were invited to participate in the interviews if they had ever used a technology-mediated sleep product. In addition, two sleep therapists were asked to invite people who used sleep coaching products, as none of the respondents to the call used a sleep coaching product. A total of 15 Dutch persons agreed to be interviewed—6 (40%) females and 9 (60%) males—their ages ranging from 22 to 65 years (mean 37.5, SD 14.8). The mean Pittsburgh Sleep Quality Index (PSQI) [49] score was 8.0 (SD 4.0), with 12 out of the 15 (80%) interviewees having a score above 5, which is the threshold for poor sleep quality classification.

Analyses
The first author (CH) performed the data analysis following the phases of thematic analysis as described by Braun and Clarke [51]. The first author familiarized herself with the data (phase 1) by conducting and transcribing the interviews, and reading the transcripts. While reading, the initial codes were generated bottom-up (phase 2). The first author coded the transcriptions and iteratively generated hierarchical codes and themes (phase 3). Short summaries of the codes and themes related to adherence were written down. The first and last author (CH and WB, respectively) discussed these summaries (phase 4) to form three final adherence-related categories (phase 5). In addition, an independent researcher applied the coding scheme to one of the interviews in order to minimize the threats to confirmability (known as objectivity in quantitative research). The independent coder confirmed the applicability and usefulness of the codes.

Study III
Overview
The envisioned coach would use different adherence-enhancing strategies during the entire coaching process. For example, different roles (eg, motivator and educator) could be played by different virtual characters to increase the effect of the to-be-developed sleep coach (ie, split-persona effect) [52]. Around 25 strategies were allocated to the coach ranging from strategies involving others (eg, peers or family members), helping with planning (eg, setting goals and making

Figure 2. A graph showing the relationship between the goal of sleep products and the medium used. The size of each bubble indicates how many products of the 97 identified sleep products belong to that category.
commitments), and gaming strategies (eg, earning points and taking a quiz). These adherence-enhancing strategies were scripted explicitly in the scenarios in order to discuss them in the focus groups.

Materials
A total of 12 scenarios and 72 claims (see Multimedia Appendices 2 and 3) were written to evaluate the adherence-enhancing strategies. Scenarios consisted of stories about people and their activities, goals, and motivations regarding a system [53]. Claims stated important design decisions (eg, about the adherence-enhancing strategies) that needed to be evaluated in the focus group. Furthermore, three fictitious people varying in age, gender, family situation, and readiness-to-change were created to act in the scenarios (see Multimedia Appendix 4 for these personas).

Procedure and Participants
The scenarios and claims were discussed in six focus groups to evaluate the adherence-enhancing strategies. Two groups consisted of potential users, two groups consisted of coaches, and a further two groups consisted of sleep experts. Demographics of the Dutch participants can be found in Table 3. Each session lasted 2 hours and included a general introduction, an introduction round of the participants, and approximately four animated videos that represented the different scenarios. After watching one video, the participants were asked to individually rate their agreement with the claims on a 7-point Likert scale. Subsequently, participants were asked in turn to react to the claims and discuss their ideas. The sessions were videotaped for later analysis. The study was approved by the Human Research Ethics Committee of Delft University of Technology.

Analyses
The analysis was an iterative process of developing codes and themes in line with thematic analysis [51]. For that, the videotapes of the sessions were transcribed and summarized by the first author (CH). During that recapitulation, several codes emerged and an initial coding scheme of 12 codes was created. The first author coded the summaries according to this scheme. Additionally, a second coder, independent of the project, coded a sample of the summaries—48 of the 86 claims (56%). The second coder suggested eight additional codes. The two coders came together to discuss the coding scheme and agreed on a new scheme of 15 codes. The coding was improved (with this new scheme) by both coders, and within the sample a Cohen’s kappa of .80 was reached. Next, the first author wrote short resumes per theme, making use of quotes.

Table 3. Demographics of the participants per focus group.

<table>
<thead>
<tr>
<th>Focus groups</th>
<th>Participants, n (% female)</th>
<th>Age in years, mean, (SD)</th>
<th>Number of participants with a PSQI&gt;5, n (%)</th>
<th>Expertise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential users 1</td>
<td>8 (38)</td>
<td>35 (12)</td>
<td>3 (38)</td>
<td>N/A</td>
</tr>
<tr>
<td>Potential users 2</td>
<td>7 (71)</td>
<td>48 (9)</td>
<td>5 (71)</td>
<td>N/A</td>
</tr>
<tr>
<td>Coaches 1</td>
<td>4 (75)</td>
<td>51 (8)</td>
<td>N/A</td>
<td>4 coaches (relationships, lifestyle, didactical)</td>
</tr>
<tr>
<td>Coaches 2</td>
<td>5 (80)</td>
<td>50 (6)</td>
<td>N/A</td>
<td>4 coaches (lifestyle, career), 1 psychologist</td>
</tr>
<tr>
<td>Sleep experts 1</td>
<td>3 (67)</td>
<td>50 (18)</td>
<td>N/A</td>
<td>1 psychologist, 1 therapist, 1 doctor</td>
</tr>
<tr>
<td>Sleep experts 2</td>
<td>4 (75)</td>
<td>47 (14)</td>
<td>N/A</td>
<td>3 researchers, 1 psychologist</td>
</tr>
</tbody>
</table>

aPittsburgh Sleep Quality Index (PSQI).
bNot applicable (N/A).

Results

Study I
All analyses were completed with the Comprehensive Meta-Analysis statistical package, version 3, and were based on the random-effects model. In the analyses, a distinction was made between experimental compliance and treatment adherence. All studies reported experimental compliance, and most of them (10) also reported treatment adherence (see Table 1 and Table 2). Experimental compliance was typically determined based on the completion of questionnaires and sleep diaries that were part of the study protocol; for more information see Multimedia Appendix 5. Immediately after the intervention (ie, postmeasures), the experimental compliance for questionnaires was 78% (95% CI 70%-85%), and for sleep diaries 71% (95% CI 65%-77%). At the follow-up assessments, experimental compliance to questionnaires was 72% (95% CI 69%-76%), while for diaries it was 58% (95% CI 52%-64%). These aggregated numbers are displayed in Figure 3. In Multimedia Appendix 6, individual numbers per study, aggregated rates, heterogeneity statistics, and publication bias tests can be found. Generally, the analyses indicated a substantial heterogeneity in the data, which supports the choice for a random-effects model. The shapes of the funnel plots and the Egger test did not suggest a significant publication bias.

Treatment adherence was reported in various ways, which can roughly be classified into two groups, namely self-reports and logs. Self-reports refer to questions in which participants were
asked how well they adhered to the exercises. The five studies that used self-reports found that 41% (95% CI 36%-46%) of the participants met the adherence criteria set in that study. Logs refer to reports that show how many sessions were completed. A total of 5 studies used logs and found that 64% (95% CI 44%-79%) of the participants completed all sessions. If these two kinds of measures are taken together, an average treatment adherence of 52% (95% CI 43%-61%) is reached with reported adherence ranging from 28% [34] to 100% [35] across the 10 studies.

In Figure 3 the compliance and adherence rates and their 95% confidence intervals are shown; as can be seen, the self-reported treatment adherence is significantly different from the experimental compliance rates (nonoverlapping confidence intervals). Furthermore, two meta-regressions were run with studies that reported both experimental compliance and treatment adherence in order to discover a possible relationship between these two measures (experimental compliance and treatment adherence): one meta-regression with experimental compliance to postquestionnaires as the explanatory variable and logged treatment adherence as the outcome variable; and the other meta-regression with experimental compliance to follow-up questionnaires as the explanatory variable and self-reported treatment adherence as the outcome variable. These variables were chosen because most data were available for these combinations of variables. Both analyses did not reveal significant relationships between experimental compliance and treatment adherence (both had $P > .05$).

Lastly, the relationship between treatment adherence and the effect size of the individual treatments was explored. Multimedia Appendix 6, Figure 4, and Table 4 show the results of the meta-regression analysis. The analysis revealed a significant model ($Q_{model}=5.05$, $df=1$, $P = .03$), with a coefficient of 0.79 ($Z = 2.25$, $P = .03$) for adherence. In other words, treatment adherence and treatment effect are positively correlated. For example, if adherence increases with 0.30 (30%), this would coincide with a 0.24 increase in effect size (Hedge’s g) of the treatment, which is an increase of a small effect size of 0.20. The analysis also found that 75.4% ($I^2 = 75.4$, $Q=48.87$, $df=12$) of the total variance in effect size could be explained by the variation between the studies. Of this 75.4%, 40% ($R^2 = .407$, $T^2_{total} = .059$, $T^2_{unexplained} = .035$) could be explained by treatment adherence.

![Figure 3](http://www.jmir.org/2015/9/e214/) Mean compliance and adherence rates and their 95% CIs. post: posttreatment measurement; follow: follow-up measurement; Qs: questionnaires; Ds: diaries; self-report: self-reported adherence with questions; logs: automatically logged behavior.

<table>
<thead>
<tr>
<th>Statistics meta-regression</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>95% CI</th>
<th>Z</th>
<th>$P$ (2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.74</td>
<td>0.20</td>
<td>0.35-1.13</td>
<td>3.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adherence</td>
<td>0.79</td>
<td>0.35</td>
<td>0.10-1.47</td>
<td>2.25</td>
<td>.03</td>
</tr>
</tbody>
</table>

Table 4. Statistics of the meta-regression of adherence and effect size of the individual treatments.
Figure 4. Meta-regression of adherence on effect size of treatments. The circles represent the individual studies [15-46]. The circle size indicates the weight of the study. The effect size is given in standard difference in means.

Study II

Overview

The three main categories related to adherence are usage, effectiveness, and adherence (see Textbox 1).
Textbox 1. Main themes mentioned by participants in the interviews.

### Usage
- **Intention**
  - Two reasons for usage
    - Overcome sleep problems
    - Interest in the product
- **When used**
  - Sleep trackers, alarms, relaxation: used in the evenings
  - Sleep coaches: varying usage times

### Effectiveness
- **Per product type**
  - Therapy-related products: no noticeable effect
  - Alarms: ambiguous effect, wake-up is okay, but not waking up better

### Adherence
- **Keep using**
  - Therapy-related products: personal attitude
  - Consumer products: need functionality
- **Not using**
  - Consumer products
    - No need for functionality (anymore)
    - Product does not work
    - Forget to use product

---

**Usage**

Two initial reasons for using a product emerged from the interviews. First, all interviewees used the product to overcome some of their sleeping troubles. Interviewees wanted to wake up better, initiate or maintain sleep, and/or increase insight into their sleep. Second, some interviewees used a product because they thought the product in itself was interesting. Above all, this holds for the sleep-tracking apps. Most products—alarms, automatic sleep trackers, and relaxation support—were used in the evening before going to sleep. Most of those products, however, were not used on the weekend. Sleep coach usage varied, depending on the kind of assignments included in the product (eg, diary, relaxation, sleep hygiene exercise, bedtime scheduling).

Participants’ quotes regarding reasons to start using sleep products were as follows (translated from Dutch):

- *The reason was that in my opinion I was awake too often, and too long. I could not fall asleep anymore.* [Interview #11, online sleep therapy]
- *Friends of mine had the app and I wanted to try it as well.* [Interview #4, sleep tracking app]

Participants’ quotes regarding usage of sleep products were as follows (translated from Dutch):

- *I turn it on in the evening when I am lying in bed and want to go to sleep* [Interview #1, relaxation app]
- *Every day I needed to get up I used it, but on the weekends, for example, when I don’t need to get up I didn’t do anything with the app.* [Interview #7, sleep tracking app]
- *Actually, I did it whenever it suited me [about filling in a sleep diary].* [Interview #10, online sleep therapy]

---

**Effectiveness**

One of the initial arguments for using a product was to overcome some kind of sleeping problem. However, the online sleep therapies were not perceived as having an effect on the interviewees’ sleep problems. Additionally, interviewees mentioned that it was hard to determine if the therapy improved sleep in the long term because they tried several things. Nevertheless, most interviewees took some advice that worked for them and continued applying it. Furthermore, sleep tracking apps as well as online sleep coaches provided the interviewees with more insight into their sleep and habits. Products that wake interviewees up (ie, smart alarm apps and wake-up lights) were
assessed ambiguously. Both types of products did what was expected of them, namely wake the interviewee up. However, the effect of waking up better with the product was doubted. Moreover, smart alarms did not seem to fit into interviewees’ daily lives (see quote below from interview #4, sleep tracking app).

Participants’ quotes regarding the effectiveness of sleep products were as follows (translated from Dutch):

- The goal to sleep better was not reached [Interview #12, online sleep intervention]
- I have no clue if it helped, because it is going better at the moment, but I did other things in that same time period. [Interview #10, online sleep therapy]
- Also getting out of bed when I am awake for more than 30 minutes. The advice has helped, yes. [Interview #10, online sleep therapy]
- It measures the sleep debt that you are building up, that was effective. [Interview #6, sleep tracking app]
- It did what it supposed to do, wake me up. [Interview #7, sleep tracking app]
- Still not very well, but it became a little bit better, a little bit more pleasant [Interview #5, sunrise alarm]
- Problem of the app [smart alarm] is that you do not know what time you will wake up exactly. If I have an appointment somewhere I need an hour to get ready. If you do not know how late your alarm will go, it is hard to plan. [Interview #4, sleep tracking app]

Adherence

In general, interviewees perceived their own usage as sufficient. Interviewees especially perceived their own personal attitude, beliefs, and willpower as important for adherence. These personal characteristics were regarded as particularly important for adherence to therapy-related products. The usage of consumer products (eg, an alarm clock) was continued, because the interviewees needed the functionality. The main arguments for not using a consumer product were (1) no perceived need for the product, (2) a perceived lack of effectiveness, and (3) the interviewee forgot to use the product.

Participants’ quotes regarding the satisfaction about adherence of sleep products were as follows (translated from Dutch):

- It went well. I cannot remember not doing the exercises. [Interview #13, online sleep therapy]
- [about doing the exercises everyday] Well, that went ok. [Interview #10, online sleep therapy]
- I use it 3 or 4 times a week, depending on my needs. [Interview #1, relaxation app]

Participants’ quotes regarding the effect of personal attitude, beliefs, and willpower on adherence of sleep products were as follows (translated from Dutch):

- I tried to keep myself to it as much as possible, and of course I missed a day now and then, but I tried really hard [Interview #10, online sleep therapy]
- You cannot just resign and accept your sleep problem. [Interview #10, online sleep therapy]
- I was really motivated, so that makes a difference. [Interview #10, online sleep therapy]
- [What dragged you through it?] My will. I intended to do it. I started it and I wanted to get a grip on my sleep problem, so I had to follow through. [So your own determination?] Yes, without discipline you will not succeed. [Interview #11, online sleep therapy]
- I felt like, I started it, so I should finish it. [Interview #12, online sleep intervention]
- You have to be serious about it. It is a therapy that you really have to complete, otherwise it will not have an effect. So, you have to believe in it. [Interview #13, online sleep therapy]
- If you do not recognize the need to change, you should not start it. [Interview #13, online sleep therapy]

Participants’ quotes regarding reasons for using and not using sleep products were as follows (translated from Dutch):

- You have to set an alarm, anyway. [Interview #6, sleep tracking app]
- During the holidays there is no need for an alarm. [Interview #5, sunrise alarm]
- I did not have the impression that the app could change my sleeping pattern. [Interview #6, sleep tracking app]
- I simply forgot it. [Interview #4, sleep tracking app]

Study III

Overview

The most obvious emerging themes in the focus groups were users in control and doing it for your own sake. In general, participants believed in the personal strengths and willpower of users to adhere to the proposed sleep coach. Furthermore, the adherence-enhancing strategies and motivation were discussed. See Textbox 2 for an overview of the results.
Textbox 2. Main themes mentioned in the focus groups with potential users, coaches, and sleep experts.

Users being in control
- Control increases commitment and motivation

Doing it for own sake
- Phrase that was strongly believed in was "I do it for my own sake"

Motivation: three conflicting ideas
- If coach is downloaded, then the user is motivated
- Downloading does not imply motivated usage
- Motivation can arise while using

Adherence-enhancing strategies
- Awarding points for progress
  - Not seen as appropriate for sleep coach; however, awarding points can work against own expectations
- Giving compliments
  - Not too often, not for nonsignificant actions
  - Should contain context, and vary over time
- Providing reminders
  - Should not be necessary; however, they are practical
  - Reminders are perceived as positive when set by the users
- Provide rationale: two types of people
  - Type 1: first experience exercise, then explanation
  - Type 2: first explanation, then perform exercise
- I am not the only one
  - Provide a forum, stories from others, amount of app users, statistics

Users in Control
Potential users, coaches, and sleep experts agreed that the users should be in control. Different arguments were given. The coaches and sleep experts mainly argued that giving the user more control increases commitment and motivation. The potential users argued that they use the sleep coach for their own sake, so they want to be in control themselves. Another argument was that not being in control could lead to irritation. Aspects that participants believed the users should be able to control were the following: reminders, amount of information given by the app, scheduling exercises, decisions about motivation level, sharing therapy progress, sharing the outcome of questionnaires, and parameters shown in sleep diary overview.

Doing it for Your Own Sake
The other interesting theme was doing it for your own sake. In one scenario, there was an example exercise which entails making a list of people who can help you. In general, this exercise met resistance by the potential users. The idea that you have to solve your problems yourself was dominant. Users would feel ashamed to ask for support, and they believed the virtual sleep coach should help them. On the other hand, the coaches stated that thinking about social resources, such as family and peers, could really help people. The coaches mentioned that coachees usually consult a coach exactly because they try to solve their problems themselves, instead of asking their social resources for help. One potential user shared that only informing other people about her sleep problems and therapy already helped her a lot, even without asking for support. Nonetheless, the general mind-set was that people use such a coach for their own sake, and that they are and should be able to take responsibility for their own adherence.

Motivation
The claims underlying the envisioned usage scenarios stated that users should be motivated before they start sleep treatment, otherwise the probability of dropping out would be too high. The focus groups with the sleep experts manifested three different ideas about motivation. Some of the sleep experts argued that people will be motivated at least a little bit when they have downloaded the app, since that requires some effort. On the other hand, it was also argued that some users might show interest in the sleep coach, but he or she would not necessarily be motivated to use the sleep coach. Third, it was argued that motivation could arise during different phases of a therapy; for
example, after someone performs an exercise and experiences its effects. In that situation, users would not need to be highly motivated at the beginning of the therapy.

**Adherence-Enhancing Strategies**

**Overview**

Several adherence-enhancing strategies and ideas to increase motivation were scripted in the scenarios (e.g., awarding points, compliments, reminders) and are discussed below.

**Awarding Points for Progress**

In general, participants reacted adversely to the idea of awarding points as described in the scenarios, mainly because the sleep coach was seen as a serious program for adults. Furthermore, it was believed that a point system is not appropriate for sleep exercises, but more for workout programs. Nevertheless, a few participants spoke up and said that they liked the idea of points. A few stories came up about how awarded points motivated participants in other domains against their own expectations. Thus, points might improve adherence, despite users’ initial reluctance.

**Compliments**

Furthermore, both the coaches and the potential users made negative remarks about the compliments. In principle, both groups thought compliments could enhance a user’s experience, but compliments should not be given too often, or for nonsignificant actions. They argued that compliments should contain context and should vary over time. Otherwise, compliments would not increase motivation.

**Reminders**

Reminders were embraced, as long as users are in control of those reminders. The users wanted to set the reminders themselves, because sometimes “you just forget to do something.” On the other hand, some users stated they do not need reminders, since they are using the sleep coach for their own sake. Besides that, they argued that they are adults, are motivated, and have self-discipline. Both the coaches and the sleep experts agreed with those potential users and thought that reminders should not be necessary. However, from a practical point of view, they understood that people sometimes do forget to do therapy exercises.

**Ideas Generated by the Participants**

Other ideas to improve motivation mentioned by the participants were as follows: provide a rationale, show statistics, decrease the feeling of being alone, positive feedback, taking small steps, choosing your own coach, demanding a small investment before starting, and showing how much effort users have already invested.

According to the sleep experts, rationales for doing an exercise should be given before users start an exercise. However, the potential users and coaches mentioned there are two types of people: people who want to know how and why things are the way they are, and people who just want to experience an exercise and afterward gain an understanding of that exercise.

Secondly, different ideas were offered to ensure that users do not feel as if they are the only ones suffering from sleep problems. Ideas included a forum (suggested by users and coaches), reading stories from peers (suggested by coaches), and a measure that indicates how many people are using the app (suggested by sleep experts). The idea was that decreasing the feeling of being the only one with sleep problems could increase the motivation of users to adhere to the sleep therapy.

**Discussion**

**Study I**

The meta-analysis of adherence rates found a mean experimental compliance of at least 70%, except for the follow-up diaries. Filling out a diary every day for a full week a few months after the intervention requires quite some effort, which might explain a lower adherence rate (58%) to follow-up diaries than to the other experimental compliance measures. The average self-reported treatment adherence was 41%, whereas the average logged adherence was higher at 64%. This is surprising because the self-reported adherence was less "strict" than the logged adherence; for instance, users were categorized as adherent when they reported doing an exercise a certain number of times (e.g., more than 4 times a week), while the logged adherence rate was based on doing all exercises. The average treatment adherence rate (logged and self-reported, combined) was 52%. Although self-reports and logs are not exactly the same, they both measure adherence and are similar enough to be combined. Nevertheless, this general adherence rate of 52% should be interpreted carefully.

Furthermore, this meta-analysis confirmed that treatment adherence is positively related to treatment effect when it comes to technology-mediated insomnia treatment. Moreover, this analysis showed that experimental compliance and treatment adherence are not related. In other words, the percentage of participants who filled out questionnaires after the intervention was not found to be an indication of how well people adhered to the treatment. Therefore, it seems important to distinguish between experimental compliance and treatment adherence.

The quality of the individual studies was not assessed using a predefined algorithm, which might be a limitation. However, the included studies were all published in peer-reviewed journals and proceedings, which warrant an acceptable level of quality. Besides, Glass and colleagues argue that all studies should be included [54]. According to them, all studies should be reviewed in context with each other regarding the topics at issue, not necessarily regarding the overall quality of each study. Since adherence is the main focus of this paper, instead of examining a possible relationship between general study quality and adherence [54], the methodological differences of measuring adherence were reviewed by differentiating between experimental compliance and treatment adherence, and self-reported and logged adherence.

**Study II**

The aim of the interviews was to gain more insight into the reasons why coachees adhere to technology-mediated sleep products. Surprisingly, interviewees were quite satisfied with their own usage, which departs from the average 52% adherence rate found in the meta-analysis. The reasons why people started...
using a product were either out of interest or to overcome sleep problems. However, the products’ effectiveness was doubted by the interviewees and was given as a reason to stop using a product. In interviewees’ own opinions, they continued to use consumer products because they needed the functionality, whereas they adhered to therapy-related products because of their own attitudes, beliefs, and willpower. Previous research has also identified functionality as an important determinant for adherence in online sleep treatment [55]. Reasons for nonadherence were as follows: no need for the functionality, lack of effectiveness, or just forgetfulness.

Furthermore, it seemed challenging for interviewees to identify adherence-enhancing strategies in the products. It was also difficult for them to come up with an answer to the question of what could be added to the product to help them continue to use the product.

Study III
Focus groups were organized to discuss adherence-enhancing strategies. In addition to motivation, users in control and the awareness to do it for your own sake proved to be important for adherence. The focus groups provided insights into the up- and downsides of adherence strategies, such as awarding points, compliments, reminders, and community building.

General Discussion

Positive Attitudes Toward Adherence
The interviews and focus groups both revealed that people strongly believe willpower is an effective adherence strategy. Participants believed that their personal attitudes, beliefs, and motivation would ensure that they stick to their intentions of using a product. This result should be interpreted with caution because of three phenomena. First of all, sleep deprivation increases ego depletion [56]. In other words, when people are tired their willpower decreases and it will become more difficult to adhere to anything, including a virtual sleep coach. Second, the interviewees attributed their adherence to their own commitment and attitude, while nonadherence was attributed to malfunctioning of the product. This result should also be interpreted with caution because this phenomenon is in accordance with the self-serving bias. The self-serving bias states that successes are attributed to internal factors, while failure is attributed to external factors [57]. Therefore, the "good" adherence rates in the interviews were attributed to the interviewees’ own willpower. Third, the participants in the focus groups were quite optimistic about their anticipated future adherence. Being optimistic about one’self and the future is one of the most robust biases (optimism bias) in psychology [58,59]. Several explanations for this unrealistic optimism has been offered, for example, ignoring everything that could go wrong [58], putting too much weight on current intentions [60], or having too much faith in willpower for future events [61]. These three phenomena provide reasons for treating participants’ optimism toward adherence with caution.

Aversion to Adherence-Enhancing Strategies
Apart from relying on willpower for adherence, aversion to adherence-enhancing strategies emerged during the focus groups. Therefore, when designers implement adherence-enhancing strategies they should not assume that users would initially agree with the usefulness of these strategies.

Various design principles for a virtual sleep coach can be adopted from the interviews and focus groups. The first design principle covers functionality. During the first usage phase, the sleep coach should immediately tickle users’ interest, for example, by providing automatic sleep tracking. In the interviews, it appeared that interest made coachees start using products. Next, the sleep coach can provide an already-needed functionality (eg, an alarm clock). According to the interviews, a needed functionality ensures that users keep using a product. Lastly, reminders need to be a part of the sleep coach. Reminders make sure that users do not simply forget to adhere to the coach. Both the participants in the interviews and focus groups indicated that sometimes they just forget to use a product. Participants in the focus groups showed a positive attitude toward reminders as long as the users were in control over the reminders. Therefore, including reminders in a sleep coach would be a good first step in future research to increase adherence.

A second design principle could be to withhold adherence support at the start of the intervention (ie, to postpone possible help by a virtual sleep coach). In this way, the coachees are acknowledged and respected as serious, motivated, and autonomous adults. Coachees can prove that they adhere to the assignments of the sleep coach; however, the virtual coach can detect when coachees fail to do their assignments, and then offer support. This support can take different forms (reminders, compliments, awarding points, etc) and can be varied over time based on the needs of the coachee.

A third design principle that can be applied is explaining why willpower does not guarantee success. After such an explanation, the understanding of the added value and acceptance of adherence-enhancing strategies might increase. On top of that, users could be given the control over the employment of adherence-enhancing strategies.

In the authors’ opinion, the most important overall design principle is balance. Coachees should not feel overwhelmed with adherence-enhancing strategies, but appreciate some occasional support. Personalization of the virtual sleep coach can ensure that the perfect balance is reached for each and every user. For example, some users might need and appreciate reminders for filling out a sleep diary every day, while other users are more likely to forget to do their relaxation exercises.

Measuring Adherence
Lastly, we want to stress that studies should measure and report treatment adherence, and make a distinction between experimental compliance and treatment adherence. It is important that future studies measure and report adherence rates, since it is only by the adherence measure that it can be established whether the treatment actually induces the observed outcome. The frequently made statement that adherence is important for the outcome of a treatment [17-19] seems to be supported by the findings of the meta-regression between effectiveness and treatment adherence. As a correlational
analysis does not provide insight into the direction of a causal relationship, it remains unclear how effectiveness and adherence influence each other. Nevertheless, if coachees do not follow the treatment protocol (ie, adherence rates close to zero), the outcome could be attributed to other things outside the intervention [21], for example, to the waiting-list effect. Furthermore, it is important to make a distinction between experimental compliance and treatment adherence, since these seem to be two distinct constructs as the meta-analysis found no correlations. An earlier meta-analysis about the effectiveness of CCBT-I found a rather good "adherence rate" of 78% [16]. However, this rate would be considered as experimental compliance according to the definition used in this paper. Similar experimental compliance rates—79%, 72%, 70%, and 57%—were found by the meta-analysis, although treatment adherence was significantly lower. The average self-reported treatment adherence was 42%, whereas the logged treatment adherence was 64%. Although no significant difference between these two measures was found, it is important to consider how adherence is defined and measured. A study [62] that compared a paper diary with an electronic diary found a tremendous difference between self-reported adherence (90.5%) and logged adherence (10.9%) for a paper diary. Lastly, the question remains whether adherence in experimental settings resembles adherence in nonexperimental real-life settings. It could be that adherence rates in experiments are higher than in real-life situations. One possible explanation is the sunk-cost fallacy [63]. To illustrate, experiments demand more from participants regarding (pre-) measurements and participants might therefore be more committed to the intervention. When starting a treatment, they have already invested more time (ie, the sunk cost) compared to patients in nonexperimental settings, and are therefore less likely to drop out.

Research Quality
In order to review the quality of our research, it is helpful to know what we did to take care of the credibility, transferability, dependability, and confirmability of our studies [64]. Firstly, threats to all four concepts were minimalized by utilizing three different research methods—meta-analysis, interviews, and focus groups. Furthermore, the credibility of our findings is also consolidated by data source triangulation—literature, current users, potential users, coaches, and sleep experts. Additionally, honesty from our informants was reinforced by stating there are no right or wrong answers, and by allowing them the possibility to withdraw at any moment. We also had regular debriefing sessions between the executors and supervisors in order to strengthen credibility. The level of transferability to other application fields can only be judged by the readers, since they have the knowledge of these other domains [65]. Furthermore, future work can be done to replicate these findings in other fields. Transferability and dependability assessments are supported by descriptions of the research methods and Multimedia Appendices. Lastly, confirmability was addressed by audit trials and the second coders.

Conclusions
In conclusion, treatment adherence seems important for the effectiveness of technology-mediated insomnia treatments. Individuals expect that they will adhere well to such treatments and would not gain much from adherence-enhancing strategies. They believe willpower is an effective adherence strategy. The 52% average treatment adherence reported in this paper, however, suggests that there is room for improvement. A virtual coach should be able to cope with this “adherence bias,” and persuade users to accept adherence-enhancing strategies (eg, reminders, compliments, and community building). Future research is needed to test the four derived design principles for a virtual coach, which might help to realize a substantial improvement.
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Abstract

Background: Many Web-based computer-tailored interventions are characterized by high dropout rates, which limit their potential impact.

Objective: This study had 4 aims: (1) examining if the use of a Web-based computer-tailored obesity prevention intervention can be increased by using videos as the delivery format, (2) examining if the delivery of intervention content via participants’ preferred delivery format can increase intervention use, (3) examining if intervention effects are moderated by intervention use and matching or mismatching intervention delivery format preference, (4) and identifying which sociodemographic factors and intervention appreciation variables predict intervention use.

Methods: Data were used from a randomized controlled study into the efficacy of a video and text version of a Web-based computer-tailored obesity prevention intervention consisting of a baseline measurement and a 6-month follow-up measurement. The intervention consisted of 6 weekly sessions and could be used for 3 months. ANCOVAs were conducted to assess differences in use between the video and text version and between participants allocated to a matching and mismatching intervention delivery format. Potential moderation by intervention use and matching/mismatching delivery format preference, self-reported body mass index (BMI), physical activity, and energy intake was examined using regression analyses with interaction terms. Finally, regression analysis was performed to assess determinants of intervention use.

Results: In total, 1419 participants completed the baseline questionnaire (follow-up response=71.53%, 1015/1419). Intervention use declined rapidly over time; the first 2 intervention sessions were completed by approximately half of the participants and only 10.9% (104/956) of the study population completed all 6 sessions of the intervention. There were no significant differences in use between the video and text version. Intervention use was significantly higher among participants who were allocated to an intervention condition that matched their preferred intervention delivery format. There were no significant interaction terms for any of the outcome variables; a match and more intervention use did not result in better intervention effects. Participants with a high BMI and participants who felt involved and supported by the intervention were more likely to use the intervention more often.

Conclusions: Video delivery of tailored feedback does not increase the use of Web-based computer-tailored interventions. However, intervention use can potentially be increased by delivering intervention content via participants’ preferred intervention delivery format and creating feelings of relatedness. Because more intervention use was not associated with better intervention outcomes, more research is needed to examine the optimum number of intervention sessions in terms of maximizing use and effects.

Trial Registration: Nederlands Trial Register: NTR3501; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3501 (Archived by WebCite at http://www.webcitation.org/6b2tsH8PkJ)
Introduction

Web-based computer-tailored interventions are increasingly being tested to target health-related behaviors, such as physical activity, dietary intake, and smoking [1,2]. These interventions are potentially cost-effective because they can reach many people with individualized information via the Internet for relatively low costs [1,3-5]. Unfortunately, these interventions are often not optimally used by the intended target groups. A rapid decline in use of intervention sessions in the first weeks after initial participation is seen, in particular among people with a low educational level [6-13]. As a result, many people will not be exposed to all essential intervention content if it is provided in multiple sessions over a longer period of time. This limits the potential impact of such interventions because evidence suggests that repeated intervention use is necessary to achieve sustainable behavioral changes [13-19]. Hence, many scholars have highlighted the necessity to increase research on strategies that can improve the (prolonged) use of Web-based computer-tailored interventions, particularly among people with a low educational level [6,11,20-22]. However, although research into this area is growing, thus far studies have yielded no or only modest improvements in intervention use [7,11].

Hence, the main aim of this study was to contribute to the required insight into how the use of Web-based computer-tailored interventions can be improved. This study is part of a randomized controlled trial (RCT) that has demonstrated that a video version of a Web-based computer-tailored obesity prevention intervention is more effective in reducing body mass index (BMI) and energy intake than a similar text version [23]. The first study aim was to examine if the video version resulted in more intervention use compared to the text version among people with a low educational level in particular. To provide insight into other possible ways to increase intervention use, the second study aim was to examine if the delivery of intervention content via persons’ preferred intervention delivery format was associated with more intervention use. A related study aim was to examine if this match and more intervention use were related to better intervention effects. In addition, the final study aim was to examine demographic factors and intervention appreciation variables as potential predictors of intervention use.

Previous research has shown that there are multiple computer-mediated delivery modes that can be used to effectively communicate messages to people, such as text, video, and audio [24]. The idea to examine the additional effects of videos originated from the fact that most Web-based computer-tailored interventions merely consist of “dry” text-based information. Video-based messages are considered to be livelier and, therefore, more likely to be engaging and to stimulate revisit [25-32]. For example, a recent study has shown that providing video-tailored feedback can significantly increase the time spent with a Web-based physical activity intervention [30]. The use of videos, in particular, may be appropriate for persons with a low educational level because these individuals generally are less text-oriented [22,25,33]. In addition, matching the delivery format of intervention content with participants’ preferred intervention delivery format may also lead to prolonged intervention use and eventually better health outcomes [34-38]. According to the Elaboration Likelihood Model, an adequate match between a person’s preferences and educational materials will stimulate central route processing, which accordingly makes it more likely that positive changes are induced [39]. Conversely, a mismatch can reduce participation and may result in negative outcomes, such as dissatisfaction with the information and eventually poorer intervention effects [35,38].

The use of Web-based computer-tailored interventions can also be improved by gaining more insight into the factors that are predictive for intervention use. For example, prior research has suggested that interventions that are appreciated well are more likely to be used [21,40-42]. Based on Self-Determination Theory (SDT), it has been suggested that intervention use may be higher when an intervention is evaluated well on factors that can increase a person’s intrinsic motivation, such as perceived autonomy and relatedness [43,44]. Research has also demonstrated that intervention use is influenced by demographic factors; men and people with a low educational level are more likely to discontinue a Web-based computer-tailored intervention, whereas usage is higher among women and older persons [11,17,45]. More insight into the demographic characteristics predictive for intervention use offers the possibility to encourage revisits among people who are less likely to revisit a Web-based computer-tailored intervention [11].

In conclusion, the main aim of this study was to provide insight into how the use and, relatedly, the effectiveness of Web-based computer-tailored interventions can be improved.

Methods

Ethical Approval

The Ethical Committee of the Open University Heerlen reviewed the study protocol and decided that there was no objection to performing the study. The study is registered in the Dutch Trial Register (NTR3501).

Study Design and Respondents

For this study, we used data from a RCT about the efficacy of the video and text version of the Web-based computer-tailored obesity prevention intervention. These 2 versions were compared to a waiting list control group. Baseline measurements (T0) took place between September 2012 and February 2013 and there was one follow-up measurement 6 months after baseline (T1). Participants were eligible to participate if they were at least 18 years of age, had a paid job, had a BMI between 18.5
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and 30 kg/m², and had sufficient command of the Dutch language. People with a physical condition that influenced their dietary or physical activity pattern (e.g., diabetes) were excluded from participation.

Participants were recruited via occupational health centers, but mainly directly through worksites and via advertisements in newspapers. Participants had to register at the study website, where they could read more information about the study and the intervention. After registration, participants were randomly assigned to 1 of the 3 study conditions (video version, text version, control group) in a computer-determined sequence after which they received a username and password by email. With their account, they could log in to the website and fill out the baseline questionnaire. Participants in the intervention conditions were given access to the intervention 2 weeks after completion of the baseline questionnaire. To decrease the likelihood of attrition, participants received 2 email reminders per questionnaire. Participants could further win 1 of 100 cash prizes of €100 if they completed all questionnaires (i.e., total amount of prizes was €10,000).

**Intervention**

The video and text version of the Web-based computer-tailored intervention had the objective to prevent weight gain or achieve modest weight loss by guiding people in making and maintaining small changes in dietary intake and physical activity. Both versions had exactly the same content. In the video version, most educational content (i.e., approximately 75%) was provided via videos, whereas the text version provided the educational content only via text without any visual elements. The text in the video version was used to give instructions about setting goals and making plans, delivering optional in-depth information (e.g., about the small changes approach), and giving feedback about how to deal with many different barriers. In the videos, professional actors read the messages aloud by means of a news-driven format. The I-Change Model [46] and self-regulation theories [47,48] were used as the theoretical basis of the intervention. The intervention could be used for a maximum 3 months and consisted of 6 sessions, which each lasted approximately 15 minutes. Session 2 could be followed directly after session 1, but the subsequent sessions were weekly to monitor participants’ progress over time. To decrease the likelihood of attrition, participants received 2 email reminders per session. Detailed information about the development of the intervention can be found elsewhere [25].

The aim of session 1 was to help participants set an appropriate weight goal (i.e., maintain current weight or lose a little weight) and a behavior change goal (i.e., improve dietary intake, physical activity, or both). For this purpose, participants received tailored feedback about their BMI, dietary intake, physical activity level, and sociocognitive beliefs toward making changes in diet and physical activity (i.e., attitude, self-efficacy, and social influence).

Session 2 aimed to help participants make appropriate “if-then” action plans (i.e., implementation intentions) [49]. For this purpose, tailored feedback was given to indicate which specific behavior changes participants could make to achieve their weight goal. Subsequently, participants had to specify when, where, and how they were going to perform the desired behavior change. After this session, participants could start with the planned behavior change.

The last 4 sessions could be accessed in the next weeks, with at least 1 week between each session. The main aim of these sessions was to indicate whether or not participants had achieved their goals. Session 3, for example, provided tailored feedback about participants’ behavior change progress and offered the possibility to make coping plans. In addition, session 4 also consisted of narratives in which a role model told how his/her behavior change was going and how he/she dealt with difficult situations. In this session, participants could also change their goals and plans. Session 5 was similar to session 4, but also provided iterative feedback concerning participants’ success in attaining their weight goal. Finally, session 6 was similar to the previous session, but also offered the possibility to set a long-term weight goal and make plans for achieving this goal.

**Measurements**

**Outcome Variables**

Intervention use was assessed by examining how many sessions were completed during the entire intervention period. Based on website tracking data, it was possible to assess whether or not participants had completed a particular intervention session. For each session, completion was scored as 1 and noncompletion as 0. These scores were summed, which resulted in a total score for intervention use ranging from 0 to 6 completed sessions.

Participants’ dietary intake was assessed at both T0 and T1 by means of a food frequency questionnaire consisting of 66 items. This questionnaire was based on a validated questionnaire concerning fat intake [50]. Our questionnaire mainly assessed intake of energy-dense products originating from 6 different food categories (i.e., dairy products, sandwiches and fillings, food at dinner, sweet and savory snacks, hot and cold beverages, and alcohol). For each food product, the frequency (i.e., number of days per week) and quantity (i.e., servings per day) were assessed and, when applicable, portion size and type of product (e.g., use of skimmed, semiskimmed, or whole milk) were assessed as well. A score for the average daily intake of calories from energy-dense food products was calculated by combining these questions with the energy value of each food product [51].

At T0 and T1, physical activity was assessed using the Short Questionnaire to Assess Health-Enhancing Physical Activity (SQUASH) [52]. Research has shown that this is a reliable and valid questionnaire to estimate the level of physical activity among Dutch adults [52]. Per category (i.e., commuting activities, leisure time activities, household activities, and activities at work), participants had to indicate on how many days per week they engaged in this activity, the average time per day spent in doing this activity, and the intensity of the activity (i.e., light, moderate, or vigorous). The scores on these questions were used to calculate a total score for the average daily minutes of moderate and vigorous intensity physical activity.

To assess BMI, participants were asked to report their height in meters and their body weight in kilograms as measured in the morning without clothes and shoes at both T0 and T1. In addition, participants who had not completed the online
follow-up questionnaire at T1 were contacted by telephone to assess their body weight. In-line with the online questionnaire, these participants were asked to indicate their body weight in kilograms as measured in the morning without clothes and shoes.

**Intervention Delivery Format Preference**

At T0, intervention delivery format preference was measured by asking via which delivery format participants preferred to receive information in Web-based computer-tailored interventions (text only, videos only, combination of text and videos, or no preference). The answer to this question was combined with the assigned study condition to determine whether or not participants’ preference matched with the delivery format of the allocated intervention condition. This resulted in 2 groups of participants: (1) participants with a matched preference and (2) participants with a mismatched preference. Participants in the video condition were considered to have a match when they preferred to receive intervention content via a combination of videos and text (as the video version consisted of both video and text). Participants in the text condition had a match when they had a text-only delivery format preference. Participants in the video condition were considered to have a mismatch when they preferred to receive intervention content via video only or text only. Participants in the text condition had a mismatch when they had a delivery format preference for video only or a combination of video and text. It should be noted that participants who indicated that they did not have a preference for a particular intervention delivery format were not included in this variable (n=320). In addition, participants who were allocated to the control condition were also not included in this variable because they did not receive the video or text version of the intervention.

**Appreciation of Intervention**

At T1, appreciation of the intervention was assessed by means of 8 concepts. First, participants were asked to indicate on a 5-point Likert scale (1=low and 5=high) how they appreciated the information and feedback messages in the intervention: interesting, useful, understandable, and fitting to own situation. In addition, participants were also asked to give an overall rating of their impression of the intervention on a scale ranging from 1 (very poor) to 10 (excellent). Finally, participants’ perceptions of the intervention regarding autonomy, relatedness, and competence were assessed. These 3 concepts were derived from the SDT [43] and measured on a 5-point Likert scale (1=low and 5=high). First autonomy was assessed with 2 items by asking participants to which degree they experienced freedom and 5-point Likert scale (1=low and 5=high) how they appreciated the video or text version of the intervention.

**Results**

**Study Sample**

The CONSORT-EHEALTH flowchart [55] shows the use of the intervention and participation throughout the study per study condition (see Figure 1). In total, 1419 participants completed the baseline questionnaire; at 6-month follow-up, data were collected for 1015 (71.53%) participants. Of the participants who completed the baseline questionnaire, only 328 of 465 (70.5%) participants in the video condition and 364 of 491 (74.1%) in the text condition also completed the first
intervention session. Moreover, only 44 of 465 (9.5%) participants in the video condition and 60 of 491 (12.2%) participants in the text condition followed all intervention sessions. Overall, only 10.9% (N=956) of the participants completed all 6 sessions of the intervention.

Participants’ mean age was 48.12 (SD 11.52) years and 831 of 1419 (58.56%) participants were female (see Table 1). The distribution of educational level between the 3 study conditions differed significantly ($\chi^2 = 10.3, P=.004$) at baseline (see Table 1). The number of participants with a low educational level was significantly higher in the control condition compared to the text condition. Moreover, the number of participants with a medium educational level was significantly higher in the text and control condition in comparison to the video condition. In addition, compared to the control condition, significantly more participants in the video condition had a high educational level.

Table 1. Characteristics of the study sample and differences between the study conditions.

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Full sample (N=1419)</th>
<th>Video (N=465)</th>
<th>Text (N=491)</th>
<th>Control (n=463)</th>
<th>$F$ (df1,df2)</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>831 (58.56)</td>
<td>273 (58.7)</td>
<td>284 (57.8)</td>
<td>274 (59.2)</td>
<td>0.2 (2)</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.4 (4)</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>214 (15.08)</td>
<td>75 (16.1)</td>
<td>67 (13.6)</td>
<td>72 (15.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>436 (30.73)</td>
<td>118 (25.4)a</td>
<td>161 (32.8)a</td>
<td>157 (33.9)b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>769 (54.19)</td>
<td>272 (58.5)b</td>
<td>263 (53.6)</td>
<td>234 (50.5)b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>48.12 (11.52)</td>
<td>48.06 (12.05)</td>
<td>47.84 (11.58)</td>
<td>48.50 (10.92)</td>
<td>0.40 (2,2415)</td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>26.42 (2.33)</td>
<td>26.43 (2.25)</td>
<td>26.45 (2.37)</td>
<td>26.37 (2.38)</td>
<td>0.13 (2,2348)</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Average daily minutes moderate and vigorous physical activity, mean (SD)</td>
<td>78.23 (83.40)</td>
<td>74.43 (73.27)</td>
<td>76.84 (81.11)</td>
<td>83.52 (94.51)</td>
<td>1.48 (2,2420)</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>Average daily energy intake, mean (SD)</td>
<td>1296.91 (501.04)</td>
<td>1308.36 (490.37)</td>
<td>1314.70 (497.42)</td>
<td>1266.51 (515.07)</td>
<td>1.33 (2,2378)</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>Intervention delivery format preference, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.8 (4)</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>Text only</td>
<td>579 (40.83)</td>
<td>194 (41.7)</td>
<td>206 (42.0)</td>
<td>179 (38.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video only</td>
<td>30 (2.12)</td>
<td>8 (1.7)</td>
<td>12 (2.4)</td>
<td>10 (2.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination video/text</td>
<td>489 (34.48)</td>
<td>162 (34.8)</td>
<td>175 (35.7)</td>
<td>152 (32.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No preference</td>
<td>320 (22.56)</td>
<td>101 (21.7)</td>
<td>97 (19.8)</td>
<td>122 (26.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matching intervention delivery format, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.7 (2)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Match</td>
<td>368 (48.61)</td>
<td>162 (44.5)a</td>
<td>206 (52.4)a</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mismatch</td>
<td>389 (51.39)</td>
<td>202 (55.5)a</td>
<td>187 (47.6)a</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>(n=1015)</td>
<td>(n=331)</td>
<td>(n=315)</td>
<td>(n=369)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>25.99 (2.57)</td>
<td>25.87 (2.32)</td>
<td>25.96 (2.87)</td>
<td>26.12 (2.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average daily minutes moderate and vigorous physical activity, mean (SD)</td>
<td>114.87 (109.68)</td>
<td>114.82 (100.55)</td>
<td>113.77 (97.46)</td>
<td>115.52 (120.48)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average daily energy intake, mean (SD)</td>
<td>1078.97 (448.27)</td>
<td>1017.68 (434.46)</td>
<td>992.91 (460.40)</td>
<td>1157.55 (436.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Most participants preferred to receive information in Web-based computer-tailored interventions via text only (40.80%, 579/1419) followed by a combination of video and text (34.46%, 489/1419). Only 30 of 1419 (2.11%) participants preferred to receive information via video only and 320 of 1419 (22.55%) participants had no preference regarding the delivery format. In total, 368 of 757 (48.6%) participants were assigned to an intervention condition that matched their preferred intervention delivery format. For example, 206 of 491 (52.4%) participants who were assigned to the text condition also preferred to receive information in Web-based computer-tailored interventions via text only. The distribution of matching and mismatching intervention delivery format between the 2 intervention conditions differed significantly ($\chi^2 = 10.3, P=.004$) at baseline (see Table 1). The number of participants with a low educational level was significantly higher in the control condition compared to the text condition. Moreover, the number of participants with a medium educational level was significantly higher in the text and control condition in comparison to the video condition. In addition, compared to the control condition, significantly more participants in the video condition had a high educational level.

### Values

- a Values within a row with identical letters were significantly different as determined by chi-square tests with Bonferroni correction.

Most participants preferred to receive information in Web-based computer-tailored interventions via text only (40.80%, 579/1419) followed by a combination of video and text (34.46%, 489/1419). Only 30 of 1419 (2.11%) participants preferred to receive information via video only and 320 of 1419 (22.55%) participants had no preference regarding the delivery format. In total, 368 of 757 (48.6%) participants were assigned to an intervention condition that matched their preferred intervention delivery format. For example, 206 of 491 (52.4%) participants who were assigned to the text condition also preferred to receive information in Web-based computer-tailored interventions via text only. The distribution of matching and mismatching intervention delivery format between the 2 intervention conditions differed significantly ($\chi^2 = 10.3, P=.004$) at baseline (see Table 1). The number of participants with a low educational level was significantly higher in the control condition compared to the text condition. Moreover, the number of participants with a medium educational level was significantly higher in the text and control condition in comparison to the video condition. In addition, compared to the control condition, significantly more participants in the video condition had a high educational level.
conditions differed significantly ($\chi^2 = 4.7, P = .03$). Significantly more participants in the text condition had a match compared to the video condition and vice versa. This result was also found when we included participants who had no preference for a particular intervention delivery format in the matching group ($\chi^2 = 8.3, P = .004$).

**Figure 1.** Flowchart of the enrollment, allocation, and participation of respondents.

### Intervention Use

The mean number of completed sessions was 2.07 (SD 1.91) in the video condition and 2.22 (SD 1.97) in the text condition, but this difference was not statistically significant ($F_{1,910} = 1.55, P = .21$). In the analyses stratified by level of education also, no significant differences were found in the average number of completed sessions between the video and text condition: low ($F_{1,127} = 0.00, P = .84$), medium ($F_{1,258} = 2.47, P = .12$), and high ($F_{1,503} = 0.23, P = .63$) educational level.

Yet, there was a significant difference in use between participants who were allocated to an intervention condition that matched their preferred intervention delivery format and those with a mismatch ($F_{1,910} = 4.58, P = .03$). The mean number of completed sessions was 2.24 (SD 1.96) among participants with a match, whereas the mean was 1.95 (SD 1.88) among those with a mismatch.

### Influence of Intervention Use and Matching/Mismatching Intervention Delivery Format

There were no significant video and text condition intervention use interaction terms for any of the outcome variables (see Table 2). This implies that intervention use did not have a moderating impact on the intervention outcomes. In addition, we also did not find significant condition intervention delivery format interaction terms for any of the outcome variables (see Table 2). This implies that the intervention outcomes were not influenced by whether or not participants were allocated to an intervention condition that matched their preferred intervention delivery format. These results were found with both the complete cases dataset as the multiple imputation dataset.
Table 2. Interactions terms regarding intervention use and matching/mismatching intervention delivery format for complete cases data.

<table>
<thead>
<tr>
<th>Interaction terms(^{a,b})</th>
<th>(\beta)</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition*match/mismatch</td>
<td>.024</td>
<td>.56</td>
</tr>
<tr>
<td>Video condition*intervention use</td>
<td>-.090</td>
<td>.32</td>
</tr>
<tr>
<td>Text condition*intervention use</td>
<td>-.084</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Energy intake</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition*match/mismatch</td>
<td>.096</td>
<td>.29</td>
</tr>
<tr>
<td>Video condition*intervention use</td>
<td>-.041</td>
<td>.27</td>
</tr>
<tr>
<td>Text condition*intervention use</td>
<td>-.062</td>
<td>.10</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition*match/mismatch</td>
<td>-.090</td>
<td>.33</td>
</tr>
<tr>
<td>Video condition*intervention use</td>
<td>.022</td>
<td>.83</td>
</tr>
<tr>
<td>Text condition*intervention use</td>
<td>-.023</td>
<td>.81</td>
</tr>
</tbody>
</table>

\(^a\) The moderation of intervention use was examined by comparing the intervention conditions to the control condition.

\(^b\) The moderation of match/mismatch was examined by comparing the intervention conditions with each other.

Determinants of Intervention Use

The determinant analysis showed that participants with a higher BMI were significantly more likely to use the intervention more often (see Table 3). In addition, participants who felt involved and supported by the intervention (ie, feelings of relatedness) were also significantly more likely to use the intervention more often. The explained variance of the regression model was 16.0%.

Table 3. Determinants of intervention use (number of completed sessions) as assessed by multiple linear regression analysis.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>(\beta)</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study condition</td>
<td>.062</td>
<td>.37</td>
</tr>
<tr>
<td>Age</td>
<td>.090</td>
<td>.23</td>
</tr>
<tr>
<td>Gender</td>
<td>.133</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low vs medium</td>
<td>.012</td>
<td>.92</td>
</tr>
<tr>
<td>Low vs high</td>
<td>.094</td>
<td>.45</td>
</tr>
<tr>
<td>BMI</td>
<td>.177</td>
<td>.02</td>
</tr>
<tr>
<td>Average daily minutes moderate and vigorous physical activity</td>
<td>.087</td>
<td>.24</td>
</tr>
<tr>
<td>Average daily energy intake</td>
<td>-.042</td>
<td>.56</td>
</tr>
<tr>
<td>The feedback messages fit to my own situation</td>
<td>-.082</td>
<td>.47</td>
</tr>
<tr>
<td>The feedback messages were understandable</td>
<td>.015</td>
<td>.88</td>
</tr>
<tr>
<td>The feedback messages were useful</td>
<td>.117</td>
<td>.27</td>
</tr>
<tr>
<td>The feedback messages were interesting</td>
<td>-.131</td>
<td>.24</td>
</tr>
<tr>
<td>Overall grade intervention (from 1 to 10)</td>
<td>-.082</td>
<td>.49</td>
</tr>
<tr>
<td>Feelings of autonomy</td>
<td>.148</td>
<td>.10</td>
</tr>
<tr>
<td>Feelings of relatedness</td>
<td>.291</td>
<td>.047</td>
</tr>
<tr>
<td>Feelings of competence</td>
<td>.018</td>
<td>.90</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The main aim of this study was to examine how the use and effectiveness of Web-based computer-tailored interventions can be improved. For this purpose, we first examined if the use of a Web-based computer-tailored obesity prevention intervention can be increased by using videos as a delivery format. Secondly, we examined if the delivery of intervention content via participants’ preferred delivery format can increase intervention...
use. The third study aim was to examine if this match as well as more intervention use were related to better intervention effects. The final study aim was to identify which sociodemographic factors and intervention appreciation variables predict intervention use.

Intervention use (ie, number of completed intervention sessions) declined rapidly over time in both versions of the intervention. Contradicting our hypothesis, the video version was not used more often than the text version by the total study population or among participants with a low educational level. However, the intervention was used more often among participants who received intervention content via their preferred intervention delivery format. Our results further indicate that more intervention use and a matching intervention delivery format had not resulted in better intervention effects. In general, the intervention was more likely to be used more often by participants with a high BMI and participants who felt involved and supported by the intervention.

No support was found for the hypothesis that providing intervention content via (mainly) videos would result in more intervention use. This is an interesting finding because a previous study into the efficacy of this intervention has shown that the video version was appreciated significantly better than the text version [23]. Hence, a better appreciation does not necessarily lead to more intervention use. This suggestion should, however, be nuanced in-line with the fact that the appreciation of an intervention is also influenced by many other factors, such as the usability of an intervention and participants’ motivation to change [41]. In addition, our finding also contradicts a recent study that has shown that video-tailored feedback can result in more time spent on a Web-based computer-tailored physical activity intervention [30]. However, the findings of our study are in-line with 2 other studies that also concluded that the use of videos as delivery format has no effect on intervention adherence [22,56]. Hence, results thus far indicate that the use of videos may not be the most optimal solution to increase the use of Web-based computer-tailored interventions.

Our results further show that the use of these interventions can be slightly increased by delivering intervention content via users’ preferred intervention delivery format. Although videos did not increase intervention use, using this or another delivery format to match it with participants’ delivery format preference may increase intervention use. However, the potential of matching remains ambiguous because our study and a recent similar study has concluded that a matching intervention delivery format does not result in better intervention outcomes [56]. Therefore, future research should first provide a better indication about whether or not future interventions should offer participants a delivery format choice.

A possible explanation for the absence of moderation effects of intervention use and matching is the fact that the most important information relevant for achieving a successful behavior change was included in the first 2 intervention sessions. This information may have been sufficient to achieve behavior changes. Further, it has been suggested that the relationship between intervention use and health outcomes is curvilinear instead of linear, implying that there is a saturation point after which no further benefit will be obtained [57]. More is not always better and sometimes increasing requirements for participants can even have iatrogenic effects, such as lowered engagement [58]. However, there is also evidence that people need to be exposed to educational content multiple times before intervention effects can be expected [18,59-62]. For example, prolonged intervention use is necessary for learning and practicing skills over time. Hence, more research is needed to identify what the optimum number of intervention sessions is in terms of maximizing use and effects.

Overall, intervention use was low in both the video and text version. The steep decline in intervention use can possibly be explained by the fact that the intervention consisted of 6 information-rich sessions which required a high level of active involvement (eg, making plans and answering questions). For example, in session 2, participants had to answer approximately 25 questions and also make an action plan, which requires much cognitive effort. This probably was too demanding for participants and may have resulted in an overload and premature dropouts [11,41,63]. Another explanation could be that the most important intervention content was included in the first 2 sessions. It is possible that the content of these sessions was sufficient for participants to enable them to change their behavior successfully. Hence, not all participants may have needed to use the last intervention sessions in which their behavior and weight goals were evaluated. These explanations are confirmed by previous research that has shown that people are primarily interested in a simple comparison of their behavior against the relevant guidelines. There is a lack of interest in behavior change counseling sessions that require a high level of active involvement [17,64]. As in all Web-based interventions, dropout can also be the cause of technical problems, such as errors on the website and slow video buffering [65-67]. For example, a study has shown that participants will quit an intervention when it takes more than 2 seconds to load a video, with each incremental delay of 1 second resulting in a 5.8% increase in dropout rate [67]. Finally, although the use of videos and tailoring can be considered sophisticated, recent technical developments, such as gamification and mHealth, may have raised users’ expectations of new products [68-71]. Hence, the video intervention possibly did not consist of sufficient innovative and attractive characteristics. In conclusion, these findings imply that still more research is needed into strategies that can increase the use of Web-based computer-tailored interventions.

Our determinant analysis shows that intervention use can possibly be increased by creating feelings of relatedness. Participants who felt involved and supported by the intervention (ie, feelings of relatedness) were more likely to use the intervention more often. According to the SDT, high feelings of relatedness will increase people’s intrinsic motivation to change and consequently make behavior changes more likely [43]. A recent study of the Web-based computer-tailored intervention has shown that the video version was evaluated significantly better on feelings of relatedness compared to the text version [23]. Hence, the use of videos is a potentially effective strategy to increase feeling of relatedness. Possibly,
participants feel more involved and supported by a video delivery format because a person is actually talking to them in the videos and because it is easier to show empathy via spoken words.

**Strengths and Limitations**

Our study is characterized by several limitations. The most important limitation of this study is the fact that intervention use was assessed by the number of completed sessions. Although it has been suggested that there is a high correlation between number of completed sessions and time spent on the intervention [12], this does not give any information about the exposure to and engagement with the intervention content. Other measures, such as use of specific pages and amount of information read, may give a better indication of actual intervention use [45,72].

Our measure for intervention use may not have been sensitive enough to find an effect of usage on the outcome measures. Hence, it is strongly recommended to include a more extensive measurement of intervention use in future studies examining Web-based computer-tailored interventions [7,21]. A second limitation concerns the measurement of preferred intervention delivery format. In contrast to directly asking participants for their preference, it has been suggested that it may be better to assess the preference strength on a scale ranging from low to high [73]. Third, it may have been better to examine the influence of matching/mismatching intervention delivery format by first stratifying for intervention delivery format preference before randomizing people to study conditions. Fourth, people with a low educational level were underrepresented in the study sample. However, this is a common finding in intervention studies because these people are difficult to recruit. In the statistical analyses, we have further corrected for this by including educational level as a covariate. Fifth, because of our applied randomization procedure participants were aware of the study condition to which they were allocated prior to completing the baseline questionnaire. This may have influenced participants’ responses to the baseline measurement.

Despite these limitations and the fact that we did not find support for all our hypotheses, this study provides a valuable contribution to the required research into this area. For example, an important strength is that we used a relatively new strategy (ie, use of tailored videos) to examine if the use of Web-based computer-tailored interventions can be improved among people with a low educational level in particular. Another strength is the fact that the analyses with the multiple imputation data resulted in exactly the same findings as the analyses with the complete cases data. In addition, we also corrected for potential confounding variables by including differences at baseline and predictors of attrition as covariates in the statistical analyses.

**Conclusions**

The use of videos as delivery format of intervention content is not the solution to improve the use of Web-based computer-tailored interventions. Nevertheless, the use of these interventions can potentially be increased by providing intervention content via participants’ preferred intervention delivery format and ensuring that participants feel involved and supported by the intervention. The finding that more intervention use was not associated with better intervention outcomes implies that an intervention does not necessarily have to consist of many information-rich sessions. It may be sufficient to develop only 2 sessions that include the most important information necessary for achieving a successful behavior change. However, because only a few participants completed 3 or more sessions, more research is needed to identify what the optimum number of intervention sessions is in terms of maximizing use and effects. Until these strategies have been identified, it is recommended to minimize the number of sessions in future Web-based computer-tailored interventions and include the most important information for achieving a successful behavior change in the first sessions.
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Abstract

Background: Social media can promote healthy behaviors by facilitating engagement and collaboration among health professionals and the public. Thus, social media is quickly becoming a vital tool for health promotion. While guidelines and trainings exist for public health professionals, there are currently no standardized measures to assess individual social media competency among Certified Health Education Specialists (CHES) and Master Certified Health Education Specialists (MCHES).

Objective: The aim of this study was to design, develop, and test the Social Media Competency Inventory (SMCI) for CHES and MCHES.

Methods: The SMCI was designed in three sequential phases: (1) Conceptualization and Domain Specifications, (2) Item Development, and (3) Inventory Testing and Finalization. Phase 1 consisted of a literature review, concept operationalization, and expert reviews. Phase 2 involved an expert panel (n=4) review, think-aloud sessions with a small representative sample of CHES/MCHES (n=10), a pilot test (n=36), and classical test theory analyses to develop the initial version of the SMCI. Phase 3 included a field test of the SMCI with a random sample of CHES and MCHES (n=353), factor and Rasch analyses, and development of SMCI administration and interpretation guidelines.

Results: Six constructs adapted from the unified theory of acceptance and use of technology and the integrated behavioral model were identified for assessing social media competency: (1) Social Media Self-Efficacy, (2) Social Media Experience, (3) Effort Expectancy, (4) Performance Expectancy, (5) Facilitating Conditions, and (6) Social Influence. The initial item pool included 148 items. After the pilot test, 16 items were removed or revised because of low item discrimination (r<.30), high interitem correlations (Ρ>.90), or based on feedback received from pilot participants. During the psychometric analysis of the field test data, 52 items were removed due to low discrimination, evidence of content redundancy, low R-squared value, or poor item infit or outfit. Psychometric analyses of the data revealed acceptable reliability evidence for the following scales: Social Media Self-Efficacy (alpha=.98, item reliability=.98, item separation=6.76), Social Media Experience (alpha=.98, item reliability=.98, item separation=6.24), Effort Expectancy (alpha=.95, item separation=4.15), Performance Expectancy (alpha=.81, item reliability=.99, item separation=10.09), Facilitating Conditions (alpha=.66, item reliability=.99, item separation=16.04),
and Social Influence (alpha = .66, item reliability = .93, item separation = 3.77). There was some evidence of local dependence among the scales, with several observed residual correlations above |.20|.

**Conclusions:** Through the multistage instrument-development process, sufficient reliability and validity evidence was collected in support of the purpose and intended use of the SMCI. The SMCI can be used to assess the readiness of health education specialists to effectively use social media for health promotion research and practice. Future research should explore associations across constructs within the SMCI and evaluate the ability of SMCI scores to predict social media use and performance among CHES and MCHES.

**KEYWORDS**
social media; health education; professional competence

**Introduction**

**Background**

Social media, or “user-generated content utilizing Internet-based publishing technologies, distinct from traditional print and broadcast media,” [1] has become popular for professional, personal, and promotional use. Social media is used to connect with and communicate bidirectionally with friends, coworkers, and family [1]. Social media offers an array of tools for connecting people and sharing content, such as social networking sites (eg, Facebook and Twitter), photo-sharing sites (eg, Flickr and Instagram), and video-sharing sites (eg, YouTube and Vimeo). Compared to other types of print and broadcast media, social media is unique in that it facilitates two-way communication that allows organizations to personalize content and engage with communities and the public. Tailoring and personalizing health messages through social media can increase both the relevance of the information distributed and attention paid to the communication by the recipients [2]. Such tailoring can result in a greater impact on the intended behavior [2]. As of 2014, 74% of adult Internet users report using social media sites [3]. Thus, social media has immense potential as a medium for organizations and individuals to reach a wide range of demographic groups based on age, gender, and race/ethnicity [4].

**The Role of Social Media in Public Health Education**

Social media is used to facilitate collaboration and engagement among health education professionals and the public in order to promote healthy behaviors [5-12]. Social media can engage and empower both communities and individuals to make healthier choices by helping to connect them to resources and facilitating collaboration between them to advocate for policies and programs that impact their health [13]. In a 2012 study, researchers found that approximately 60% of state health departments used at least one type of social media to meet their organizational objectives [14]. As an increasing number of health education organizations continue to take advantage of social media, use of these tools will generate numerous opportunities for influencing and changing health behavior [15-18].

Because health education specialists play a significant role in the dissemination of health information and the promotion of healthy behaviors [19], it is crucial for health education professionals to be able to capitalize upon the capabilities of different media to successfully distribute information and reach target populations [20]. The specific professional roles and duties of health education specialists are described in the document, *Seven Areas of Responsibility and Competencies for Health Education Specialists* [19]. Certified Health Education Specialists (CHES) and Master Certified Health Education Specialists (MCHES) are health education specialists who have successfully passed the CHES or MCHES examination. These examinations, administered by the National Commission for Health Education Credentialing, Inc (NCHEC), are competency-based assessments of the knowledge, application, and understanding of the *Seven Areas of Responsibility* [21]. The CHES examination reflects the entry-level sub-competencies of the *Seven Areas of Responsibility*, while the MCHES encompasses both entry- and advanced-level sub-competencies [22]. The *Seven Areas of Responsibility* provides a foundation of competencies that CHES and MCHES can use to effectively learn and apply social media technology for health education research and practice. Many of the responsibilities outlined in this document can be carried out through the use of social media. For example, *Area of Responsibility VI, Competency 6.1: Obtain and Disseminate Health-Related Information*, could be carried out by using Twitter or another social media platform to disseminate health information to a particular population [19]. Social media can be employed by health education specialists to not only provide access to reliable health information, but to also tailor and personalize health messages and content to individuals (Competency 7.2) [13,19]. Social media can also assist with empowering people to make healthier and safer decisions and facilitate participation (Competency 7.3) [13,19]. Social media can bring together members of communities (eg, diabetes patients), who may be dispersed across a city, a state, a nation, or the world, to provide mutual support and to work toward a common solution (Competency 2.1) [13,19]. One well-known application of social media for health promotion is the Centers for Disease Control and Prevention’s (CDC) *Tips From Former Smokers* campaign. This campaign used Web-based videos, buttons and badges, images, and podcasts to share real-life stories of individuals living with smoking-related health issues. As a result of this campaign, free smoking cessation resources were disseminated to users, an estimated 1.64 million Americans attempted to stop smoking, and 6 million nonsmokers discussed the dangers associated with smoking with friends and family [23].

**References**

While there are commonly accepted principles that guide social media use and training for public health practitioners [13,24], there are no existing standardized measures of social media competency among health education specialists. Korda and Itani [15] stressed that social media implementation “require[s] careful application and may not always achieve their desired outcomes.” Although public health research has illustrated promising applications of social media in practice [25], there are potential dangers or issues associated with using social media for health communication, such as sharing of misleading or inaccurate information or the violation of the privacy of clients or research participants [26]. Prior research has explored organizational uses of social media in health education settings [14,27,28]. Moreover, guidelines and best practices exist for planning, implementing, and evaluating social media activities in public health [5,13,24,29-31], but there is no research that has measured training or educational needs for health education professionals who are increasingly using social media to satisfy their occupational responsibilities. For this purpose, the objective of this study was to design, develop, and test a social media competency inventory for CHES and MCHES. The intended use of the inventory was for the assessment of workforce needs to inform the development of future training, educational programs, and organizational policies.

**Methods**

**Overview**

The design, development, and testing of the new measure for social media competency entailed three overarching phases: Phase 1, Conceptualization and Domain Specifications; Phase 2, Item Development; and Phase 3, Inventory Testing and Finalization. These phases and their corresponding steps were based on Crocker and Algina’s 10-step process of test construction [32]. Approval from the lead researcher’s (JA) university Institutional Review Board was obtained prior to beginning this study. Figure 1 depicts a sequential overview of the research activities that occurred within each of the three phases.

Figure 1. Outline of methods for designing, developing, and testing the Social Media Competency Inventory.

**Phase 1: Conceptualization and Domain Specifications**

**Defining and Operationalizing Social Media Competency**

The term “social media competency” was not previously defined in the literature; therefore, a review of the literature was conducted using Google Scholar, PubMed, the Cumulative Index to Nursing and Allied Health Literature (CINAHL), and the Education Resources Information Center (ERIC) using a combination of the following keyword search terms: competency, competency model, competence, competency framework, professional ability, successful use, performance, professional readiness, employee, information technology, social
media, social network, Web-based technologies, new media, digital health, technology, Web 2.0, and eHealth.

Once social media competency had been defined and operationalized, observable behaviors that characterized the specific constructs to be measured in the inventory were identified using the literature and professional guidelines. More specifically, the following terms were searched on three databases (Google Scholar, PubMed, and CINAHL): health education, health promotion, health behavior, prevention, use, guides, practice, research, competency, ability, knowledge, attitudes, readiness, effective use, information technology, social media, social network, Web-based technologies, new media, digital health, technology, Web 2.0, and eHealth. Additionally, leading health organizations’ websites were searched for guidelines and recommendations related to the responsibilities of health education specialists and evidence-based social media practices. Organizations included the American Public Health Association (APHA), Centers for Disease Control and Prevention, National Institutes of Health (NIH), National Commission for Health Education Credentialing, Inc, the Society for Public Health Education (SOPHE), and the US Department of Health & Human Services (HHS). Using these sources, a list of potential and actual social media tasks completed by health education specialists was drafted. These tasks were compared with the entry-level sub-competencies outlined in the Seven Areas of Responsibility. Sub-competencies that could be met using social media were revised to incorporate social media. For example, one sub-competency is related to collecting primary health data (Sub-competency 1.3.1) [19]. Using this sub-competency, the following observable behavior was created: “Collect primary data (using survey or other method to collect data directly from social media) related to health using social media.” As the inventory was intended for both CHES and MCHES, only entry-level sub-competencies were included in the development of the observable behaviors. The observable behaviors were organized according to each of the Seven Areas of Responsibility for Health Education Specialists [19]. This organization system was used to ensure that each of the seven areas would be adequately reflected in the final inventory, thus allowing the inventory to be directly linked to the key responsibilities of health education specialists.

**Observable Behaviors: Expert Review and Revisions**

A panel of four experts was asked to review the initial list of observable behaviors. The panel included three content experts and one measurement expert. The three content experts had worked in the field of health education for a minimum of five years, and had extensive knowledge on using social media technologies in health education research. One of the content experts is also an MCHES. The measurement expert was a research methodologist with vast experience in psychometrics and large-scale measurement and evaluation. The experts were sent a Web-based survey using Qualtrics survey software. The Web-based survey contained observable behaviors organized by the Seven Areas of Responsibility for Health Education Specialists. Experts were asked to indicate which behaviors should be kept or removed. Provided textboxes allowed experts to suggest additional observable behaviors for consideration. 

After the initial expert review, the list of observable behaviors was revised and sent back to the experts. Experts were then asked to create a rank order of the remaining observable behaviors in each of the Seven Areas of Responsibility for Health Education Specialists. SPSS version 22.0 was used to calculate median ranks and interquartile ranges to determine the most important observable behaviors ranked by the experts.

**Domain Specifications for Each Scale**

Domain specifications were developed for each of the constructs identified as a function of the literature and expert review. For each construct, a table of specifications was developed to outline the content areas, the relevant learning domain levels (ie, stages of the affective domains, levels of the cognitive domain), and the representation of each of these elements across the scale. The domain specifications for each construct were again sent to the experts to review using a Web-based survey programmed into Qualtrics. Domain specifications were revised based on the experts’ comments and feedback.

**Phase 2: Item Development**

**Overview**

Development of the items, item stems, and instructions were guided by recommendations from several survey methods resources [33-36]. An initial list of items was drafted using the list of observable behaviors and the representation of items outlined in the domain specifications. The number of items was based on the proportion of items in each cell of the table of specifications per construct, and by approximately doubling the number of items needed for the final scale for each construct [37].

**Expert Review of Items and Item Revisions**

Experts were asked to review items using a Web-based survey administered on Qualtrics. Within the survey, the experts were asked to evaluate the following characteristics by whether or not each item adequately reflected each characteristic (yes/no): brevity, focus, clarity, assurance, readability, and adequacy of response options [33,38]. Experts were provided with the definition of each of these characteristics. If an expert selected “no” for any item criteria, they were asked to explain why using a textbox provided below each item. Experts were also asked if any of the items could be perceived as biased or leading and were again given the opportunity to make comments in a textbox. Next, using the domain specifications for each construct as a reference, experts were asked to respond to the following question: “Overall, would you say the items in this section are representative of the universe of all possible questions related to [social media use in the health education construct]?” Finally, experts were provided the opportunity to make suggestions or propose changes related to the items and instructions included in the item pool. The items and the instructions were revised based on the feedback obtained by the experts.

**Think-Aloud Sessions**

Think-aloud sessions were conducted with CHES/MCHES using the revised item list. A think-aloud session is a type of cognitive interviewing method commonly employed for pilot-testing instruments to better understand the mental processes.
participants use to answer items [39]. A think-aloud session invites the participants to describe their thought processes aloud when responding to questions or reading instructions [39]. A purposive sample of CHES and MCHES (n=22) were invited to participate in the think-aloud sessions via LinkedIn [40], a professional social networking site [41-43]. To identify potential participants, the lead researcher (JA) entered “CHES” and “MCHES” into the LinkedIn search bar and invited all professionals (n=22) who appeared in the search results using either their listed email addresses (n=14) or the LinkedIn mailbox tool (n=8). Think-aloud sessions were completed over the phone (n=5) or in person (n=5). Participants were asked to open the Web-based survey containing the revised item list, read the items, and speak aloud as they responded to each item, describing how they came to the decision to answer each question. In addition, participants were asked if they had problems answering the items, if any of the questions were frustrating or confusing, or if any questions could be perceived as offensive. Each session lasted approximately 45 minutes. While the sessions were not recorded, detailed notes were taken during each session. The participants did not receive an incentive for participating in a session. A thematic analysis [44] of the qualitative data from the think-aloud sessions was used to identify the reoccurring problems or issues experienced by participants when completing the assessment. The instrument was revised based on findings from the thematic analysis.

Pilot Test and Revisions

A random sample of CHES and MCHES (n=400) were emailed a link to the Web-based survey. The pilot-test data were analyzed using SPSS version 22.0 with listwise deletion used for handling missing data. Cronbach alpha values were calculated for each scale of the inventory to provide a measure of internal consistency for each construct [45]. Bivariate Spearman rank correlations (p) were calculated to assess associations between items in each scale to identify any extremely high correlations (p>.90). When an extremely high correlation was found between items, items were considered to be repetitive and unnecessary and thus removed from the pool [46]. The frequency of response options was explored to determine if each response option was being used in each scale. To examine item discriminations, corrected item-total correlations (r) were computed for each item within each scale [47]. The instrument was again revised using the results from Spearman rank and item-total correlation analyses.

Phase 3: Inventory Testing and Finalization

Field Test

Participants were recruited from NCHEC’s database of CHES and MCHES (N=10,073). A random sample of CHES and MCHES (n=1000) from the database were sent the link to the instrument embedded in a Web-based survey via a mailed letter and in an email. Three emails were also sent to each participant reminding them to complete the survey at their earliest convenience. Participants were given US $1.00 in the mailed letter, as this has been shown to increase response rates in Web-based survey research [34]. The first 100 participants to complete the survey also received a US $10.00 Amazon gift card. The Web-based survey included the final items on the instrument, as well as demographic and organizational items. Demographic questions on age, sex, race and ethnicity, highest degree obtained, and household income were adapted from the Behavioral Risk Factor Surveillance System (BRFSS) questionnaire [48]. Organizational questions were adapted from items used in another study of CHES assessing Internet and social media access at work and years of experience in the health education profession [27].

Psychometric Analyses and Item Removal

The analyses of field data were conducted using three procedures: (1) classical test theory procedures, (2) factor analyses, and (3) Rasch analyses. Each construct in the instrument was analyzed separately.

Classical test theory procedures were executed using SPSS version 22.0. For each scale, bivariate interitem correlations, corrected item-total correlations, and Cronbach alpha statistics were computed [47]. Items with corrected item-total correlations below .30 were removed [49]. For each scale, Cronbach alpha was compared to the generally acceptable standard of .70 or higher [45].

Using Mplus Editor 7, categorical confirmatory factor analyses (CCFAs) were conducted for each construct’s data to examine fit to a unidimensional model. CCFAs were conducted using weighted least-squares means and variance adjusted (WLSMV), an estimator suggested for noncontinuous data that is robust for nonnormal data [50]. Acceptable model fit is indicated when comparative fit index (CFI) values are greater than .90, root mean square error of approximation (RMSEA) values are .05 or less, chi-square test of model fit values are not statistically significant, and Tucker-Lewis index (TLI) values are less than .90 [51]. Items with low R² values (variance explained) or low parameter estimates were removed from the instrument. In this study, CCFA model fit was examined by (1) checking model fit indices (eg, CFI and TLI), (2) ensuring statistically significant (P<.05) parameter estimates for the path of the specified model, and (3) confirming that the magnitude of the parameter estimates are consistent with the theorized model [52].

Following CCFAs, the data were analyzed under a Rasch framework, specifically the rating scale model (RSM), using the computer program jMetrik [53]. The RSM tests the probability that a person with a particular ability level will select a particular category (or response option) given a specific threshold and item difficulty level [54]. The assumptions of RSM are local independence of items, unidimensionality, and monotonicity [54]. For Likert-type data, RSMs are commonly applied [53], particularly when selecting higher response options is believed to correspond to higher ability, and that the probability of moving from one option response to the next is the same relative to item difficulty across the items [55]. RSMs can reduce the number of estimated parameters compared to less constrained models (eg, partial credit model), can assist in reducing a large number of items originally developed for a scale, and requires a lower sample size than some alternative models. As the instrument developed included six different constructs, six RSMs were fitted to the data: one RSM for each of the scales.
Local independence, monotonicity, item and category infit or outfit, item difficulty, item characteristic curves (ICCs), item reliability, item separation indices, and threshold values were all examined. Local independence was investigated by examining the correlations between the item residuals [56]. Bivariate correlations between item residuals are recommended to be below |0.20|, however, these correlations should be considered relative to all correlations [57]. Monotonicity was assessed by examining ICCs and determining if the threshold values increased in order (ie, higher response options had higher threshold values). Threshold values were examined to see whether or not they increased in order, and whether or not the distance between each threshold was between 1.00 and 5.00 logits [58]. For each item’s ICC, the curve that represented the lowest category was checked to ensure it was the furthest to the left, and the curve that represented the highest category was furthest to the right. Each category (or response option) was examined to ensure it had the highest probability for being observed at some point on the latent continuum. Item reliability, which provides an estimate for the quality of the item placement within an order of items along the latent trait, should have a value of .80 or greater [59]. Item separation, which provides an estimate of the quality of being able to locate items on the latent trait, should be 2.00 or greater [53,55]. Items with outfit and infit values more than 0.50 logits outside of the recommended values of 0.50 to 1.50 logits were removed from the instrument [58].

Guidelines Development
The reliability and validity evidence obtained during the preceding steps was used to establish general guidelines for administering, analyzing, and interpreting the final inventory. An evaluation was conducted to examine evidence of construct validity, internal structure, response process validity, external validity, and predictive validity of the inventory. Scoring and interpretation guidelines were created using recommendations from Crocker and Algina [32] and Osterlind [60].

Results

Phase 1: Conceptualization and Domain Specifications

Overview
Based on the review of literature and professional guidelines, social media competency was defined, in the context of health education, as, “the user’s potential to apply social media technologies to disseminate health information and messages, engage and empower individuals to make healthier decisions, and encourage conversation and participation related to the mission of their health organization.” Six core constructs were identified as important for assessing social media competency: (1) Social Media Self-Efficacy, (2) Social Media Experience, (3) Effort Expectancy, (4) Performance Expectancy, (5) Facilitating Conditions, and (6) Social Influence. These constructs were identified using a technology competency model framework [61] and constructs from the integrated behavioral model (IBM) [62] and the unified theory of acceptance and use of technology (UTAUT) [63]. Social Media Self-Efficacy is an individual’s confidence in their ability to use social media technologies, as a function of their employment, to meet their employer’s needs as well as to reach and engage the public. Social Media Experience includes actions or tasks completed by the individual related to social media, social media websites, and tools that exist and are utilized for professional purposes in health education. Effort Expectancy is an individual’s perceptions of the ease of using social media while at work. Performance Expectancy is one’s beliefs about the impact of social media on their job performance. Facilitating Conditions refers to an individual’s beliefs regarding the existence of technical and organizational infrastructure to support the use of social media in the workplace. Finally, Social Influence is an individual’s beliefs about how those important to them at their workplace believe they should use social media.

Observable Behaviors
The list of observable behaviors initially developed (n=77) were based on behaviors described in the Seven Areas of Responsibility and Competencies for Health Education Specialists [19], and guidelines for social media use in health promotion [13,64]. Expert panelists commented on the wording of the behaviors (eg, changing “select” to “identify”) and suggested behaviors that could be added to the list (eg, applying health literacy principles to social media campaigns). Based on their suggestions, the wording for 11 behaviors was modified and seven behaviors were added to the list.

Domain Specifications
Domain specifications were developed for each of the six constructs based on the literature and expert feedback. It was clear from the literature, as well as from expert feedback, that Social Media Self-Efficacy required the largest number of items (n=50) to adequately measure the content area and each level of the cognitive domain. Social Media Experience was viewed as the second-most important construct requiring the second-largest number of items (n=20). The content of both of these scales was represented in the Seven Areas of Responsibility for Health Education Specialists, and incorporated four levels of the cognitive domain—apply, analyze, evaluate, create—from revisions of Bloom’s Taxonomy of the Cognitive Domain [65]. The domain specifications for the four other constructs—Effort Expectancy, Performance Expectancy, Facilitating Conditions, Social Influence—were organized according to the five stages—receiving, responding, valuing, organizing, characterizing— in Krathwohl’s Affective Domain Taxonomy [66]. Scales for measuring each of these constructs were used in conjunction with expert feedback to conclude that 3 items could adequately measure each of these four constructs (ie, Effort Expectancy, Performance Expectancy, Facilitating Conditions, and Social Influence). In sum, the domain specifications across all scales represented 82 items.

Phase 2: Item Development

Expert Review of Items and Item Revisions
The initial pool had a total of 148 items (Social Media Self-Efficacy = 91 items, Social Media Experience = 40 items, Effort Expectancy = 5 items, Performance Expectancy = 4 items, Facilitating Conditions = 4 items, and Social Influence = 4 items). All experts selected “yes,” indicating that all instructions
and items were concise, clear, focused, and readable; had assurance; and displayed an appropriate number of response options. Experts also suggested edits for some of the items (n=74), which amounted to minor modifications in wording.

**Think-Aloud Sessions**

Think-aloud session participants (n=10) reported working in a diverse array of professional settings, including academia (5/10, 50%), nonprofits (3/10, 30%), a local health department (1/10, 10%), and a state health department (1/10, 10%). Five themes were identified from the qualitative data collected during think-aloud sessions: (1) definitions and terminology instruction, (2) item wording, (3) unintended thought process, (4) formatting and organization, and (5) suggested items. Identified themes informed revisions to items for clarification, revising instructions to be consistent across the inventory, reducing the number of items that appeared on each page of the survey, and organizing the items in the Social Media Self-Efficacy and Social Media Experience scales by the Seven Areas of Responsibility for Health Education Specialists. Finally, the midpoint (i.e., neither confident nor unconfident) of the Social Media Self-Efficacy scale was removed because some participants selected this option only when they were unfamiliar with a word or phrase.

**Pilot Test**

A total of 36 out of 400 (9.0%) participants completed the pilot test. A total of 16 items were removed or revised based on data from the pilot test. None of the response options appeared to be severely skewed in one direction, and all response options were used by pilot survey participants. Within the Social Media Self-Efficacy scale, 9 items were highly correlated (ρ≥.90), suggesting that they measured similar concepts; therefore, these 9 items were removed. A total of 4 items were also removed from the Social Media Experience scale because of high correlations between items (ρ≥.90). A total of 1 item was removed from the Effort Expectancy scale because of a low corrected item-total correlation (r=.07), while 2 items from the Social Influence scale were revised based on comments from participants.

**Phase 3: Inventory Testing and Finalization**

**Field Test**

A total of 353 individuals out of 1000 (35.30%) completed the Web-based survey during the field test. The demographic characteristics of field test participants can be found in Table 1. Approximately 16.1% (57/353) of field test participants did not provide demographic or organizational information on the survey. The majority of participants identified as female (263/353, 74.5%) with a mean age of 36.87 years (SD 11.58). A total of 60.9% identified as white (215/353), while 10.5% identified as black or African American (37/353) and 9.1% identified as multiple races (32/353). Over half of the participants (208/353, 58.9%) reported a household income of US $50,000 or more. Half of the participants reported having at least a master’s degree (176/353, 49.9%), 22.1% reported having at least a bachelor’s degree (78/353), and 11.9% reported earning a doctoral degree (42/353).

Organizational characteristics of field test participants can be found in Table 2. On average, participants had 10.03 years (SD 9.15) of experience in the health education field. Practice setting varied, with approximately one-quarter of participants indicating they worked in academia (88/353, 24.9%) and 15.6% reporting they worked for a nonprofit organization (55/353). Other settings included local government or health department (32/353, 9.1%), clinical (25/353, 7.1%), private or corporate (22/353, 6.2%), state government (17/353, 4.8%), federal government (21/353, 5.9%), health insurance (9/353, 2.5%), and K-12 education (3/353, 0.8%). The majority of participants (292/353, 82.7%) reported workplace access to the Internet, but less than half of participants (171/353, 48.4%) reported full access to all social media sites at their place of employment.
Table 1. Demographic characteristics of field test participants (n=353).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33 (9.3)</td>
</tr>
<tr>
<td>Female</td>
<td>263 (74.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>57 (16.1)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>215 (60.9)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>37 (10.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Hispanic, Latino, or Spanish</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Multiple Races/other</td>
<td>32 (9.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>58 (16.4)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>$24,999 or less</td>
<td>15 (4.2)</td>
</tr>
<tr>
<td>$25,000 to $49,999</td>
<td>54 (15.3)</td>
</tr>
<tr>
<td>$50,000 to $74,999</td>
<td>66 (18.7)</td>
</tr>
<tr>
<td>$75,000 or more</td>
<td>142 (40.2)</td>
</tr>
<tr>
<td>Don't know</td>
<td>10 (2.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>66 (18.7)</td>
</tr>
<tr>
<td><strong>Highest degree earned</strong></td>
<td></td>
</tr>
<tr>
<td>Bachelor</td>
<td>78 (22.1)</td>
</tr>
<tr>
<td>Master</td>
<td>176 (49.9)</td>
</tr>
<tr>
<td>Doctorate</td>
<td>42 (11.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>57 (16.1)</td>
</tr>
</tbody>
</table>
Table 2. Organizational information for field test participants (n=353).

<table>
<thead>
<tr>
<th>Organizational information</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access to Internet at work</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>292 (82.7)</td>
</tr>
<tr>
<td>No</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td>Missing data</td>
<td>57 (16.1)</td>
</tr>
<tr>
<td><strong>Access to social media at work</strong></td>
<td></td>
</tr>
<tr>
<td>Full access</td>
<td>171 (48.4)</td>
</tr>
<tr>
<td>Limited access</td>
<td>69 (19.5)</td>
</tr>
<tr>
<td>No access</td>
<td>50 (14.2)</td>
</tr>
<tr>
<td>Not sure</td>
<td>7 (2.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>56 (15.9)</td>
</tr>
<tr>
<td><strong>Employer monitors/blocks websites</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>175 (49.6)</td>
</tr>
<tr>
<td>No</td>
<td>89 (25.2)</td>
</tr>
<tr>
<td>Don't know</td>
<td>32 (9.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>57 (16.1)</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
</tr>
<tr>
<td>State government/health department</td>
<td>17 (4.8)</td>
</tr>
<tr>
<td>Local government/health department</td>
<td>32 (9.1)</td>
</tr>
<tr>
<td>Clinical</td>
<td>25 (7.1)</td>
</tr>
<tr>
<td>Academia</td>
<td>88 (24.9)</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>55 (15.6)</td>
</tr>
<tr>
<td>Private or corporate</td>
<td>22 (6.2)</td>
</tr>
<tr>
<td>Federal government</td>
<td>21 (5.9)</td>
</tr>
<tr>
<td>Health insurance</td>
<td>9 (2.5)</td>
</tr>
<tr>
<td>K-12 education</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (7.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>55 (15.6)</td>
</tr>
</tbody>
</table>

**Psychometric Analyses and Item Removal**

The initial classical test theory analyses revealed Cronbach alphas ranging from .64 to .99. Two alphas for data collected using the Facilitating Conditions and Social Influence scales were slightly below the .70 recommended value [45]. A total of 13 items that were highly correlated and measured similar content in two other scales were removed (Social Media Self-Efficacy = 12 items, Social Media Experience = 1 item removed). Further, 4 total items with low corrected item-total correlations (r<.30) were removed (Effort Expectancy=2 items, Facilitating Conditions =1 item, Social Influence=1 item). Analyses of the final inventory items revealed internal consistency ranging from .66 to .98, and corrected item-total correlations ranging from .41 to .86. Table 3 lists summary statistics generated from the final classical test theory procedures.
Table 3. Summary statistics from classical test theory procedures across final scales.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Cronbach alpha</th>
<th>Corrected item-total (r) range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Media Self-Efficacy</td>
<td>.98</td>
<td>.66-.86</td>
</tr>
<tr>
<td>Social Media Experience</td>
<td>.98</td>
<td>.75-.85</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>.74</td>
<td>.51-.63</td>
</tr>
<tr>
<td>Performance Expectancy</td>
<td>.81</td>
<td>.60-.73</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
<td>.66</td>
<td>.57-.70</td>
</tr>
<tr>
<td>Social Influence</td>
<td>.66</td>
<td>.41-.57</td>
</tr>
</tbody>
</table>

Initial CCFAs for the scales revealed statistically significant chi-square test of model fit indices across the scales. RMSEA values were above the recommended .05 level, aside from one scale—Social Influence—which had an RMSEA value of .04. However, many scales (n=4) were close to the cutoff value for mediocre fit (.10) [50]. With the exception of Effort Expectancy, all other TLI and CFI values were .90 or greater, indicating acceptable fit [50]. All standardized loadings were significant, ranging from .36 to .70. Only one scale (Facilitating Conditions) had standardized loadings below .50. CCFAs were conducted a second time for scales that had item(s) removed as a result of the RSM analyses. A summary of the CCFAs for each of the final scales is presented in Table 4.

Table 4. Summary statistics from CCFAs across final scales.

<table>
<thead>
<tr>
<th>Scale</th>
<th>$\chi^2$ (df)</th>
<th>RMSEA $^b$ value (95% CI)</th>
<th>TLI $^c$</th>
<th>CFI $^d$</th>
<th>Standardized loading range</th>
<th>$R^2$ value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Media Self-Efficacy</td>
<td>7376.1 (1595)$^e$</td>
<td>.11 (.11-.11)</td>
<td>.91</td>
<td>.97</td>
<td>.72-.92$^e$</td>
<td>.52-.85</td>
</tr>
<tr>
<td>Social Media Experience</td>
<td>1161.0 (170)$^e$</td>
<td>.14 (.13-.15)</td>
<td>.96</td>
<td>.97</td>
<td>.80-.92$^e$</td>
<td>.65-.85</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>89.9 (1)$^e$</td>
<td>.55 (.45-.65)</td>
<td>.63</td>
<td>.88</td>
<td>.70-.73$^e$</td>
<td>.49-.54</td>
</tr>
<tr>
<td>Performance Expectancy</td>
<td>32.9 (1)$^e$</td>
<td>.33 (.24-.43)</td>
<td>.94</td>
<td>.98</td>
<td>.85-.88$^e$</td>
<td>.72-.77</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
<td>7.1 (1)$^e$</td>
<td>.14 (.06-.25)</td>
<td>.97</td>
<td>.99</td>
<td>.36-.70$^e$</td>
<td>.13-.50</td>
</tr>
<tr>
<td>Social Influence</td>
<td>1.4 (1)</td>
<td>.04 (0-.16)</td>
<td>.99</td>
<td>.99</td>
<td>.52-.57$^e$</td>
<td>.28-.32</td>
</tr>
</tbody>
</table>

$^a$Categorical confirmatory factor analysis (CCFA).

$^b$Root mean square error of approximation (RMSEA).

$^c$Tucker-Lewis index (TLI).

$^d$Comparative fit index (CFI).

$^e$P<.001.

RSM analyses were conducted initially for all scale items remaining after classical test theory procedures. Items with item infit and outfit values drastically outside of the recommended range (ie, more than 0.50 logits outside of 0.50-1.50) were removed from the Social Media Self-Efficacy scale (n=1). A review of domain specifications and item fit statistics led to the removal of items measuring similar content with worst fit statistics (Social Media Self-Efficacy=9 items, Social Media Experience=8 items, Social Media Effort Expectancy=2 items). Initial RSM analyses showed that almost all scales possessed appropriate category fit statistics, and acceptable threshold values that increased in the appropriate order. Only one scale, Effort Expectancy, revealed a noteworthy issue with regard to the category thresholds. While the threshold values for the Effort Expectancy scale ranged from -2.76 to 2.33, the values did not increase in order. The original categories were 0 (Strongly Disagree), 1 (Somewhat Disagree), 2 (Neither Agree or Disagree), 3 (Somewhat Agree), and 4 (Strongly Agree). The threshold for category 2 (Neither Agree or Disagree) was larger than for category 3 (Somewhat Agree). This result presented an issue with the scale as it indicated that higher response categories do not necessarily respond to higher ability level. A follow-up RSM analysis was completed to determine if merging the neutral category (Neither Agree or Disagree) with one of the other categories would cause the thresholds to increase monotonically with either of these changes [67]. Therefore, rescoring included recoding the value of 2 to 1 (ie, scoring sequence 01123) and then recoding the value of 2 to 3 (ie, scoring sequence 01223). This allowed for the neutral category to first become collapsed with Somewhat Disagree, and then, in the second analysis, become collapsed with Somewhat Agree. Items were reverse coded before the analysis to account for the collapsed categories in each analysis. Both analyses resulted in monotonically increasing thresholds. The differences in the increased thresholds for the first change (ie, collapsing with Somewhat Disagree) were more severe than for the second change (ie, collapsing with Somewhat Agree) as evidenced by the curves in the ICCs.

Table 5 lists summary statistics for the second RSM analyses conducted for the final scale items. Item reliabilities were above...
the recommended value of .80 or greater [59]. Likewise, the item separation indices for each scale were above the cutoff value of 2.00 [53,59]. Almost all scales had item infit and outfit values within the recommended range of 0.50 to 1.50 logits [58], with the exception of Facilitating Conditions, which had values above 1.50 yet below 2.00 logits. Similarly, the Facilitating Conditions scale had some category infit and outfit values outside of the range of 0.50 to 1.50 logits. Some evidence of local dependence was observed across the scales with residual correlations above the recommended value of $r = .20$.

<table>
<thead>
<tr>
<th>Table 5. Summary statistics from rating scale model analyses across scales of final inventory.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
</tr>
<tr>
<td>--------------------------------------</td>
</tr>
<tr>
<td>Social Media Self-Efficacy</td>
</tr>
<tr>
<td>Social Media Experience</td>
</tr>
<tr>
<td>Effort Expectancy</td>
</tr>
<tr>
<td>Performance Expectancy</td>
</tr>
<tr>
<td>Facilitating Conditions</td>
</tr>
<tr>
<td>Social Influence</td>
</tr>
</tbody>
</table>

**Final Social Media Competency Inventory**

The final Social Media Competency Inventory (SMCI) can be found in Multimedia Appendix 1. The scale consists of 82 items distributed across six scales: Social Media Self-Efficacy (n=50), Social Media Experience (n=20), Effort Expectancy (n=3), Performance Expectancy (n=3), Facilitating Conditions (n=3), and Social Influence (n=3). Guidelines for the administration, scoring, and interpretation of the SMCI can be found in Multimedia Appendix 2.

**Discussion**

**Principal Findings**

Through a multistage instrument-development process, the SMCI was designed to measure six core constructs: (1) Social Media Self-Efficacy, (2) Social Media Experience, (3) Effort Expectancy, (4) Performance Expectancy, (5) Facilitating Conditions, and (6) Social Influence. Using a random sample of CHES/MCHES, evidence of generalizability was provided. Furthermore, including both CHES and MCHES as study participants allowed the reliability and validity evidence to be expanded to a larger population of health education specialists. The demographic and organizational data reported in the field test was comparable to recent studies including samples of CHES/MCHES [27,68].

Overall, adequate reliability and validity evidence supported the utility of the SMCI for assessing health education specialists’ use and access to social media technologies for health promotion research and practice. Furthermore, the use of think-aloud sessions during the pilot test provided response process validity evidence within the SMCI’s intended population. Information from the think-aloud sessions assisted in determining that participants were interpreting the items and response options as intended. However, because the Effort Expectancy scale experienced disorder thresholds, additional research needs to further explore the thought process of public health education specialists when interpreting and using the Likert response options for this particular scale. It is possible that the neutral option was used as “I’m not sure” or other unintended thought processes.

Results from classical test theory, confirmatory factor analysis, and Rasch RSM procedures provided evidence to support the internal structure of the scales within the SMCI. However, two scales (Facilitating Conditions and Social Influence) revealed internal consistency values below the recommended cutoff values. Nevertheless, data collected using both of these scales generated acceptable item reliability values in the RSM analyses. Based on the CCFA and bivariate residual correlation analyses, the data collected from the Facilitating Conditions and Social Influence scales should be fitted to a more multidimensional model to determine if this allowance provides a better fit for each of the scales’ data. Future research is needed to explore the external structure of the scales included in the inventory, as well as the predictive validity of the SMCI.

**Understanding the Competency and Theoretical Frameworks of the Social Media Competency Inventory**

Constructs within the SMCI were selected using a competency modeling framework and a theoretical framework based on the integrated behavioral model and the unified theory of acceptance and use of technology. According to the integrated behavioral model, there are four conditions under which a behavior is most likely to occur [62]. First, a person should have strong intention to participate in the behavior as well as the knowledge and skills to perform it. Second, there should not be any substantial environmental constraints that could prevent the behavior from being performed. Third, the behavior should be important to the person. And lastly, the person should have some prior experience performing the behavior. Similar to the health behavior theories from which the IBM was established (ie, theory of planned behavior and theory of reasoned action), intention is the most important predictor of behavior. Intention to participate in a behavior offers indication of the individual’s “perceived likelihood of performing a behavior” [62]. An individual’s behavioral intention is predicted by their personal agency, self-efficacy, and perceived norms associated with the behavior. Possessing the appropriate skills and knowledge is...
crucial for a person to be able to successfully perform the behavior, and previous experience with the behavior can translate to the behavior becoming habitual. As with IBM, the unified theory of acceptance and use of technology also emphasizes the significance of behavioral intention, positing that behavior is predicted by behavioral intention as well as facilitating conditions [63]. Behavioral intention is the individual’s intention to use the specific technology. Facilitating conditions refer to an individual’s beliefs in the existence of technical and organizational infrastructure to support the use of the technology. Behavior intention is predicted by effort expectancy, performance expectancy, and social influence. By blending the theoretical constructs and relationships from these two frameworks, a model for assessing social media competency as well as their relationship to social media performance was created.

Marcolin et al [61] discussed different measures related to technology-competence modeling. They identified three main outcomes related to technology-related user competence: cognitive, skill-based, and affective. Cognitive outcomes refer to the individual’s knowledge about the technology and how to use the technology. Skill-based outcomes represent the transition from knowledge to automaticity, which refers to the individual’s ability to generalize his or her knowledge to new technology-related tasks. Affective outcomes refer to the motivations and attitudes of the individual as they both pertain to user competence. An instrument attempting to model competency should measure these three outcomes.

Social media competency can be explained as a person’s intention in the sense that it indicates their readiness to access and use social media as a function of their employment. This capacity is influenced by their attitudes and beliefs related to social media: to be more specific, their beliefs on how social media use impacts their ability to perform as a health education specialist, how those important to them perceive social media use, the ease of learning how to use social media for health education, and the existing technical and organizational infrastructures for using social media at their place of employment. These perceptions related to four constructs from the UTAUT: (1) effort expectancy, (2) performance expectancy, (3) social influence, and (4) facilitating conditions. These beliefs may also correspond to behavioral and normative beliefs constructs from the IBM. Furthermore, an individual’s previous experience using social media is likely to affect their capacity to use social media.

**Limitations and Opportunities for Future Research**

There are several limitations that should be addressed in future research. First, the list of CHES and MCHES from which the random samples were drawn for the pilot and field tests were not inclusive of all CHES and MCHES. Only CHES and MCHES who agreed to have their contact information distributed to researchers were included on the list. However, this contact list did contain more than 75% of all CHES and MCHES. Similarly, missing data related to demographic and organizational information limits the ability to generalize the findings from the field test to all CHES and MCHES. However, it should be noted that the majority of participants (84%) did provide this information in the field test. Similar missing data related to demographics and organizational information has been observed in other studies of CHES [68]. Not all health education specialists are CHES and MCHES; therefore, future research is needed to test the reliability of SMCI data among health education specialists who are not CHES or MCHES.

Second, data collection for both the pilot and field tests were conducted through a Web-based survey with self-report data. This may have impacted the representation of CHES and MCHES. Some invited CHES and MCHES may not have wanted to participate in a Web-based survey versus a paper-and-pencil or telephone survey. However, Web-based surveys do allow for anonymous surveys, which may have decreased socially desirable responses and offered greater privacy to participants [45]. Multiple methods for data collection on each scale should be conducted in the future to generate multitrait/multimethod matrix validity evidence. Wright [69] provides several advantages of Web-based surveys for research, including reduced time and costs. Because the pilot and field tests were international in scope, it would have been far more time consuming and expensive to have participants complete the inventory in person or by postal mail. Nevertheless, the data obtained from the Web-based surveys were self-reported, and there is no guarantee that individuals provided accurate information.

Evidence of local dependency among items in the SMCI scales’ data was another limitation. Large residual correlations may suggest the possibility of multidimensionality [70]. While some research suggests that parameter estimates of item response theory (IRT) models can be somewhat robust to minor violations of unidimensionality or local dependency [71], additional research should be done to determine if multidimensionality exists for the data collected using each of the six different scales. One last study limitation was that only some types of validity evidence were explored in this study. Types of validity evidence in need of further exploration include divergent, convergent, predictive, and multitrait/multimethod matrix. While it is important to explore convergent and divergent relationships among constructs as well as predictive validity, this was not feasible in this inceptive instrument-development study. Adding more scales to the SMCI would have made the Web-based survey even longer, and may have reduced completion rates. Nonetheless, for the purposes of interpretation, it is important to differentiate between competency and performance, and also understand the relationship between competency and performance. Future research should examine the relationship between social media competency and performance among CHES and MCHES.

**Conclusions**

The growth in the popularity and functionality of social media technologies corresponds to increasing potential for engaging and reaching specific populations for health promotion activities. While health education specialists widely use social media and general guidelines for social media use in public health are available, an assessment instrument for evaluating the potential of health education specialists to effectively use social media in the workplace was previously unavailable. The SMCI, which
was developed and tested in this study, provides a unique measure to assess the capacity of health education specialists to use social media technologies. The SMCI can be applied to identify gaps in confidence and experience, as well as professional development needs within health education organizations. This data can be used to inform the development of specific guidelines, training, and policies. More research is now needed to explore the dimensionality of data collected using the SMCI. Future studies should also examine the relationship among the six constructs within the SMCI, and the ability of the SMCI to predict social media use and performance among CHES and MCHES. While the results of this study do not offer absolute support for use of the SMCI in high-stake situations (eg, employment decisions), the SMCI can be used to obtain a general understanding of the readiness of health education professionals to use social media to engage populations and deliver relevant public health messages. This study provides the necessary foundation for future research that will help ensure that the health education field is sufficiently prepared to effectively use social media to promote and protect public health.
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Abstract

Background: Podcasts are popular with medical students, but the impact of podcast use on learning outcomes in undergraduate medical education has not been studied in detail.

Objective: Our aim was to assess the impact of podcasts accompanied by quiz questions and lecture attendance on short- and medium-term knowledge retention.

Methods: Students enrolled for a cardio-respiratory teaching module were asked to prepare for 10 specific lectures by watching podcasts and submitting answers to related quiz questions before attending live lectures. Performance on the same questions was assessed in a surprise test and a retention test.

Results: Watching podcasts and submitting answers to quiz questions (versus no podcast/quiz use) was associated with significantly better test performance in all items in the surprise test and 7 items in the retention test. Lecture attendance (versus no attendance) was associated with higher test performance in 3 items and 1 item, respectively. In a linear regression analysis adjusted for age, gender, and overall performance levels, both podcast/quiz use and lecture attendance were significant predictors of student performance. However, the variance explained by podcast/quiz use was greater than the variance explained by lecture attendance in the surprise test (38.7% vs 2.2%) and retention test (19.1% vs 4.0%).

Conclusions: When used in conjunction with quiz questions, podcasts have the potential to foster knowledge acquisition and retention over and above the effect of live lectures.

(J Med Internet Res 2015;17(9):e223) doi:10.2196/jmir.3814
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Introduction

In recent years, there has been increasing interest in the use of podcasts as means of knowledge transmission. In broad terms, podcasts can generally be described as audio and/or video files that can be played back on various electronic devices including tablets and smartphones. In fact, the word “podcast,” first used in 2004, is a portmanteau created from the name of one particular device (the iPod) and the word “broadcast.” There is no uniform consensus as to what format or content is required...
for an electronic source to be called a “podcast.” As a consequence, anything from straight-forward recordings of lectures or conference presentations to complex animated films can be referred to as podcasts. However, some authors have used the term “vodcast” to describe online material containing videos [1] and “enhanced podcast” for audio material supplemented with still images [2]. One common feature of all these formats is that they can be used in an asynchronous manner (ie, at any time, independent of lecture hours).

Within 10 years of their invention, technologies to capture lectures and make them available to students have been embraced by medical teachers involved in both undergraduate and continuing medical education. At the same time, both massive open online courses [3] and scholarly journals [4] now offer a wide range of options to view or listen to material online. User satisfaction is generally high [5], but there is a paucity of data linking podcast use to actual learning outcome. This is in contrast with recent calls for medical school lectures to be moved to online platforms altogether so that classroom time may be used for more efficient teaching activities [6,7]. The underlying assumption is that students viewing course material in preparation of a lecture will retain the content. To our knowledge, this hypothesis has not been tested so far.

A PubMed search combining “medical education” with the terms “podcasts,” “lecture video,” “online lecture,” or “streaming lecture” (search date March 6, 2014) yielded 357 unique citations, and 6 additional articles were identified from reference lists and by contacting experts in the field. Only 78 out of these 363 papers had a specific focus on podcasts. Only 55 of these presented original data, and about half of these (n=27) were related to undergraduate medical education. While half of these (n=13) just reported usage patterns and student satisfaction with podcasts, only 14 original articles assessed the association between podcast use and learning outcome (6 randomized controlled trials, 7 prospective studies, and 1 retrospective analysis). Notably, none of these studies addressed podcast use for preparatory purposes. Instead, podcasts were used to either completely replace or supplement live lectures. In summary, there is currently no scientific data on the effectiveness of using podcasts to stimulate student learning prior to attending a lecture.

The aims of this study were to assess the impact of preparatory podcast use in conjunction with quiz questions versus lecture attendance on short-term and medium-term knowledge retention, and identify significant predictors of short-term and medium-term knowledge retention.

It was hypothesized that students engaging with the material presented in podcasts and submitting answers to quiz questions would retain significantly more knowledge than students not using podcasts. With regard to the second study aim, it was hypothesized that podcast/quiz use would be at least as effective in promoting short-term and medium-term knowledge retention as lecture attendance.

This study did not address any specific psychological framework underlying a potential effect of podcast/quiz use. Instead, it focused on effects elicited by one particular teaching intervention (ie, podcasts and quiz questions) in a “real-world” educational setting.

**Methods**

**Study Design**

This study was conducted at Göttingen Medical School. Like most German medical schools, it offers a 6-year undergraduate curriculum comprising 2 preclinical years and 3 clinical years, followed by a practice year. This prospective trial included a cohort of fourth-year medical students who were enrolled in a 6-week cardio-respiratory module in winter term 2013/14. In the preceding summer term, all 37 lectures held during the 6-week module had been recorded using Camtasia Studio 7 (TechSmith). The resulting videos featured the presentation slides used and the lecturer’s voice (duration: 35-45 minutes; format: MP4). Following the summer term 2013, the material was reviewed, and the best 10 lecture recordings with regard to sound and image quality were selected to be used in this study. Lecturers were asked to identify key aspects with particular relevance for general internal medicine and to draft free-text questions addressing that content (Table 1).

In winter term 2013/14, students enrolled in our module were provided with online access to the 10 selected videos for a period of 7 days before the respective live lectures. A free-text quiz question was linked to each podcast, and students were invited to submit their answers via email until the night before the live lecture. On the day of the lecture, the principal investigator (TR) revealed the correct answer to the entire class and also projected a 1-minute clip from the podcast containing the answer. He then raffled a book voucher (€20) among all students who had submitted a correct answer.

As part of an e-learning session in the final week of the module, students were invited to complete the same 10 quiz questions that had been provided with the podcasts (surprise test). In this session, students were also asked to indicate which lectures they had attended. In order to assess long-term retention, students were invited to answer the same 10 questions again 2 months later in an unannounced retention test. The study outline is summarized in Figure 1.
Table 1. Key aspects covered in podcast lectures and student performance in quizzes as well as in the surprise and retention tests.

<table>
<thead>
<tr>
<th>Lecture theme</th>
<th>Key aspect</th>
<th>Students with a correct quiz answer n (%)</th>
<th>Students with a correct answer in surprise test n (%)</th>
<th>Students with a correct answer in retention test n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 01: Chronic heart failure</td>
<td>Side effects of spironolactone are more pronounced in routine care than in clinical trials due to a lack of potassium monitoring in routine care.</td>
<td>15 (22.4)</td>
<td>13 (19.4)</td>
<td>15 (22.4)</td>
</tr>
<tr>
<td>Item 02: Cardiogenic shock</td>
<td>An increase in cardiac output without use of inotropic drugs can be achieved by reducing cardiac afterload.</td>
<td>16 (23.9)</td>
<td>34 (50.7)</td>
<td>34 (50.7)</td>
</tr>
<tr>
<td>Item 03: Aortic stenosis</td>
<td>Hallmark symptoms: exertional shortness of breath, angina, and syncope; carotid pulse: prolonged upstroke time.</td>
<td>17 (25.4)</td>
<td>9 (13.4)</td>
<td>11 (16.4)</td>
</tr>
<tr>
<td>Item 04: Pacemaker therapy</td>
<td>Effect of placing a magnet over the device: inhibition of shock therapy while pacemaker activity is maintained.</td>
<td>8 (11.9)</td>
<td>21 (31.3)</td>
<td>17 (25.4)</td>
</tr>
<tr>
<td>Item 05: Lung function testing</td>
<td>An inhalation test for bronchial hyper-reactivity can be performed only if bronchial obstruction is ruled out in a baseline test.</td>
<td>13 (19.4)</td>
<td>22 (32.8)</td>
<td>23 (34.3)</td>
</tr>
<tr>
<td>Item 06: Chronic obstructive pulmonary disease</td>
<td>Neuro-humoral activation is a potential link between intra- and extra-pulmonary manifestations of the disease.</td>
<td>5 (7.5)</td>
<td>14 (20.9)</td>
<td>6 (9.0)</td>
</tr>
<tr>
<td>Item 07: Inhaled steroids for asthma</td>
<td>The key to reducing side effects of inhaled steroids was the invention of drugs with high first-pass metabolism.</td>
<td>13 (19.4)</td>
<td>20 (29.9)</td>
<td>5 (7.5)</td>
</tr>
<tr>
<td>Item 08: Obstructive sleep apnea</td>
<td>Alcohol intake before going to bed prolongs apneas and causes more pronounced oxygen saturation during sleep.</td>
<td>11 (16.4)</td>
<td>20 (29.9)</td>
<td>16 (23.9)</td>
</tr>
<tr>
<td>Item 09: Antibiotics for pneumonia</td>
<td>Ciprofloxacin monotherapy is not recommended as this drug does not target Streptococcus pneumonia.</td>
<td>12 (17.9)</td>
<td>27 (40.3)</td>
<td>29 (43.3)</td>
</tr>
<tr>
<td>Item 10: Pulmonary fibrosis</td>
<td>New drugs can be assumed to reduce mortality only if this is tested as a primary end point in a randomized trial.</td>
<td>8 (11.9)</td>
<td>15 (22.4)</td>
<td>15 (22.4)</td>
</tr>
</tbody>
</table>

Figure 1. Study outline (numbers in boxes correspond to the 10 lectures used for this study, and vertical dotted lines indicate the date on which live lectures were held). For each lecture, podcasts were available over a period of 7 days leading up to the live lecture. During this time, students were invited to submit their quiz answers.

Student Enrollment and Data Collection

Both the surprise test and the retention test were timed to coincide with scheduled e-learning activity in our institution’s computer facilities. Both tests were unannounced in order to avoid confounding by specific preparation, and a time limit of 15 minutes was set for the completion of the 10 quiz questions in both tests. At the beginning of each e-learning session, the study rationale was explained and students were asked to provide written consent to have their data analyzed for study purposes. A total of 10 book vouchers (£20) were raffled among all participants at both the surprise test and the retention test, regardless of test performance.

Questionnaires were created with EvaSys (Electric Paper). In the surprise test, students were asked to provide their age and...
gender and to indicate whether they had attended each of the 10 lectures and which podcasts they had watched. The number of quiz answers submitted during the module was derived from the emails sent to the module’s administrative staff. The potential impact of recall bias and/or podcast use without answering quiz questions was assessed by comparing the number of students indicating they had watched a particular podcast with the number of students who had submitted an answer to the corresponding quiz question. In order to adjust the analyses for student performance levels, the percent score achieved by each student in the summative end-of-module examination was also obtained (Figure 1). This examination consisted of 25 multiple choice questions addressing factual knowledge on cardiology and pneumology but specifically excluding the content covered by quiz questions as the latter focused on more complex aspects while multiple choice questions were designed to assess basic factual knowledge.

Marking of Quiz Answers
The marking procedure was identical for all three time points (during the module—only students who had submitted an answer via email; surprise test and retention test—all students entering data and consenting to have their data analyzed). After agreeing on corrects answers, 2 raters (TR and CG) independently marked all answers as correct (1) or incorrect (0). Inconsistencies were resolved by discussion. In addition to marking each single question, a sum score (0-10) was calculated, reflecting student attainment in quizzes throughout the module, in the surprise test, and in the retention test.

Statistical Analysis
Unique student identifier codes were used to merge data collected in the surprise and retention tests as well as examination results and data on podcast/quiz use. Data analysis was performed using SPSS Statistics 21 (IBM Corporation). Inter-rater agreement of the marking procedure was assessed by calculating kappa and internal consistency of both tests was assessed by calculating Cronbach alpha.

In order to assess the impact of podcast/quiz use and lecture attendance on short-term and medium-term knowledge retention, the percentage of students providing a correct answer to each question in the surprise and retention tests was calculated. Proportions of students who had/had not submitted a correct quiz answer during the module and those who had/had not attended the corresponding lecture were compared by chi-square tests. Multivariate logistic regression models were run for each of the 10 items, with the answer in the surprise/retention test as the dependent variable and controlling for age, gender, and percent score in the end-of-module examination as well as the number of submitted correct quiz answers and the number of lectures attended during the module were entered as independent variables.

Group comparisons were performed using chi-square tests (dichotomous variables) and t tests (continuous variables). Results of descriptive analyses are presented as percentages and mean with standard deviation (SD), as appropriate. Results of linear regression analyses are reported as unadjusted and adjusted beta values (95% confidence interval) and as the amount of variance explained. Significance levels were set to .05.

Ethical Approval
The local Institutional Review Board (application number 13/12/13) waived ethical approval as the study protocol was not deemed to represent biomedical or epidemiological research. Study participation was voluntary, and all participants signed an informed consent form before entering the study.

Results
Response Rate and Participant Characteristics
Of 130 students enrolled in the module, 126 gave written consent to have their data analyzed for this study. Only students with complete data in both the surprise and the retention tests and the end-of-module examination were included in the final analysis. A total of 101 students attended both tests, but 3 of these did not take the end-of-module examination and another 31 failed to provide complete information on lecture attendance. Thus, complete data of 67 students (24.2 years [SD 2.9]; 39 female) were available. Of these, 34 had submitted at least one correct answer during the module (mean 3.5 [SD 2.6]). On average, students had attended 7.8 (SD 2.3) live lectures. The percentage of students who recalled watching the podcast among those who had submitted a quiz answer was over 80% for all items, suggesting podcast use was not hugely underreported. On the contrary, the proportion of students who had not submitted a quiz answer among those who recalled watching the podcast ranged from 20% to 50%.

Inter-rater Agreement, Item Characteristics, and Results of the Surprise and Retention Tests
Inter-rater agreement for quiz questions and the surprise and retention tests were acceptable (kappa values were .86, .80, and .90, respectively). Cronbach alpha was .68 and .65 in the surprise and retention tests, respectively. The mean number of correct answers in these tests were 2.9 (SD 2.3) and 2.6 (SD 2.0), respectively. As shown in Table 1, performance in all test items was low to moderate. For example, one-third of students were aware that ruling out bronchial obstruction in a baseline lung function test is a prerequisite for bronchial hyper-reactivity testing and only 1 in 5 students displayed adequate knowledge on how to interpret clinical trial reports.

Impact of Podcast Use and Lecture Attendance on Test Performance
Figure 2 presents student performance in the surprise and retention tests as a function of podcast use and lecture attendance.
In the surprise test, podcast use was associated with significantly better knowledge on all test items while such associations with lecture attendance were observed for only 3 items. Similarly, podcast use enhanced knowledge in the retention test for 7 items while there was no such effect of lecture attendance for 9 of 10 items. Adjusting for age, gender, and examination performance attenuated the associations, but the pattern of results was unchanged.

In a sensitivity analysis, percentages of correct answers in the surprise and the retention tests were calculated separately for students who (Group 1) had submitted a quiz answer and recalled having watched the corresponding podcast and students who (Group 2) recalled having watched the podcast but had not submitted a quiz answer. With one exception (Item 2), test performance in the second group was similar to the performance of students who had neither submitted a correct answer nor watched the podcast. The proportion of correct answers in Group 2 was less than half of that observed in Group 1 and was 0% for 3 items in the surprise test and 4 items in the retention test (data not shown).

**Figure 2.** Student performance in the surprise and retention tests (columns represent the percentage of students providing a correct answer; error bars represent standard errors). * P<.05 for direct comparison (chi-square test); § P<.05 in a logistic regression adjusted for age, gender, exam performance, and lecture attendance; # P<.05 in a logistic regression adjusted for age, gender, exam performance, and podcast use.

**Predictors of Short-Term and Medium-Term Knowledge Retention**

Results of the linear regression analyses are reported in Table 2. Podcast/quiz use and lecture attendance were significant predictors of student performance in both tests. However, the variance explained by podcast/quiz use was greater than the variance explained by lecture attendance in the surprise test (38.7% vs 2.2%) and retention test (19.1% vs 4.0%).
Discussion

Principal Findings

This is the first study to examine the impact of podcast use in conjunction with quizzes prior to lecture attendance on knowledge acquisition and retention in undergraduate medical students. Students who engaged with the material before the lecture displayed improved short-term and medium-term retention, regardless of whether they also attended the lecture. The impact of lecture attendance on knowledge retention was considerably weaker despite the correct answers and the decisive part of the podcast being presented to all students in the lecture hall. The most likely explanation for our finding is that—just like interaction during a live lecture [8]—the questions provided with preparation podcasts stirred student alertness, thus facilitating learning [9]. This notion is supported by the results of the sensitivity analysis indicating that watching podcasts without submitting an answer to the corresponding quiz question did not result in improved short-term or medium-term retention. It might be hypothesized that a similar effect could have been observed for lecture attendance if students had been asked to pay attention to a specific detail during the lecture and submit the answer to a related question afterward. However, according to the rationale outlined earlier, one potential use of podcasts could be to partially move the process of knowledge acquisition from the lecture hall to the preparation phase, thereby enabling teachers and learners to explore new and better ways to spend classroom time [10].

Research Context

There has been some debate about the usefulness of podcasts in medical education. While some authors regard them as “toys” [11] and have called for more research into their actual effectiveness, others have argued that students can benefit from exploring novel technologies even in the absence of randomized controlled trials demonstrating their effectiveness [12].

The 14 published reports on the impact of podcast use on learning outcomes in undergraduate medical students vary considerably with regard to study design and outcome measure used. One retrospective analysis detected a small effect of podcast availability on national licensing examination scores that coincided with a national trend for better examination scores [13]. While 2 of the 7 prospective trials found no effect of supplemental podcasts on test scores [14,15], others did find an effect [16,17]. However, some of these effects were either assessed at a very early follow-up (ie, 5 days [18]) or confined to specific student populations, for example, non-native speakers [19]. In one study, students viewing more lectures were even found to score lower in a consecutive examination [20]. Of the 6 randomized trials published so far, 3 [21-23] found a significant effect of podcast use on student examination performance, whereas the other 3 did not [24-26].

In our study, podcasts were used neither to replace nor supplement lectures but as a preparatory tool. In this regard, our results provide some suggestions on how this technology might be used to improve learning outcome [27] (as opposed to assessing whether it should be used at all [28]). When combined with quiz questions, the provision of podcasts led to a more favorable learning outcome than lecture attendance itself, and this effect was sustained and robust in the adjusted analysis.

Given the relatively low uptake observed in our study and previous studies [20], one potential practical implication of our findings could be making the completion of a “preparatory podcast/quiz task” a requirement for course attendance.

Strengths and Limitations

Whereas many previous outcome studies assessed the association between podcast use and overall examination scores, the surprise and retention tests we used were created specifically for this study, and we made every effort to align test questions to the content taught in podcasts and lectures. Inter-rater agreement and internal consistency of the surprise and retention tests were acceptable, but mean scores in both tests were surprisingly low. One potential explanation for this is that these tests were formative in nature, and students might not have made full efforts to achieve a maximum number of correct answers. However, this should apply to all students (regardless

### Table 2. Predictors of student performance in the surprise and retention tests ($R^2$, variance explained).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Unadjusted beta (95% CI)</th>
<th>Adjusted beta (95% CI)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sum score in the surprise test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>0.95 (-0.16 to 2.06)</td>
<td>0.25 (-0.44 to 0.94)</td>
<td>.003</td>
</tr>
<tr>
<td>Age in years on the first day of the module</td>
<td>-0.08 (-0.28 to 0.11)</td>
<td>-0.05 (-0.17 to 0.07)</td>
<td>.004</td>
</tr>
<tr>
<td>Percent score in the module examination</td>
<td>0.08 (0.04-0.13)</td>
<td>0.06 (0.03-0.09)</td>
<td>.091</td>
</tr>
<tr>
<td>Number of correct quiz answers submitted during the module</td>
<td>0.65 (0.50-0.81)</td>
<td>0.60 (0.46-0.73)</td>
<td>.387</td>
</tr>
<tr>
<td>Number of lectures attended during the module</td>
<td>0.39 (0.17-0.61)</td>
<td>0.15 (0.004-0.30)</td>
<td>.022</td>
</tr>
<tr>
<td><strong>Sum score in the retention test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>0.95 (-0.05 to 1.95)</td>
<td>0.33 (-0.47 to 1.13)</td>
<td>.006</td>
</tr>
<tr>
<td>Age in years on the first day of the module</td>
<td>-0.17 (-0.34 to 0.01)</td>
<td>-0.13 (-0.27 to 0.02)</td>
<td>.026</td>
</tr>
<tr>
<td>Percent score in the module examination</td>
<td>0.07 (0.03-0.11)</td>
<td>0.05 (0.01-0.08)</td>
<td>.062</td>
</tr>
<tr>
<td>Number of correct quiz answers submitted during the module</td>
<td>0.44 (0.27-0.61)</td>
<td>0.38 (0.22-0.54)</td>
<td>.191</td>
</tr>
<tr>
<td>Number of lectures attended during the module</td>
<td>0.37 (0.17-0.57)</td>
<td>0.19 (0.02-0.36)</td>
<td>.040</td>
</tr>
</tbody>
</table>
of podcast/quiz use and lecture attendance), and using summative examinations would have had a confounding effect likely to mask any real effect of podcast/quiz use on knowledge levels [29,30]. Another explanation for the low overall scores observed in this study is that quiz questions were related to complex clinical content that—despite being highly relevant for medical practice—is not usually being covered in undergraduate medical textbooks. Moreover, students at our university are not used to open-ended questions as most end-of-course examinations still consist of multiple choice questions. The small amount of variance in surprise and retention test scores explained by the summative multiple choice examination (9.1% and 6.2%, respectively) can be taken as evidence of discriminant validity in that the study-related tests featuring open-ended questions assessed different types of knowledge than the multiple choice questions presented in the end-of-module examination.

One particular strength of our study was the ability to disentangle the effects of podcast/quiz use and lecture attendance in the adjusted analyses presented in Table 2. These data suggest that following podcast use and submitting a correct answer, attending the live lecture had only limited additional benefit in terms of learning outcome. We cannot rule out the possibility that students prepared for lectures with material other than podcasts and/or quiz questions. However, given the marked performance differences between podcast/quiz users and nonusers, any effect of additional preparation would be either confined to podcast/quiz users or too small to detect in students not using podcasts/quizzes.

We excluded a large number of students due to missing information on lecture attendance. This led to a student sample favoring slightly younger (24.2 [SD 2.9] vs 25.4 [SD 2.9]; \( P = .019 \)) and slightly higher-performing students (end-of-module exam scores: 78.6% [SD 11.3] vs 72.8% [SD 13.8]; \( P = .012 \)). The impact of these variables on our results within the final study sample was accounted for by adjusting our analyses accordingly. In addition to selection bias, recall bias is another potential threat to the validity of our findings. However, a great majority of students who had submitted a quiz answer also recalled having watched the corresponding podcast, rendering underreporting of podcast use unlikely. It might be hypothesized that lectures are in fact effective in helping students to acquire and retain knowledge. In order to artificially increase the effect of podcast/quiz use over that of lecture attendance, podcasts users would have had to systematically underreport lecture attendance. However, this was not the case as students submitting at least one correct quiz answer indicated to have attended significantly more lectures than students not submitting any answer: 8.7 (SD 2.0) versus 7.1 (SD 2.5); \( P = .006 \). In addition, there was a positive correlation between lecture attendance and podcast use \( (r = .252; P = .039) \), hence the need to control for lecture attendance in the analysis of podcast effectiveness and vice versa.

An alternative approach to addressing our research question would have been to conduct a randomized controlled trial. Although this would have yielded higher internal validity, we doubt that we would have been able to restrict podcast use to a specific student group. The aim of this trial was not to test learning processes induced by the availability of podcasts and quiz questions. Instead, this study assessed the effect of one particular teaching intervention in the “real world” of undergraduate medical education. With regard to generalizability, our findings will need to be replicated in other settings. At the same time, there is no reason to believe that using podcasts supplemented with quiz questions as tools to stimulate student learning would be completely ineffective if implemented in a different medical school.

**Conclusions**

When used in conjunction with quiz questions, lecture podcasts have the potential to foster knowledge acquisition and retention over and above the effect of live lectures. Our findings might help pave the way to move knowledge acquisition from the lecture hall to the preparatory phase, thereby freeing up valuable lecture time for more effective learner-teacher interactions.
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Abstract

Background: As a result of the digital revolution coming to medicine, a number of new tools are becoming available and are starting to be introduced in clinical practice.

Objective: We aim to assess health care professional and consumer attitudes toward new medical technology including smartphones, genetic testing, privacy, and patient-accessible electronic health records.

Methods: We performed a survey with 1406 health care providers and 1102 consumer responders.

Results: Consumers who completed the survey were more likely to prefer new technologies for a medical diagnosis (437/1102, 39.66%) compared with providers (194/1406, 13.80%; P<.001), with more providers (393/1406, 27.95%) than consumers (175/1102, 15.88%) reporting feeling uneasy about using technology for a diagnosis. Both providers and consumers supported genetic testing for various purposes, with providers (1234/1406, 87.77%) being significantly more likely than consumers (806/1102, 73.14%) to support genetic testing when planning to have a baby (P<.001). Similarly, 91.68% (1289/1406) of providers and 81.22% (895/1102) of consumers supported diagnosing problems in a fetus (P<.001). Among providers, 90.33% (1270/1406) were concerned that patients would experience anxiety after accessing health records, and 81.95% (1149/1406) felt it would lead to requests for unnecessary medical evaluations, but only 34.30% (378/1102; P=.003) and 24.59% (271/1102; P<.001) of consumers expressed the same concerns, respectively. Physicians (137/827, 16.6%) reported less concern about the use of technology for diagnosis compared to medical students (21/235, 8.9%; P=.03) and also more frequently felt that patients owned their medical record (323/827, 39.1%; and 30/235, 12.8%, respectively; P<.001).

Conclusions: Consumers and health professionals differ significantly and broadly in their views of emerging medical technology, with more enthusiasm and support expressed by consumers.

(J Med Internet Res 2015;17(9):e215) doi:10.2196/jmir.4456
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Introduction

As a result of the digital revolution coming to medicine, new tools are becoming available and are starting to be introduced in clinical practice, including genome sequencing and commercially available medical technologies, such as mobile phone-enabled self-monitoring of physiologic metrics or replacements of traditional laboratory tests. Many of these new digital tools raise questions about their impact on the patient-physician relationship, ethical standards, privacy, and security [1,2]. Yet there is limited widespread knowledge about the perceptions and support by consumers and health care professionals of these technologies. Assessment until now has been limited with respect to both scope and inclusion of views for both health care professionals and consumers. Understanding both patient and provider attitudes is essential if such technology is to be implemented in the future. Accordingly, we conducted a large-scale survey of the perceptions and comfort levels towards new technologies by patients and providers by directing the same survey to both groups, adapted for each audience.

Methods

Study Participants and Data Collection

The technology survey assessed opinions in two separate population samples, classified as either providers or consumers. A total of 21,812 health care professional members of Medscape who were active in the past year were invited via email to complete an online 15-item survey. Respondents completed the survey between August 22 and September 8, 2014. Lay WebMD website visitors from August 18-27, 2014, were invited via an interstitial invitation to complete a nearly identical online survey. This invitation was extended to total 456,243 consumers.

The Scripps Health Institutional Review Board reviewed and approved the study. Health care provider respondents were younger than consumer respondents (mean age 45 versus 60 years respectively, P<.001) and included fewer females (providers: 6.4% versus 6.4%, respectively).

The Scripps Health Institutional Review Board reviewed and approved the study. Health care provider respondents were younger than consumer respondents (mean age 45 versus 60 years respectively, P<.001) and included fewer females (providers: 6.4% versus 6.4%, respectively).

Survey

Health care providers and consumers completed very similar 15-item surveys assessing attitudes toward new technology in medicine (see Multimedia Appendix 1). Participants also provided age and gender information. Consumers answered additional demographic questions, while providers reported their area of expertise and current work setting. To participate in the study, providers were categorized to one of the following occupations: doctor, nurse practitioner, physician assistant, nurse, or medical student. If the provider did not meet these criteria, their participation in the survey was terminated (n=144).

New Technology

Health care providers and consumers responded to questions about the use of new medical technology for self-diagnosis of non-life-threatening conditions (see Multimedia Appendix 2, Q4). Respondents rated their willingness to use technology on a 3-point scale and rated whether they would use genetic testing for eight different medical scenarios. The use of mobile phones for conducting blood tests or submitting health information to a health care provider for four different conditions (eg, suspicious skin problem) was also evaluated.

Privacy

Health care providers and consumers responded to one question assessing privacy and security concerns. The participants rated their level of reluctance to use digital technology due to concerns about privacy. More specifically, the question assessed levels of concern about storage, access, and sharing health records online, in addition to communicating electronically with health care providers.

Medical Health Records

Four questions addressed attitudes towards electronic medical records. Providers and consumers rated whether patients should have access to lab results and doctor notes/procedures, or if doctors should share only information they deem appropriate. Moreover, consumers and health care providers identified ownership of a medical record, and whether access to medical records would cause patient anxiety, management of health, or unnecessary medical evaluations. Attitudes towards the immediacy of accessing lab test results were also assessed.

Cost and Transparency

Three questions gauged likelihood to ask about medical costs prior to a procedure, patient rights to receive medical cost information prior to treatment, and access to prices charged by other providers. Providers were also asked whether they were willing to compete on the basis of price.

Physical Exams and Imaging

Attitudes towards annual physical exams were evaluated with one question. Health care providers and consumers reported whether they felt an annual exam is necessary or whether there is interest in alternative forms of monitoring health. Additional concerns about exposure to radiation (eg, x-rays, mammograms, angiograms) were rated on a 7-point Likert scale in one question.

Data Analysis

Age and gender differences between groups were assessed using chi-square statistics. Probit regression was conducted on survey items with categorical outcomes. Multinomial probit regression was used on 5 items to assess differences among multiple categorical (polytomous) outcomes. Linear regression was used for one item with a continuous outcome. For each survey item, all statistical analyses involving between-group comparisons were conducted accounting for age (continuous) and gender as covariates. Other covariates, though likely different between groups (eg, education, income), were unavailable. Significance results are presented without correction for multiple testing. All data analysis was conducted in R.

Results

A total of 2508 surveys were completed, representing 1406 health care providers and 1102 consumers. Of the total number of Medscape members emailed (21,812), 6.4% of providers responded. A total of 456,243 consumers visiting the webpages owned and operated by WebMD were invited to participate in the survey. Health care provider respondents were younger than consumer respondents (mean age 45 versus 60 years respectively, P<.001) and included fewer females (providers: 6.4% versus 6.4%, respectively).
704/1406, 50.07%; consumers: 776/1102, 70.42%; \( P<.001 \) (Table 1). Thus, all between-group comparisons are also presented accounting for age and gender covariates.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Provider (N=1406), n (%)</th>
<th>Consumer (N=1102), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (% female)</td>
<td></td>
<td></td>
<td>&lt;.001a</td>
</tr>
<tr>
<td></td>
<td>704 (50.01)</td>
<td>776 (70.42)</td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>20-29</td>
<td>228 (16.21)</td>
<td>40 (3.63)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>323 (22.97)</td>
<td>41 (3.72)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>311 (22.12)</td>
<td>119 (10.80)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>332 (23.61)</td>
<td>296 (26.86)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>175 (12.45)</td>
<td>373 (33.85)</td>
<td></td>
</tr>
<tr>
<td>70+</td>
<td>37 (3.63)</td>
<td>233 (21.14)</td>
<td></td>
</tr>
<tr>
<td>Politics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscally conservative, but socially liberal</td>
<td>159 (14.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscally conservative, socially conservative</td>
<td>253 (22.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscally liberal, socially conservative</td>
<td>24 (2.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscally liberal, socially liberal</td>
<td>118 (10.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle of the road fiscally and socially</td>
<td>341 (30.94)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None of the above</td>
<td>207 (18.78)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>24 (2.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>172 (15.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>326 (29.58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College (2 year)</td>
<td>115 (10.44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College (4 year)</td>
<td>205 (18.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postgraduate work</td>
<td>260 (23.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>616 (55.90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domestic partner</td>
<td>51 (4.62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>134 (12.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>203 (18.42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widow</td>
<td>98 (8.89)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income (USD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Under $16,000</td>
<td>106 (9.62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$16,000-29,999</td>
<td>129 (11.71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$30,000-44,999</td>
<td>173 (15.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$45,000-64,999</td>
<td>160 (14.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$65,000-79,999</td>
<td>119 (10.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$80,000-99,999</td>
<td>82 (7.44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$100,000</td>
<td>159 (14.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Declined to answer</td>
<td>174 (15.79)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American/black</td>
<td>82 (7.44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian/white</td>
<td>835 (75.77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic (any)</td>
<td>52 (4.72)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Consumers were primarily college-educated with nearly one-quarter (260/1102) having some post-graduate training, 60.53% (667/1102) were married or had a domestic partner, and 75.77% (835/1102) were Caucasian.

The majority of health care providers were doctors (827/1406, 58.82%) with nurses representing the smallest group (85/1406, 6.05%) (Table 2). The most common physician specialties were family medicine (280/1406, 19.91%), internal medicine (224/1406, 15.93%), and pediatrics (168/1406, 11.95%).

Table 2. List of provider occupations, settings, and specialty (N=1406).

<table>
<thead>
<tr>
<th>Provider characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>827 (58.82)</td>
</tr>
<tr>
<td>Medical student</td>
<td>235 (16.71)</td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>152 (10.81)</td>
</tr>
<tr>
<td>Physician assistant</td>
<td>107 (7.61)</td>
</tr>
<tr>
<td>Nurse</td>
<td>85 (6.05)</td>
</tr>
<tr>
<td><strong>Primary practice setting</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>326 (23.19)</td>
</tr>
<tr>
<td>Solo/group practice</td>
<td>311 (22.12)</td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>190 (13.51)</td>
</tr>
<tr>
<td>Academic, research, military, government</td>
<td>157 (11.17)</td>
</tr>
<tr>
<td>Group practice owned by hospital</td>
<td>149 (10.60)</td>
</tr>
<tr>
<td>Health care organization</td>
<td>131 (9.32)</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Family medicine</td>
<td>280 (19.91)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>224 (15.93)</td>
</tr>
<tr>
<td>Other specialty</td>
<td>231 (16.43)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>168 (11.95)</td>
</tr>
<tr>
<td>Other</td>
<td>153 (10.88)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>67 (4.77)</td>
</tr>
<tr>
<td>OB/GYN &amp; women’s health</td>
<td>61 (4.34)</td>
</tr>
<tr>
<td>General surgery</td>
<td>57 (4.05)</td>
</tr>
<tr>
<td>Cardiology</td>
<td>47 (3.34)</td>
</tr>
<tr>
<td>Neurology</td>
<td>47 (3.34)</td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>43 (3.06)</td>
</tr>
<tr>
<td>Hematology/Oncology</td>
<td>28 (1.99)</td>
</tr>
</tbody>
</table>

Technology

New Technology

Consumers were more likely to prefer using technology for self-diagnosis of non-life-threatening medical conditions (437/1102, 39.66%) compared with providers (194/1406, 13.80%), with more providers (393/1406, 27.95%) than consumers (175/1102, 15.88%) reporting feeling uneasy about consumers using technology for self-diagnosis. The majority of providers (819/1406, 58.25%) preferred a diagnosis be made by a professional compared with 44.46% (490/1102) among consumers (Table 3, Q1).
### Table 3. Comparison of survey results between providers and consumers (relative risks [RR] in reference to providers:consumers).

<table>
<thead>
<tr>
<th>Survey items</th>
<th>Provider, n (%)</th>
<th>Consumer, n (%)</th>
<th>RR</th>
<th>RR 95% CI</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q1. Technology&lt;sup&gt;a&lt;/sup&gt; (choose one)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Like technology, prefer professional diagnosis</td>
<td>819 (58.25)</td>
<td>490 (44.46)</td>
<td>1.3</td>
<td>1.2-1.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Like technology for diagnosis</td>
<td>194 (13.80)</td>
<td>437 (39.66)</td>
<td>0.70</td>
<td>0.66-0.74</td>
<td></td>
</tr>
<tr>
<td>Uneasy using technology</td>
<td>393 (27.95)</td>
<td>175 (15.88)</td>
<td>1.2</td>
<td>1.1-1.2</td>
<td></td>
</tr>
<tr>
<td><strong>Q2. Support genetic testing&lt;sup&gt;b&lt;/sup&gt; (% No)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a baby</td>
<td>172 (12.23)</td>
<td>296 (26.86)</td>
<td>0.83</td>
<td>0.80-0.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnose problems in fetus</td>
<td>117 (8.32)</td>
<td>207 (18.78)</td>
<td>0.89</td>
<td>0.86-0.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treat disease</td>
<td>39 (2.77)</td>
<td>70 (6.35)</td>
<td>0.96</td>
<td>0.95-0.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Disease prevention</td>
<td>80 (5.69)</td>
<td>73 (6.62)</td>
<td>0.99</td>
<td>0.97-1.0</td>
<td>.66</td>
</tr>
<tr>
<td>Treat infections</td>
<td>228 (16.07)</td>
<td>122 (10.16)</td>
<td>1.1</td>
<td>1.0-1.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Identify drug side effects</td>
<td>172 (12.23)</td>
<td>145 (13.16)</td>
<td>0.99</td>
<td>0.96-1.0</td>
<td>.81</td>
</tr>
<tr>
<td>Prolong lifespan</td>
<td>394 (28.02)</td>
<td>277 (25.14)</td>
<td>1.0</td>
<td>0.99-1.1</td>
<td>.05</td>
</tr>
<tr>
<td>Identify cause of death</td>
<td>209 (14.86)</td>
<td>172 (15.61)</td>
<td>0.99</td>
<td>0.96-1.0</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Q3. Blood tests using smartphone&lt;sup&gt;b&lt;/sup&gt; (% No)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skin problem</td>
<td>737 (52.42)</td>
<td>412 (37.39)</td>
<td>1.3</td>
<td>1.2-1.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart rate/rhythm</td>
<td>554 (39.40)</td>
<td>379 (34.39)</td>
<td>1.1</td>
<td>1.0-1.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eye exam</td>
<td>983 (69.91)</td>
<td>565 (51.27)</td>
<td>1.6</td>
<td>1.5-1.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ear exam</td>
<td>962 (68.42)</td>
<td>509 (46.19)</td>
<td>1.7</td>
<td>1.6-1.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Q5. Hesitant due to privacy concerns&lt;sup&gt;b&lt;/sup&gt; (% true)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>492 (34.99)</td>
<td>466 (42.29)</td>
<td>.89</td>
<td>.83-.95</td>
<td>.033</td>
</tr>
<tr>
<td><strong>Q6. Ownership of medical record&lt;sup&gt;a&lt;/sup&gt; (choose one)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider owns records</td>
<td>613 (43.60)</td>
<td>258 (23.41)</td>
<td>1.4</td>
<td>1.3-1.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient owns records</td>
<td>431 (30.65)</td>
<td>594 (54.90)</td>
<td>0.66</td>
<td>0.62-0.71</td>
<td></td>
</tr>
<tr>
<td>Don’t know who owns records</td>
<td>362 (25.75)</td>
<td>250 (22.69)</td>
<td>1.0</td>
<td>0.99-1.1</td>
<td></td>
</tr>
<tr>
<td><strong>Q7. Access to med records&lt;sup&gt;b&lt;/sup&gt; (% I/Patient have/has a right to see)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient has right to see all test results</td>
<td>1339 (95.23)</td>
<td>1060 (96.19)</td>
<td>0.80</td>
<td>0.55-1.2</td>
<td>.54</td>
</tr>
<tr>
<td>Patient has right to see all doctors’ notes</td>
<td>884 (62.87)</td>
<td>984 (89.29)</td>
<td>0.29</td>
<td>0.24-0.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Q8. Access to EHR information&lt;sup&gt;b&lt;/sup&gt; (% No)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Could lead to feeling anxious about results</td>
<td>136 (9.67)</td>
<td>724 (65.70)</td>
<td>0.38</td>
<td>0.35-0.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Could lead to better management of my health</td>
<td>375 (26.67)</td>
<td>80 (7.26)</td>
<td>1.3</td>
<td>1.2-1.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Could lead to requesting unnecessary medical evaluations</td>
<td>257 (18.28)</td>
<td>831 (75.41)</td>
<td>0.30</td>
<td>0.28-0.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Q9. Access to lab tests&lt;sup&gt;a&lt;/sup&gt; (choose one)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider should review</td>
<td>1096 (77.95)</td>
<td>641 (58.17)</td>
<td>1.9</td>
<td>1.7-2.1</td>
<td></td>
</tr>
<tr>
<td>Patients should have access</td>
<td>182 (12.94)</td>
<td>377 (34.21)</td>
<td>0.76</td>
<td>0.72-0.79</td>
<td></td>
</tr>
<tr>
<td>Doctors review results that may cause concern</td>
<td>128 (9.10)</td>
<td>84 (7.62)</td>
<td>1.0</td>
<td>0.99-1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Q10. Cost medical procedure&lt;sup&gt;b&lt;/sup&gt; (% No)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>718 (51.07)</td>
<td>549 (49.82)</td>
<td>1.0</td>
<td>0.94-1.1</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Q11. Right to know full cost of procedure&lt;sup&gt;b&lt;/sup&gt; (% agree)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1364 (97.01)</td>
<td>1057 (95.92)</td>
<td>1.4</td>
<td>0.90-2.1</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Q12. Prices charged by different providers&lt;sup&gt;b&lt;/sup&gt; (% No)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>133 (9.46)</td>
<td>71 (6.44)</td>
<td>1.0</td>
<td>1.0-1.1</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Q13. Annual physicals&lt;sup&gt;a&lt;/sup&gt; (choose one)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Choose one; <sup>b</sup> Percentage.
### Genetic Testing

The majority of both providers and consumers supported genetic testing in medical situations, ranging from identifying and treating diseases such as cancer (providers: 1367/1406, 97.23%; consumers: 1032/1102, 93.65%) to prolonging lifespan (providers: 1012/1406, 71.98%; consumers: 825/1102, 74.86%). Providers and consumers similarly reported high support for using genetic testing for disease prevention, identifying drug side effects, and cause of death. Providers were significantly more likely than consumers to support the use of genetic testing when planning to have a baby (providers: 1234/1406, 87.77%; consumers: 806/1102, 73.14%) and diagnosing problems with a fetus (providers: 1289/1406, 91.68%; consumers: 895/1102, 81.22%). Consumers were more likely to support using genetic testing in treating infections (980/1102, 88.93%) than providers (1178/1406, 83.78%), although the absolute difference was not large (Table 3, Q2).

### Smartphone Utilization

Health care providers were less likely to support the use of smartphones ($P=0.029$) to perform blood tests. In contrast, consumers showed significantly greater support than providers for using smartphones for diagnosis of most of the surveyed conditions in place of an office visit, with 50-60% of consumers supporting smartphone delivery of information about skin problems, eye examinations, and ear examinations compared with 32-48% of providers (Table 3, Q4). Both providers (852/1406, 60.60%) and consumers (723/1102, 65.61%) endorsed using a smartphone to collect or provide heart rate information.

### Privacy

A substantial minority of both providers and consumers expressed hesitancy about privacy and security concerns when using digital health technology, although concern levels were significantly higher among consumers (466/1102, 42.29%) compared with providers (492/1406, 34.99%) ($P=0.033$).

### Medical Health Records

#### Ownership

When asked about ownership of the medical record, consumers and providers expressed significant differences in opinion: 43.60% (613/1406) of providers reported that they own their patients’ medical records, whereas 53.90% (594/1102) of consumers believed that patients own their medical record (see Figure 1 and Table 3, Q6). Approximately 20% of both groups responded that they did not know who owned the records.
Access to Medical Record Information

A high percentage of both providers (1339/1406, 95.23%) and consumers (1060/1102, 96.19%) agreed that patients should have a right to see all laboratory and diagnostic test results. In contrast, there was a significant difference in opinion regarding access to notes written by the doctor after visits or procedures, with 62.87% (884/1406) of providers agreeing that patients should have access to all notes compared with 89.29% (984/1102) of consumers (Table 3, Q7). Providers and consumers also differed in their beliefs regarding the consequences of patient access to detailed electronic health records (Figure 2). Most providers (1270/1406, 90.33%) reported concern that patients would experience anxiety after accessing health records, and 81.72% (1149/1406) felt it would lead to requests for unnecessary medical evaluations. Only 34.30% (378/1102) and 24.59% (271/1102) of consumers expressed the same concerns, respectively. While the majority of both groups agreed that access to records could lead to better management of the patient’s health, significantly fewer providers (1031/1406, 73.33%) than consumers (1022/1102, 92.74%) shared this belief (Figure 2).

When asked about access to lab tests, one-third of consumers (377/1102) agreed that patients should have access to all of their test results immediately compared to only 12.94% (182/1406) of providers, with a higher percentage of providers than consumers believing that doctors should review all lab results prior to sharing the information with patients (providers: 1096/1406, 77.95%; consumers: 641/1102, 58.17%). Fewer than 10% of individuals in both groups reported that doctors should review lab tests and determine which results may cause the patient worry before sharing the information.
Cost and Transparency

Half of the respondents in both groups reported they (consumers) or their patients (providers) ask about the cost of medical services prior to pursuing treatment (Table 3, Q10). More than 90% of both groups agreed that patients should have the right to know the full cost prior to deciding to have a medical procedure and that patients should have access to prices charged by other providers (Table 3, Q11 and Q12).

Physical Exams and Imaging

Physical Exams

Providers and consumers responded similarly to questions about physical exams. A majority of respondents reported that annual exams are necessary (providers: 837/1406, 59.53%; consumers: 683/1102, 61.98%). Less than 10% of both providers and consumers reported that annual exams are not necessary (Table 3, Q13).

Radiation Exposure

As shown in Table 3 (Q14), providers reported significantly more concern than consumers about patient exposure to radiation via various tests (eg, x-rays, mammograms, angiograms). On a 7-point scale, with higher scores corresponding to higher levels of concern, the mean concern level was 4.3 for providers and 3.5 for consumers.

Overall Opinion of New Technology

Providers and consumers differed significantly in their overall opinion of new technology (Table 3, Q15). In regard to overall feelings towards new technology, over half of the providers (806/1406, 57.33%) reported that it must be mastered to stay up-to-date compared with 36.75% (405/1102) of consumers. A higher percentage of consumers reported new technology is exciting (487/1102, 44.19%) compared with providers (548/1406, 38.98%). A subset of consumers reported that new technology is beyond them (166/1102, 15.06%) or scares them (44/1102, 3.99%), whereas, 2% or less of providers endorsed these responses.

Opinion Differences Among Health Care Providers

Differences in response to technology among physicians, medical students, and nurses, nurse practitioners, and physician assistants (collectively grouped as “nurses”) were also examined. Several differences emerged when comparing providers’ response to technology (Table 4). A higher proportion of physicians (137/827, 16.6%) preferred the use of technology for diagnosis when compared to medical students (21/235, 8.9%) and nurses (36/344, 10.5%). Similarly, medical students (154/235, 65.5%) and nurses (231/344, 67.2%) reported that they like technology but preferred that patients seek a professional diagnosis (physicians: 434/827, 52.5%; Table 4, Q1). In regard to genetic testing, physicians (581/827, 70.3%) and nurses (246/344, 71.5%) were less likely to support the use of genetic testing than medical students (185/235, 78.7%) for prolonging the lifespan (Q2). However, when using smartphones for diagnosis, medical students and nurses were less likely to accept an eye exam via a smartphone device (27%) when compared to physicians (274/827, 33.1%; Q4).

In terms of medical record ownership, a higher percentage of physicians (323/827, 39.1%) compared to nurses (78/344, 22.7%) and medical students (30/235, 12.8%) reported that the provider owned the medical record (Table 4, Q6). More doctors and nurses thought that patients should have access to doctors’ notes (physicians: 532/827, 64.3%; nurses: 235/344, 68.3%; medical students: 117/235, 49.8%; Q7). Although all groups agreed that access to electronic health records may increase patient anxiety, more physicians reported that access could lead to better management of health (physicians: 276/827, 33.4%; medical students: 42/235, 17.9%; nurses: 57/344, 16.6%). More nurses (90/344, 26.2%) thought access to electronic health records could lead to unnecessary medical evaluations than doctors or medical students (16%).

Figure 2. Proportion of responders who believed access to electronic health records would increase anxiety in patients, improve health management, or increase the number of unnecessary medical tests (error bars represent 95% confidence intervals).
### Table 4. Comparison of survey results among health care providers.

<table>
<thead>
<tr>
<th>Survey items</th>
<th>Doctor, n (%)</th>
<th>Medical student, n (%)</th>
<th>Nurses&lt;sup&gt;d&lt;/sup&gt;, n (%)</th>
<th>P value&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q1. Technology</strong>&lt;sup&gt;a&lt;/sup&gt; (choose one)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Like technology, prefer professional diagnosis</td>
<td>434 (52.5)</td>
<td>154 (65.5)</td>
<td>231 (67.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Like technology for diagnosis</td>
<td>137 (16.6)</td>
<td>21 (8.9)</td>
<td>36 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Uneasy using technology</td>
<td>256 (31.0)</td>
<td>60 (25.5)</td>
<td>77 (22.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Q2. Support genetic testing</strong>&lt;sup&gt;b&lt;/sup&gt; (% No)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a baby</td>
<td>112 (13.5)</td>
<td>23 (9.8)</td>
<td>37 (10.8)</td>
<td>.58</td>
</tr>
<tr>
<td>Diagnose problems in fetus</td>
<td>70 (8.5)</td>
<td>18 (7.7)</td>
<td>29 (8.4)</td>
<td>.89</td>
</tr>
<tr>
<td>Treat disease</td>
<td>27 (3.3)</td>
<td>5 (2.1)</td>
<td>7 (2.0)</td>
<td>.98</td>
</tr>
<tr>
<td>Disease prevention</td>
<td>56 (6.8)</td>
<td>8 (3.4)</td>
<td>16 (4.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Treat Infections</td>
<td>147 (17.8)</td>
<td>23 (9.8)</td>
<td>58 (16.9)</td>
<td>.07</td>
</tr>
<tr>
<td>Identify drug side effects</td>
<td>102 (12.3)</td>
<td>21 (8.9)</td>
<td>49 (14.2)</td>
<td>.65</td>
</tr>
<tr>
<td>Prolong lifespan</td>
<td>246 (29.7)</td>
<td>50 (21.3)</td>
<td>98 (28.5)</td>
<td>.007</td>
</tr>
<tr>
<td>Identify cause of death</td>
<td>132 (16.0)</td>
<td>30 (12.8)</td>
<td>47 (13.7)</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Q3. Blood tests using smartphone</strong>&lt;sup&gt;b&lt;/sup&gt; (% No)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skin problem</td>
<td>440 (53.2)</td>
<td>124 (52.8)</td>
<td>173 (50.3)</td>
<td>.18</td>
</tr>
<tr>
<td>Heart rate/rhythm</td>
<td>321 (38.8)</td>
<td>91 (38.7)</td>
<td>142 (41.3)</td>
<td>.68</td>
</tr>
<tr>
<td>Eye exam</td>
<td>562 (68.0)</td>
<td>171 (72.8)</td>
<td>250 (72.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Ear exam</td>
<td>553 (66.9)</td>
<td>161 (68.5)</td>
<td>248 (72.1)</td>
<td>.62</td>
</tr>
<tr>
<td><strong>Q5. Hesitant due to privacy concerns</strong>&lt;sup&gt;b&lt;/sup&gt; (% true)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>332 (40.1)</td>
<td>66 (28.1)</td>
<td>93 (27.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Q6. Ownership of medical record</strong>&lt;sup&gt;a&lt;/sup&gt; (choose one)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider owns records</td>
<td>323 (39.1)</td>
<td>30 (12.8)</td>
<td>78 (22.7)</td>
<td></td>
</tr>
<tr>
<td>Patient owns records</td>
<td>314 (38.0)</td>
<td>128 (54.5)</td>
<td>171 (49.7)</td>
<td></td>
</tr>
<tr>
<td>Don’t know who owns records</td>
<td>190 (23.0)</td>
<td>77 (32.8)</td>
<td>95 (27.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Q7. Access to med records</strong>&lt;sup&gt;b&lt;/sup&gt; (% I/Patient have/has a right to see)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient has right to see all test results</td>
<td>790 (95.5)</td>
<td>223 (94.9)</td>
<td>326 (94.8)</td>
<td>.49</td>
</tr>
<tr>
<td>Patient has right to see all doctors’ notes</td>
<td>532 (64.3)</td>
<td>117 (49.8)</td>
<td>235 (68.3)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Q8. Access to electronic health care record information</strong>&lt;sup&gt;b&lt;/sup&gt; (% No)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Could lead to feeling anxious about results</td>
<td>75 (9.1)</td>
<td>17 (7.2)</td>
<td>44 (12.8)</td>
<td>.25</td>
</tr>
<tr>
<td>Could lead to better management of my health</td>
<td>276 (33.4)</td>
<td>42 (17.9)</td>
<td>57 (16.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Could lead to requesting unnecessary medical evaluations</td>
<td>129 (15.6)</td>
<td>38 (16.2)</td>
<td>90 (26.2)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Q9. Access to lab tests</strong>&lt;sup&gt;a&lt;/sup&gt; (choose one)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provider should review</td>
<td>639 (77.3)</td>
<td>181 (77.0)</td>
<td>276 (80.2)</td>
<td>.29</td>
</tr>
<tr>
<td>Patients should have access</td>
<td>122 (14.8)</td>
<td>23 (9.8)</td>
<td>37 (10.8)</td>
<td></td>
</tr>
<tr>
<td>Doctors review results that may cause concern</td>
<td>66 (8.0)</td>
<td>31 (13.2)</td>
<td>31 (9.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Q10. Cost medical procedure</strong>&lt;sup&gt;c&lt;/sup&gt; (% No)</td>
<td>421 (50.9)</td>
<td>125 (53.2)</td>
<td>172 (50.0)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Q11. Right to know full cost of procedure</strong>&lt;sup&gt;b&lt;/sup&gt; (% agree)</td>
<td>803 (97.1)</td>
<td>228 (97.0)</td>
<td>333 (96.8)</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Q12. Prices charged by different providers</strong>&lt;sup&gt;b&lt;/sup&gt; (% No)</td>
<td>84 (10.2)</td>
<td>29 (12.3)</td>
<td>20 (5.8)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Q12a. Prepared to compete on price</strong>&lt;sup&gt;b&lt;/sup&gt; (% No)</td>
<td>362 (43.8)</td>
<td>101 (43.0)</td>
<td>102 (29.7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The opinions of consumers and health care providers who completed this survey differ significantly in many scenarios when it comes to new medical technology. Nevertheless, interest in utilizing new technology does exist, with 40% of respondents reporting excitement about using new devices. Although respondents expressed some hesitancy (eg, access to medical records, ownership of records, transmitting information via smartphone, privacy), a majority of individuals from both groups were also in favor of using new medical technology.

A high percentage of consumers and providers agreed on the use of genetic testing to help prevent disease, identify side effects of certain medications, peri-partum diagnostics, and identify cause of death. A recent report of the opinion of parents towards genetic testing early post-partum reinforces our finding of strong consumer support [3].

Similar to consumers, providers believed that patients should have access to lab and diagnostic tests and cost transparency for procedures, but the same was not true for access to office medical notes. Although consumers were willing to use technology for self-diagnosis, providers reported a higher level of unease accepting this information.

Comparison With Prior Research

The largest differences between consumers and providers emerged when assessing access to electronic health records. A marked disparity between health care providers and consumers was noted over concerns that patients would experience an increase in anxiety and request unnecessary health care resources. In contrast to all providers, consumers believed that access would not lead to anxiety, but instead, result in better management of their health care. These perceptions mirror the results of the Open Notes study that found that patients do benefit from access to their medical notes and, although doctors anticipated negative psychological impact, few patients experienced symptoms of anxiety [4]. Prior research suggests that patient access to information generated by new technologies, such as genetic risk information, does not result in an increase in health care utilization [5]. Moreover, there is empirical support for the efficacy of electronic health records access [6] and, in general, patients respond positively to the information [1]. Nonetheless, there is a continued concern that more information via technology will burden physicians and medical resources [2] and that this may have an impact on confidentiality and privacy [1].

Providers were, for the most part, less willing to accept diagnostic information from their patient via smartphone, although that was somewhat information-type dependent with heart rhythm detection being twice as acceptable as diagnostic imaging. The use of camera phones provides another venue of communication, can be a form of empowerment, and can engage the patient in both the diagnostic and management of their own health. Furthermore, instead of hindering rapport, the additional communication and involvement could potentially lead to a stronger doctor-patient relationship [7].

While consumers expressed more privacy concerns for new technology than providers, it was surprising that less than half of the respondents expressed any security concerns. This contrasts with the results of a recent survey of just over 2000 individuals from the Office of the National Coordinator that found nearly 70% of respondents whose providers used electronic health records to be very or somewhat concerned about data privacy, and approximately 75% were concerned about data security [8]. This difference may reflect a higher level of trust in digital data by individuals who routinely used Web-based resources such as WebMD.
The ownership of a medical record was also an area of substantial divergence. Providers believed that they owned their patient’s medical record nearly twice as often as did consumers. In contrast, just over 50% of consumers believed that the patient owned their own record. Perhaps surprisingly, a higher proportion of doctors, when compared to other medical students, reported that the patient owned the medical record. Interestingly, a quarter of all respondents did not know who owned the medical record. Another surprising finding was that medical students tended to express more conservative views regarding use of technology in several areas compared with physicians, being more likely to prefer diagnoses to be made by health care providers and less likely to consider patients to own their medical records and to endorse patient access to provider notes.

Limitations
Respondents represent a small proportion of Medscape members and WebMD consumers that elected to participate. Therefore, the results may not represent the larger population of medical providers and consumers. Furthermore, only about 6% of Medscape members and 1% of WebMD consumers who were offered this survey elected to complete it. Thus, our results should be interpreted within the context of two potential biases: (1) membership/visits to these corresponding websites, and (2) a small proportion of eligible respondents. However, a recent report of the results of two non-simultaneous surveys of consumer and provider opinions around digital technology in health care found results consistent with ours [9]. Future studies will benefit from collecting in-depth descriptive statistics and diverse samples to further understand nuanced differences between consumers and providers.

Conclusions
Clinical validation of new digital technologies, with assessment of efficacy, safety, and cost-effectiveness, will be an important part of future research efforts. But understanding the attitudes of patients and physicians may be particularly useful before such validation can occur and especially prior to any widespread potential clinical implementation. The new technologies exemplify the disruption of existing systems of health care—medical information flowing directly to patients, such as with smartphone sensors and lab testing, or with the newfound ability for consumers to perform elements of the physical examination. Our results show that both consumers and health care professionals are generally supportive of these technologies, albeit with sizably greater support and enthusiasm among consumers. Furthermore, the sensitive issue of ownership and access to medical records, where a large gap between consumer and provider expectations exists despite recent clinical validation of transparency, requires considerable further attention. As medicine gets increasingly digitized, the forces favoring democratization will likely be intensified.
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Abstract

Background: Several studies have demonstrated the effect of guided Internet-based cognitive behavioral therapy (ICBT) for depression. However, ICBT is not suitable for all depressed patients and there is a considerable level of nonresponse. Research on predictors and moderators of outcome in ICBT is inconclusive.

Objective: This paper explored predictors of response to an intervention combining the Web-based program MoodGYM and face-to-face therapist guidance in a sample of primary care patients with mild to moderate depressive symptoms.

Methods: Participants (N=106) aged between 18 and 65 years were recruited from primary care and randomly allocated to a treatment condition or to a delayed treatment condition. The intervention included the Norwegian version of the MoodGYM program, face-to-face guidance from a psychologist, and reminder emails. In this paper, data from the treatment phase of the 2 groups was merged to increase the sample size (n=82). Outcome was improvement in depressive symptoms during treatment as assessed with the Beck Depression Inventory-II (BDI-II). Predictors included demographic variables, severity variables (eg, number of depressive episodes and pretreatment depression and anxiety severity), cognitive variables (eg, dysfunctional thinking), module completion, and treatment expectancy and motivation. Using Bayesian analysis, predictors of response were explored with a latent-class approach and by analyzing whether predictors affected the slope of response.

Results: A 2-class model distinguished well between responders (74%, 61/82) and nonresponders (26%, 21/82). Our results indicate that having had more depressive episodes, being married or cohabiting, and scoring higher on a measure of life satisfaction had high odds for positively affecting the probability of response. Higher levels of dysfunctional thinking had high odds for a negative effect on the probability of responding. Prediction of the slope of response yielded largely similar results. Bayes factors indicated substantial evidence that being married or cohabiting predicted a more positive treatment response. The effects of life satisfaction and number of depressive episodes were more uncertain. There was substantial evidence that several variables were unrelated to treatment response, including gender, age, and pretreatment symptoms of depression and anxiety.

Conclusions: Treatment response to ICBT with face-to-face guidance may be comparable across varying levels of depressive severity and irrespective of the presence and severity of comorbid anxiety. Being married or cohabiting, reporting higher life satisfaction, and having had more depressive episodes may predict a more favorable response, whereas higher levels of dysfunctional thinking may be a predictor of poorer response. More studies exploring predictors and moderators of Internet-based treatments are needed to inform for whom this treatment is most effective.
Introduction

Background
Several efficacious psychological and pharmacological treatments for depression exist [1]. A well-documented treatment is cognitive behavioral therapy (CBT), which has shown comparable effects as pharmacotherapy in treating mild to moderate depression with the additional benefit of reducing relapse [2,3].

The therapy model, structure, and short-term format of CBT make it highly suitable for delivery through self-help material. Delivery through Internet services is one example and several studies have demonstrated the efficacy of Internet-based CBT (ICBT) for depression, especially when guided by a therapist (eg, [4,5-8]). In fact, the treatment effects from guided ICBT and standard face-to-face treatment seem to be comparable [9-11]. Despite the positive results, ICBT is not suitable for all depressed patients because the problem of nonresponse is notable ranging from 50% to 65% (eg, [6,7,12]). Therefore, the question of which patients this treatment is effective for is important to address. The aim of this study is to examine pretreatment variables that can predict response to an ICBT protocol that was published previously [13].

General Prognostic Factors
A number of studies have investigated factors predicting the course of depression in primary care and community settings. Factors associated with a poorer course of the depressive disorder include individual characteristics (eg, high levels of neuroticism [14,15]), socioeconomic factors (eg, low educational level [16,17], unemployment [16,17]), relational factors (eg, lack of social support [17-19], loneliness [17]), health-related variables (eg, somatic illness [17,18], severity of somatic symptoms [19,20], poor self-rated health [21], lower levels of mental [20] and global [15] functioning), and factors related to the depressive disorder (eg, baseline depressive severity [17-20,22], history of depression [23], duration of depressive episodes [16,18], dysthymia or double depression [15,24], and comorbidity with anxiety [17,19,24], substance abuse [22], or personality disorders [24]).

Predictors of Response to Cognitive Behavioral Therapy
In the literature on treatment response, the concepts of prognostic and prescriptive factors are discussed [25]. The former represent nonspecific predictors of response and the latter represent moderators which refer to variables predicting differential treatment response between treatments [25,26]. The latter is most useful for informing which treatments seem most suitable for which patient characteristics or subpopulations [27].

Several patient characteristics have been suggested to influence response to CBT for depression. Patient expectancy, perceived treatment credibility, and improvement in the early phases of treatment seem to be powerful predictors of outcome in cognitive therapy and psychotherapy in general [28-32]. Demographic variables such as gender, age, education, and employment status are less consistently related to treatment outcomes [33-36]. However, in a recent study of treatment-resistant depression in primary care, age was found to moderate the effect of CBT with older patients gaining most benefit from this treatment [37]. In addition, married patients seem to respond consistently better to CBT compared to unmarried patients [38-40]. Many studies suggest poorer outcomes in terms of posttreatment symptoms for patients with high baseline depressive severity (eg, [41-43]). This relationship may depend on the definition of outcome; Van et al [34] propose that high initial severity may be associated with more difficulty achieving remission, whereas symptom change may be achieved more readily because higher severity leaves more room for improvement. In addition, regression to the mean effects can be expected to be stronger for those with a higher symptom load. Other features of the depressive disorder, such as high chronicity and younger age of onset, have been found to predict poorer response to CBT [29,38], but the predictive role of number of depressive episodes [29,30,39] and comorbid anxiety remains unclear [44-47]. With its relation to the proposed mechanism of change in CBT, the role of dysfunctional attitudes has received considerable attention and several studies conclude that high baseline levels of dysfunctional attitudes predict a poorer treatment response [29,33,39,48,49].

Predictors of Response to Internet-Based Cognitive Behavioral Therapy
For ICBT, results concerning depressive severity are consistent with previous research on face-to-face CBT [4,50-56]. In contrast to previous research, studies of ICBT have found either no association between marital status and treatment response [6,52,57] or a positive association between being separated, widowed, or divorced and symptom reduction [53]. Two studies of younger and older adults, respectively, found more favorable outcomes for females [52,58]. Donker et al [59] found similar results in a sample with a broader age range, whereas others have not replicated this finding [4,6,12,56,57]. Age itself did not significantly predict outcome in these studies, with the exception of Donker et al [59] in which age was found to be a moderator because older individuals responded more favorably to CBT and younger individuals improved more with interpersonal therapy (IPT). Results have been mixed for educational level, employment status, dysfunctional attitudes, and for clinical variables such as number of depressive episodes and the presence of comorbidity (eg, [6,12,50-53,56,57,59]).
Treatment credibility refers to the extent to which patients endorse a treatment model as logical and meaningful, and 2 studies found this to be unrelated to outcomes of ICBT [60,61]. Results were mixed with respect to treatment expectancy [60,61]. One study indicated that although higher motivation was associated with greater adherence, low and moderate levels were related to better outcomes, perhaps due to unrealistic expectations and proneness to disappointment for highly motivated participants [57]. One may presume that greater adherence leads to better outcomes, but even on this point there are inconsistencies with some studies finding an association [5,60,62-65] and others not [12,54,57,66-68]. A review suggested that the impact of adherence may depend on how it is measured and that module completion may be more consistently related to outcomes for depression than measures such as number of log-ins [69].

**Aim of the Study**

The aim of this study is to identify prognostic predictors of response to an intervention combining the Web-based program MoodGYM and high-intensity face-to-face therapist guidance in a sample of mildly to moderately depressed primary care patients. Data from a randomized controlled trial (RCT) comparing this intervention to a delayed treatment condition was used. Data from the treatment phase of the 2 groups were collapsed. This increased sample size in the treatment group, but also precludes a clear distinction between general prognostic factors and predictors specific to CBT. This limitation must be borne in mind when interpreting the results. Predictor variables were predominately chosen on the basis of previous research on CBT delivered face-to-face and over the Internet, but some measures were included for exploratory purposes.

Most patients with mild to moderate depression receive all their treatment in primary care where the availability of psychological treatments is often limited [70-73]. If implemented in primary care, this intervention could constitute an alternative to treatment as usual. This paper may indicate which patients in a depressed primary care population may benefit more or less from treatment with MoodGYM and therapist guidance.

Based on previous literature, we hypothesized that (1) more positive expectations would predict a more favorable response to treatment, (2) participants with higher baseline depression severity would improve more, and (3) a higher score on a measure of dysfunctional thinking would predict a poorer treatment response. Because the remaining predictor variables have yielded mixed results in previous studies, no specific hypotheses were formulated for these.

**Methods**

**Study Design**

The study was a RCT with 2 conditions: (1) a treatment condition comprising 6 weeks of Web-based CBT with face-to-face therapist guidance and (2) a 6-week waitlist for the same treatment during which time participants could also access treatment as usual. The research protocol was approved by the Regional Committee for Research Ethics in Northern Norway and the Human Ethics Committee of the Australian National University (ANU). The trial was registered in the Australian New Zealand Clinical Registry (ACTRN12610000257066). A more detailed account of the study methods is given in Høifødt et al [13].

**Participants and Procedure**

Participants (N=106) were recruited from general practitioners (GPs), primary care nurses, and from waitlists of primary care referrals at 2 psychiatric outpatient clinics. Local GPs and primary care nurses were informed about the study and provided their patients with information about the project. Participants on waitlists at the psychiatric outpatient clinics at the Psychiatric Centre for Tromsø at the University Hospital of North Norway and at the Department of Psychology at UiT The Arctic University of Norway were invited by postal mail. Patients consented by signing an informed consent form. Consenting participants were screened for inclusion and randomly allocated to the 2 groups. The study inclusion criteria were (1) aged 18 to 65 years, (2) access to the Internet, and (3) a score between 10 and 40 on the Beck Depression Inventory-II (BDI-II), which indicates mild to moderately severe symptoms of depression. Individuals already attending CBT were excluded. Participants with suicidal intentions, concurrent psychosis, or alcohol or drug abuse disorders were excluded. Participants who used antidepressant medication were stabilized for 1 month prior to entering the trial.

Assessments and treatment took place at the Department of Psychology at UiT The Arctic University of Norway. Because the patients allocated to the 2 study arms showed comparable courses during treatment, data from the treatment phase of the 2 groups was combined to increase statistical power. Seven participants in the control group dropped out during the waiting period and did not complete the pretreatment assessments. Another 7 participants did not meet the inclusion criteria according to the BDI-II at the pretreatment assessment and were excluded, as were 7 participants who provided data only on 1 measurement occasion. In addition, 3 outliers with treatment duration exceeding far beyond that of the rest of the sample (>28 weeks) were excluded. Because slopes of BDI-II were modeled as a function of time, treatment duration is a critical variable; therefore, we chose to base our criterion for outliers on this scale.

**Intervention**

The guided self-help intervention included (1) The Norwegian version of the ICBT program MoodGYM version 3 [74], (2) face-to-face therapist guidance of high-intensity, and (3) reminder emails between sessions.

The MoodGYM was originally developed at ANU as a free-of-charge automated Web intervention delivered to the public [75]. MoodGYM consists of 5 self-help modules and 29 exercises. The program is based on CBT and was developed to prevent and reduce symptoms of depression and anxiety among adolescents [76], but is efficacious for adult populations also [8,77-79]. MoodGYM focuses on identification and restructuring of dysfunctional thinking, activation of behavioral strategies to increase engagement in positive activities, as well as learning of stress reduction and problem-solving techniques.
Participants were introduced to the program and instructed to complete one module per week. After each module, participants received face-to-face support (15-30 minutes) from a psychologist (RSH or KL). The main elements of the sessions were reinforcement of progress, discussion of key messages from the modules, and helping participants to relate to the material and employ techniques from the program in their daily life. The full intervention included 8 sessions. The mean number of sessions attended was 7.0 (SD 2.2). Due to delays, some participants attended more sessions (9 sessions: n=8; 10 sessions: n=3; 11 sessions: n=1). Mean session length in minutes (excluding screening) was 28.1 (SD 6.9, range 15.8-48.6). Therapists aimed to meet participants weekly. However, the interval between sessions and the number of sessions were allowed to vary to meet individual needs. Thus, treatment duration varied between participants (mean 9.6, SD 4.8, range 1-22) and there was no fixed posttreatment time-point.

Outcome

Several outcome measures were analyzed in the trial focusing on the effect of the intervention [13]. In this paper, analyses are restricted to predicting response on the BDI-II. The BDI-II was administered to all participants at baseline (before randomization) and before every consultation during the intervention phase. The control group also completed an assessment before entering online treatment (pretreatment).

The BDI-II is a 21-item self-report measure of severity of depressive symptoms during the past 2 weeks [80]. Studies consistently support the BDI-II as a reliable, internally consistent, and valid scale for assessing depression [80-82]. In this study, internal consistency (Cronbach alpha) ranged from .79 to .97 and was generally greater than .90 for the measurement occasions T1 to T11 (baseline to session 11).

Predictors of Outcome

Demographic Variables

The variables gender, age, marital status, and employment status were collected during the screening interview before randomization. Marital status and employment status were dichotomized as married/cohabiting versus not married/cohabiting and being employed versus not being employed, respectively.

Severity Variables

This group of variables included pretreatment measures of severity of depressive and anxious symptoms and quality of life, as well as depression and anxiety diagnosis, number of depressive episodes, and alcohol use measured at baseline. In addition, previous treatment was included as a dichotomous variable (1=yes, 0=no) indicating whether participants had previously received pharmacotherapy or psychological treatment for depression.

Severity of anxiety and depression symptoms pretreatment was assessed with The Hospital Anxiety and Depression Scale (HADS). This inventory has 2 subscales of 7 items each, measuring depression and anxiety, respectively, and is reliable and valid [83,84]. In this study, Cronbach alpha was .67 and .81 for the depression and anxiety subscales, respectively.

Another measure of anxiety severity was The Beck Anxiety Inventory (BAI) [85]. The inventory possesses robust internal consistency, reliability, and validity [86-88]. Cronbach alpha in the present study was .92.

The Mini-International Neuropsychiatric Interview (MINI) [89] was used to identify participants who fulfilled the criteria for a major depressive episode (MDE) or any anxiety disorder, and to determine the number of previous depressive episodes (0=no lifetime MDE; 1=single lifetime MDE; 2-4 lifetime MDEs; 3>=5 lifetime MDEs).

Alcohol use was assessed with the Alcohol Use Disorders Identification Test (AUDIT) [90]. The instrument has favorable internal consistency, reliability, and criterion validity [90,91]. Participants with scores greater than 20 were excluded from the study. Cronbach alpha in this study was .81.

Health-related quality of life was assessed with the EuroQol 5-Dimension Self-Report Questionnaire (EQ-5D) [92]. Respondents mark their level of functioning for each of 5 dimensions (mobility, self-care, usual activities, pain/discomfort, and anxiety/depression).

The Satisfaction With Life Scale (SWLS) measures global life satisfaction according to the individual’s own criteria [93]. The scale has sound psychometric properties [94,95]. Cronbach alpha in this study was .78.

Cognitive Variables

Dysfunctional thinking and self-efficacy were explored as potential predictors of response. Dysfunctional thinking patterns were measured with the Warpy Thoughts Quiz, which is part of the first module of MoodGYM [96]. The 42-item quiz covers 7 areas of dysfunctional thinking: the need for approval, love, to succeed, and to be perfect; expectations of rights; influence on others; and the view that happiness depends on external things. Items are rated from 1 (strongly agree) to 5 (strongly disagree). Higher scores indicate more dysfunctional thinking. Norms were based on a sample aged 20 to 32 years (N=153) [97], and the scale demonstrates good internal consistency (Cronbach alpha=.77-.84) [96]. A 20-item short form of the scale correlates strongly with the Automatic Thoughts Questionnaire (r=.51) and moderately (r=.39) with measures of depression and anxiety [98].

The General Self-Efficacy Scale (GSE) assesses broad and stable beliefs about one’s ability to deal with various demands and challenges [99]. The GSE has satisfactory reliability and construct and criterion cross-cultural validity [100-103]. Cronbach alpha in this study was .89.

Expectancy, Motivation, and Use

Expectancy, attitudes toward using an Internet-based program, and motivation were measured after introducing CBT and MoodGYM using questions developed for the purpose of this study:

1. To which degree do you expect that an Internet-based self-help program can be helpful for your depressive symptoms?
2. How is your attitude toward using an Internet-based self-help program?
3. How likely is it that you will use this Internet-based self-help program?

For the first 2 questions, 5-point Likert scales (1=very high expectations, 5=very low expectations; 1=very negative attitude, 5=very positive attitude) were used. Responses to the item on motivation (question 3) were given on an 11-point scale from 0% to 100%. User data on module completion was registered online and was denoted by a number between zero and 4, with zero indicating no use and 4 indicating completion of the module.

Statistical Analyses Using Bayesian Statistics

Motivation for Using Bayesian Methods

Bayesian methods were used for data analyses instead of the more commonly used null-hypothesis significance testing (NHST) approach (for a general introduction to Bayesian methods, see [104,105]). In a Bayesian framework, we directly estimated the posterior probability distribution of the parameters taking data and model structure into account. Bayesian methods are suitable in the current setting for several reasons. First, the use of Bayesian hierarchical modeling allows the design of custom models that are appropriate for the data without relying on approximations as is necessary in NHST methods. Furthermore, Bayesian modeling is highly flexible because the posterior distribution can be readily transformed into easily interpretable quantities and the uncertainty inherent to the analysis is propagated and available at each level of analysis. As such, Bayesian analysis relies much less on point estimates and an arbitrary choice of significance levels. Indeed, the strong critique on $P$ values (regarding, for example, their biasing impact on which results are trusted/reported and the problems with their interpretation [106,107]) emerging in many relevant scientific fields such as medicine [108] and psychology [106] has triggered the development of Bayesian methods in these fields (eg, [109,110]). Instead of reporting $P$ values and relying on the problematic concept of statistical significance using an arbitrary significance level, Bayesian methods report the results of an analysis in terms of probabilities, odds ratios, and Bayes factors that give a more graded and readily interpretable summary of the conclusions supported by the data.

Odds ratios are ratios of probabilities or densities indicating the probability of one event occurring relative to another. Similarly, the Bayes factor quantifies how much more likely one hypothesis is with respect to another by dividing the posterior model odds by the prior model odds. Note that the Bayes factor integrates the probability over the complete parameter space and, therefore, automatically punishes overly complex models. Jeffreys [111] discussed how Bayes factors could be interpreted in terms of strength of evidence for and against a hypothesis (see Table 1) and it has been shown that Bayes factors are less prone to overestimating effects from psychological experiments compared to $P$ values [112].

Using Bayes factors, Bayesian modeling may quantify the support for the null hypothesis and to what extent the null hypothesis ($H_0$) is more likely than the alternative ($H_1$). This is advantageous compared to traditional NHST-based tests which can only “not reject” the null hypothesis. This is a desirable feature when investigating the potential impact of predictor variables on treatment efficiency.

<table>
<thead>
<tr>
<th>Bayes factor</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;100</td>
<td>Decisive evidence for $H_1$</td>
</tr>
<tr>
<td>30-100</td>
<td>Very strong evidence for $H_1$</td>
</tr>
<tr>
<td>10-30</td>
<td>Strong evidence for $H_1$</td>
</tr>
<tr>
<td>3-10</td>
<td>Substantial evidence for $H_1$</td>
</tr>
<tr>
<td>1-3</td>
<td>Anecdotal evidence for $H_1$</td>
</tr>
<tr>
<td>1</td>
<td>No evidence</td>
</tr>
<tr>
<td>1/3-1</td>
<td>Anecdotal evidence for $H_0$</td>
</tr>
<tr>
<td>1/10-1/3</td>
<td>Substantial evidence for $H_0$</td>
</tr>
<tr>
<td>1/30-1/10</td>
<td>Strong evidence for $H_0$</td>
</tr>
<tr>
<td>1/100-1/30</td>
<td>Very strong evidence for $H_0$</td>
</tr>
<tr>
<td>&lt;1/100</td>
<td>Decisive evidence for $H_0$</td>
</tr>
</tbody>
</table>

*a Adapted from Wetzels et al [112]. BF$_{10}$ is the odds for the alternative hypothesis ($H_1$) divided by the odds for the null hypothesis ($H_0$).

Statistical Models

Depression scores from BDI-II were acquired for each individual over several weeks of treatment. Because the intervention allowed a flexible session schedule there was resulting variation in measurement occasions; therefore, the effects of time from treatment could not be disentangled. Because participants could use the self-help program between sessions, we hypothesized that participants would continuously benefit from the treatment between sessions. Therefore, time (in weeks) was chosen as the
repeating variable because this was considered to be the most correct representation of the data. We conducted a model selection procedure (for details see Multimedia Appendix 1) to find the most faithful representation of our data from among a linear, a quadratic, and an exponential model. Based on the results from this procedure, we modeled the BDI-II scores on the individual level as an exponential function of time and constrained the individual regression coefficients by a group-level distribution (hierarchical model). In Bayesian analysis, the specification of prior belief is essential. We specified a weakly informative prior such that the estimates were allowed to vary across a large number of parameter values while constraining them to be in a plausible range [105,113]. We implemented 2 complementary models, one for predicting probability of responding to treatment and another one for quantifying the strength of the response. The models were fit using Markov chain Monte Carlo (MCMC) algorithms implemented in the Just Another Gibbs Sampler (JAGS) software [114] and convergence was ensured by visual inspection and the Gelman-Rubin diagnostic [115]. We also conducted posterior predictive checks to ensure that the model fit the data well [105] (see Figures S1-S3 in Multimedia Appendix 1).

Predicting Probability of Response
Response to depression treatment varies substantially across individuals [27]. Latent-class approaches allow for the modeling of different growth trajectories across subgroups and captures this unobserved heterogeneity in trajectories by employing a categorical latent variable [116,117]. Class membership is initially unknown, but is inferred based on observed data resulting in identified classes of individuals with more similar response patterns within each group than between groups [116]. Thus, different classes of individuals may vary around different mean growth curves with potentially unique forms and parameter values. This can be advantageous compared to conventional growth modeling which assumes that all individuals are drawn from the same population and estimates the average growth curve for this population [118]. Furthermore, covariates can be included in the model to predict class membership and, in this way, individual characteristics predicting differential trajectories may be identified. Previous investigations have successfully employed latent-class methods to identify different distributions for groups of responders and nonresponders to treatment [32,119,120]. Therefore, we chose to fit a model that assumed 2 different distributions from which subject-level parameters could be drawn. Predictor variables were used as regressors on probability of class membership using a logit link function (for details see Multimedia Appendix 1) resulting in estimates $\beta_i$ for each predictor. The resulting model effectively distinguished between responders and nonresponders (see Figure S4 in Multimedia Appendix 1).

Predicting the Strength of Response
In a next step, we aimed to explain variation in responsiveness by identifying variables that correlated with the slope of the response. This is an alternative way to look at prediction of response and it has the advantage of being more directly comparable to previous studies because latent-class approaches have not been widely used in the field. We modeled this situation by adding the subject-level covariates as linear predictors on the estimate of the first-level regression slope. Because changes of the slope parameter in the exponential model are not reflected linearly (a unit change on a low slope parameter has strong impact whereas the same change on a higher slope parameter has less impact), we relied on the quadratic model for this approach. This resulted in estimates $\alpha_i$ for the regression coefficient for each predictor.

Results
Sample Characteristics
A total of 106 participants were included in the study and randomized to an intervention condition (n=52) or a delayed treatment control condition (n=54). Figure 1 describes the flow of participants through the trial. Of the 54 participants in the control group, 47 (87%) showed up for pretreatment assessment after being on a waitlist. For the control and intervention groups, 21 of 47 (45%) and 15 of 52 (29%) participants, respectively, dropped out between pre- and posttreatment assessments. Treatment adherence was moderate with 31 of 52 participants (60%) in the intervention group and 20 of 54 participants (37%) in the control group adhering to treatment (completing MoodGYM and attending at least 7 sessions). The average number of completed modules and pretreatment characteristics of the sample are presented in Table 2. Distributions for the predictors are shown in Figure S5 in Multimedia Appendix 1.
Table 2. Participant characteristics (N=82).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>60 (73)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>36.0 (11.7)</td>
</tr>
<tr>
<td>Range</td>
<td>18-63</td>
</tr>
<tr>
<td>Marital status (married/cohabiting), n (%)</td>
<td>44 (54)</td>
</tr>
<tr>
<td>Educational level (higher education), n (%)</td>
<td>41 (50)</td>
</tr>
<tr>
<td>Employment status (employed), n (%)</td>
<td>56 (68)</td>
</tr>
<tr>
<td><strong>Severity variables</strong></td>
<td></td>
</tr>
<tr>
<td>Symptom measures, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Beck Depression Inventory-II</td>
<td>21.3 (6.6)</td>
</tr>
<tr>
<td>Beck Anxiety Inventory</td>
<td>13.0 (10.2)</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>8.3 (2.9)</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>9.7 (4.1)</td>
</tr>
<tr>
<td>Satisfaction With Life Scale</td>
<td>16.7 (5.1)</td>
</tr>
<tr>
<td>EQ-SD</td>
<td>0.7 (0.2)</td>
</tr>
<tr>
<td>AUDIT</td>
<td>5.0 (4.1)</td>
</tr>
<tr>
<td>Depression diagnosis, n (%)</td>
<td>44 (54)</td>
</tr>
<tr>
<td>Number of major depressive episodes, n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5 (6)</td>
</tr>
<tr>
<td>1</td>
<td>27 (33)</td>
</tr>
<tr>
<td>2-4</td>
<td>25 (31)</td>
</tr>
<tr>
<td>≥5</td>
<td>19 (23)</td>
</tr>
<tr>
<td>Comorbid anxiety, n (%)</td>
<td>27 (33)</td>
</tr>
<tr>
<td>Earlier treatment, n (%)</td>
<td>49 (60)</td>
</tr>
<tr>
<td>Present treatment (antidepressants or other), n (%)</td>
<td>23 (28)</td>
</tr>
<tr>
<td><strong>Cognitive variables, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Warpy Thoughts Quiz</td>
<td>82.8 (25.1)</td>
</tr>
<tr>
<td>General self-efficacy</td>
<td>26.6 (4.9)</td>
</tr>
<tr>
<td><strong>Expectancy, motivation, and use</strong></td>
<td></td>
</tr>
<tr>
<td>Expectancy (1=very high expectations), mean (SD)</td>
<td>2.6 (0.7)</td>
</tr>
<tr>
<td>Attitude (5=very positive), mean (SD)</td>
<td>4.1 (0.8)</td>
</tr>
<tr>
<td>Motivation, mean (SD)</td>
<td>94.0 (12.2)</td>
</tr>
<tr>
<td>Number of modules, mean (SD)</td>
<td>3.8 (1.7)</td>
</tr>
<tr>
<td><strong>Treatment duration (weeks)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>9.6 (4.8)</td>
</tr>
<tr>
<td>Range</td>
<td>1-22</td>
</tr>
<tr>
<td>Treatment sessions, mean (SD)</td>
<td>7.0 (2.2)</td>
</tr>
</tbody>
</table>

*a* Data for 1% (1/82) missing.

*b* Employed: full-time or part-time employment. Not employed: unemployed, student, homemaker, long-term sick.
Predicting Probability of Response

The restricted 2-class model distinguished well between responders and nonresponders (ie, most participants either have a very low or a very high probability of belonging to the responder group, $P_{\text{resp}}$) (see Figure S4 in Multimedia Appendix 1). Using $P_{\text{resp}}=0.05$ as split criterion, we found that 21 of 82 (26%) participants did not respond to treatment, whereas 61 of 82 (74%) did. These results were based on the conditional latent-class exponential model encompassing all predictor variables. A corresponding analysis using the quadratic model found qualitatively similar results. The results of the regression of the covariates on the probability to respond to the treatment are reported in Table 3. The odds ratios indicate the degree of evidence that each covariate has a positive/negative impact relative to the probability of the opposite (eg, as indicated in Table 3, it is almost 15 times more likely that a subject’s score on the Warpy Thoughts Quiz affects the probability of him or her responding to treatment negatively rather than positively). Thus, the odds ratios give an indication of the likely direction of the effect of a covariate on the probability of response, but do not delineate the strength of this effect. To give an indication of the strength of the effect, the probability of being in the responder group as a function of each of the covariates is plotted in Figure 2. This relatively complex reporting of the strength of effects was necessary for this analysis since the estimation of Bayes factors in latent-class models is computationally complicated and still a topic of ongoing research.
### Table 3. Posterior mode, highest density interval (HDI), and odds ratios for the beta coefficients predicting probability of being a responder. The odds ratios indicate the probability that each covariate has a positive/negative impact relative to the probability of the opposite (+: positive effect; -: negative effect), but do not indicate the strength of this effect.

| Variable                     | Posterior mode (HDI) | OR $|\beta_i| >0$ |
|------------------------------|----------------------|-------------|
| Warpy Thoughts Quiz          | $-0.93 (-2.27, 0.30)$| 14.55–      |
| EQ-5D                        | $-0.71 (-2.21, 0.76)$| 4.84–       |
| Motivation                   | $-0.70 (-2.13, 1.05)$| 3.42–       |
| AUDIT                        | $-0.49 (-1.82, 0.73)$| 3.67–       |
| HADS-A                       | $-0.48 (-1.87, 0.88)$| 3.11–       |
| HADS-D                       | $-0.44 (-1.72, 0.90)$| 2.99–       |
| GSE                          | $-0.21 (-1.71, 1.19)$| 1.70–       |
| Gender                       | $-0.15 (-1.46, 0.97)$| 1.74–       |
| Anxiety diagnosis            | 0.04 (-1.29, 1.39)   | 1.10+       |
| BAI                          | 0.08 (-1.27, 1.63)   | 1.31+       |
| Earlier treatment            | 0.33 (-0.88, 1.53)   | 2.44+       |
| Depression diagnosis         | 0.33 (-0.96, 1.51)   | 2.19+       |
| Age                         | 0.37 (-0.86, 1.60)   | 2.56+       |
| Expectancy (reversed)        | 0.39 (-0.77, 1.70)   | 3.23+       |
| Attitude                    | 0.42 (-0.87, 1.60)   | 2.54+       |
| Modules                     | 0.45 (-0.82, 1.82)   | 3.22+       |
| Employment status           | 0.51 (-0.76, 1.81)   | 3.77+       |
| Marital                     | 0.83 (-0.48, 2.09)   | 8.17+       |
| SWLS                        | 0.88 (-0.44, 2.20)   | 10.92+      |
| Number of depressive episodes| 1.02 (-0.14, 2.28)   | 23.91+      |

In summary, having had more depressive episodes, being married or cohabiting, and scoring higher on life satisfaction (SWLS) had high odds for positively affecting the probability of response. Tentative positive effects were found for the number of completed modules and having a paid job. Figure 2 shows that the effects are strongest for number of depressive episodes and scores on the SWLS with the probability for response approaching 1 for those with 5 or more depressive episodes and those with highest levels of life satisfaction, whereas those never having had a major depressive episode (only symptoms) and those with the lowest level of life satisfaction had only approximately .50 probability of response.

In the opposite direction, higher scores on the Warpy Thoughts Quiz were likely to have a negative effect on the probability of responding to treatment. Tentative negative effects were found for health-related quality of life (EQ-5D), motivation, expectancy, scores on both subscales of the HADS, and for alcohol use (AUDIT). Figure 2 shows that high scores on the Warpy Thoughts Quiz appear to be associated with a substantially reduced probability of response ($P_{\text{resp}} ~.40$). The impact of the other covariates are more limited ($P_{\text{resp}} ~.60-.80$ for participants with scores in the highest range; see Figure 2).
Predicting the Strength of Response

The analysis of variation in responsiveness indicated that the predictors having the highest impact on response were largely consistent with the results from the latent-class model with the most important variables being the Warpy Thoughts Quiz, number of depressive episodes, life satisfaction (SWLS), module completion, and marital status. Results are summarized in terms of odds ratios in Table 4. Results from a separate analysis exploring the variation in responsiveness in the subgroup of responders (n=61) extracted by the latent-class model described in the previous section are presented in Multimedia Appendix 1.

Bayes factors quantify the strength of evidence for the null hypothesis (the covariate does not affect treatment response) and for the alternative hypothesis (the covariate affects response to treatment).

The results were largely consistent with the results from the odds ratio analyses with regard to which variables were most influential (see Table 5). However, the evidence was substantial only for the effect of marital status. There was substantial evidence for the null hypothesis for several variables, indicating that these variables are likely to be unrelated to treatment response in the present trial. This included the variables gender and age, and several severity variables including pretreatment symptoms of depression and anxiety, as well as treatment expectancy, attitude, and motivation. Inconsistent with the results from the odds ratio analyses, there was substantial evidence that the Warpy Thoughts Quiz was unrelated to treatment response.
Table 4. Posterior mode, highest density interval (HDI), and odds ratios for the $\alpha$ coefficients predicting the strength of the response. The $\alpha$ coefficients are the group-level regression coefficients on the slope of the treatment effect in the quadratic model (see Equation 5 in Multimedia Appendix 1). The odds ratios indicate the probability that each covariate has a positive/negative impact relative to the probability of the opposite ($+$: positive effect, $-$: negative effect), but do not indicate the strength of this effect.

| Variable                       | Posterior mode (HDI) | OR [$|\alpha_i| > 0$] |
|-------------------------------|----------------------|---------------------|
| Warpy Thoughts Quiz           | $-0.23 (-0.50, 0.05)$| 18.28$-$             |
| Motivation                    | $-0.20 (-0.50, 0.07)$| 13.00$-$             |
| GSE                           | $-0.17 (-0.45, 0.11)$| 7.35$-$              |
| EQ-5D                         | $-0.09 (-0.34, 0.16)$| 2.95$-$              |
| Earlier treatment             | $-0.08 (-0.35, 0.19)$| 2.46$-$              |
| AUDIT                         | $-0.05 (-0.29, 0.18)$| 2.07$-$              |
| HADS-D                        | $-0.04 (-0.36, 0.25)$| 1.62$-$              |
| Age                           | $-0.04 (-0.31, 0.23)$| 1.53$-$              |
| Attitude                      | $-0.01 (-0.25, 0.23)$| 1.10$-$              |
| BAI                           | $-0.01 (-0.33, 0.30)$| 1.16$-$              |
| Gender                        | 0.01 ($-0.21, 0.24$)  | 1.29$+$              |
| HADS-A                        | 0.02 ($-0.28, 0.33$)  | 1.22$+$              |
| Depression diagnosis          | 0.02 ($-0.27, 0.30$)  | 1.18$+$              |
| Anxiety diagnosis             | 0.03 ($-0.27, 0.33$)  | 1.34$+$              |
| Expectancy (reversed)         | 0.07 ($-0.18, 0.32$)  | 2.28$+$              |
| Employment status             | 0.09 ($-0.20, 0.34$)  | 2.38$+$              |
| Marital status                | 0.13 ($-0.14, 0.41$)  | 4.72$+$              |
| Modules                       | 0.18 ($-0.12, 0.45$)  | 7.43$+$              |
| Number of depressive episodes | 0.23 ($-0.02, 0.49$)  | 29.24$+$             |
| SWLS                          | 0.24 ($-0.04, 0.52$)  | 22.83$+$             |

$^a$ AUDIT: Alcohol Use Disorders Identification Test; BAI: Beck Anxiety Inventory; EQ-5D: EuroQol 5-Dimension Self-Report Questionnaire; GSE: General Self-efficacy Scale; HADS-A: Hospital Anxiety and Depression Scale-anxiety subscale; HADS-D: Hospital Anxiety and Depression Scale-depression subscale; SWLS: Satisfaction With Life Scale.
Table 5. Bayes factors (BF\textsubscript{10}) quantifying the evidence for alternative hypotheses (H\textsubscript{1}) over the null hypothesis (H\textsubscript{0}). Variables are sorted with respect to its Bayes factor in ascending order. The null hypothesis is that the predictor does not have an impact on treatment response (H\textsubscript{0}: \alpha_1=0) and the alternative is that it does have an effect (H\textsubscript{1}: \alpha_1\neq0). BF\textsubscript{10} is the odds for H\textsubscript{1} divided by the odds for H\textsubscript{0}.

<table>
<thead>
<tr>
<th>Variable\textsuperscript{a}</th>
<th>BF\textsubscript{10}</th>
<th>Evidence for</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earlier treatment</td>
<td>0.15</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Gender</td>
<td>0.15</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>GSE</td>
<td>0.16</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>BAI</td>
<td>0.16</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Expectancy</td>
<td>0.17</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Depression diagnosis</td>
<td>0.17</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>EQ-5D</td>
<td>0.18</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Anxiety diagnosis</td>
<td>0.18</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>HADS-A</td>
<td>0.20</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>HADS-D</td>
<td>0.20</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Attitude</td>
<td>0.22</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Motivation</td>
<td>0.23</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Age</td>
<td>0.26</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>Warpy Thoughts Quiz</td>
<td>0.29</td>
<td>H\textsubscript{0}: substantial</td>
</tr>
<tr>
<td>AUDIT</td>
<td>0.37</td>
<td>H\textsubscript{0}: anecdotal</td>
</tr>
<tr>
<td>Employment status</td>
<td>0.42</td>
<td>H\textsubscript{0}: anecdotal</td>
</tr>
<tr>
<td>Modules</td>
<td>0.47</td>
<td>H\textsubscript{0}: anecdotal</td>
</tr>
<tr>
<td>Number of depressive episodes</td>
<td>0.82</td>
<td>H\textsubscript{0}: anecdotal</td>
</tr>
<tr>
<td>SWLS</td>
<td>1.82</td>
<td>H\textsubscript{1}: anecdotal</td>
</tr>
<tr>
<td>Marital status</td>
<td>3.24</td>
<td>H\textsubscript{1}: substantial</td>
</tr>
</tbody>
</table>

\textsuperscript{a} AUDIT: Alcohol Use Disorders Identification Test; BAI: Beck Anxiety Inventory; EQ-5D: EuroQol 5-Dimension Self-Report Questionnaire; GSE: General Self-efficacy Scale; HADS-A: Hospital Anxiety and Depression Scale-anxiety subscale; HADS-D=Hospital Anxiety and Depression Scale-depression subscale; SWLS: Satisfaction With Life Scale.

**Discussion**

**Principal Findings**

This paper explored predictors to a treatment combining the MoodGYM program and high-intensity face-to-face guidance. Using Bayesian methods and a latent-class approach, a 2-class model classifying 74% of participants as responders and 26% as nonresponders was identified. The variation in responsiveness was also explored by analyzing whether predictors affected the slope of response. The results suggest that treatment effects were unrelated to baseline depressive severity, gender, and age. In addition, the presence and severity of comorbid anxiety did not predict differential response to treatment. Having a partner and reporting higher life satisfaction at baseline were associated with a more favorable treatment response. Results also indicated that having experienced more depressive episodes may predict more positive treatment effects, whereas higher scores on the Warpy Thoughts Quiz, which is a measure of dysfunctional thinking, may predict poorer response to treatment.

**Limitations**

The results of this study must be interpreted in light of some methodological limitations. Despite merging data from both treatment groups, the size of the sample is limited and may be too small to allow reliable testing of effects. Small sample sizes are a common problem in research on prediction of treatment outcome [121]. Collapsing the data from the 2 groups increased the sample size in the treatment group, but precluded the identification of predictors or moderators of differential treatment response [27]. This means that this study cannot accurately distinguish between nonspecific predictors of good prognosis, nonspecific predictors of response to any treatment, and moderators (predicts differential response to treatments). In an effort to ameliorate this limitation, we separately investigated whether the individual predictors could explain the change in the BDI-II score during the waiting time for the waitlist control group. Due to the limited sample size, Bayes factors indicated no evidence for the alternative hypothesis for any of the predictors and could neither establish confidence in the null hypothesis for most of the variables.
Multiple comparisons in small samples also introduces a risk of chance findings. Studies with low power have a high chance of overestimating effect sizes or even making sign errors (eg, [122]). Bayesian methods allow us to model all data in a joint context and reduce the multiple comparison problem by constraining individual model coefficients by an overarching distribution (for details see [104]). In addition, formulating the results in terms of probabilities and odds ratios rather than dichotomized decisions about whether or not a variable serves as a predictor or not can prevent overinterpretation of results.

Another limitation is that the intervention allowed a flexible session schedule and hence a variation in the spacing between measurement occasions. This means that the effects of time from treatment cannot be disentangled. Because participants could use the self-help program between sessions, we hypothesized that participants would continuously benefit from the treatment also between sessions. Therefore, time was chosen as the repeating variable because this was considered to be the most correct representation of the data.

The choice of outcome and predictor variables may also be criticized. Although demographic variables and baseline axis-I diagnoses were well covered, several variables that may have important contributions, such as personality variables, were not investigated. Therefore, these results can only give a partial description of factors influencing treatment response. The sole reliance on self-report is another limitation. Furthermore, treatment expectancy, attitudes, and motivation were measured using invalidated single items developed for this study. In addition, the convergent and discriminant validity of the Warpy Thoughts Quiz have not been established. This leaves uncertainty regarding how well these constructs were captured and calls for caution in interpreting the results.

A limitation of the 2-class model was that we were unable to estimate Bayes factors due to statistical complexity. This would have provided additional information about the strength of effects. Bayesian methods are a field of active research and development, and improved methods will surely be available in the future.

Finally, although a strength of the study is the recruitment of a relatively heterogeneous sample of primary care patients with regard to the range of depression and anxiety symptoms, the generalizability of the results is uncertain because the sample was a self-selected group. Nevertheless, an estimated uptake of 39% indicates that the trial sample may be representative of a considerable proportion of the targeted patient group [13]. Because some participants were excluded from analyses (eg, participants present at only one measurement occasion), results are based on a subsample of trial participants which further limits generalizability.

**Variables Unrelated to Treatment Response**

Bayesian methods may be used to indicate the likelihood of the null hypotheses. The present analyses provide substantial evidence for the absence of any effect for several variables, such as pretreatment symptoms of depression and anxiety, depression or anxiety diagnosis, earlier treatment, and the demographic variables gender and age. This implies that MoodGYM combined with face-to-face guidance of relatively high intensity may be expected to work equally well for adult patients of varying ages, for women and men, and for various mild to moderate depressive symptom profiles, as well as for patients with comorbid anxiety of varying severity. Previous results regarding the predictive role of anxiety have been mixed [44-47,51,56,59,123]. With regard to depressive severity, several studies of CBT have found a larger response in terms of symptoms change for patients with higher severity (eg, [34,43,50,52,55]). However, these patients also tend to have more difficulties with achieving remission [39,43,124]. This trial did not find evidence for more improvement among participants having higher initial depressive severity; nevertheless, the results suggest that patients with higher depressive severity appear to benefit from treatment. Whether remission was achieved at comparable rates for participants with more or less severe depression cannot be answered by the present analyses. In addition, because the range of symptom severities was restricted because patients with severe depression were excluded and the proportion of patients having severe anxiety was small, no conclusions can be drawn with regard to more severe cases.

**Predictors of Improved Response**

Being married or cohabiting was the most robust predictor of favorable response to treatment. This effect was evident both in the latent-class model and the analysis exploring the strength of response, and the Bayes factor indicated substantial evidence for a predictive effect. These results are in accordance with previous research on CBT delivered face-to-face [38-40]. In fact, some studies have suggested that marital status may be a prescriptive predictor for better outcomes in CBT compared to medications or IPT [38,40]. Although, this study cannot identify moderators, these past results indicate that having a partner is likely to be a predictor of treatment response and not merely of good prognosis. Supportive relationships were emphasized in interviews with participants from the current trial [125]. Participants described how important others encouraged them and facilitated their engagement in treatment (eg, by helping them make time to use MoodGYM or attend sessions). This strengthened their hope for recovery and motivation. Although important others also include friends and other family, one may hypothesize that living with a partner may facilitate such reinforcing processes. Also, being married or cohabiting may reflect a better ability to establish and maintain close relationships and this may in itself be an important factor for success in treatments that include interaction with a therapist [39]. This study included high-intensity face-to-face support. This may explain why this effect was evident in the current trial, whereas most studies of ICBT have failed to find any relation between marital status and response [6,52,57]. Replications within other contexts may decide whether this effect is unique to interventions including face-to-face contact or if similar processes operate also in Internet-based interventions including less support.

Life satisfaction also emerged as a possible predictor of better response to treatment, although the Bayes factor analysis indicated only anecdotal evidence for this effect. Life satisfaction
may be regarded as an indirect measure of illness severity. The SWLS does not directly tap into constructs such as affect, but it is significantly negatively correlated with measures of depression and anxiety [94,95]. This result is consistent with an early study of ICBT in which higher quality of life, although assessed with a different scale, was associated with better outcomes [51]. However, this has not been replicated in other studies [56,59]. Why health-related quality of life (EQ-5D) showed tendencies toward predicting more inferior response in this study is more of a riddle. However, the 2 scales assess quite different constructs with the SWLS focusing on how satisfied individuals are with life according to their own criteria and not based on the presence or absence of specific ailments or impairments. The EQ-5D, on the other hand, focuses on the latter. These 2 constructs need not be highly correlated as is supported in this study’s data (r= .23). Whether life satisfaction is a more potent predictor of better treatment response remains to be replicated.

The results indicate that more depressive episodes have high odds for predicting a more favorable response. However, the result of the Bayes factor analysis was more ambiguous. This result is puzzling given that high rates of recurrence have been related to poor treatment outcomes [30,51] and treatment resistance [126,127] in previous studies. However, the findings are inconsistent and other studies have found no negative effect of high rates of recurrence on treatment outcomes [4,38,39,53,59]. There are some possible explanations for this finding. Compared with participants with a single or no depressive episodes, more participants with recurrent depression received antidepressant medication or additional psychological therapy. Although most did not receive additional treatment (~65%) and medications were stabilized for 1 month before entering the trial, one cannot rule out the possibility of this influencing the treatment effect. This would be consistent with a meta-analysis finding significantly better effects when adding psychotherapy to pharmacotherapy [128]. Another explanation may be related to the nature of recurrent depression in the general population because studies have suggested that subsequent episodes are shorter in duration than first episodes and have a mean duration of only 3 months [129,130]. This sample was recruited from GPs and is likely to be more similar to a general population sample than to a clinical population recruited from specialist mental health services. In accordance with these epidemiological studies, recurrent depression may be a predictor of shorter episode duration in general population samples. Finally, given that this finding was not fully robust across analyses and was in the opposite direction of most previous results, it may represent a chance finding as a result of random fluctuations in small samples.

The effect of module completion was ambiguous with the odds ratios indicating a tentative positive effect, but the Bayes factor indicating anecdotal support for no effect. Previous results have been mixed on the association between adherence to treatment and response [56,57,63-65,67-69]. The addition of supportive sessions in this trial may have confounded the effect of module completion and although there was high correlation between completing modules and attending sessions (r= .86), a measure reflecting adherence to both treatment components could have been a more potent predictor.

Predictors of Poorer Response

The negative predictive effect of high scores on the Warpy Thoughts Quiz was evident in both models, but was not supported by the Bayes factor, which challenges the robustness of the finding. The Warpy Thoughts Quiz has not been used previously in studies of prediction. It is not entirely equivalent to the much-used Dysfunctional Attitude Scale [131], but taps into many of the same constructs including perfectionism and the need for success, love, and approval [96,132]. Worse treatment response has been associated with higher levels of dysfunctional attitudes in previous studies of face-to-face CBT [29,39,48,49] and some studies of ICBT [59], but not others [50,56]. Dysfunctional attitudes moderated treatment response in one study in which those with severe dysfunctional attitudes responded better to IPT and those with lower levels experienced better effects with CBT [29]. Again, this can indicate that this variable may be a predictor of response to treatment rather than a predictor of general prognosis. A proposed explanation is that patients having less severe dysfunctional attitudes may have greater cognitive flexibility [39] making them more able to profit from utilizing cognitive techniques [29].

The Role of Expectations and Motivation

The results were somewhat mixed for treatment expectancy, attitude, and motivation with some analyses indicating a possible negative effect of motivation and expectancy, whereas the Bayes factors indicated substantial support for no effect for all 3 variables. The lack of effects in this study is inconsistent with our hypothesis and with previous studies of face-to-face therapy in which expectancy is considered an important predictor of outcome [29,31]. However, results have been inconclusive with respect to ICBT [60,61]. These results may be due to the fact that most individuals entering a research trial have fairly positive attitudes, expectations, and high motivation, which restricts the range of these variables as is reflected by the distributions displayed in Figure S5 in Multimedia Appendix 1. These variables may be more valuable predictors in a regular practice setting. In addition, these constructs were assessed using single items, which call the validity of these measures into question.

Conclusion

The findings of the present study indicate that within a population of primary care patients with mild to moderate depression, treatment response to Web-based CBT with face-to-face guidance of high intensity was comparable across varying levels of initial depressive severity and irrespective of the presence and severity of comorbid anxiety. Whether the treatment is suitable for more severe depression is still uncertain. Treatment effects were also comparable for men and women and for patients of various ages. Being married or cohabiting and reporting higher life satisfaction predicted more favorable response to treatment. More positive response was also indicated for individuals with more previous depressive episodes, whereas having a higher level of dysfunctional thinking may predict poorer treatment response.
The purpose of this paper was primarily exploratory. Therefore, the results must be interpreted as hypotheses to inform further research rather than firm conclusions. Nevertheless, the results add to the knowledge base concerning differential treatment response, knowledge that is crucial for further implementation of Internet-based treatments in regular practice. Future studies should continue to explore predictors and, preferably, moderators of different Internet-based treatments compared to face-to-face treatments. In addition, studies exploring different patterns of response may also give important information about the differential response of various subgroups of patients.
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Abstract

Background: The increasing rate of health care expenditures in the United States has placed a significant burden on the nation’s economy. Predicting future health care utilization of patients can provide useful information to better understand and manage overall health care deliveries and clinical resource allocation.

Objective: This study developed an electronic medical record (EMR)-based online risk model predictive of resource utilization for patients in Maine in the next 6 months across all payers, all diseases, and all demographic groups.

Methods: In the HealthInfoNet, Maine’s health information exchange (HIE), a retrospective cohort of 1,273,114 patients was constructed with the preceding 12-month EMR. Each patient’s next 6-month (between January 1, 2013 and June 30, 2013) health care resource utilization was retrospectively scored ranging from 0 to 100 and a decision tree–based predictive model was developed. Our model was later integrated in the Maine HIE population exploration system to allow a prospective validation analysis of 1,358,153 patients by forecasting their next 6-month risk of resource utilization between July 1, 2013 and December 31, 2013.

Results: Prospectively predicted risks, on either an individual level or a population (per 1000 patients) level, were consistent with the next 6-month resource utilization distributions and the clinical patterns at the population level. Results demonstrated the strong correlation between its care resource utilization and our risk scores, supporting the effectiveness of our model. With the online population risk monitoring enterprise dashboards, the effectiveness of the predictive algorithm has been validated by clinicians and caregivers in the State of Maine.

Conclusions: The model and associated online applications were designed for tracking the evolving nature of total population risk, in a longitudinal manner, for health care resource utilization. It will enable more effective care management strategies driving improved patient outcomes.

(J Med Internet Res 2015;17(9):e219) doi:10.2196/jmir.4976
Introduction

Health care spending in the United States has grown rapidly since the 1980s [1]. The total health care expenditures for 2012 were more than US $2.8 trillion, accounting for more than 17% of the gross domestic product [2]. It is estimated that this figure will reach US $3.1 trillion in 2014 [3] and become the largest component of the federal budget by 2015 [4]. The trend of increasing spending on health care demands focused attention, which should include analyzing health care resource utilization drivers and predicting future care resource utilization. An effective prediction of future resource utilization can help improve care resource allocation and care delivery, supporting the transition from a volume-based incentive system to a value-based system. To accomplish this transition, health care organizations [5] will need to meet the multiple medical needs of patients while achieving improved outcomes at reduced expense [6].

A variety of factors can affect resource utilization, such as patient age, care providers, medical technologies, and morbidity of patients [7]. Several statistics-based algorithms and methodologies have been developed to forecast future health care expenditures [8-19]. However, many of these studies had limitations caused by incomplete data resources or research targeted only on a particular subgroup of patients, such as age-[14,19] or disease-specific [9,19] populations. Similarly, many of the existing commercial models for resource utilization prediction were constructed using insurance claim data methodologies [20]. Lack of validation of prospective data was another weakness in some studies [19].

The goal of our study was to develop a population-based predictive model to estimate the risk of health care resource utilization in next 6 months for patients in Maine using the state’s health information exchange (HIE) electronic medical record (EMR)-based data system. The ability of a health care provider organization to effectively predict health care resource utilization risks using only EMR data is important in the shifting US health care payment system. Provider systems continue to extend their EMR infrastructure throughout their acute, subacute, and physician provider network capturing greater longitudinal patient histories. Data elements included patient demographic information, laboratory tests and results, radiographic procedures, medication prescriptions, and diagnoses and procedures, which were coded according to the International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM). Diagnoses were further clustered into 190 chronic diagnoses according to the Clinical Classifications Software (CCS) developed at the Agency for Healthcare Research and Quality (AHRQ). The CCS-coded diagnosis was used to determine the presence of chronic conditions for each patient. Census data from the US Department of Commerce Census Bureau were integrated into our data warehouse to provide an approximation of patients’ socioeconomic status information in terms of the average household mean/median family income and average level of educational attainment distinguished by the zip code of each patient. Missing data handling is described in Multimedia Appendix 1. Our model initially contained 14,680 elements (features) describing the patient’s full clinical histories. The preceding 12-month demographic and clinical data. It was validated prospectively on both an individual level and a population (per 1000 patients) level. Applications of the model in analyzing and managing health care resource utilization were explored.

We hypothesized that past 12-month EMR-based clinical histories of patients can be used to predict risks of their next 6-month resource utilization via statistical learning from all Maine HIE patient data contained in the statewide HIE of longitudinal patterns. To empower the visualization and exploration of the total population risks of more than 1 million patients in the State of Maine, online applications were architected, aiming to connect in real time, aggregate and centrally integrate data, and to compute the next 6-month risks for population health management. To our knowledge, this study is the first to predict future health care resource utilization using only EMR data at the patient level across an entire state.

Methods

Ethics Statements

This work was done under a business arrangement between HealthInfoNet (HIN) and HBI Solutions, Inc (HBI). Use of the data is governed by the business associate agreement between HIN and HBI. No protected health information was released for the purpose of research. Instead, HBI implemented their application, which was the foundation of the agreement, and then reported on the findings resulting from applying this model to the products that HIN now deploys in the field.

Because this study analyzed deidentified data, the Stanford University Institutional Review Board considered it exempt (October 16, 2014).

Data Warehouse

We constructed a data warehouse consisting of all the Maine HIE’s aggregated patient histories. Data elements included patient demographic information, laboratory tests and results, radiographic procedures, medication prescriptions, and diagnoses and procedures, which were coded according to the International Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM). Diagnoses were further clustered into 190 chronic diagnoses according to the Clinical Classifications Software (CCS) developed at the Agency for Healthcare Research and Quality (AHRQ). The CCS-coded diagnosis was used to determine the presence of chronic conditions for each patient. Census data from the US Department of Commerce Census Bureau were integrated into our data warehouse to provide an approximation of patients’ socioeconomic status information in terms of the average household mean/median family income and average level of educational attainment distinguished by the zip code of each patient. Missing data handling is described in Multimedia Appendix 1. Our model initially contained 14,680 elements (features) describing the patient’s full clinical histories. The
feature dimension was significantly reduced in the subsequent feature selection process for modeling purposes.

**Cohort Construction**

The study covered patients visiting any HIN-connected facility from January 1, 2009, to December 31, 2013. To qualify for the study, all patients included were alive and resided in Maine.

A retrospective cohort of 1,273,114 patients, represented by clinical information between January 1, 2012, and December 31, 2012, was assembled to develop a model to predict the risk of health care resource utilization between January 1, 2013, and June 30, 2013. This model was validated by a prospective cohort of 1,358,153 patients with clinical information between July 1, 2012, and June 30, 2013, used to predict the health care resource utilization risk from July 1, 2013, to December 31, 2013. Cohort construction details are shown in Multimedia Appendix 2. Patient demographics of the 2 cohorts are shown in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Retrospective (01/01/12-12/31/12)</td>
</tr>
<tr>
<td>n=1,273,114</td>
<td>n=1,358,153</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>669,021 (52.55)</td>
</tr>
<tr>
<td>Male</td>
<td>604,093 (47.45)</td>
</tr>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>43.71 (22.40-60.87)</td>
</tr>
<tr>
<td><strong>Family income estimate (US $), median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>59,209 (49,148-68,589)</td>
</tr>
<tr>
<td><strong>Education, median (IQR)</strong></td>
<td></td>
</tr>
<tr>
<td>Percent high-school graduate or higher</td>
<td>90.50 (87.30-93.20)</td>
</tr>
<tr>
<td>Percent bachelor’s degree or higher</td>
<td>24.40 (17.90-33.00)</td>
</tr>
</tbody>
</table>

**Next Six-Month Health Care Resource Utilization Scoring Metric Development**

The resource utilization depends on much more than just cost. Mean outpatient, emergency department (ED), and inpatient days are more accurate reflection of the trending of health care resource utilization. The national mean cost for different types of resource utilization was used as the weighting mechanism in our computational analysis. Patient’s health care utilization was calculated using mean costs associated with specific encounter types (outpatient, ED, and inpatient days) derived from a national database of historical encounter- and inpatient day-based costs [21,22]. This method created an overall single utilization measure per patient across the varying encounter types. This utilization measure was used as the outcome to predict.

We targeted to predict future risks of patient health care resource utilizations. Future resource utilization distribution analysis on the retrospective cohort revealed a nonlinear correlation between the future resource utilization and the corresponding population sizes. As shown in Multimedia Appendix 3, a small proportion of patients consumed insignificant health care services (62.56%, 796,503/1,273,114, of the population accounted for 2.86%, US $31.74 million/US $1109.53 million of the next 6-month resource utilization). The highly concentrated health care resource utilization distribution of our data indicates that the future utilization characteristics were largely varied among patients of different health statuses, thus revealing the necessity to stratify patients based on the predicted future resource utilization level and treat them separately.

Retrospectively, each patient’s next 6-month health care resource utilization was assigned a score ranging from 0 to 100 that correlated with the percentile of the next 6-month resource utilization for that patient in the retrospective cohort. Therefore, a decision tree-based predictive model could be trained with selected preceding 12-month EMR clinical information as independent variables and the next 6-month utilization scores as the dependent variable. The derived predictive algorithm forecasts future risk scores indicative of next 6-month health care resource utilization for each patient.

**Model Development**

Patients in the retrospective cohort were randomly partitioned into 3 subcohorts (Figure 1) for model training, calibration, and blind testing purposes. The model was then validated with the prospective cohort.
Figure 1. Study design to develop the next 6-month health care resource utilization predictive algorithm. Maine HIE data were split into retrospective and prospective cohorts based on different time frames. A decision tree–based model estimated the health care resource utilization risks in the next 6 months by statistically learning the preceding 12-month clinical histories and were trained, calibrated, and blind tested with the retrospective cohort. The predictive risk model was then validated with the prospective cohort.

Training
Random forest methodology [23-25] was applied to construct 300 decision trees to generate predicted risks based on the preceding 12-month clinical history. Specifically, each of the 300 trees was grown using a randomly selected 63.20% (268,203/424,371) of the patients and one third of the clinical features in the training subcohort. At each node, trees were split by choosing a split feature value producing the minimum sum of square, which equaled the sum of square difference between the risk score of each patient and the mean risk score of all patients on the daughter node to which the patient was assigned. Trees were grown until the size of each terminal node was less than 5. Final decisions were calculated by averaging the predicted risks of each tree.

Calibration
The predictive algorithm derived from the training subcohort was applied on the calibrating subcohort to obtain the risks of patients in that subcohort. The risks were then grouped into 10 bins (0-10, 10-20, ..., 90-100), with each bin mapped to a unique health care resource utilization. The value was set as the estimated maximum next 6-month resource utilization of patients falling into a specific bin with a confidence level of alpha. The value of alpha was defined as the proportion of patients in that bin whose next 6-month resource utilization was less than the associated maximum resource utilization value.

The total population was then stratified into 3 main levels indicating an estimation of the level of health care resource utilization for each patient in the next 6 months: high (risk ≥70), intermediate (30 ≤ risk <70), and low (risk <30). The thresholds (30 and 70) were chosen arbitrarily. Therefore, our analysis produced 2 risk measures: a continuous risk score ranging from 0 to 100 and a categorical risk defined by 3 levels. The former was applied for numerical performance tests whereas the latter was used for stratified analysis in the model validation process, including health care resource utilization analysis and clinical pattern analysis in the model validation process.

Feature Selection
To reduce the calculation complexity of the modeling process, we applied a feature selection process. A total of 2000 features with top variations were first selected from 14,680 initial features to train a random forest model. A list of the features and importance was generated from the random forest model. Second round modeling was done thereafter by using the top 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 features from the feature list. A best ensemble model was chosen according to the performance of sensitivity and confidence level across all
risk levels. Our statistical learning finally identified 70 variables predictive of next 6-month resource utilization risk. These variables were segmented by demographic groups (n=7), different encounter history (n=40), care facilities (n=8), primary and secondary diagnoses (n=14), and outpatient prescription medications (n=1; Table 2).

Table 2. Electronic medical record features used to develop the model.

<table>
<thead>
<tr>
<th>Feature group</th>
<th>Feature description (12-month clinical history from January 1, 2012-December 31, 2012)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encounter history (n=40)</td>
<td>Visit counts of different encounter types (emergency/outpatient/inpatient/preadmission)</td>
</tr>
<tr>
<td></td>
<td>The accumulated length of hospitalized stay</td>
</tr>
<tr>
<td></td>
<td>Historical resource utilization</td>
</tr>
<tr>
<td></td>
<td>Counts of historical chronic disease diagnoses</td>
</tr>
<tr>
<td></td>
<td>Counts of total and no redundant total laboratory tests and outpatient prescriptions</td>
</tr>
<tr>
<td>Demographics (n=7)</td>
<td>Income, education, payer</td>
</tr>
<tr>
<td>Facility (n=8)</td>
<td>Age group was defined by age on January 1, 2013 (0, 1-5, 6-12, 13-18, 19-34, 35-49, 50-65, and ≥65 years)</td>
</tr>
<tr>
<td>Diagnosis (n=14)</td>
<td>Counts for primary diagnosis and secondary diagnosis</td>
</tr>
<tr>
<td>Outpatient prescriptions (n=1)</td>
<td>Counts for different outpatient prescriptions</td>
</tr>
</tbody>
</table>

Blind Testing
After calibration, the model’s performance was blind tested with the blind testing subcohort. Again, we applied the calibrated model to each patient in that subcohort to derive the predictive risks, grouped all the patients into the 10 bins defined in the calibration process, and identified the proportion of the patients whose resource utilization was less than the estimated maximum resource utilization in each bin.

Model Validation
The predictive algorithm was tested on an independent prospective cohort to validate its effectiveness of risk stratification. The model performance was evaluated on both individual patient level and population level by measuring the confidence levels of prediction and mean resource utilization per person at different risk levels. Clinical patterns of patients at each risk level were analyzed to explore potential applications of the model. A case study was performed to measure the consistency between our risk prediction and resource utilization in a given period (see Multimedia Appendix 4).

Using the Model to Analyze Chronic Disease Care Resource Utilization
The health care resource utilization associated with the presence of chronic disease diagnosed in the preceding 12 months was analyzed using the proposed model. Chronic conditions were defined using the AHRQ Chronic Condition Indicator [26], which provides an effective way to categorize ICD-9-CM diagnosis codes into 1 of 2 categories: chronic and nonchronic. The mean resource utilization and population sizes were summarized for all the chronic diseases identified by the CCS coding system. LOESS regression was applied to analyze the correlations between the resource utilization and risk stratification for each chronic disease category.

Online Population Explorer: Statewide Real-Time Surveillance of Population Risks
The risk model and associated online real-time application were designed to track the evolving nature of total population risk of resource utilization in a longitudinal manner. The predictive algorithm was applied to the individual’s discriminating feature data extracted from a patient-level database to risk stratify the patients. Individual data were then aggregated for population exploration of resource utilization risks. Results were visualized on an online dashboard. The technical details of our online population explorer implementation are described in Multimedia Appendix 5.

Results
Prospective Performance: Confidence Levels, Mean Resource Utilization, and Risk Stratification
Prospective performance was gauged by the confidence level of prediction and the mean resource utilization per patient in 10 distinctive bins (Table 3). The confidence levels remained at a fairly high level, fluctuating between 0.723 and 0.889 for all risk levels. It illustrated that the predicted risks associated with the estimated maximum resource utilization had an acceptable accuracy for individual patients regardless of their risk levels (ie, resource utilization).
Table 3. Prospective results of our risk model predictive of next 6-month resource utilization (from July 1, 2013, to December 31, 2013).

<table>
<thead>
<tr>
<th>Result statistics</th>
<th>Predicted risk bin</th>
<th>0-10</th>
<th>10-20</th>
<th>20-30</th>
<th>30-40</th>
<th>40-50</th>
<th>50-60</th>
<th>60-70</th>
<th>70-80</th>
<th>80-90</th>
<th>90-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n (%)</td>
<td>Low</td>
<td>571,538</td>
<td>220,746</td>
<td>147,853</td>
<td>119,242</td>
<td>79,152</td>
<td>78,585</td>
<td>59,134</td>
<td>41,711</td>
<td>25,264</td>
<td>14,928</td>
</tr>
<tr>
<td></td>
<td>(42.08)</td>
<td>(16.25)</td>
<td>(10.89)</td>
<td>(8.78)</td>
<td>(5.83)</td>
<td>(5.79)</td>
<td>(4.35)</td>
<td>(3.1)</td>
<td>(1.86)</td>
<td>(1.10)</td>
<td></td>
</tr>
<tr>
<td>Estimated maximum resource utilization (US $)</td>
<td>Intermediate</td>
<td>25,264</td>
<td>17,428</td>
<td>45,308</td>
<td>32,134</td>
<td>20,874</td>
<td>3211.58</td>
<td>4530.99</td>
<td>6823.42</td>
<td>8523.62</td>
<td>8523.62</td>
</tr>
<tr>
<td></td>
<td>(12,796.93)</td>
<td>(10,524.62)</td>
<td>(15,445.16)</td>
<td>(8,040.79)</td>
<td>(5,900.93)</td>
<td>(6,624.14)</td>
<td>(12,796.93)</td>
<td>(17,956.44)</td>
<td>(21,814.22)</td>
<td>(25,142.56)</td>
<td>(27,486.93)</td>
</tr>
<tr>
<td>Resource utilization per person (US $), mean (SD)</td>
<td>High</td>
<td>40,925</td>
<td>31,245</td>
<td>20,874</td>
<td>16,324</td>
<td>13,153</td>
<td>10,687</td>
<td>8,905</td>
<td>7,041</td>
<td>5,276</td>
<td>4,393</td>
</tr>
<tr>
<td></td>
<td>(10,386.03)</td>
<td>(8,431.93)</td>
<td>(5,900.93)</td>
<td>(4,586.42)</td>
<td>(3,686.03)</td>
<td>(3,108.64)</td>
<td>(2,582.96)</td>
<td>(2,086.97)</td>
<td>(1,608.97)</td>
<td>(1,339.42)</td>
<td>(1,174.93)</td>
</tr>
<tr>
<td>Confidence level</td>
<td>0.784</td>
<td>0.735</td>
<td>0.805</td>
<td>0.783</td>
<td>0.754</td>
<td>0.723</td>
<td>0.805</td>
<td>0.790</td>
<td>0.796</td>
<td>0.889</td>
<td></td>
</tr>
</tbody>
</table>

a Patient percentage of each risk bin is defined as the proportion of patients in that bin of the total prospective population.

b Mean resource utilization per person in each risk bin is defined as the next 6-month mean resource utilization per person in that bin.

c Confidence level of each risk bin is defined as the proportion of patients in that bin with next 6-month resource utilization less than the estimated maximum resource utilization.

A monotonic increase was found in mean next 6-month resource utilization per patient from low- to high-risk levels from July 1, 2013, to December 31, 2013 (Table 3). In summary, at low-, intermediate-, and high-risk levels, each patient costs a mean US $385.76, US $1124.33, and US $4276.88 in the next 6 months, respectively. P values of resource utilization distributions between these 3 levels were all less than .001 (one-sided Mann-Whitney test). Such findings demonstrate that our predictive model is capable of forecasting the patients who will account for either small or large proportions of next 6-month health care resource utilization.

The distribution of prospective next 6-month resource utilization per 1000 patients in each bin was also analyzed (Figure 2). A monotonic increase in total future spending accompanied by a monotonic decrease in patient counts as the resource utilization risk increases is displayed in the figure. As in the retrospective results, this revealed that a small proportion of patients accounted for a large proportion of the resource utilization: 571,538 patients cost a mean US $353.69, whereas 14,928 patients cost a mean US $6823.42. The box-and-whisker plot also showed that the trend of the total next 6-month resource utilization per 1000 patients correlated with the risk stratification generated by our algorithm: the predicted high resource-utilization population cost more than the predicted low resource-utilization population. It indicates that the division of the population based on the risks produced by the predictive model was intuitive, which supports the use of our model for practical applications focused on identifying patients and populations with high resource utilization for appropriate interventions.
Clinical Patterns Associated With Risk Levels

Clinical patterns in the next 6 months of patients in the prospective cohort were summarized based on the health care resource utilization risk levels (see Multimedia Appendix 6). Despite decreases in population and total resource utilization percentages, a monotonic increase of each of the clinical patterns was found from low to high resource-utilization level, including mean resource utilization, percentage of elderly individuals (age $\geq$ 65 years), percentage of patients making inpatient or ED visits, and percentage of patients with chronic diseases. Patients with high risks of resource utilization were mostly elderly (41.35%, 33,865/81,903), had inpatient (28.55%, 23,381/81,903) or ED visits (45.12%, 36,958/81,903), or had chronic diseases (83.92%, 68,737/81,903). This corresponds with previous research that people who were elderly [27] and had chronic conditions [28] accounted for a large percentage of expenses. Moreover, a fair percentage of high-risk patients had hypertension (30.35%, 24,860/81,903), diabetes (21.69%, 17,764/81,903), heart disease (25.91%, 21,224/81,903), or asthma or chronic obstructive pulmonary disease (14.20%, 11,634/81,903), all of which were reported as major expensive chronic conditions [29]. In all, clinical patterns of high-risk patients identified by our EMR-based algorithm were similar to those revealed by claims data, indicating that reasonable prediction of health care resource utilization can be achieved via EMR and demographics without using any billing information.

Resource Utilization Analysis for Patients with Chronic Diseases

The next 6-month health care resource-utilization patterns were analyzed for patients with chronic diseases (identified by the CCS coding system) in the prospective cohort. There were 178 chronic diseases in total, illustrated as bubbles in Figure 3, in which each bubble represents a patient group sharing the same chronic disease. Patients without any diagnosed chronic disease were grouped separately (the green bubble in Figure 3). The population size for each chronic disease was proportional to the bubble diameter. Figure 3 demonstrates that the algorithm effectively separated the nonchronic from the chronic disease populations. The patients without any chronic disease diagnosis had both the lowest risk (16.1) and lowest next 6-month mean resource utilization (US $490.72). The mean future resource utilization of the chronic disease groups with higher risks tended to be higher than those with lower risks. It should be noted that the outliers in Figure 3 (marked with black circles) represented diseases that only 2-11 patients had in the prospective cohort and thus can be ignored.

The resource utilization and predicted health care resource utilization risks for the 20 most common disease groups are
shown in Figure 4. The LOESS smoothing curve, with 0.95 confidence interval boundary lines, was plotted to estimate the correlation between the mean resource utilization and the corresponding risks for each disease group. The high $R^2$ value ($R^2=0.901$) and low $P$ value ($<0.001$, calculated by the Gaussian fitting method) indicated that a high linearity was achieved between the next 6-month resource utilization and the mean risk values across the top 20 chronic disease groups. Such linearity validated the effectiveness of our predictive algorithm in risk stratification on the prospective cohort. Furthermore, this semilinear correlation enabled a rough approximation of the future resource utilization for each disease by incorporating the chronic disease diagnosis information into the risk stratification.

Figure 4 illustrates that disorders of lipid metabolism and essential hypertension were 2 chronic diseases with the largest population in our database (n=110,369 and n=113,387, respectively) with mean next 6-month resource utilization of US $2273.22 and US $2512.30 per patient. Conversely, chronic kidney disease, diabetes mellitus with complications, and heart valve disorders were 3 diseases representing the highest mean next 6-month resource utilization (US $5478.18, US $4454.35, and US $4423.01 per patient, respectively), but had relatively small population sizes (n=12,835, n=15,588, and n=13,923, respectively). This confirms that a large amount of the health care resource utilization was consumed by a relatively small percentage of the overall population, most with chronic diseases.

Figure 3. Prospective analysis of next 6-month resource utilizations stratified by chronic diseases. Bubble chart of all 178 chronic diseases (red for diseases with top 20 patient counts and pink for others) stored in our database together with the nonchronic disease group (green). Each bubble represents a chronic disease group, demonstrating mean values of the next 6-month resource utilization and the risks of the patients diagnosed with that disease. The bubble diameter is proportional to the patient counts. Outliers are marked with black circles.
Figure 4. Close examination of the prospective analysis of next 6-month resource utilizations stratified by the top 20 most common chronic diseases. The relationship between the resource utilization and risk score were smoothed by LOESS regression (solid line: the fitting curve; dashed line: the 0.9 confidence level boundaries) showing a good linearity with R-squared= .901 and P < .001.

Online Explorer of Statewide Population Risks of Resource Utilization

Our predictive analytics was integrated into the Maine State HIE system (Figure 5) to allow real-time surveillance of population risks of resource utilization. This online population risk surveillance dashboard (see Multimedia Appendix 7) empowers the Accountable Care Organization field staff and population health managers to visualize the risks derived from each resident’s historical medical records in the State of Maine. With our prospectively validated algorithm, our coherent view of population risks of resource utilization can thus be feasible to resolve the barrier of the fragmented nature of population health information to improve public health practice.
**Discussion**

Extremely high expenditure rates in health care have become a nationwide issue in the United States. To approach this issue, we developed a model to predict the next 6-month health care resource-utilization risk of patients based on their past 12-month clinical histories. Prospective validation results demonstrated the effectiveness of our model in risk stratification of the future health care spending for patients with sufficient accuracy at all risk levels.

Of significant note in our research is that the proposed risk model was derived using the EMR data from the Maine HIE, the same data source as our previous studies on emergency visit and revisit risks [30,31]. The success of these models demonstrates that, with high dimensional structured data aggregation and statistical learning, past longitudinal clinical patterns can be used to forecast future resource utilization. These studies together establish an approach for developing effective clinical forecasting systems. The approach can be applied to many more use cases including predicting diseases, utilization (inpatient, pharmacy, imaging), and mortality. Integration of HIE data with predictive analytic tools enables cross-analysis and can help construct a comprehensive risk profile of the Maine population.

Our risk model was derived using EMR and demographic data only. Prospective performance (see Multimedia Appendix 6) shows that the high resource-utilization population identified by our EMR-based model had clinical patterns similar to those summarized by claims. Therefore, hospitals can reliably predict future patient resource utilization using their internal EMR and do not necessarily need to incur the resource utilization of integrating insurance claims data to achieve this. Moreover, EMR-based information is generated in near real time, whereas claims-based risk models are typically several months old by the time a provider receives the information [32]. Real-time risk scores facilitate more timely patient care.

The purpose of categorizing risk predictions was to identify high-risk patients (ie, those with relatively high probability of resource utilization). The high-risk group (risk ≥ 70) was more interesting than the other 2 groups because evidence suggests that well-organized interventions targeting high-risk patients can result in a decreased rate of admission or readmission and, therefore, significant resource savings. Further analysis on clinical patterns of high-risk patients could be used for a more personalized or precisely targeted approach to reduce future resource utilization. Furthermore, the online application tool of our model provides a tracking of patients’ activities and risks, allowing users to identify patients with increasing risks. Those patients are also of interest to clinicians and early interventions.
may prevent them from becoming heavy users of health care resources. Our algorithm took special focus on the impact of chronic disease history on future resource utilization. As shown in Figure 4, chronic kidney disease, diabetes mellitus with complications, and heart valve disorders were 3 common high-impact diseases having the highest next 6-month resource utilizations and the correlated predicted risks. Such results can be explained by the fact that heart problems, diabetes, and kidney disease are commonly associated with one another and these diseases together with cancer and obesity were reported to comprise the majority of national medical spending every year [33]. Patient populations, grouped by their chronic disease diagnoses, exhibited good linearity between their future resource utilizations and their predicted risks indicating that our model is able to provide each type of chronic disease with a reasonable assessment of future health care expense. In other words, our model can give not only patient-oriented forecasts, but also disease-oriented forecasts of future resource utilization. This feature provides a direct link from our predictive algorithm to health care resource utilization because patients with long-term illness tend to account for a high volume of revisits to either inpatient or ED care settings. Knowing in advance the projected care service usage associated with chronic medical conditions can help providers make more informed decisions on the allocation of care management services with the objective of decreasing unnecessary utilization associated with treating chronically ill patients.

Although HIE data represent an ideal source of communitywide/regional patient data, operational HIEs are not present in all states. Samples collected from HIE might have unexpected bias and not match exactly the nationwide population characteristics. After overcoming these limitations, our predictive model will be improved with a broader applicability in health care globally.

Increasing health care expenditures in the United States have placed significant burdens on the national economy, calling for more cost-effective care strategies. Our study derived an EMR-based prospectively validated model to predict the health care resource utilization in the next 6 months for each of the more than 1 million patients in Maine. This model can assist care providers in applying appropriate care management services aimed at optimizing the resource allocation of caring for high-risk patients. Future studies will focus on integrating payer claims data with the HIE data to get a more accurate and timely prediction of projected future resource utilization. Having this information will assist in budgeting and resource planning in addition to supporting care management programs. The addition of claims data may also improve feature performance in the predictive model as additional or supplemental encounters, medication, diagnosis, and procedure information could be derived from claims data to fill patient longitudinal data gaps in the HIE data. The goal is to utilize the results of this study and future studies to support health care planning, financial management, and public health functions in addition to care management.
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Abstract

Background: The rise in popularity of electronic cigarettes (e-cigarettes) and hookah over recent years has been accompanied by some confusion and uncertainty regarding the development of an appropriate regulatory response towards these emerging products. Mining online discussion content can lead to insights into people’s experiences, which can in turn further our knowledge of how to address potential health implications. In this work, we take a novel approach to understanding the use and appeal of these emerging products by applying text mining techniques to compare consumer experiences across discussion forums.

Objective: This study examined content from the websites Vapor Talk, Hookah Forum, and Reddit to understand people’s experiences with different tobacco products. Our investigation involves three parts. First, we identified contextual factors that inform our understanding of tobacco use behaviors, such as setting, time, social relationships, and sensory experience, and compared the forums to identify the ones where content on these factors is most common. Second, we compared how the tobacco use experience differs with combustible cigarettes and e-cigarettes. Third, we investigated differences between e-cigarette and hookah use.

Methods: In the first part of our study, we employed a lexicon-based extraction approach to estimate prevalence of contextual factors, and then we generated a heat map based on these estimates to compare the forums. In the second and third parts of the study, we employed a text mining technique called topic modeling to identify important topics and then developed a visualization, Topic Bars, to compare topic coverage across forums.

Results: In the first part of the study, we identified two forums, Vapor Talk Health & Safety and the Stopsmoking subreddit, where discussion concerning contextual factors was particularly common. The second part showed that the discussion in Vapor Talk Health & Safety focused on symptoms and comparisons of combustible cigarettes and e-cigarettes, and the Stopsmoking subreddit focused on psychological aspects of quitting. Last, we examined the discussion content on Vapor Talk and Hookah Forum. Prominent topics included equipment, technique, experiential elements of use, and the buying and selling of equipment.

Conclusions: This study has three main contributions. Discussion forums differ in the extent to which their content may help us understand behaviors with potential health implications. Identifying dimensions of interest and using a heat map visualization to compare across forums can be helpful for identifying forums with the greatest density of health information. Additionally, our work has shown that the quitting experience can potentially be very different depending on whether or not e-cigarettes are used. Finally, e-cigarette and hookah forums are similar in that members represent a “hobbyist culture” that actively engages in information exchange. These differences have important implications for both tobacco regulation and smoking cessation intervention design.
Introduction

In recent years, researchers have begun to realize the value of social media (including online discussion forums) as a data source for understanding health-related phenomena. The pervasiveness, ubiquity, and real-time nature of social media makes it useful for biosurveillance applications such as mining for influenza mentions, as well as studies of information dissemination and public sentiment towards topics such as vaccination [1-3]. Various terms have been used to describe this new and growing field, including infodemiology [4], digital disease detection [5], and digital epidemiology [6]. Moreover, social media mining has also been employed to understand the public’s impression of products that have health implications [7]. The content of health discussion forums can provide rich details concerning the context in which patients experience various health issues, including temporal and emotional factors, which may help us tailor information to fit their needs [8]. In recent years, there has been increased interest in leveraging the use of online social networks for interventions to promote population-level smoking cessation [9].

This study is focused on leveraging the rich detail that is often provided in discussion forums to understand more about the experiences of users of three tobacco products—combustible cigarettes, electronic cigarettes (e-cigarettes), and water pipes (also known as “hookah”)—and their potential health implications. E-cigarettes have increasingly gained popularity, particularly in those markets with well-developed tobacco control policies like the United States and (parts of) the European Union [10-12]. Current smokers and tobacco users are more likely to try e-cigarettes than those who have never smoked or used tobacco [12]. Dual use of e-cigarettes and combustible cigarettes is common among smokers who are considering quitting in the next 6 months [13].

Previous literature has enumerated various motivations for e-cigarette use, including quitting smoking for health reasons, the belief that e-cigarettes are safer than regular cigarettes, e-cigarettes are cheaper than regular cigarettes, e-cigarettes are allowed in locations where regular cigarettes are not, avoiding disturbing others with secondhand smoke, the sheer pleasure of smoking, and “just because” [12,14]. Reasons for stopping use included users thinking they did not need them anymore or that they would not relapse to smoking if they stopped, poor product quality, no reduction in cravings, relapse to smoking, and the lack of efficacy in helping users to quit smoking [15].

Aside from e-cigarettes, there has been increasing concern about the growing use of hookah (also known by other names such as waterpipe, shisha, and hubble bubble) worldwide [16]. Hookah is a centuries old practice that experienced a resurgence in the Middle East in the 1990s [17]. A hookah consists of a bowl where the burning tobacco is placed, an ashtray, stem, air valve, water base, and one or more hoses and mouthpieces. During use, smoke from the burning tobacco descends to the bowl of water that it bubbles through and is then inhaled by the smoker through a mouthpiece.

Hookah use is often a social behavior, and hookah bars or lounges appear to play an important role in the increased popularity of hookah smoking [18]. Aspects of group use such as group size and the number of waterpipes available per table may affect toxicant exposure; thus, it is important to consider the social and contextual factors associated with use [19]. Factors that have contributed to the rise in hookah use include availability in cafes and restaurants, social aspects, affordability, appeal of hookah designs, sensory aspects of the hookah smoking experience, and media influence [20]. Predictors of hookah use include current and past cigarette use, and alcohol and marijuana use [21-23].

Use of hookah may have various negative health effects, for example, developing chronic obstructive pulmonary disease and chronic bronchitis, increased risk of lung cancer and esophageal cancer, and adverse effects on cardiovascular health [24]. However, previous research suggests that hookah users believe that hookah is less harmful than traditional cigarettes, and thus the argument has been made that there is a greater need for education concerning the potential health dangers of hookah use [22,25].

Though there is a considerable research currently being undertaken on the health effects of e-cigarettes and hookah, there is less work focused on how people are using these tobacco products in naturalistic settings. However, in recent years, there have been a number of studies that have investigated e-cigarette and hookah mentions in social media, including symptoms that were reported by participants in three discussion forums [26], sentiment towards e-cigarette and hookah use on Twitter [4], marketing of electronic cigarettes on Twitter [27], hookah references on Facebook profiles of American college students [28], and e-cigarette and hookah videos on YouTube [29].

There are many different kinds of social media, and it can be problematic to employ social media data from a single source, or even multiple sources, to make population-level inferences [30]. This is not what we endeavor to do in this study. Rather, we demonstrate methods that can be used to compare across data sources and mitigate the effects of source differences, to make inferences about the sample that is being studied. We also try to provide enough contextual detail to enable readers to understand the extent to which the results may be applicable to other populations and to generate hypotheses for future research. In this study, we used several data sources to understand how different online communities might address the same topic.

As far as we know, there has not been a text mining study that has taken a comparative approach to examining online communities and tobacco products, and more specifically, examining what the discussion content may suggest about the appeal and motivation for use. With this study, we have
endeavored to fill that gap. We selected multiple online communities, in order to develop a better sense of the diversity of online content with these products. We focused on six different discussion forums on three different websites: Vapor Talk, Hookah Forum, and Reddit. We expected that these samples might differ on a variety of characteristics and thus serve as an appropriate set of samples for comparison.

This study is structured into three distinct parts. In the first part, we employed a heat map visualization to compare different aspects of e-cigarette and hookah use behavior across multiple forums to identify the forums with the highest concentration of reports concerning social and contextual factors of e-cigarette and hookah use, including the settings where use behaviors occur (eg, restaurant, lounge, and party), time, social relationships, and sensory experience. The heat map facilitated a quick visual scan enabling us to determine which discussion forums might contain the richest discussions of behavior relevant to e-cigarette and hookah use, and thus, enabled selection of data subsets for further analyses.

In the second part, we integrated text mining and visualization techniques to render a visualization, Topic Bars, to compare discussion content in two forums: the Health & Safety forum on Vapor Talk, which is focused on e-cigarettes, and the Stopsmoking subreddit, which is primarily concerned with quitting traditional, combustible cigarettes (anlogs).

In the third and last part, we compare experiences with e-cigarette and hookah use. How does the nature of content on these two products differ? We examined this question through a Topic Bars visualization depicting the general discussion forums for Vapor Talk (focused on e-cigarettes) and Hookah Forum (focused on hookah).

**Methods**

**Harvesting of the Document Collection**

We downloaded publicly available content from three websites: (1) Vapor Talk [31], a forum dedicated to e-cigarettes, (2) Hookah Forum [32], and (3) Reddit [33], a platform that hosts subforums or “subreddits” on a wide variety of topics.

Vapor Talk and Hookah Forum are online communities that are dedicated to e-cigarettes and hookah, respectively. At the time the data were collected, Vapor Talk and Hookah Forum appeared among the top results on the Google search engine when searching using keywords such as “e-cigarette”, “vaping”, “hookah”, “health”, and “forum”. Vapor Talk has also been examined in previous research [26]. Vapor Talk features a number of different forums; we selected “General E-Cig Discussion” and “Health & Safety.” These two forums were selected to acquire a general sense of what the nature of discussion concerning e-cigarettes is like, as well as the community’s specific health concerns.

Reddit is a generic platform featuring “subreddits” on a broad range of topics. The platform is more popular among younger people [34,35]. On Reddit, we examined the “stopsmoking”, “electronic_cigarette”, and “hookah” subreddits.

Publicly available content for each discussion forum was downloaded using a Web crawler, Wget, between April and June 2014. Crawls of each site focused on the discussion content, and no explicit attempt was made to crawl user profiles. The pages of discussion content from Vapor Talk and Hookah Forum include some basic user metadata such as username, gender, and member level. The post content and metadata were extracted using Python code and inserted into a MySQL database.

**Comparing Contextual Factors of Tobacco Use Across Datasets**

In this study, we were interested in using social media to understand more about differences in people’s experiences and motivations for using e-cigarettes and hookah, as an understanding of how consumers use different tobacco products is vital for both advancing tobacco regulatory science and smoking cessation intervention design. We identified a set of factors to use to compare across datasets. Understanding the factors that influence people’s behavior can be invaluable for developing strategies to encourage more healthful behaviors. Previous literature has argued that an individual’s behavior is affected by a variety of individual and social factors, including an individual’s beliefs, social interactions, and organizational and policy factors [36]. In addition, factors such as space and time are often critical aspects of health context [37].

These factors include health perceptions about the safety of e-cigarettes versus smoking, cost, sensory pleasure, effect on social relations (eg, not inconveniencing others), and popularity in social settings. We classified these by three main categories of interest: (1) subject matter (e-cigarette and hookah), (2) health (symptoms, quitting, health perceptions, and health care practitioners), and (3) context (social relationships, setting, time, cost and sensory experience). We employed lexicons containing words that represented these categories. By using these words to match against the online discussion content, we could come to understand to what degree the discussion content contained information about these categories of interest. The higher the proportion of this content, the more we might be interested in examining the content in that forum. Table 1 depicts the categories, their definitions, and example terms. The terms in the lexicon are provided in Multimedia Appendix 1.

The process of lexicon development was a hybrid one consisting of both a literature review and iterative testing involving examination of the discussion content. The Symptoms and Quiting terms primarily came from the empirical literature but were augmented using online consumer-generated content, such as guides written for novice users, discussion forums, and websites advertising e-cigarette and hookah products. The other dimensions were primarily drawn from user-generated content and supplemented using empirical research. Lexicon development was an iterative process of adding keywords until the addition of new keywords did not result in substantive differentiation across the datasets being compared.
We experimented with different numbers of topics in order to find a level of granularity that showed the diversity of discussion topics, while at the same time avoiding topics that were thematically similar. We named all of the topics through a combination of examining keywords and manual examination of posts that were representative of those topics. To reduce complexity, we then grouped these topics together into categories if they were thematically similar. A list of all the topics and their respective categories, for each topic model, is available in Multimedia Appendix 3.

The output of topic modeling includes a set of topics and the main words associated with that topic, as well as a list of documents, with estimates of the proportion of each topic present in each document. Thus, from these outputs, one could say, for example, that if 60% of document A consists of topic X, then document A primarily consists of topic X, with trace amounts of all other topics. Similarly, a document B that is predicted to be 30% topic Y and 30% topic Z might be said to primarily consist of topics Y and Z, with trace amounts of all other topics. One final example would be that a document contains small amounts of all the topics but is not that representative of any topic in particular.

In order to summarize the prevalence of the topics generated, we used an estimate of main “document-topics”. By document topic, we refer to the instances where a topic is a major constituent of a given document. A topic was considered a major constituent of a document if it was predicted to constitute a given minimum proportion of that document. The thresholds were determined by iteratively testing different candidate values until the number of “document-topics” was close to the number of total posts in the discussion forum. The selection of this criterion was to maximize the proportion of content that was represented.

We used these lexicons to estimate the prevalence of each category of interest, and then we rendered a heat map visualization to compare across forums. Heat maps are often used in genetics to display gene expression patterns [38,39] or to show the results of hierarchical clustering. In a classic cluster heat map, one axis of the heat map might represent samples, and the other, genes [40]. Each cell is colored based on the level of expression of the gene in the corresponding sample.

### Topic Modeling and Visualization

In the second and third parts of our study, we used topic models to compare the content of online discussion forums. To model topics, we used a generative probabilistic modeling algorithm, Latent Dirichlet Allocation (LDA). LDA is a technique that models documents as random mixtures over topics, where a topic is characterized as a distribution of words [41].

We used the MALLET implementation that is available with the MALLET toolkit [42]. Previous research has observed that results with and without stemming yield comparable results and that stemmed results are more difficult to interpret [43]. In this study, we opted not to stem because viewing the original versions of the words facilitated interpretation of the context in which words were used. We used an augmented stop word list that included the original MALLET stop word list, as well as other common online forms of non-substantive words and word fragments, such as “ill” (“I’ll) and “dont” and forum members’ usernames. The augmented stop words, with the exception of forum members’ usernames, have been provided in Multimedia Appendix 2.

We trained topic models for four forums: Vapor Talk General E-Cig Discussion, Hookah Forum General Discussion, Vapor Talk Health & Safety, and the Stoppsmoking subreddit. We experimented with different numbers of topics in order to find a level of granularity that showed the diversity of discussion topics, while at the same time avoiding topics that were thematically similar. We named all of the topics through a combination of examining keywords and manual examination of posts that were representative of those topics. To reduce complexity, we then grouped these topics together into categories if they were thematically similar. A list of all the topics and their respective categories, for each topic model, is available in Multimedia Appendix 3.

The output of topic modeling includes a set of topics and the main words associated with that topic, as well as a list of documents, with estimates of the proportion of each topic present in each document. Thus, from these outputs, one could say, for example, that if 60% of document A consists of topic X, then document A primarily consists of topic X, with trace amounts of all other topics. Similarly, a document B that is predicted to be 30% topic Y and 30% topic Z might be said to primarily consist of topics Y and Z, with trace amounts of all other topics. One final example would be that a document contains small amounts of all the topics but is not that representative of any topic in particular.

In order to summarize the prevalence of the topics generated, we used an estimate of main “document-topics”. By document topic, we refer to the instances where a topic is a major constituent of a given document. A topic was considered a major constituent of a document if it was predicted to constitute a given minimum proportion of that document. The thresholds were determined by iteratively testing different candidate values until the number of “document-topics” was close to the number of total posts in the discussion forum. The selection of this criterion was to maximize the proportion of content that was represented.

<table>
<thead>
<tr>
<th>Contextual factors</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subject matter</strong></td>
<td></td>
</tr>
<tr>
<td>E-cigarette</td>
<td>The types and parts of e-cigarettes, eg, ecig, vape, “atty” (atomizer), “carto” (cartomizer).</td>
</tr>
<tr>
<td>Hookah</td>
<td>The types and parts of hookahs, eg, hookah, waterpipe, shisha, mouthpiece.</td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
</tr>
<tr>
<td>Symptoms</td>
<td>This set of concepts was constructed from existing literature on the health effects of e-cigarette and hookah use, particularly [26], and also through examination of the discussion content harvested in this study, eg, throat, cough, migraine, craving.</td>
</tr>
<tr>
<td>Quitting</td>
<td>Pertaining to experience of quitting, including motivations (eg, “stigma” and “stink”), difficulties in quitting (eg, “stress”), and tobacco cessation aids; also includes psychological factors such as “depression” and “anxiety”.</td>
</tr>
<tr>
<td>Perceptions</td>
<td>Perceptions of the safety and potential health implications of e-cigarettes and hookah use, eg, toxic, dangerous, safe.</td>
</tr>
<tr>
<td>Health care practitioners</td>
<td>Various types of health care practitioners, eg, doctors, physicians, therapists, counselors.</td>
</tr>
</tbody>
</table>

**Context**

| Social relationships | Social relations that are often mentioned in discussion forums, eg, family, friends, children. |
| Setting             | Settings where vaping and hookah use may occur, eg, home, bar, party. |
| Time                | Timing of e-cigarette and hookah use, eg, morning, afternoon, evening. |
| Cost                | Cost aspects of tobacco use, eg, cheap, expensive, price, saving. |
| Sensory experience  | Sensory aspects of tobacco use, eg, hit, cloud, buzz. |
We calculated the number of document-topic elements for each topic and then divided by the number of total document-topic elements, to determine the proportion of a forum that was constituted by each topic. We then used these proportions to render a horizontal stacked bar chart, which supports a visual comparison of topic prevalence within and across discussion forums.

Research Ethics Statement

Publicly available social media content can be an invaluable complement to data provided by study participants in more explicit research contexts because it is a rich source of information on how behaviors with health impacts may naturally occur in the real world. In order to protect the identities of forum users, we have not provided explicit quotations, but instead described the content in as much detail as possible, both quantitatively and qualitatively, in line with ethical guidelines [44,45]. The work reported in this paper has been certified as exempt from review under 45 CFR 46.101(b), category 4 by the University of California San Diego Institutional Review board (Project #140844X).

Results

Harvesting of the Document Collection

We examined content from three different websites: (1) Vapor Talk, a website devoted to e-cigarettes, (2) Hookah Forum, a forum devoted to hookah use, and (3) Reddit, a site featuring discussion forums on a wide variety of topics. On Reddit, we chose to focus on three different discussion forums: “electronic_cigarette”, “hookah”, and “stopsmoking”. On Vapor Talk, we focused on two subforums: “General E-cig Discussion” and “Health & Safety.” On Hookah Forum, we focused on the general discussion forum only, as this website does not have a forum dedicated specifically to health topics. The forums differed considerably in terms of the number of total posts, the mean number of users, and mean post length (Table 2).

Table 2. Corpus statistics.

<table>
<thead>
<tr>
<th>Forum</th>
<th>General</th>
<th>Health</th>
<th>General</th>
<th>Stop-smoking</th>
<th>Electronic cigarette</th>
<th>Hookah</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts, n</td>
<td>11,438</td>
<td>2376</td>
<td>17,761</td>
<td>2092</td>
<td>89,119</td>
<td>43,501</td>
</tr>
<tr>
<td>Threads, n</td>
<td>690</td>
<td>172</td>
<td>413</td>
<td>177</td>
<td>2093</td>
<td>2994</td>
</tr>
<tr>
<td>Users, n</td>
<td>773</td>
<td>423</td>
<td>1659</td>
<td>760</td>
<td>14,277</td>
<td>4374</td>
</tr>
<tr>
<td>Post length, mean (SD)</td>
<td>356.35 (447.33)</td>
<td>487.39 (653.45)</td>
<td>323.16 (520.97)</td>
<td>267.49 (441.77)</td>
<td>189.29 (378.29)</td>
<td>155.88 (263.75)</td>
</tr>
</tbody>
</table>

Comparing Contextual Factors of Tobacco Use Across Datasets

In our first research question, we asked what differences there were in the prevalence of contextual factors of e-cigarette and hookah use across different online communities. The prevalence of contextual factors was calculated as the proportion of posts containing a term from the relevant contextual factor lexicon, and a heat map was rendered based on these prevalence estimates (Figure 1). The darker the hue, the higher the proportion of that type of content in the forums, with the darkest cells representing approximately 60% of the forum content.

As we might expect, e-cigarette–related content was most popular in the Vapor Talk forums and on the Electronic_cigarette subreddit, and hookah content was most popular in the hookah forums. The two general forums on Vapor Talk and Hookah Forum contained more content on the cost and purchasing of equipment. Examination of the content showed an active discussion of the “ins and outs” of these products (ie, the detailed description of the intricacies of product use) and cost implications of product use. Descriptions of sensory experience appear common in most of the forums, which suggests that the sensory aspects of use are important across multiple types of tobacco products.

The purpose of the heat map visualization was to identify forums that contained the richest information about contextual factors in e-cigarette and hookah use. We saw that the mentions of people, symptoms, time, quitting, and sensory experience were highest in density in the Vapor Talk Health & Safety forum and in the Stopsmoking subreddit. Examining the discussion content, we saw that a substantial part of this discussion addressed people’s health situations as pertaining to e-cigarette use (in Vapor Talk Health & Safety) and to quitting without e-cigarettes (in the Stopsmoking subreddit).
**Figure 1.** Contextual factors of e-cigarette and hookah use.

**Topic Modeling and Visualization**

We trained topic models for four forums: Vapor Talk General E-Cig Discussion, Hookah Forum General Discussion, Vapor Talk Health & Safety, and the Stopsmoking subreddit. We experimented with different numbers of topics in order to find a level of granularity that showed the diversity of discussion topics, while at the same time avoiding topics that were thematically similar. Ultimately, we generated 20 topics for each of the subforums, with the exception of Hookah Forum. Hookah Forum had a greater number of posts than the other forums, as well as a shorter mean post length. With fewer numbers of topics, the themes were not as coherent; thus, we generated 40 topics for Hookah Forum.

We labeled all of these topics and set a minimum threshold for document topics as discussed in the Methods section. In the Stopsmoking subreddit, topics were dispersed in more trace amounts throughout the other posts; thus, it was necessary to lower the threshold to preserve a similar number of document-topics. Aggregate statistics for the four topic models are presented in Table 3.
E-Cigarette Versus Combustible Cigarette Use

We used the topic modeling results to render a Topic Bars visualization to compare the two forums with the richest discussion of contextual factors: Vapor Talk Health & Safety, and the Stopsmoking subreddit (Figure 2). In Vapor Talk Health, the two most prominent categories were Symptoms and Vaping versus Analogics. With regard to Symptoms, common topics were the health dangers of smoking cigarettes, problems that forum members have encountered in the mouth and throat, the use of propylene glycol (“pg”) as opposed to vegetable glycerin (“vg”), and sleep quality.

In the Stopsmoking subreddit, we saw a much different picture. The most salient bars were Psychology (60.60%, 1435/2368 document-topics) and Quitting Methods (15.29%, 362/2368). In Psychology, the topics discussed included overcoming cravings, dealing with friends, and encouragement that cravings would pass. The Quitting Methods category had only one constituent topic, Quitting Mechanisms, which included terms such as “cold turkey”, “gum”, and “patch”. It is useful to observe that in the Stopsmoking subreddit (Figure 2, bottom), only 9.50% of the discussion content is focused on e-cigarettes (225/2368).

E-Cigarettes Versus Hookah

In the last part of our study, we considered the two products: e-cigarettes and hookah. Are these communities different, and if so, how? To consider this question, we compared the Topic Bars visualization for Vapor Talk General E-Cig Discussion and Hookah Forum General Discussion (Figure 3).

There are similarities between the categories of discussions on Vapor Talk and Hookah Forum. In both forums, there was a substantial amount of general chatter (dark green). In addition, both forums featured discussion on buying and selling equipment for e-cigarettes and hookah (red). From the dialogue content, the consumers in Vapor Talk appeared to primarily be end consumers, whereas the consumers in Hookah Forum consisted both of individuals interested in the purchase of hookah equipment for personal use, as well as proprietors of hookah lounges. There were also individuals in both forums whose member type indicated that they were a vendor.
There were also many topics relating to technique (pink). In Vapor Talk, topics concerning technique included how to get a good taste and how different characteristics of the juices affect the vaping experience. In Hookah Forum, sample topics included how to pack the bowl and whether it is a good idea to put other things (e.g., alcohol) in the base. Thus, e-cigarette and hookah forums are similar in that their members are actively engaged in information exchange concerning technical and cost-related aspects of the use of their products of choice.

The most prominent difference between Hookah Forum and Vapor Talk is the greater focus on equipment in Vapor Talk (orange), as opposed to the focus on the use experience in Hookah Forum (light green). In Hookah Forum, there is a great deal of discussion of different flavors, “buzz”, and clouds. A large proportion of Vapor Talk is devoted to equipment, that is, discussion of the different types and parts of e-cigarettes, including mods, tanks, coils, atomizers, cartomizers, and batteries.

There is some discussion in these two forums about health—a substantive part of the conversation in Vapor Talk focuses on vaping as opposed to smoking “analogs” (traditional cigarettes), and though not as prominent in the discussion content, a number of health concerns were also expressed in Hookah Forum, relating to headaches, lung issues, and vocal chord problems. There was also discussion on ways to prevent getting sick from smoking hookah, including eating prior to smoking and staying properly hydrated—though one might consider this not a matter of health concern, but rather, a practical consideration in order to enjoy the experience.

Figure 3. Topic Bars: Vapor Talk General E-Cig versus Hookah Forum General Discussion.

Discussion

Principal Findings

In this paper, we used text mining and visualization techniques to examine the use of different tobacco products. At the outset, we identified contextual factors of these behaviors, particularly in terms of health impacts and concerns. Then we generated a heat map that enabled us to compare forum content in terms of these factors of interest. Based on this information, we selected two forums that contained the highest densities of these factors and rendered a topic modeling-based visualization, Topic Bars, to compare these forums. This comparison enabled us to gain insights concerning the experience of tobacco use with e-cigarettes and the experience of tobacco use without e-cigarettes. Last, we constructed another Topic Bars visualization to compare general e-cigarette and hookah discussion, to investigate similarities and differences between the communities.

The main contributions of this paper are as follows. First, we have demonstrated an approach using text mining and visualization techniques to select particular social media datasets out of a larger pool, for a particular health behavior. The crux of this technique is to identify factors of interest for developing strategies to facilitate behavioral change and then employ relevant lexicons to assess and compare the amount of content concerning these factors, across datasets. This technique can be helpful for characterizing discussion forums as a whole, as well as in the selection and differentiation of social media datasets to investigate specific research questions.
Second, this paper shows that e-cigarettes provide a very different experience of tobacco use as compared to combustible cigarettes. When smokers who are trying to quit visit a discussion forum, they report on the difficulties they are having trying to quit, and others in the forum chime in to offer their encouragement. The psychological element is extremely salient, and the focus is on quitting. In the case of e-cigarettes, we saw that much of the discussion focused on symptoms that people were experiencing as they were using e-cigarettes. People using e-cigarettes appear less likely to engage in the psychological battle of quitting. The e-cigarette has diverted their attention to a different activity, dealing with concrete problems to avert particular physiological symptoms associated with e-cigarette use. Moreover, at least for some Vapor Talk users, their goal is to be analog free rather than nicotine free, and hence a psychological struggle is less evident.

The difference in psychological state and engagement of the consumer is an important concern on two levels. In terms of regulation and policy concerning electronic cigarettes, there are no clear answers, but the findings of this study highlight the importance of considering impacts on psychological state and engagement in the regulation of electronic cigarettes as opposed to combustible cigarettes. On an individual level, users of tobacco products interact with electronic cigarettes in very different ways than they do combustible cigarettes, and thus, the pathway that one faces in quitting the use of all tobacco products appears to be fundamentally different. Counselors and those designing educational programs designed for smokers should be aware of the differences so that they can provide different types of support to facilitate changes in health behavior.

Last, this study examined the general content in discussion forums for e-cigarette and hookah. There are strong similarities, and ultimately, both are focused on improving the use experience, which has a strong sensory component. These are “hobbyist cultures” in that their members are enthusiast users and sharers of information concerning their common activity. Particularly given the rapid rate at which the two products are growing in popularity, online communities, as common sites of information diffusion and as sources of the latest information, are ideal environments to study both.

Limitations
This work has various limitations. First, we harvested data from three websites, and there are certainly many other online communities relating to tobacco products. We deliberately selected different types of communities and subsetted the communities in order to examine similarities and differences within and between communities. As we expected, the selected communities vary in many characteristics, suggesting that they represent a range of tobacco users’ experiences. However, this investigation focused on a subset of online communities that are available to users of tobacco products, and it would be valuable to examine additional communities in the future, for example, by comparing multiple forums for e-cigarettes and/or multiple forums for hookah in order to characterize the variability in topics addressed in online communities for the same product type. Additional research might also consider the content in relation to the demographic characteristics of the users, which was out of the scope of the current study.

Second, the users in an online community are not necessarily representative of users of tobacco products, cigarettes, e-cigarettes, and/or hookah in general. While we agree that this is true, today, if a typical user goes to a search engine and types “e-cigarette sore throat”, among the first entries to come up would be links to specific threads on this subject in discussion forums including Vapor Talk. Thus, the potential for exposure to a much larger number of people, those who do not actively participate in discussion forums, is a reality.

Third, in this study we constructed lexicons to assess contextual factors of interest for a particular type of behavior with health impacts. The lexicon is not necessarily generalizable to other types of health behaviors, nor would it necessarily perform comparably over time. It is likely that as language evolves, the lexicon would need to be augmented. However, there is potential here to extend the lexicon for application to other health contexts and time periods.

Atmosphere of the Forums and Implications
In this paper, we employed two primary techniques, a contextual heatmap, and a Topic Bars visualization, in order to explore differences between data sets. The Topic Bars visualization enabled us to specifically compare different discussion forums. We now consider some of the differences in topics between forums and what this may mean.

The results of the topic models on Vapor Talk Health and Stopsmoking subreddits suggest that those who attempt to quit smoking combustible cigarettes and those who use e-cigarettes have very different experiences. It appears that many who use e-cigarettes encounter problems that may lead them to do research and perhaps find a solution; thus, the forums contain detailed accounts of the technical intricacies of vaping and the health issues that may be encountered. Though a minority of the members of the Stopsmoking subreddit appear to use e-cigarettes, for the most part this group appears to take more traditional approaches to quitting, with emphasis on mutual encouragement and support, and coping with the psychological aspects of this experience. These topic modeling results suggest that, without e-cigarettes, the aspect of quitting that is most salient is the psychological hurdle, though it is important to state that users may be using e-cigarettes but not reporting this activity in their Stopsmoking subreddit discussion.

The information exchanged and atmosphere of support in these two forums appears to be quite different. Whereas Vapor Talk includes detailed reports of symptoms and their temporal context (eg, how long the symptoms have lasted and when they started), the Stopsmoking subreddit appears to be focused on mutual encouragement, reinforcement of the value of quitting, and strategies for overcoming cravings. Time is important here also, but the nature of that time is different. Many forum participants report how long it has been since they quit, and others add words of encouragement and how long it has been since they quit. Thus, there are many shorter posts here.

The interactions in the two forums have both similarities and differences to existing literature on online support groups for...
smoking cessation. Previous studies of discussion forums for quitting smoking have found that most participants were women, and that they used the forum mostly as a source of emotional support and encouragement, and less often for the purposes of eliciting practical information and quitting tips [46,47]. Consistent with this work, there appeared to be a substantial amount of support and encouragement. However, in contrast to prior work, there did appear to be information and quitting tips exchanged. In Vapor Talk Health & Safety, the tips often took the form of concrete advice about the types of e-liquids to use, how to inhale, and so on, which could potentially alleviate problems with the mouth and throat. In the Stopsmoking subreddit, the tips were often psychological, concerning how to overcome the desire to smoke.

In our topic modeling results comparing e-cigarette and hookah discussion (Vapor Talk and Hookah Forum), initially there appear to be substantive differences in the content. However, there are similarities in the nature of the communities. In the case of hookah, the use experience is prominent, including discussion of the “buzz”, smoke rings, and clouds. In the case of e-cigarettes, the equipment and techniques features more prominently, but much of that discussion is on how to get a “throat hit” or a better taste. Thus, improving the experience is a common theme in both forums.

In summary, the results of these two topic models suggest similarities in the e-cigarette and hookah general discussion. Both are communities composed of enthusiastic users of a product who are actively engaged in the discovery and sharing of new information on how to obtain or enjoy the products that they champion. As such, this content can be invaluable in terms of providing knowledge of the day-to-day use problems that may occur with the two products.
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Abstract

Background: Internet-based assessment has the potential to assist with the diagnosis of mental health disorders and overcome the barriers associated with traditional services (eg, cost, stigma, distance). Further to existing online screening programs available, there is an opportunity to deliver more comprehensive and accurate diagnostic tools to supplement the assessment and treatment of mental health disorders.

Objective: The aim was to evaluate the diagnostic criterion validity and test-retest reliability of the electronic Psychological Assessment System (e-PASS), an online, self-report, multidisorder, clinical assessment and referral system.

Methods: Participants were 616 adults residing in Australia, recruited online, and representing prospective e-PASS users. Following e-PASS completion, 158 participants underwent a telephone-administered structured clinical interview and 39 participants repeated the e-PASS within 25 days of initial completion.

Results: With structured clinical interview results serving as the gold standard, diagnostic agreement with the e-PASS varied considerably from fair (eg, generalized anxiety disorder: κ=.37) to strong (eg, panic disorder: κ=.62). Although the e-PASS’ sensitivity also varied (0.43-0.86) the specificity was generally high (0.68-1.00). The e-PASS sensitivity generally improved when reducing the e-PASS threshold to a subclinical result. Test-retest reliability ranged from moderate (eg, specific phobia: κ=.54) to substantial (eg, bulimia nervosa: κ=.87).

Conclusions: The e-PASS produces reliable diagnostic results and performs generally well in excluding mental disorders, although at the expense of sensitivity. For screening purposes, the e-PASS subclinical result generally appears better than a clinical result as a diagnostic indicator. Further development and evaluation is needed to support the use of online diagnostic assessment programs for mental disorders.


(J Med Internet Res 2015;17(9):e218) doi:10.2196/jmir.4195
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Introduction

The diagnosis of mental disorders has many important roles in clinical practice, research, and administration (eg, communication, treatment planning and evaluation, decision making, classification, policy development) [1]. However, there are various issues that limit the practice and utility of diagnostic assessment in traditional face-to-face settings [2-5]. For example, clinicians typically favor unstructured interviewing despite being prone to bias and error [4], whereas the more reliable structured interviewing format is often overlooked for being cumbersome and costly to administer in everyday practice [5].

The Internet offers various benefits to assist the assessment of mental disorders [6,7]. Internet-based questionnaires can incorporate complex branching and scoring rules, as well as seamlessly present items and feedback in a standardized manner. The Internet also offers minimal ongoing delivery costs, accessibility across diverse population groups, and efficient data collection. Consumer accessibility is typically better than for traditional face-to-face services because it is usually associated with lower cost and greater convenience. Furthermore, the potential anonymity of online assessment facilitates self-awareness and self-disclosure, potentially enabling more valid outcomes [8].

Given these advantages, numerous and diverse online diagnostic assessment tools have been made available. However, published psychometric properties regarding diagnostic outcomes are only available for a small proportion of these. Furthermore, performance varies widely across these reported programs (eg, [9-12]), probably due to differences in program characteristics and study methodologies. For example, Farvolden et al [9] reported on the validity of the Web-Based Depression and Anxiety Test (WB-DAT), a diagnostic screener for depression and anxiety disorders that functions similarly to a structured diagnostic interview based on Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition) (DSM-IV) criteria. With a clinician-administered Structured Clinical Interview for DSM-IV (SCID-IV) as the gold standard, the WB-DAT displayed a high level of diagnostic accuracy in terms of sensitivity (0.71-0.95) and specificity (0.87-0.97). However, results were limited in that participants were recruited from face-to-face clinical trials and may not have represented typical online consumers of the program. Furthermore, the study involved generally low diagnostic base rates that could have biased classification statistics. Nevertheless, the results for the WB-DAT suggest that an online program can achieve a high level of diagnostic sensitivity and specificity.

More recently, Donker et al [10] evaluated the Web Screening Questionnaire (WSQ), which also diagnostically screens for multiple DSM-IV disorders (eg, depression, anxiety, and alcohol-related disorders). Unlike the WB-DAT, the WSQ is very brief, with only 1 to 2 items assigned to each disorder and 15 items in total to promote access and completion [10]. In contrast to Farvolden et al’s study, participants (N=502) were recruited online and subsequently completed the WSQ remotely to better represent potential program usage. Compared against a telephone-based Composite International Diagnostic Interview (CIDI) as the gold standard, a refined version of the WSQ displayed generally high sensitivity (0.72-1.00). However, the WSQ demonstrated relatively poor specificity (0.44-0.77) and low positive predictive values (PPV=0.11-0.51) with many false positives, probably due to the small item set. Hence, although the WSQ may be diagnostically sensitive and quick to complete, it does so at the expense of specificity when contrasted to a more comprehensive program such as the WB-DAT.

Within the psychometric literature of online diagnostic programs, test-retest reliability seems to be an important, yet underinvestigated, type of reliability given that numerous factors (eg, changes in test-taking attitudes and lack of control in test environment) could vary online performance and subsequent results between sittings [13]. Only one known study has examined the test-retest reliability of an online diagnostic assessment tool. In Lin et al’s study, participants comprising Taiwanese visitors to an online mental health website repeated the Internet-based Self-Assessment Program for Depression (ISP-D), a 9- to 24-item measure of 3 different depressive presentations [11]. The ISP-D was found to have excellent test-retest reliability within 2 weeks (weighted κ=.80), although performance dropped over longer durations (eg, weighted κ=.45 for 2-4 weeks). Although Lin et al’s results are promising, it is unclear whether they can be generalized to programs targeting other disorders and with different population groups.

Given their practical benefits and psychometric evidence, Internet-based diagnostic assessments have been implemented and trialed in “virtual clinics” as a means of rapid assessment and referral to appropriate online interventions [10,14]. One example is the electronic Psychological Assessment and Screening System (e-PASS), which is the focus of this study. Appearing within the Anxiety Online virtual clinic [14] (now renamed as Mental Health Online [15]), the e-PASS predominantly functions as a diagnostic and referral tool for registered users and is the starting point for accessing online treatment programs [14]. For example, a user identified by the e-PASS as having panic disorder would be recommended to complete an online treatment program for panic disorder [14].

Unlike many other diagnostic assessment programs, the e-PASS aims to produce an accurate diagnostic result by incorporating items reflecting diagnostic criteria and severity. The e-PASS also assesses a considerably wider diagnostic breadth, including 21 DSM-IV (Text Revision; DSM-IV-TR) disorders, compared with most publicly available programs, to help accommodate comorbid and lower prevalence disorders. Another distinct attribute of the e-PASS is that it distinguishes the primary diagnosis (ie, the disorder deemed of greatest severity in a presentation) from any secondary disorders. This feature helps users identify their main mental health issue and prioritize treatment recommendations. Finally, the e-PASS focuses on clinical disorders as well as “subclinical” presentations that represent significant symptoms, but do not meet full criteria and severity of a clinical disorder.

Preliminary evaluation has indicated high diagnostic agreement between the e-PASS and community sources (eg, psychologist, counselor, or medical doctor), although results were based on
limited survey data [14]. The e-PASS has also undergone usability testing suggesting it offers distinct benefits and advantages (eg, convenience, anonymity, comprehensiveness) compared to a clinician-administered interview (D Nguyen, unpublished PhD thesis, Victoria: Swinburne University, 2013). In particular, the e-PASS has proven to be highly accessible with more than 22,620 completions between October 2009 and June 2014.

As with any diagnostic assessment tool, it is crucial to formally clarify the psychometric properties of the e-PASS. This need is particularly apparent given the e-PASS’ high usage and explicit role in diagnosis and treatment referral as well as outcome measurement in a “virtual” clinic (eg, [14]). Although psychometric evidence for several online assessment programs exist (eg, [9,10]), their findings are limited in reflecting the potential performance of the e-PASS. For example, the e-PASS differs from previously examined programs in terms of identifying a broader range of disorders (including less common disorders such as bulimia nervosa and body dysmorphic disorder) as well as subclinical diagnostic presentations.

Therefore, this study aimed to examine the diagnostic criterion validity and test-retest reliability of the e-PASS involving prospective users completing the e-PASS under relatively naturalistic conditions. This is the first study known to the authors to evaluate both the criterion validity and test-retest reliability of an online multidisorder diagnostic assessment program. This study is also distinct in examining an online diagnostic program that is central to an internationally available open-access “virtual” clinic for mental health disorders. The findings will help facilitate more informed and appropriate use of the e-PASS and further development of the e-PASS and similar online assessment tools.

Methods

Ethical Approval
This study was approved by the Swinburne University Human Research Ethics Committee. The study was conducted as part of a larger trial of the Anxiety Online service, which received trial registration with the Australian New Zealand Clinical Trials Registry (ACTRN12611000704998) [14].

Recruitment
Recruitment targeted prospective e-PASS users. Visitors to the Anxiety Online website who clicked a link to undertake the e-PASS were presented a brief invitation to this research. Those who declined proceeded with the e-PASS per usual, whereas interested individuals were provided with an online plain language statement and consent form. Inclusion criteria required that individuals be 18 years of age or older and residing within Australia (to allow for appropriate follow-up in the advent of participation issues). All clinical populations were welcome, although individuals experiencing acute distress or risk were encouraged to defer participation in the e-PASS study. Recruitment occurred between November 2009 and June 2011. In all, 29 participants were excluded for residing outside of Australia, leaving 616 in the total sample.

The e-PASS
The e-PASS is a comprehensive assessment program that, in addition to diagnostic assessment, measures a range of factors including sociodemographic background, suicide and psychosis risk, past and current treatment, and preferred learning style. The diagnostic component of the e-PASS consists of more than 500 items grouped into modules representing 21 DSM-IV-TR disorders [16]: major depressive disorder (MDD), anxiety disorders (eg, panic disorder), body dysmorphic disorder (BDD), eating disorders (eg, bulimia nervosa), sleep disorders (eg, primary insomnia), alcohol and substance dependence (eg, cannabis dependence), pathological gambling, and somatization disorder. Programmed branching rules allow users to automatically skip nonrelevant items. As a result, users typically only complete a subset of all diagnostic items.

Following e-PASS completion, users are presented with detailed feedback, including a primary diagnosis (ie, the disorder rated as most severe) and any secondary disorders identified. Diagnostic severity is based on the extent that symptom criteria are met and rating scores of distress and interference associated with reported symptoms. A “clinical” diagnostic result is given when all symptom criteria are met and rated with at least “mild” to “moderate” distress and interference. A “subclinical” result is assigned when some, but not all, symptom criteria are met or when all symptom criteria are met but overall severity is rated as less than “mild”.

Items screening for bipolar disorder and schizophrenia, as well as the potential causal role of a medical condition, substance use, and other notable factors (eg, bereavement in depression symptoms) are also reflected in e-PASS diagnostic feedback (see [14] for a more detailed account).

The Clinical Interview
The clinical diagnostic results of a clinical interview, conducted over telephone, were considered the “gold standard.” The use of telephone interviewing for assessing mental health disorders has support in the literature [17-19]. Interviewers were either fully or provisionally registered psychologists undertaking postgraduate clinical training and were blind to participants’ e-PASS results. Two interview schedules were predominantly used to reach a diagnosis. All interviews commenced with the administration of the Mini International Neuropsychiatric Interview-Plus (MINI-Plus) structured interview schedule. The MINI-Plus is considered practical, while maintaining high diagnostic reliability and validity with the more cumbersome, but highly regarded, SCID-IV [20]. Participants who endorsed MINI-Plus questions indicating some level of anxiety symptoms were also presented the anxiety disorder modules of the Anxiety Disorders Interview Schedule for DSM-IV-TR (ADIS-IV), a “gold standard” semi-structured interview with demonstrated reliability [21,22]. Participants who indicated sleep difficulties in response to a screening question were also administered the Insomnia Severity Index, a reliable and valid instrument for identifying clinical insomnia [23].

Procedure
Participants consented by supplying their name, email address, and details of their general practitioner. Participants then
completed the e-PASS, which took a mean 25.0 (SD 5.0) minutes, and received diagnostic feedback as per usual. Between June 2010 and June 2011, all e-PASS participants were sent an email invitation to repeat the e-PASS within 35 days of their initial assessment. Interviewers attempted to call participants within 4 weeks of completing the e-PASS. Due to constraints on the interviewing process (eg, interviewers unavailable), a small minority of the total sample (N=616) were not contacted and, unfortunately, it was not noted who those individuals were. Ultimately, of the 162 participants reached, 158 agreed to interviewing whereas 4 declined due to personal reasons. Interviews were completed a mean of 10.4 (SD 7.0) days after e-PASS and had a mean duration of 48.0 (SD 15.0) minutes.

Interviewers commenced with an introduction then proceeded with administering the MINI-Plus followed by the ADIS-IV and Insomnia Severity Index, where relevant. Interviewers were blind to participants’ e-PASS results. Calls ended with participants being invited to other e-PASS–related research activities (eg, qualitative interviewing and online survey of e-PASS experience) not reported in the present study. Following each clinical interview, interviewers completed an assessment summary form including diagnostic outcomes (the presence/absence of a clinical disorder). Interviewers undertook peer supervision and clinical supervision to discuss any clinical concerns and diagnostic issues (eg, differential diagnoses). A random subset of interviews were recorded for interrater reliability testing.

Statistical Analysis

The e-PASS’ criterion validity was examined by calculating standard classification statistics including sensitivity, specificity, Cohen’s kappa, PPV and negative predictive values (NPV), with diagnostic results of the clinical interview as the criterion (ie, gold standard). Given that classification statistics can be biased by very low diagnostic base rates, only clinical disorders with greater than 4% prevalence according to the clinical interview are reported. Other studies have also reported classification statistics with similarly low base rates (eg, [9,10]). Sensitivity reflects the proportion of people with a positive clinical interview diagnosis who also received a positive e-PASS diagnosis (ie, true positives). Specificity represents the proportion of those with a negative clinical interview diagnosis who also received a negative e-PASS diagnosis (ie, true negatives). Sensitivity and specificity range from 0 to 1, with higher values indicating better accuracy. Although there are no commonly recommended thresholds for sensitivity/specificity, a minimum sensitivity and specificity of 0.70 was considered acceptable to reflect the priority of screening accuracy [10].

The PPV is the probability of actually having a disorder given a positive diagnosis by the e-PASS, whereas NPV refers to the probability of not actually having a disorder given a negative diagnosis of the disorder by the e-PASS [24]. For sensitivity, specificity, PPV, and NPV, 95% confidence intervals based on the Wilson interval [25] were calculated. Confidence intervals of these statistics reflect potential variability influenced by diagnostic base rates (ie, wider estimates resulting from lower base rates). It is worth noting that previous studies evaluating similar programs (eg, [9,10]) have not included confidence intervals.

Cohen’s kappa [26] measures diagnostic agreement beyond that expected by chance [27]. Kappa values were interpreted following guidelines proposed by Landis and Koch [28]: .01-.20=slight, .21-.40=fair, .41-.60=moderate, .61-.80=substantial, and .81-1.00=almost perfect agreement.

Kappa was also used to measure diagnostic agreement between initial and repeated e-PASS results. The McNemar test examined whether there were systematic changes in diagnosis from test to retest. A significant result implies the need to reject the null hypothesis that the clinical diagnosis for a particular disorder has remained consistent between test and retest, and an examination of the contingency table can then show whether the inconsistency reflects a pattern of change from a positive to negative or negative to positive diagnosis from test to retest [29].

Results

Overview

The total sample comprised of 616 people, 443 (71.9%) female and 173 (28.1%) male, with a mean age of 37.7 (SD 12.9) years. The clinical interview sample comprised of 158 people within the total sample. Table 1 shows the sociodemographic characteristics of the total and clinical interview samples. Chi-square tests found no significant differences between the clinical interview sample and the total sample in relation to these sociodemographic variables. A comparison in treatment access showed that a greater proportion were currently accessing treatment within the clinical interview sample (87/158, 55.1%) than the total sample (290/616, 47.1%), but it was not statistically significant ($\chi^2_{1}=3.4, P=.06$). Furthermore, results indicated cognitive behavioral therapy access was significantly more prevalent among the clinical interview sample (n, 21.2%) than the total sample (n, 14.3%; $\chi^2_{1}=6.0, P=.01$).

Given so few of the clinical interview subsample (ie, 12 of 158) were eventually recorded, it was decided not to proceed with interrater reliability analysis.
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<table>
<thead>
<tr>
<th>Sociodemographic and treatment factors</th>
<th>Total sample, n (%)</th>
<th>Clinical interview subsample, n (%)</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=616</td>
<td>n=158</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>173 (28.1)</td>
<td>42 (26.6)</td>
<td>0.2 (1)</td>
<td>.65</td>
</tr>
<tr>
<td>Female</td>
<td>443 (71.9)</td>
<td>116 (73.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relationship</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>175 (28.4)</td>
<td>44 (27.8)</td>
<td>0.7 (4)</td>
<td>.94</td>
</tr>
<tr>
<td>Single</td>
<td>169 (27.4)</td>
<td>44 (27.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>De facto</td>
<td>172 (28.0)</td>
<td>46 (29.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated or divorced</td>
<td>66 (10.7)</td>
<td>14 (8.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>34 (5.5)</td>
<td>10 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td>3.0 (5)</td>
<td>.70</td>
</tr>
<tr>
<td>Australia</td>
<td>453 (73.5)</td>
<td>117 (74.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>53 (8.6)</td>
<td>14 (8.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian countries</td>
<td>30 (4.9)</td>
<td>9 (5.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>22 (3.6)</td>
<td>2 (1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>European country (except UK)</td>
<td>22 (3.6)</td>
<td>6 (3.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>36 (5.8)</td>
<td>10 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
<td></td>
<td>2.6 (3)</td>
<td>.45</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>384 (62.3)</td>
<td>104 (65.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regional</td>
<td>155 (25.2)</td>
<td>36 (22.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>65 (10.6)</td>
<td>13 (8.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remote</td>
<td>12 (1.9)</td>
<td>5 (3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Highest schooling</strong></td>
<td></td>
<td></td>
<td>3.7 (3)</td>
<td>.29</td>
</tr>
<tr>
<td>Year 9 or less</td>
<td>36 (5.8)</td>
<td>7 (4.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 10</td>
<td>70 (11.4)</td>
<td>11 (7.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 11</td>
<td>41 (6.7)</td>
<td>12 (7.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 12</td>
<td>469 (76.1)</td>
<td>128 (81.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Highest postsecondary education</strong></td>
<td></td>
<td></td>
<td>6.0 (5)</td>
<td>.30</td>
</tr>
<tr>
<td>None</td>
<td>89 (14.4)</td>
<td>17 (10.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current undergraduate</td>
<td>83 (13.4)</td>
<td>15 (9.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>144 (23.4)</td>
<td>40 (25.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>117 (19.0)</td>
<td>38 (24.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma, apprenticeship, trade</td>
<td>92 (14.9)</td>
<td>22 (13.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certificate</td>
<td>91 (14.8)</td>
<td>26 (16.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td>2.6 (6)</td>
<td>.86</td>
</tr>
<tr>
<td>Full time</td>
<td>235 (38.1)</td>
<td>65 (41.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>175 (28.4)</td>
<td>42 (26.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disability, maternity, sick leave</td>
<td>44 (7.1)</td>
<td>10 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home duties/carer</td>
<td>43 (7.0)</td>
<td>8 (5.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>19 (3.1)</td>
<td>7 (4.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>63 (10.2)</td>
<td>17 (10.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Clinical interview subsample, n (%)

<table>
<thead>
<tr>
<th>Sociodemographic and treatment factors</th>
<th>Total sample, n (%)</th>
<th>Clinical interview subsample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=616</td>
<td>n=158</td>
</tr>
<tr>
<td>Other (eg volunteer, student)</td>
<td>37 (6.0)</td>
<td>9 (5.7)</td>
</tr>
<tr>
<td>Receiving current mental health assistance</td>
<td>290 (47.1)</td>
<td>87 (55.1)</td>
</tr>
<tr>
<td>Current cognitive behavior therapy access</td>
<td>88 (14.3)</td>
<td>33 (20.9)</td>
</tr>
</tbody>
</table>

**Diagnostic Validity**

Only 10 of the 21 disorders targeted by the e-PASS had sufficient base rates to warrant meaningful classification statistics. Among these, measures of diagnostic accuracy indicated mixed performance (Table 2). Kappa values indicated the e-PASS clinical diagnoses of generalized anxiety disorder (GAD; \( \kappa = .37 \)) and obsessive-compulsive disorder (OCD; \( \kappa = .39 \)) had fair agreement with the clinical interview. The remaining disorders reflected moderate (bulimia nervosa; \( \kappa = .47 \)) to substantial (panic disorder; \( \kappa = .62 \)) agreement. Sensitivity ranged from 0.43 (alcohol dependence) to 0.86 (MDD), with half of the disorders falling below the acceptable value of 0.70. When taking into account confidence intervals, sensitivity estimates ranged from as low as 0.16 (OCD, alcohol dependence) to a maximum of 0.94 (MDD). In contrast, specificity varied between 0.68 (GAD) and 1.00 (alcohol dependence), with most values greater than 0.90. Estimated specificity values remained generally greater than 0.70 even after considering confidence intervals.

The PPVs primarily varied between 0.45 (posttraumatic stress disorder; PTSD) and 1.00 (alcohol dependence). The NPVs were consistently higher for most disorders, with the smallest magnitude being 0.80 (social phobia) and the remainder equal to or greater than 0.90. From these predictive values, an e-PASS clinical diagnosis appeared to have a low to moderate likelihood of reflecting a positive clinical diagnosis depending on the disorder, whereas a negative e-PASS diagnosis in general was far more likely to be accurate.

Further analyses examined the extent to which an e-PASS clinical or subclinical diagnostic associated with a clinical interview clinical diagnosis. Again, only 10 disorders were considered because of limited base rates and Table 3 summarizes the resulting classification statistics. When considering both a subclinical and clinical e-PASS result as a positive diagnosis, sensitivity ranged from 0.67 (BDD) to 0.98 (MDD) and equaled or exceeded 0.90 for 5 disorders. Specificity was generally lower and varied between 0.38 (MDD) and 0.89 (bulimia nervosa), with only 5 disorders considered acceptable in terms of exceeding 0.70. Kappa values of the e-PASS subclinical/clinical diagnoses remained significant (\( P < .001 \)) and ranged from .18 (PTSD) to .47 (panic disorder, social phobia), with most considered fair (ie, .20-.40) in diagnostic agreement with a clinical interview clinical diagnosis.

The PPVs were generally smaller than those seen when classification was based on the e-PASS clinical diagnosis alone. Only panic disorder and social phobia maintained moderate PPVs with values of 0.48 and 0.58, respectively. As a result of the lower threshold for a positive e-PASS diagnostic result (ie, subclinical rather than clinical diagnosis), the NPVs accordingly increased for all the disorders, with the majority greater than 0.95. This indicates that an individual with the absence of a relevant clinical disorder is very unlikely to receive a positive e-PASS subclinical or clinical diagnosis for that disorder.
Table 2. Classification statistics of e-PASS clinical diagnoses against clinical interview clinical diagnoses (n=158).

<table>
<thead>
<tr>
<th>e-PASS diagnosis</th>
<th>Clinical interview, n</th>
<th>χ²</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PPV (95% CI)</th>
<th>NPV (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>112</td>
<td>46</td>
<td>.62 0.71 (0.55-0.84)</td>
<td>0.91 0.85-0.95</td>
<td>0.69 0.53-0.82</td>
<td>0.92 0.86-0.95</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>37</td>
<td>31</td>
<td>.37 0.78 (0.62-0.88)</td>
<td>0.68 0.59-0.76</td>
<td>0.45 0.34-0.57</td>
<td>0.90 0.82-0.95</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social phobia</td>
<td>52</td>
<td>34</td>
<td>.52 0.60 (0.47-0.71)</td>
<td>0.90 0.84-0.96</td>
<td>0.77 0.63-0.87</td>
<td>0.80 0.72-0.86</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>52</td>
<td>9</td>
<td>.52 0.75 (0.47-0.91)</td>
<td>0.92 0.87-0.96</td>
<td>0.45 0.26-0.66</td>
<td>0.98 0.94-0.99</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>39</td>
<td>5</td>
<td>.39 0.36 (0.16-0.61)</td>
<td>0.97 0.93-0.99</td>
<td>0.56 0.27-0.81</td>
<td>0.94 0.89-0.97</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD</td>
<td>58</td>
<td>38</td>
<td>.58 0.86 (0.73-0.94)</td>
<td>0.79 0.71-0.85</td>
<td>0.61 0.46-0.76</td>
<td>0.94 0.87-0.97</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnia</td>
<td>53</td>
<td>28</td>
<td>.53 0.78 (0.62-0.88)</td>
<td>0.82 0.74-0.88</td>
<td>0.56 0.42-0.69</td>
<td>0.93 0.86-0.96</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDD</td>
<td>51</td>
<td>8</td>
<td>.51 0.67 (0.39-0.86)</td>
<td>0.94 0.89-0.97</td>
<td>0.47 0.26-0.69</td>
<td>0.97 0.94-1.00</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>47</td>
<td>5</td>
<td>.47 0.50 (0.24-0.76)</td>
<td>0.97 0.92-0.99</td>
<td>0.50 0.24-0.76</td>
<td>0.97 0.93-0.99</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>59</td>
<td>3</td>
<td>.59 0.43 (0.16-0.75)</td>
<td>1.00 0.98-1.00</td>
<td>1.00 0.44-1.00</td>
<td>0.97 0.94-0.99</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a All kappa values P<.001.
Table 3. Classification statistics of the e-PASS subclinical or clinical diagnoses against clinical interview clinical diagnoses (n=158).

<table>
<thead>
<tr>
<th>e-PASS diagnosis</th>
<th>Clinical interview, n</th>
<th>( \chi^2 )</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PPV (95% CI)</th>
<th>NPV (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>.47</td>
<td></td>
<td>0.89 (0.74-0.95)</td>
<td>0.72 (0.64-0.79)</td>
<td>0.48 (0.36-0.60)</td>
<td>0.96 (0.89-0.98)</td>
</tr>
<tr>
<td>Yes</td>
<td>31</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4</td>
<td>89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>.21</td>
<td></td>
<td>0.92 (0.88-0.97)</td>
<td>0.40 (0.31-0.49)</td>
<td>0.34 (0.26-0.44)</td>
<td>0.94 (0.84-0.98)</td>
</tr>
<tr>
<td>Yes</td>
<td>37</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social phobia</td>
<td>.47</td>
<td></td>
<td>0.86 (0.75-0.93)</td>
<td>0.65 (0.56-0.74)</td>
<td>0.58 (0.48-0.68)</td>
<td>0.89 (0.80-0.94)</td>
</tr>
<tr>
<td>Yes</td>
<td>49</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>8</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>.18</td>
<td></td>
<td>0.92 (0.65-0.99)</td>
<td>0.62 (0.54-0.70)</td>
<td>0.17 (0.01-0.27)</td>
<td>0.99 (0.94-1.00)</td>
</tr>
<tr>
<td>Yes</td>
<td>11</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>.33</td>
<td></td>
<td>0.79 (0.52-0.92)</td>
<td>0.81 (0.73-0.86)</td>
<td>0.28 (0.17-0.44)</td>
<td>0.97 (0.93-0.99)</td>
</tr>
<tr>
<td>Yes</td>
<td>11</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3</td>
<td>116</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD</td>
<td>.24</td>
<td></td>
<td>0.98 (0.88-1.00)</td>
<td>0.38 (0.29-0.47)</td>
<td>0.38 (0.29-0.37)</td>
<td>0.98 (0.88-1.00)</td>
</tr>
<tr>
<td>Yes</td>
<td>43</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insomnia</td>
<td>.23</td>
<td></td>
<td>0.97 (0.86-1.00)</td>
<td>0.42 (0.33-0.51)</td>
<td>0.33 (0.25-0.42)</td>
<td>0.98 (0.90-1.00)</td>
</tr>
<tr>
<td>Yes</td>
<td>35</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDD</td>
<td>.35</td>
<td></td>
<td>0.67 (0.39-0.86)</td>
<td>0.88 (0.81-0.92)</td>
<td>0.31 (0.17-0.50)</td>
<td>0.97 (0.92-0.99)</td>
</tr>
<tr>
<td>Yes</td>
<td>8</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4</td>
<td>128</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>.45</td>
<td></td>
<td>0.90 (0.60-0.98)</td>
<td>0.89 (0.82-0.93)</td>
<td>0.35 (0.19-0.54)</td>
<td>0.99 (0.96-1.00)</td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>131</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>.26</td>
<td></td>
<td>0.86 (0.49-0.97)</td>
<td>0.83 (0.77-0.89)</td>
<td>0.19 (0.09-0.36)</td>
<td>0.99 (0.96-1.00)</td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>126</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) All kappa values \( P<.001 \).

Test-Retest Reliability

Of the 60 participants who repeated the e-PASS, 39 did so within 25 days of initial completion (mean 7.98, SD 6.63) and were included in reliability analyses. Participants received a mean 5.05 (SD 2.83) and 4.70 (SD 2.65) subclinical or clinical diagnoses on their first and second administration, respectively, and the difference was not significant \((t_{38}=1.56, P=.13)\).

Table 4 presents the cross-tabulation of e-PASS clinical diagnoses between initial completion and retesting, as well as the significance level of the McNemar test, the percentage agreement, and the kappa agreement coefficient. Due to the small sample size, the exact binomial probability of the data was used to calculate the McNemar test [30]. This was not significant \((P>.05)\) for all disorders considered, indicating a similar likelihood of change from nonclinical to clinical diagnosis and vice versa between testing and retesting results. However, this could also be a result of an underpowered McNemar test given that the sample size was only \(n=39\).

All kappa values were significant and reflected generally strong diagnostic agreement between test and retest. Kappa was particularly high for bulimia nervosa and panic disorder, each...
of which was associated with more than 90% agreement. There was less agreement for insomnia, MDD, and specific phobia, although kappa values were still considered moderate to substantial. An inspection of cases with disagreement found that most involved a change from a subclinical/clinical to clinical/subclinical (respectively) result. For example, 4 of 5 cases of disagreement for specific phobia included a change from a clinical to subclinical diagnosis, whereas the remaining case was of a change from neither a subclinical or clinical diagnosis to a clinical diagnosis of specific phobia.

Table 4. Test-retest reliability of e-PASS clinical diagnoses (n=39).

<table>
<thead>
<tr>
<th>Test</th>
<th>Retest, n</th>
<th>Agreement, %</th>
<th>P (^b)</th>
<th>(\kappa^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic disorder</td>
<td>Yes</td>
<td>6</td>
<td>2</td>
<td>.83</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>Social phobia</td>
<td>Yes</td>
<td>10</td>
<td>2</td>
<td>.71</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>3</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>Yes</td>
<td>11</td>
<td>5</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Specific phobia</td>
<td>Yes</td>
<td>4</td>
<td>4</td>
<td>.54</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>Yes</td>
<td>4</td>
<td>3</td>
<td>.61</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>MDD</td>
<td>Yes</td>
<td>11</td>
<td>5</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>3</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>Yes</td>
<td>10</td>
<td>1</td>
<td>.87</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>BDD</td>
<td>Yes</td>
<td>7</td>
<td>5</td>
<td>.60</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Insomnia</td>
<td>Yes</td>
<td>12</td>
<td>4</td>
<td>.53</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>5</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) McNemar test P values.
\(^b\) All kappa values significant at P<.001.

Discussion

The e-PASS is a free, internationally available, online diagnostic assessment (and referral) program for numerous mental disorders. As with any diagnostic tool, particularly one that is highly accessible and can be independently undertaken, there is a need to ensure the e-PASS is valid and reliable. Hence, this study evaluated the psychometric properties of the e-PASS, focusing on its diagnostic criterion validity and test-retest reliability. To enhance the ecological validity of the study findings, participants were recruited online and represented prospective e-PASS users completing the program under generally naturalistic conditions.

The e-PASS was found to have mixed diagnostic agreement with the semistructured clinical interview (ie, the gold standard), varying from fair (eg, OCD) to substantial (eg, panic disorder) agreement. Compared to previously evaluated programs, the e-PASS’ diagnostic sensitivity generally exceeded some (eg,
Internet-administered CIDI-Short Form [12]), but not other programs (eg, WB-DAT [9], WSQ [10]). In contrast, the e-PASS’ specificity was generally high, resulting in far less false-positive results than certain programs (eg, WSQ [10]). Predictive statistics suggest that a positive e-PASS result had at least a 45% probability of accurately reflecting an actual disorder, whereas a negative e-PASS result for most disorders was correct in more than 90% of cases. The latter suggests a general strength of the e-PASS is its ability to rule out a disorder, which could be beneficial in minimizing burden associated with false-positive clinical diagnoses (eg, stigma, unnecessary follow-up assessment, and treatment).

Among previously reported programs, the e-PASS most closely resembles the WB-DAT [9]. When considering mutual disorders, the e-PASS produced similar psychometrics to the WB-DAT, except in the cases of OCD and PTSD, where the e-PASS clinical result was noticeably less sensitive. It is worth remembering that psychometric results of the WB-DAT [9] were based on a sample recruited from a face-to-face clinic population consisting of generally lower diagnostic base rates compared to those seen in this study. Furthermore, the e-PASS assesses a wider range of disorders than the WB-DAT and most other programs. To the best of the authors’ knowledge, this is the first study that has reported the psychometric performance of an online program that identifies BDD and bulimia nervosa.

Although the e-PASS screens particularly well for certain disorders (eg, panic disorder, MDD), it seems lacking for others (eg, OCD) when considering the combination of low sensitivity and diagnostic agreement with the clinical interview. Various factors could help explain these mixed classification statistics (eg, imprecise wording of some e-PASS items or unreliable diagnostic criteria for certain disorders). Given that e-PASS specificity often exceeded sensitivity values, one likely explanation is that the e-PASS’ diagnostic threshold was too high for particular disorders. In support of this, additional analyses found that sensitivity values consistently improved and exceeded 90% for some disorders (while maintaining reasonable specificity) when considering an e-PASS “subclinical” or “clinical” result as predictive of an actual clinical disorder. This suggests that the majority of actual clinical disorder cases at least received an e-PASS diagnosis of subclinical, if not clinical severity, which provides some reassurance in terms of notifying e-PASS users of potential mental health issues. Furthermore, the e-PASS is designed so that a subclinical result also prompts access to associated online treatment programs or recommendations of further assessment (eg, face-to-face consultation with a health professional) for follow-up.

Nevertheless, the results of this study suggest one way of improving the e-PASS’ screening properties in terms of maximizing sensitivity would be to reduce the diagnostic threshold (eg, so that a subclinical result is identified as a clinical disorder). However, this in turn would increase false-positive results, decreasing specificity. The extent to which diagnostic thresholds should be reduced will depend on the impact on the respective sensitivity and specificity properties, determined using receiver operating characteristic (ROC) analyses (D Nguyen, unpublished PhD thesis, Victoria: Swinburne University, 2013). A further consideration is the broader impact of accurate/inaccurate results (eg, potential burden of diagnosis including financial costs, stigma, and access of ineffective treatment) which further contributes to the overall utility of the e-PASS.

The e-PASS also demonstrates strong test-retest reliability for identifying a clinical disorder (particularly for panic disorder and bulimia nervosa) over an average of approximately 1 week and a maximum of 25 days. Compared to the ISP-D online screener for MDD [11], the e-PASS produced comparable consistency in identifying MDD. The results of this study are the first to document the test-retest reliability of an online diagnostic assessment program for the other reported disorders (eg, anxiety disorders, insomnia, bulimia nervosa). In general, the e-PASS’ test-retest reliability measures are comparable to those of a computer-assisted administration of the CIDI [31] and a clinician-administered MINI [32].

In this study, the few e-PASS cases with test-retest discrepancies were just as likely to reflect a diagnostic change from clinical to nonclinical compared with nonclinical to clinical. However, this result may have stemmed from underpowered statistical testing given the smaller than expected sample size. On closer inspection, test-retest discrepancies were generally subtle and tended to involve changes from clinical to subclinical results (and vice versa). This may have reflected actual symptom changes given the instability of certain disorders (eg, MDD) over the retesting period of up to 25 days after initial completion. Unfortunately, the reliability sample was too small to limit the analysis to those with shorter test-retest intervals (eg, 1 week). Overall, e-PASS results appear to be generally stable over the short term, which suggests that the potential variability of the online experience does not pose a significant risk to test-retest reliability.

Several limitations should be considered when interpreting the current findings. Firstly, insufficient clinical interviews were recorded to analyze interrater reliability. Also, the administration order of the e-PASS and clinical interview was not counterbalanced and participants’ viewing of e-PASS results in particular may have biased subsequent interview responses. The period between e-PASS and clinical interview completion (mean approximately 10 days) as well as between test and retest of the e-PASS (mean approximately 8 days) may have led to actual symptom changes in some cases. Therefore, the reported validity and reliability statistics could be conservative estimates. Furthermore, the limited number of participants repeating the e-PASS prompts the need for further reliability testing with a larger sample, while also possibly indicating that the e-PASS has low acceptability to some users. Indeed, separate research (D Nguyen, unpublished PhD thesis, Victoria: Swinburne University, 2013) has suggested that some of the e-PASS users were deterred from further use due to certain factors (eg, length, perceived repetition, lack of immediate assistance and support).

Participant recruitment targeted prospective e-PASS users to enhance the ecological validity of findings. Although not reported in this study, the sociodemographic characteristics (eg, gender, employment and marital status, education level) of the approximately 13,000 individuals who completed the e-PASS.
between October 2009 and October 2012 largely resemble those of this study sample. Nevertheless, the extent to which results based on this study’s sample can be generalized to all e-PASS users requires a more detailed analysis of participant characteristics as well as their potential relationship with psychometric properties. For example, it may be that certain individual characteristics (eg, education level) could be more conducive for e-PASS diagnostic validity or reliability.

With the introduction of DSM-5 [33], there is a need to revise the e-PASS in-line with new criteria and reevaluate its psychometric properties. Program changes will be minor for most disorder modules (eg, for MDD), although some will require substantial changes (eg, PTSD). Interestingly, the best performing e-PASS diagnoses (eg, MDD and panic disorder) are also those with relatively little criteria change from DSM-IV-TR to DSM-5. The e-PASS targets 21 disorders, but many of these (eg, anorexia nervosa, pathological gambling, substance disorders) were not examined due to very low diagnostic base rates in the sample. Therefore, further evaluation could involve specific population groups to clarify the e-PASS psychometric properties for these disorders. Additional psychometric evaluation could also consider properties such as the internal reliability of individual e-PASS items, although this would require a much larger sample size as well as modifications to the e-PASS form (eg, removing branching rules) to provide a suitable dataset for analysis.

New means of online diagnostic screening raises the issue of whether to replace, adapt, or supplement Internet-based programs such as the e-PASS. There is potential, for example, to incorporate audiovisual content (eg, [34]) that could enhance accessibility and acceptability. In light of its mixed diagnostic performance, Internet-based screening could also be followed up with clinician interviewing via videoconferencing (eg, [35,36]) or Web chat (eg, [37,38]). Online assessment could also be complemented with mobile-based applications measuring in-the-moment symptoms via questionnaires [39] or audiovisual cues (eg, speech and body language) of the respondent [40].

In contrast to diagnostic screeners, the use of online clinical scales focusing on dimensional measures may prove to offer greater utility in the assessment of mental health disorders [41]. Such programs extend beyond Internet administrations of standard paper-and-pencil measures and are becoming increasingly sophisticated. For example, Batterham et al [42] proposed a hierarchical system commencing with brief online prescreening (eg, K6) followed by an administration of relevant disorder-specific scales. Computer adaptive testing based on item response theory also shows promise in terms of efficiently screening latent traits underlying mental disorders (eg, [43,44]).

In the meantime, given the utility of a diagnosis in clinical practice [1], there is still arguable value in offering Internet-based questionnaires that produce diagnostic results and directly query diagnostic criteria as similar to the approach of gold standard structured clinical interview schedules [5]. As this study shows, an Internet-based diagnostic assessment program can produce diagnostic results that have high test-retest reliability and, at least for certain disorders, high criterion validity. Despite their potential psychometric limitations, these programs could be incorporated into traditional clinical practice alongside other imperfect assessment means (eg, unstructured interviewing) to broaden assessment information and improve overall diagnostic accuracy [3,5]. For many consumers who are unable or unwilling to access traditional services, Internet-based programs could offer a “good enough” alternative for identifying mental health disorders.

In conclusion, this study suggests that the e-PASS has potential for assisting in the diagnosis of mental health disorders and, in doing so, facilitating access to appropriate interventions among other benefits of identifying mental disorders. Nevertheless, further development and evaluation is needed to clarify the full scope of its clinical utility.
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Abstract

Background: As HIV remains a public health concern, increased testing among those at risk for HIV acquisition is important. Men who have sex with men (MSM) are the most important group for targeted HIV testing in Europe. Several new strategies have been developed and implemented to increase HIV-testing uptake in this group, among them the Swab2know project.

Objective: In this project, we aim to assess the acceptability and feasibility of outreach and online HIV testing using oral fluid samples as well as Web-based delivery of test results.

Methods: Sample collection happened between December 2012 and April 2014 via outreach and online sampling among MSM. Test results were communicated through a secured website. HIV tests were executed in the laboratory. Each reactive sample needed to be confirmed using state-of-the-art confirmation procedures on a blood sample. Close follow-up of participants who did not pick up their results, and those with reactive results, was included in the protocol. Participants were asked to provide feedback on the methodology using a short survey.

Results: During 17 months, 1071 tests were conducted on samples collected from 898 men. Over half of the samples (553/1071, 51.63%) were collected during 23 outreach sessions. During an 8-month period, 430 samples out of 1071 (40.15%) were collected from online sampling. Additionally, 88 samples out of 1071 (8.22%) were collected by two partner organizations during face-to-face consultations with MSM and male sex workers. Results of 983 out of 1071 tests (91.78%) had been collected from the website. The pickup rate was higher among participants who ordered their kit online (421/430, 97.9%) compared to those participating during outreach activities (559/641, 87.2%; \( P < .001 \)). MSM participating during outreach activities versus online participants were more likely to have never been tested before (17.3% vs 10.0%; \( P = .001 \)) and reported more sexual partners in the 6 months prior to participation in the project (mean 7.18 vs 3.23; \( P < .001 \)). A total of 20 participants out of 898 (2.2%) were confirmed HIV positive and were linked to care. Out of 1071 tests, 28 (2.61%) with a weak reactive result could not be confirmed, and were thereby classified as false reactive results. Most of the 388 participants who completed posttest surveys (388/983, 39.5%) were very positive about their experience. The vast majority (371/388, 95.6%) were very satisfied, while 17 out of 388 (4.4%) reported mixed feelings.

Conclusions: Despite a high yield and a considerable number of false reactive results, satisfaction was high among participants. The project helped us to reach the target population, both in numbers of tests executed and in newly diagnosed HIV infections. Further optimization should be considered in the accuracy of the test, the functionalities of the website (including an online counseling tool), and in studying the cost effectiveness of the methodology.

(J Med Internet Res 2015;17(9):e213) doi:10.2196/jmir.4384
Introduction

HIV remains an important public health problem. In the European Union, 29,157 new HIV infections were reported in 2013, an incidence of 5.7 per 100,000 inhabitants [1]. A total of 42% of new infections were among men who have sex with men (MSM). Countries with the highest incidence were Estonia (24.6 per 100,000 inhabitants), Latvia (16.8), Portugal (10.4), and Belgium (10.0) [1].

Promoting HIV testing is an integral part of the 90-90-90 Joint United Nations Programme on HIV/AIDS (UNAIDS) plan to end the AIDS epidemic by 2030. In terms of this plan, 90% of all people living with HIV should know their HIV status, 90% should be on treatment, and 90% of these should be virologically suppressed [2]. Part of the rationale for this strategy is that intensified HIV testing contributes to earlier commencement of antiretroviral therapy (ART) which in turn leads to reduced HIV transmission via reducing the HIV viral load [3]. HIV diagnosis also leads to behavioral changes in sexual risk taking in a majority of newly diagnosed persons [4].

Increased HIV testing among those at risk is a key way of achieving the required target of 90% of HIV-infected people knowing their HIV status. The traditional HIV test is offered voluntarily and confidentially by a medically trained health care professional in a health care setting with a strong emphasis on the patient’s informed consent [5]. Counseling and test results are provided by trained health care workers during a face-to-face consultation [6]. This approach may remain the standard for most people. However, HIV has reached endemic proportions among MSM in the industrial world, with incidence rates of 2 to 3% per year, and prevalence between 10 and 30% [7]. These men are generally well informed about HIV [8] and in certain groups of MSM, pretest counseling was found to be "repetitive" and "unnecessary" [9]. For these men, alternative HIV testing strategies can be considered. One study found that oral fluid testing is preferred by MSM above giving blood samples [10]. It has also recently been found to be reliable for diagnostic use in groups with an HIV prevalence over 1% [11] like MSM, and several research projects in clinical settings have shown promising results for HIV tests on oral fluid samples [12,13].

Rapid HIV tests, decentralized HIV testing (ie, outreach and community-based testing), and self-testing are additional alternatives. Rapid tests are used in a variety of settings, including primary health care settings [14,15], emergency departments [16,17], and in dental clinics [18]. Their advantage is that clients receive their results at the time of their visit [19]. A major disadvantage is that in low-HIV-prevalence settings they give a relatively high proportion of false positive results [13]. Outreach testing targeting MSM has been implemented in clubs, bars, and bath houses [20-22], as well as at large-scale events, such as Gay Pride festivals [23]. Community-based testing among MSM is increasing in recent years [24,25]. In Europe, an increasing number of community-based testing centers (ie, Checkpoints) have been established [26,27].

Self-tests for HIV that can be ordered through the Internet are the most recent development in this field [28]. The only US Food and Drug Administration (FDA)-licensed oral fluid-based rapid test is OraQuick ADVANCE Rapid HIV-1/2 Antibody test [29]. The FDA approved the use of this test for home use in July 2012 [30], despite its relatively high risk of false positive results [31], especially among lower-risk groups [13]. The quality of other test kits that can be ordered online is largely unknown due to their lack of certification. The advantages of self-testing include increased convenience and heightened privacy [28]. The difficulty of ensuring linkage to care in the case of a positive result is a weakness of these tests. In a recent review, supervised and unsupervised self-testing strategies were found to be highly acceptable and preferred, but all studies lacked an evaluation of posttest linkage to counseling and care [32]. Internet-based testing can therefore be an alternative, where posttest linkage is part of the process. The willingness to use Internet-based HIV-testing strategies was high in recently published quantitative and qualitative studies [33,34]. To address MSM’s testing needs, we developed the Swab2know project [35]. This project combines two strategies to increase HIV-testing uptake among MSM: outreach HIV-test sessions and free online testing. In both strategies, samples are collected using oral fluid collection devices and test results are communicated via secured website.

This nonrandomized, prospective descriptive study aimed at detecting new HIV cases among groups at risk for HIV/sexually transmitted infection (STI) acquisition. The secondary objective was to assess the acceptability and feasibility of an HIV-testing strategy with the use of self-administered oral fluid samples collected through outreach and online activities and Web-based delivery of test results.

Methods

Population and Settings

The project targeted two main risk groups for HIV infection in Belgium: MSM and sub-Saharan African migrants (SAM) socializing in community venues. Only the data from MSM were used for this analysis; the findings for SAM will be published elsewhere.

Outreach sessions for MSM were organized in five types of venues, mostly situated in Antwerp: saunas/bathhouses, fetish scene venues, dancing/discotheque venues, outreach sessions organized during the World Outgames in Antwerp targeting athletes and supporters, and large-scale gay events.

Inclusion criteria were that participants had to identify themselves as MSM and be 18 years of age or older. Additional criteria were that participants had to be accepting of oral fluid sampling, sign informed consent forms, provide minimal information, and understand the test, if positive, would only be strongly indicative of HIV infection. Participants who were not willing to provide a mobile phone number or email address, were under 18 years of age, or were unable to sign the informed consent, were excluded. Average age of participants in the 2003-2013 period was 29 years, with a range from 18 to 75 years (data not available).

Participants and Methods

Participants

Participants were recruited during outreach sessions organized during the World Outgames in Antwerp targeting athletes and supporters, and large-scale gay events.

During the World Outgames Antwerp (July 2013), 2,758 participants were screened (1,234 positive and 1,524 negative for HIV). All the positive cases were referred to a primary care provider. This project is a substudy of a larger study, the ‘Swab2know’ project [35], which was also part of the World Outgames Antwerp in 2013 (212 participants).

Participants were asked to fill in an anonymous short questionnaire about their socio-demographic characteristics and sexual behavior.

Analysis

All participants’ pre- and posttest questionnaire data were imported into EXCEL and cleaned for errors. Data on the socio-demographic characteristics of the participating sample were compared to the general population of MSM in Belgium [1].

The project targeted two main risk groups for HIV infection in Belgium: MSM and sub-Saharan African migrants (SAM) socializing in community venues. Only the data from MSM were used for this analysis; the findings for SAM will be published elsewhere.

Outreach sessions for MSM were organized in five types of venues, mostly situated in Antwerp: saunas/bathhouses, fetish scene venues, dancing/discotheque venues, outreach sessions organized during the World Outgames in Antwerp targeting athletes and supporters, and large-scale gay events.

Inclusion criteria were that participants had to identify themselves as MSM and be 18 years of age or older. Additional criteria were that participants had to be accepting of oral fluid sampling, sign informed consent forms, provide minimal information, and understand the test, if positive, would only be strongly indicative of HIV infection. Participants who were not willing to provide a mobile phone number or email address, were under 18 years of age, or were unable to sign the informed consent, were excluded. Average age of participants in the 2003-2013 period was 29 years, with a range from 18 to 75 years (data not available).

Participants and Methods

Participants

Participants were recruited during outreach sessions organized during the World Outgames in Antwerp targeting athletes and supporters, and large-scale gay events.

During the World Outgames Antwerp (July 2013), 2,758 participants were screened (1,234 positive and 1,524 negative for HIV). All the positive cases were referred to a primary care provider. This project is a substudy of a larger study, the ‘Swab2know’ project [35], which was also part of the World Outgames Antwerp in 2013 (212 participants).

Participants were asked to fill in an anonymous short questionnaire about their socio-demographic characteristics and sexual behavior.

Analysis

All participants’ pre- and posttest questionnaire data were imported into EXCEL and cleaned for errors. Data on the socio-demographic characteristics of the participating sample were compared to the general population of MSM in Belgium [1].
The results were classified HIV using Genscreen HIV-1/2 Version 2 by Bio-Rad in a two-step HIV-test procedure. First, all samples were tested for HIV using Genscreen HIV-1/2 Version 2 by Bio-Rad (Marnes-la-Coquette, France) [36]. The results were classified as strong, weak, or nonreactive. In a second step, all nonreactive samples were checked for sample quality using a human IgG detection test. The quality of the oral fluid samples was measured using the IgG enzyme-linked immunosorbent assay (ELISA) quantification kit (Human IgG ELISA Immunology Consultants Laboratory, Inc, Portland, OR, USA). If the sample contained more than 3500 ng total IgG/mL, the nonreactive result was considered valid and ready to be communicated. Prior to uploading them onto the website, each result of the HIV test performed was technically validated by two persons, individually.

Communication of the HIV Test Results
Once the results of the HIV tests were known in the laboratory, they were uploaded onto the website. Upon uploading, participants received an email indicating that their result was available. Participants received one of four standardized messages (for full messages, see Multimedia Appendices 2-5): (1) a strong reactive test result, strongly indicating HIV infection, to be confirmed by a blood sample, (2) a weak reactive result, indicating a probable false positive result or an early infection, to be confirmed by a blood sample, (3) a nonreactive result, indicating the absence of HIV infection, taking into account a window period of 3 months, and (4) an invalid result, with the suggestion to repeat the oral fluid sample or to take a state-of-the-art HIV test. In the case of a reactive result, a mobile phone number was provided for emergency counseling by a trained paramedic.

Participants who did not check their results were contacted by phone or email. All participants with a reactive result were contacted by phone within 24 hours of having read their results. The purpose of the call was to offer counseling and to arrange a further confirmation test and guarantee linkage to care. If confirmation did not take place at the organizing health care center, participants were contacted after the confirmation procedure to collect the final result.

Repeated Testing
Participants with a nonreactive test result, both through outreach and online participation, were offered the possibility to order a sampling package to be delivered to a Belgian address every 4 to 6 months, allowing frequent and repeated testing. For this purpose, a reminder email was sent 4 to 6 months after participation to the email address linked with the personal account.

Acceptability of the Methodology
In the delivery message of the test result, participants were asked to fill out an online self-administered survey. In this survey, participants provided information on their impression of the project as a whole (not good, mixed feelings, good) and whether they would participate again in the future (no, not sure, without hesitation).

Statistical Analysis
Statistical analysis was performed using IBM SPSS version 22. Descriptive and univariate analyses were carried out. Chi-square tests were used for categorical variables and independent

Website
A website, swab2know.be, has been specifically designed for this project [35]. The main aim of the website is to provide a platform where visitors can find information, prevention messages, order test kits, and collect their test results. This website is secured by means of the Secure Sockets Layer protocol, and holds a security certificate provided by Belnet—Belnet is the federal government organization that provides high-bandwidth Internet connection and services to Belgian universities, research centers, and government departments. The certificate confirms the identity of, and encrypts the communication between, the Swab2know Web server and the computer where the information is requested. All online materials described in the Methods section are available through the study website [35].

Sampling Procedures
Outreach sessions took place in various MSM leisure venues. Field workers of Sensoa, a local prevention organization, announced the Swab2know session at the entrance. If clients decided to participate, they visited the Swab2know team in a separate room. All materials were available in Dutch, English, and French. After being informed and signing the informed consent (IC) form, baseline data using a self-administered pen-and-paper questionnaire (see Multimedia Appendix 1) were gathered from participants and an online account was created. Each account was unique and linked with an email address and phone number. A generated password was sent automatically to the participant’s email address. The oral fluid samples were self-collected by the participants under the supervision of study staff. All samples were identified by a unique sample code, which linked the sample with the personal account, the IC, and baseline data. Samples were kept at room temperature and were brought to the laboratory on the next working day.

Online recruitment happened on the website by occasional visitors who created an account and provided their email address and phone number. The project was advertised by prevention organizations and through articles and announcements in dedicated media, including gay-oriented websites and magazines and a Swab2know Facebook account. Participants provided consent by accepting the terms of the study. A sampling kit identified with a unique sample code was sent to the Belgian address of their choice. Participants took the oral fluid sample after having seen a short educational video on the website. Samples were sent to the lab with a prepaid envelope. The participants could also opt to collect their results during a face-to-face consultation.

HIV Test
The validation of the accuracy of the test has previously been evaluated in our AIDS Reference Laboratory at the Institute of Tropical Medicine (ITM) [10]. Each sample underwent a two-step HIV-test procedure. First, all samples were tested for HIV using Genscreen HIV-1/2 Version 2 by Bio-Rad (Marnes-la-Coquette, France) [36]. The results were classified
samples $t$ tests for continuous variables. A significance level of $5\%$ was applied.

**Ethical Considerations**

The methodology was conceptualized in close collaboration with community-based prevention organizations targeting MSM and African communities.

Ethical approval was obtained from the Institutional Review Board at the ITM and the University Hospital in Antwerp.

**Results**

**Number of Performed Tests**

In a period of 17 months (December 2012-April 2014), 1082 tests were executed on samples collected through outreach activities and online ordering of sampling kits. A total of 11 tests were excluded from the analysis because the participants disclosed their HIV-positive status during the baseline survey. Data from 1071 tests from 898 participants were used for this analysis. A total of 4 persons participated 4 times, 16 participated 3 times, and 129 participated twice in this period. A total of 53 persons participated during outreach activities and ordered a sampling kit later in the project.

During 23 outreach sessions, 553 out of a total 1071 (51.63\%) samples were collected. These sessions were organized in saunas/bathhouses (5 sessions), fetish scene venues (4 sessions), dancing/discotheque venues (8 sessions), during the World Outgames in Antwerp targeting athletes and supporters (3 sessions), and at other gay events (3 sessions). Additionally, 88 samples out of 1071 (8.22\%) were collected by two partner organizations who used the project’s methodology to facilitate HIV testing within their regular activities during face-to-face consultations with MSM and male sex workers. For the analysis, these samples were added to the outreach group. These 641 samples out of 1071 (59.85\%) were collected from 609 men. From September 1, 2013, we offered people the possibility of ordering a sampling kit through the website. In the subsequent 8-month period, 430 samples out of 1071 (40.15\%) were ordered online by 289 participants.

**Participant Characteristics**

A description of the population with a comparison between the outreach and the online population is presented in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Online participants (n=430), mean (SD) or n (%)</th>
<th>Outreach participants (n=641), mean (SD) or n (%)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>34.3 (10.2)</td>
<td>33.5 (11.4)</td>
<td>.25</td>
</tr>
<tr>
<td>Sexual partners, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>397 (92.3)</td>
<td>524 (81.7)</td>
<td>.07</td>
</tr>
<tr>
<td>Men and women</td>
<td>30 (7.0)</td>
<td>52 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>3 (0.7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Has a general practitioner/family doctor, n (%)</td>
<td>389 (90.5)</td>
<td>558 (87.1)</td>
<td>.10</td>
</tr>
<tr>
<td>Never tested for HIV, n (%)</td>
<td>43 (10.0)</td>
<td>111 (17.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Number of sexual partners in past 3 months, mean (SD)</td>
<td>3.23 (5.02)</td>
<td>7.18 (13.53)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a* All participants reporting sexual contacts with women answered "transgender" on the question for gender.

**Results Communication**

The vast majority (1057/1071, 98.69\%) of test results were delivered through the website. A total of 14 out of 1071 results (1.31\%) were delivered either by phone (mainly because the participants did not have access to email or Internet) (8/1071, 0.75\%) or during a face-to-face consultation (6/1071, 0.56\%). All results that were not communicated through the website stemmed from samples collected through outreach activities.

Overall, the results of 983 out of 1071 (91.78\%) tests were effectively collected from the website. The pickup rate was significantly higher when the test had been ordered online (421/430, 97.9\%) compared to the test performed during outreach activities (559/641, 87.2\%; $P<.001$).

Figure 1 shows the number of nonreactive, weak reactive, and strong reactive test results, with confirmation test results from blood and linkage to care.

A total of 28 out of 44 (64\%) weak reactive test results were not confirmed HIV positive, and were thereby classified as *false reactive* results.

Overall, 20 participants were confirmed as newly diagnosed with HIV and all of them were linked to care; this represents 2.2\% (20/898) of all participants tested. A total of 6 newly diagnosed participants ordered their sampling kit online which put the new HIV infection rate in this group at 2.1\% (6/289) while 14 were detected during outreach sessions; the new HIV infection rate for this group was 2.3\% (14/609). This difference was not statistically significant ($P=.83$).
Figure 1. Flowchart of test results, confirmation, and follow-up for 1071 tests executed among MSM in the Swab2know study.

Acceptability

Of the 983 participants who collected their test results, 388 (39.5%) completed posttest surveys. The vast majority of participants (371/388, 95.6%) reported being very satisfied with the process while 17 out of 388 (4.4%) experienced mixed feelings taking part in the project. Whereas 48 out of 388 participants (12.4%) reported they would consider taking part again, most of the respondents (337/388, 86.9%) reported they would do so "without hesitation." Of the 388 respondents, 3 (0.8%) reported that they would not participate again in the future. One of them had been diagnosed with HIV through the project, which makes future participation redundant.

Discussion

Principal Findings

Results from recent surveys show that HIV self-testing is gaining momentum within the MSM community across the world [34,37]. This manuscript describes a low-threshold HIV-testing strategy combining oral fluid self-sampling, HIV testing in a specialized AIDS reference laboratory, and result delivery through a secured website with a solid linkage-to-care strategy. Compared to the bulk of research on HIV self-testing and home-based testing, little has been published on the combination of self-sampling and the remote delivery of the test result. A recent project in the United Kingdom used a similar methodology to our project, but they performed tests on dried blood samples. Negative results were disclosed by text message while positive results were communicated by phone. They found a comparable rate of newly diagnosed HIV infections, successful linkage to care, and participant satisfaction [38].

We specifically chose oral fluid collection devices given their potential advantages: convenient and painless to collect, ideal for self-sampling, and very little risk of contamination during collection and sample transport. The potential problems associated with oral fluid testing are a lower sensitivity especially in detecting early infections and the fact that one cannot perform a confirmation test on the same sample because this needs to be done on a blood sample.

We also decided not to use a rapid test during outreach sessions despite good results described in similar settings [21,22]. This choice was motivated by two reasons. First, when a session is organized in leisure venues, the idea of receiving an HIV diagnosis on the spot could prevent clients from participating. Second, a reactive result requires thorough counseling and support, which are hard to deliver in these types of venues,
especially when other participants are waiting to be tested. Our alternative strategy was to deliver the results via an online tool.

Acceptability and intended uptake of Internet-based HIV/STI-screening programs are high among high-risk groups in various settings [34,39]. Nevertheless using a website to communicate HIV test results has, to the best of our knowledge, not been reported before. It has several advantages over other communication strategies used in similar projects. The participant, not the health care provider, decides when to pick up the result. It is less time consuming and less intrusive than a phone call. It offers the possibility to provide information in addition to the HIV test result, such as information on the test window period, the importance of testing for other STIs, and the need to confirm the result in case of a reactive test. Compared to text messages, website communication opens up possibilities to develop automated counseling strategies tailored to the test results and the patient’s profile in the future.

The self-sampling procedure produced samples of acceptable quality. A small minority of participants (all through online testing) provided an invalid sample. Satisfaction with the project was very high among participants; however, given the incomplete response rate to the satisfaction survey, we cannot exclude the possibility of a selection bias.

The project helped us to reach the target population, both in terms of the number of tests executed, and in the number of newly diagnosed HIV infections. The percentage of newly diagnosed participants (2.2%) was higher than expected. As recently reported, 6% of Belgian MSM tested in a variety of nightlife settings are HIV positive [40], of whom 14.3% are unaware of their HIV-positive status. Applying these figures, we expected to diagnose 9 new HIV infections (14.3% of 6% of 1071 tests) compared to the 20 new HIV diagnoses in this project. This may be an indication that we succeeded in attracting the population at highest risk of acquiring HIV. All new cases were successfully linked to HIV care, which is a crucial aspect of the HIV treatment cascade, and a great asset of the project compared to self-testing. Moreover, with a yield of 2.2% of participants (20/898) newly diagnosed with HIV in this project, its method can be considered as cost effective—HIV testing in populations where the prevalence is greater than 0.1% of 2.2% of participants (2.2%) was higher than expected. As recently reported, 6% of Belgian MSM tested in a variety of nightlife settings are HIV positive [40], of whom 14.3% are unaware of their HIV-positive status. Applying these figures, we expected to diagnose 9 new HIV infections (14.3% of 6% of 1071 tests) compared to the 20 new HIV diagnoses in this project. This may be an indication that we succeeded in attracting the population at highest risk of acquiring HIV. All new cases were successfully linked to HIV care, which is a crucial aspect of the HIV treatment cascade, and a great asset of the project compared to self-testing. Moreover, with a yield of 2.2% of participants (20/898) newly diagnosed with HIV in this project, its method can be considered as cost effective—HIV testing in populations where the prevalence is greater than 0.1% is considered cost effective [41,42].

An additional benefit of the project was that the partners from 3 participants were newly diagnosed in the organizing health center during the course of the project. They were not included in this analysis.

The proportion of participants who were never tested before was considerable. Of 898 participants, 154 (17.1%) answered that they had never been tested for HIV before. This percentage indicates that online and outreach testing may facilitate HIV testing for MSM who experience difficulties in taking a test using the existing structures, and therefore do not get tested.

Limitations

As observed previously with oral fluid testing protocols, the proportion of false reactive test results was substantial (2.7%) [13]. Taking into account the impact of a reactive result on people’s lives, these false reactive results should be minimized. Despite this problem, 4 of 6 participants with a false reactive result who provided feedback using the acceptability questionnaire answered that they were “very satisfied” with the project and would “without hesitation” participate again. The other 2 participants reported “mixed feelings” about the project: one said he would not and one said he would consider participating again. It remains crucial that participants with a weak reactive result see a physician to confirm or refute the result. A minority of participants with a weak reactive result were confirmed HIV positive (4/32, 13%).

A considerable number of participants were lost to follow-up in the course of the project. Whereas a loss to follow-up does not mean that participants were not linked to care (some may have visited their general practitioner), we should aim to minimize this proportion.

The yield of this screening project was high; however, contacting and motivating participants to pick up their results required more intensive follow-up than expected. Although the workload for the paramedical staff was much less than with the standard-of-care counseling method, this aspect should not be underestimated in such projects. Further studies should investigate whether such strategies are cost effective in detecting new HIV infections in high-risk groups.

Next Steps

We plan to continue the project in the coming years, with an increased emphasis on Internet-based testing and repeated testing for participants, as well as strong collaboration with community-based and prevention organizations to guide MSM toward the Swab2know project. On the basis of this experience, our methodology will be refined. First, the online counseling tool will be further developed and refined to support participants, with an increased emphasis on those with a reactive result. Comparable e-counseling tools have been developed and implemented in primary care [43]. This could complement, and to some extent replace, the phone counseling, thereby reducing the staff workload. Second, we hope to reduce the number of false reactive results by the use of newly developed point-of-care oral fluid tests. Third, expanding the scope of sexually transmitted infections tests may improve the attraction of the project among MSM. One could consider performing syphilis or hepatitis C serology on oral fluid samples, or nucleic acid tests for the detection of chlamydia and gonorrhea on self-collected urethral and anal samples [44], allowing a comprehensive STI checkup.

From a societal point of view, a legal framework needs to be developed. Self-testing is not officially recognized in Belgium: neither are online testing nor self-sampling activities.

In conclusion, we demonstrated that a low-threshold HIV-testing strategy combining self-sampling with oral fluid and online result delivery was acceptable. The HIV infection rate was higher than expected and the linkage to care was good. This strategy empowers individuals to manage their health, but at this stage it should be reserved for high-risk groups such as MSM where the incidence of HIV is high.
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Baseline questionnaire filled in by all participants.
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Full message that was communicated in the case of a strong reactive test result.
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Full message that was communicated in the case of a weak reactive test result.
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Full message that was communicated in the case of a nonreactive test result.

[IMG File, 125KB - jmir_v17i9e213_app4.jpg]

Multimedia Appendix 5

Full message that was communicated in the case of an invalid test result.
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**Abbreviations**

- ART: antiretroviral therapy
- ELISA: enzyme-linked immunosorbent assay
- FDA: US Food and Drug Administration
- IC: informed consent
- ITM: Institute of Tropical Medicine
- MSM: men who have sex with men
- SAM: sub-Saharan African migrants
- STI: sexually transmitted infection
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We read the recently published paper on globalization of continuing professional development by Roberts et al with great interest [1]. The authors should be congratulated on their idea as well as their execution of this novel way of evaluating and describing Twitter-based journal clubs. We would like to add to their article by providing some additional advantages and features of a Twitter-based online journal club to provide the reader with a more complete appreciation of their educational potential.

First, we would like to caution the authors from relying on impressions as tracked by Symplur for two reasons. First, the impression count is the number of tweets multiplied by the number of followers the participant has. This calculation is performed at the time the analytics are generated, not at the time the participant tweeted. So, if participant X has 30 followers and tweets six times this will add 180 impressions to the analytics. If participant X subsequently gains an additional 970 followers, re-running the analytics will now show that participant X was responsible for 6000 impressions. Since users tend to gain more followers over time this makes early journal clubs look more successful than they actually were. Second, a few highly followed accounts can dramatically influence impressions. Today, #NephJC registers 15.4 million impressions, but this includes 2.4 million impressions from 8 spam accounts that tweeted using the #NephJC hashtag to put their message in front of physicians, but did not meaningfully participate in the chat (see Figure 1). Because of these problems, we advise investigators to be cautious when interpreting impressions and focus on the other analytics tracked by Symplur. Unfortunately, there is no easy solution to fix this problem. Regular audits of the hashtag could help to identify such accounts. However, this would require one to manually remove promiscuous tweets using the hashtag of interest.

In the discussion, the authors mention that the “freedom of voluntary participation complicates the establishment of an accurate and efficient record of participation for appropriate ethical acknowledgement for continuing professional development requirements by credentialing authorities.” However, registration to a service such as Symplur, allows a Twitter-based journal club to maintain indefinite records of active participation, which we do agree is an essential component of fulfilling continuing professional development requirements by credentialing institutions.

Twitter-based online journal clubs also provide post-publication peer-review (which in the case of #NephJC is captured in a
PubMed Commons comment [2] which links to the pre-chat article summary, a complete transcript and a curated Storify of the chat), which is increasingly recognized as a crucial component of knowledge synthesis and critical review.

We agree that the broad based participation (high number of participants) of the international Urology Twitter Journal Club (#UroJC) is indicative of a successful endeavor. We believe that one of the major reasons driving the high number of participants, apart from its longevity (#UroJC started in October 2012), is that the journal club is not conducted as a focused chat but rather is an open period of discussion stretching over a few days. This allows individuals from many different time zones to contribute at a locally convenient time. In contrast, the live nature of other chats (such as #NephJC) provides a vibrant conversational tone, which likely drives a greater number of tweets, but with the trade-off of limiting participation due to inconvenient timing for various time zones.

Lastly, regular updates of a systematic review should be performed when new evidence (usually in the form of new studies or trials) becomes available. Referred to as a “living” systematic review, this concept has been encouraged to keep the literature relevant and to narrow the evidence-practice gap [3]. This aspect is perhaps even more relevant to the present review. Between the period that the present authors conducted their search, and the actual publication, another journal club has come into existence (#RheumJC), and the follower count has changed dramatically in some cases (eg #NephJC from 584 to 1360). Interestingly, the National Library of Medicine is encouraging the archiving of online discussions in medicine, such as these journal clubs, and can serve as a useful resource for researchers in this area [4].

Organizing and producing a Twitter-based medical journal club takes a fair amount of time and effort, especially if one takes into account the background work and post-chat summation, active solicitation of participants, and coordination with authors. These efforts are, currently, not tracked or acknowledged by most academic institutions as scholarly activity [5]. Hence, literature, such as this systematic review, are especially welcome since they can help to validate this work as being of scholarly interest.

Figure 1. The contribution of 8 "spam" accounts that added 2.4 million impressions to the 15.4 million total, thus falsely inflating the impression count.
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We read with great interest the recent correspondence from Topf et al [1] regarding our recent publication “Globalization of Continuing Professional Development by Journal Clubs via Microblogging: A Systematic Review” [2]. We thank the authors for their interest, opinions, and contribution to the ongoing work evaluating the utility of Twitter-based Journal Clubs in the context of continuing professional development.

Topf et al note the limitation associated with the dynamic nature of the "impressions" data as a reported outcome measure and provide a well-explained example of how this metric is dynamic. Further, they correctly note that "spam" accounts associated with the journal clubs (JC) artificially increase the total impressions for a Twitter journal club. Despite this, when used appropriately, we believe there is some value to impressions as a performance metric given the paucity of comparative outcome measures in the early Twitter-based journal club era. This education tool is unique and traditional analysis methods typically used in systematic reviews and meta-analytical studies are clearly not suitable. The "impression:tweet ratio" reported in the initial manuscript was a metric applied only to the Twitter user account to assess the following and “impression” of the journal club, thus reducing the influence of such “spam” accounts to a degree. We believe this modified calculation is a useful quantifiable measure of publicity and potential viewership of the discussion. However, for trend analysis, such as that performed for the top five performing journal clubs, the identification and exclusion of such accounts (eg, @brodalumab) was performed as they were not only statistical outliers but also known spam accounts. This helped us to provide highly accurate data in this analysis.

The dynamic nature of Twitter-based JC was pertinently raised by the authors, as evidenced by the commencement of recent JC. We support the notion of a “living” systematic review, not currently possible given the publication using traditional peer-reviewed methods and associated delays. The suggested method of “Storifying” the chat is an appealing method for consolidation and formalization of the conversation for later review. The value of these conversations for scholarly activity is gaining momentum, with some institutions promoting Altmetric scores for affiliated publications. Furthermore, Symplur in this context as a real-time aggregate database is an invaluable tool in appreciating the changes in journal club...
discussions. We anticipate that with further time and refinement, more sophisticated methods for measuring journal club performance will be devised. The ongoing success of current and future journal clubs will be determined by appropriate identification and recommendation from experienced participants with advice for successes and pitfalls from established JCs.

Given the current opportunity to present updated data six-months following the previous review [2], 6 more Twitter journal clubs have been established and none have become inactive (see Figure 1). These new journal clubs represent diverse groups within the medical field including rheumatology (#rheumJC), radiology (#medradJC) and neuro-critical care (#NCSTJC).

Additionally, several recent publications regarding the use of social media for medical education, specifically journal clubs, have become apparent. Of these, several represent publication of summaries of a recent Twitter-based journal club discussion [3-5] or narrative reviews on the evolution of Twitter-based journal clubs [6]. Further recent publications have assessed the uptake of Twitter-based journal clubs by respective societies [7,8].

Figure 1. Establishment of JCs per year, comparing active JCs (blue) with inactive JCs (red). 2015 included JCs started prior to May 2015.
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