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Abstract

Background: Web-based patient access to personal health information is limited but increasing in Canada and internationally.

Objective: This exploratory study aimed to increase understanding of how Web-based access to laboratory test results in British Columbia (Canada), which has been broadly available since 2010, affects patients’ experiences.

Methods: In November 2013, we surveyed adults in British Columbia who had had a laboratory test in the previous 12 months. Using a retrospective cohort design, we compared reported wait-time for results, test result comprehension, and anxiety levels of “service users” who had Web-based access to their test results (n=2047) with those of a general population panel that did not have Web-based access (n=1245).

Results: The vast majority of service users (83.99%, 95% CI 82.31-85.67) said they received their results within “a few days”, compared to just over a third of the comparison group (37.84%, 95% CI 34.96-40.73). Most in both groups said they understood their test results, but the rate was lower for service users than the comparison group (75.55%, 95% CI 73.58-77.49 vs 84.69%, 95% CI 82.59-86.81). There was no significant difference between groups in levels of reported anxiety after receiving test results.

Conclusions: While most patients who received their laboratory test results online reported little anxiety after receiving their results and were satisfied with the service, there may be opportunities to improve comprehension of results.

(J Med Internet Res 2015;17(8):e191) doi:10.2196/jmir.4350
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Introduction

The use of consumer health solutions, including Web-based patient access to laboratory test results, is limited but expanding internationally [1]. In Canada, more than 8 in 10 adults express interest in use of such services, but in 2014, only about 6% said that they had online access to their laboratory test results. In British Columbia, availability was much higher than the national average (27% of those surveyed). Web-based access to laboratory test results has been available in most regions there since 2010 [2]. Subscribers to the direct lab access service in British Columbia create an account and register with secure passwords; access to the service is free. Patients often learn about the service and are provided secure access through the lab facility. After a lab test has been conducted, service users obtain Web-based access to their test results. The lab report is presented verbatim, as the ordering clinician would receive it, without additional information. Figure 1 presents a screenshot of a typical lab report, as would be available to patients.
Ordering clinicians may contact their patients about the results or not, based on their clinical practice. Physicians do not have to subscribe to the service for patients to have access to lab test results.

As a relatively new technology, there is sparse literature about the benefits and risks of direct patient access to lab test results online, especially results that are abnormal or require follow-up with a health care provider [3]. For example, there is a lack of consensus on (1) best practices in direct patient notification of abnormal results, (2) whether patients will know what to do with the results, and (3) how they will react if they receive abnormal results online. Concerns about potential risks, such as patient anxiety or confusion, have been documented in the literature [4]. However, this association has not been found in the small body of research to date in this area. On the other hand, previous studies have identified advantages for patients who accessed their personal health records, such as improved quality of interactions with physicians, motivation to be better informed about and manage their own health [5-7], as well as a reduction of outpatient visits [8,9].

To our knowledge, this quasi-experimental study is the first to assess the effects of direct patient access to medical laboratory tests in Canada. Results presented here pertain to the experiences of British Columbia patients after seeing their lab test results online, focusing specifically on comprehension of test results and reported anxiety.

**Methods**

**Data Sources**

The service user and comparison cohorts were recruited separately. Service users were recruited from the subscriber database of the British Columbia service provider, specifically, from the approximately 15,000 subscribers who had given prior consent to be contacted for research purposes. Invitation emails were sent directly by the service provider in November 2013 to randomly selected subscribers (n=11,300) who were 18 years of age or older and had had a medical lab test conducted in the previous 12 months, the results of which they had accessed online. A pre-test of the survey was conducted among a small sample of participants in the online service users cohort (n=24). A total of 2047 service users fully completed the survey, for a response rate of 18.12%. While the bulk of the service users group consisted of participants who had first received their most recent test results online, some subscribers had first learned their most recent result in-person from their health care professional. The latter were omitted from some of the analyses to isolate the impact of receiving results online.

The comparison cohort was recruited in December 2013 from members of a general population panel maintained by Vision Critical, the composition of which is benchmarked against known census subgroups by age, gender, region, education, and income. The Vision Critical panel consists of approximately...
130,000 panelists, of whom 15,000 reside in British Columbia. Each month, the panel fields a monthly survey to keep information about panelists current, to pre-screen panelists for specific study objectives, and to keep them actively engaged in the panel. In this case, the monthly screening tool served both to identify a potential comparison group and to target recruitment to match the online service users group as closely as possible on characteristics of age and gender. Two questions were used to pre-screen participants for our study: (1) “Have you had any medical laboratory tests conducted in the past 12 months?” and (2) “If yes, how did you receive the results for your medical laboratory test(s): in-person, online, via mail, email, or over the phone?” The 20.60% of those screened who reported having received results online in the past 12 months were disqualified from our study. A total of 2762 panelists were recruited for the comparison group; these were randomly selected from demographic subgroups to balance the study cohorts. Of these, 1245 people fully completed the survey, resulting in a response rate of 45.08%.

Because of the relatively low response rate of service users, the results obtained are not considered representative of the broader population of online service users. The differences in response rates between the service users group and the comparison group may also have resulted in response bias (ie, nonresponse and voluntary response biases). Although statistical methods such as analytical weighting were used to balance observable characteristics of the two samples, differences in measured outcome indicators can be confounded with unobservable factors, such as familiarity with lab results or anxiety associated with inexperience. The results of this study should be therefore be interpreted with some caution. This study received ethics approval from Institutional Review Board Services (IRBS), Canada.

Measures

Our survey included four sections: (1) self-reported health status and laboratory testing needs, (2) experience receiving the most recent lab test result, (3) perception of Web-based access to laboratory results (service users group only), and (4) sociodemographic characteristics and access to online consumer health solutions. Two questions were asked regarding respondents’ comprehension of lab test results: (1) “Was it clear if you needed to follow-up with your doctor? (Yes/No)”, and (2) “How confident are you that you fully understood your lab results?” on a scale of 1-10 (where 1=Not at all confident/10=Extremely confident).

The Global Anxiety-Visual Analog Scale (GA-VAS) (where “0” means “not at all anxious” and “100” means “extremely anxious”) was used because it has been reported to be useful and valid in assessing anxiety as a single construct (with many perceptible gradations) and as a measure of anxiety at a specific point in time, such as pre-operative anxiety [10].

Analysis

Analyses were conducted using SPSS version 18.0. Preliminary analysis of our sample showed that the service users group had significantly more abnormal test results than the comparison group (633/1806, 35.1% vs 144/897, 16.1%). Since this variable was seen as key to patients’ overall experience, we weighted the sample on this variable in order to adjust for its effect (see Multimedia Appendix 1). Independent Student’s $t$ tests for means or proportions of responses were used to assess differences between the two cohorts on sociodemographics, comprehension, and anxiety. For categorical responses, independent Student’s $t$ tests were used for inference instead of distributional tests such as chi-square tests, in order to be able to detect any substantial differences across the specific response items. In addition, logistic regression techniques were used to examine the association between sociodemographic variables and comprehension.

It should be noted that missing responses were excluded from analyses. Also, in each table, $n$ is calculated based on the actual number of respondents in the sample, while proportions are estimated with analytical weight.

Results

Sample Profile

Although the two cohorts were balanced in terms of age and gender, there were some statistically significant differences in other sociodemographic characteristics and health status (see Table 1). For example, the service users group included fewer participants who were born in Canada and who spoke English at home, more participants with university education, more urban participants, and more who made over CAN $100,000 in annual income. In terms of health status, participants from the service users group reported being in slightly poorer health than the comparison group and having undergone more medical lab tests (3 or more times) in the last 12 months.

Our overall sample included a high proportion of participants over age 55 who had a chronic illness and who were therefore more likely to require health care services. Women also outnumbered men, consistent with existing literature, which has found that more women subscribe to health portals than men [11,12].

Outcome analyses were conducted...at the time of the survey(1862/2047...respectively), using the weighting procedures described in Multimedia Appendix 1.
Table 1. Characteristics of survey participants.

<table>
<thead>
<tr>
<th></th>
<th>Service users group (n=2047)</th>
<th>Comparison group (n=1245)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>770</td>
<td>38.08</td>
<td>474</td>
</tr>
<tr>
<td>Female</td>
<td>1252</td>
<td>61.92</td>
<td>767</td>
</tr>
<tr>
<td><strong>Age group, years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>193</td>
<td>9.75</td>
<td>115</td>
</tr>
<tr>
<td>35-54</td>
<td>566</td>
<td>28.60</td>
<td>347</td>
</tr>
<tr>
<td>55+</td>
<td>1220</td>
<td>61.65</td>
<td>765</td>
</tr>
<tr>
<td><strong>Immigration status and language spoken at home</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Born in Canada: yes</td>
<td>1429</td>
<td>70.29</td>
<td>1043</td>
</tr>
<tr>
<td>Language speak at home: English</td>
<td>1938</td>
<td>95.14</td>
<td>1231</td>
</tr>
<tr>
<td><strong>Income, CANS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$50K</td>
<td>545</td>
<td>33.64</td>
<td>429</td>
</tr>
<tr>
<td>$50K-$100k</td>
<td>626</td>
<td>38.64</td>
<td>369</td>
</tr>
<tr>
<td>≥$100K</td>
<td>449</td>
<td>27.72</td>
<td>207</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>164</td>
<td>8.18</td>
<td>155</td>
</tr>
<tr>
<td>Some/Completed college</td>
<td>708</td>
<td>35.29</td>
<td>515</td>
</tr>
<tr>
<td>Some university +</td>
<td>1134</td>
<td>56.53</td>
<td>547</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greater Vancouver</td>
<td>1107</td>
<td>54.45</td>
<td>355</td>
</tr>
<tr>
<td>Vancouver Island</td>
<td>442</td>
<td>21.74</td>
<td>287</td>
</tr>
<tr>
<td>BC Southern Interior</td>
<td>340</td>
<td>16.72</td>
<td>446</td>
</tr>
<tr>
<td>BC Northern Interior</td>
<td>23</td>
<td>1.11</td>
<td>66</td>
</tr>
<tr>
<td><strong>Overall health (last 12 months)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/Very good</td>
<td>868</td>
<td>42.48</td>
<td>552</td>
</tr>
<tr>
<td>Good</td>
<td>710</td>
<td>34.75</td>
<td>445</td>
</tr>
<tr>
<td>Fair/Poor</td>
<td>465</td>
<td>22.76</td>
<td>246</td>
</tr>
<tr>
<td><strong>Has a chronic health condition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1213</td>
<td>60.35</td>
<td>727</td>
</tr>
<tr>
<td><strong>Number of medical lab tests conducted (past 12 months)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥6 times</td>
<td>450</td>
<td>20.84</td>
<td>148</td>
</tr>
<tr>
<td>3-5 times</td>
<td>834</td>
<td>40.55</td>
<td>412</td>
</tr>
<tr>
<td>2 times</td>
<td>440</td>
<td>21.91</td>
<td>363</td>
</tr>
<tr>
<td>1 time</td>
<td>323</td>
<td>16.70</td>
<td>322</td>
</tr>
</tbody>
</table>

**Wait Time to Receive Results**

As expected, the wait time to receive lab test results was considerably shorter for the service users group, 87.50% (1624/1856) of whom first learned the result of their most recent lab test online. The majority of service users (83.99%, 95% CI 82.31-85.67) said they waited only “a few days” following their lab test before receiving their results, compared to just over a third of the comparison group (37.84%, 95% CI 34.96-40.73). **Table 2** presents more information about the wait time to receive lab test results.
Table 2. Wait time to receive lab results.

<table>
<thead>
<tr>
<th></th>
<th>Service users group (n=1818), n (%) 95% CI</th>
<th>Comparison group (n=1087), n (%) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Received results within a few days</td>
<td>1527 (83.99(^a)) 82.31-85.67</td>
<td>411 (37.84) 34.96-40.73</td>
</tr>
<tr>
<td>Received results in about a week</td>
<td>209 (11.50) 10.03-12.96</td>
<td>335 (30.85(^a)) 28.11-33.61</td>
</tr>
<tr>
<td>Received results in 1-2 weeks</td>
<td>56 (3.08) 2.29-3.89</td>
<td>221 (20.32(^a)) 17.92-22.71</td>
</tr>
<tr>
<td>Received results between 2 and 4 weeks</td>
<td>16 (0.88) 0.45-1.31</td>
<td>85 (7.81(^a)) 6.21-9.40</td>
</tr>
<tr>
<td>Received results in &gt;4 weeks</td>
<td>10 (0.55) 0.21-0.89</td>
<td>35 (3.18(^a)) 2.14-4.23</td>
</tr>
</tbody>
</table>

\(^a\) \(P<.001\)

Comprehension of Lab Test Results

All those who knew their most recent test results (n=2990) were asked about their confidence in fully understanding the results, as measured by a score of 7 or higher on a scale of 1-10. The majority of both service users and the comparison group were confident they understood the test results themselves, but the percentage was lower for service users (see Table 3).

Table 3. Comprehension of lab results.

<table>
<thead>
<tr>
<th></th>
<th>Service users group (n=1852), n (%) 95% CI</th>
<th>Comparison group (n=1119), n (%) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>All who received results</td>
<td>948 (84.69(^a)) 82.59-86.81</td>
<td>1399 (75.55) 73.58-77.49</td>
</tr>
<tr>
<td>How confident are you that you fully understood your lab results (score=7-10)?</td>
<td>948 (84.69(^a)) 82.59-86.81</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) \(P<.001\)

To further explore what might influence patients’ comprehension of their lab results, we conducted a logistic regression using sociodemographic and health service–related variables, and adjusted the results for receipt of abnormal lab test results. The variable “first learned the result online” was used this time to assess how comprehension was influenced by the service itself and not simply by being a subscriber to the service more generally. As expected, first learning test results online was a significant negative predictor of comprehension, as were younger ages and lower levels of education (see Table 4).
Table 4. Very confident in fully understanding lab results (logistic regression; n=2796; 194 cases were excluded from analysis; % correct predicted values: 79.2%).

<table>
<thead>
<tr>
<th></th>
<th>95% CI for exp b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.16 (0.10)</td>
</tr>
<tr>
<td>Male (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or under</td>
<td>-0.72 (0.15)</td>
</tr>
<tr>
<td>Some/Completed college</td>
<td>0.24 (0.10)</td>
</tr>
<tr>
<td>Some university and + (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>-0.48 (0.16)</td>
</tr>
<tr>
<td>35-54</td>
<td>-0.27 (0.11)</td>
</tr>
<tr>
<td>55 and + (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>First learned the result online</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-0.57 (0.10)</td>
</tr>
<tr>
<td>No (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Having a chronic condition</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-0.20 (0.10)</td>
</tr>
<tr>
<td>No (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Number of lab tests conducted (past 12 months)</strong></td>
<td></td>
</tr>
<tr>
<td>≥6 times</td>
<td>0.20 (0.13)</td>
</tr>
<tr>
<td>≤5 (ref)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>2.15 (0.13)</td>
</tr>
</tbody>
</table>

- \(a P < .001\)
- \(b P < .05\)
- \(c P < .01\)

**Anxiety**

We also conducted between-group analyses on respondents’ reported level of anxiety after receiving their lab test results. Since the distribution of GA-VAS scores was positively skewed, we divided these into three categories: no reported anxiety (0), “low” anxiety (1-49), and “some” anxiety (50-100). To isolate the influence of Web-based access, we omitted from the analysis service users who had received the results of their most recent test in-person from their doctor or usual place of care. We found no significant differences between service users and the comparison group in their level of anxiety following receipt of test results; as always, we adjusted for the effect of having a test result out of the normal range. As seen in Table 5, the majority of patients in both cohorts reported low or no anxiety after receiving test results. Table 5 also shows the results of analysis with a subgroup of participants in both cohorts who had a chronic health condition. Here, differences between the two cohorts emerged, such that service users reported being significantly less likely to be anxious at both ends of the scale (none and some).
Table 5. Anxiety after receiving lab test results.

<table>
<thead>
<tr>
<th>Subgroup with chronic condition</th>
<th>All</th>
<th>Subsample comparison group who learned otherwise (n=779), n (%) 95% CI</th>
<th>Subsample of service users who first learned results online (n=1478), n (%) 95% CI</th>
<th>Subsample of service users who first learned results online (n=881), n (%) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No anxiety (0)</td>
<td>540 (36.54) 34.08-38.99</td>
<td>447 (34.05) 31.49-36.62</td>
<td>310 (35.19) 32.03-38.34</td>
<td>239 (30.64) 27.40-33.89</td>
</tr>
<tr>
<td>Low anxiety (1-49)</td>
<td>734 (49.66) 47.11-52.22</td>
<td>670 (51.07) 48.37-53.78</td>
<td>453 (51.42) 48.12-54.72</td>
<td>401 (51.47) 47.96-54.98</td>
</tr>
</tbody>
</table>

Table 6. Anxiety level after receiving lab test results according to comprehension.

<table>
<thead>
<tr>
<th>Service users who first learned results online (n=1412)</th>
<th>Clear if you need to follow-up? Yes (n=1107), n (%) 95% CI</th>
<th>Clear if you need to follow-up? No (n=305), n (%) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>No anxiety (0)</td>
<td>424 (38.30) 35.44-41.16</td>
<td>91 (29.84) 24.69-34.98</td>
</tr>
<tr>
<td>Low (1-49)</td>
<td>551 (49.77) 46.83-52.72</td>
<td>153 (50.16) 44.54-55.78</td>
</tr>
<tr>
<td>Some (50-100)</td>
<td>132 (11.92) 10.01-13.83</td>
<td>61 (20.00) 15.50-24.50</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our findings suggest that patient experience overall can be improved by the availability of Web-based lab results, but with important caveats. Service users were more likely to report a shorter wait for test results and high levels of satisfaction with the online service. There was no overall difference in post-result anxiety levels between those who saw results online and those who received results in other ways (eg, by mail or telephone), although among the subset of patients with chronic conditions, service users were less likely to report anxiety. However, service users were more likely to report lower comprehension of lab test results than the comparison group, and there was a significant correlation between anxiety and lower comprehension. This is not surprising, given that the format of lab results provided by the Web-based platform is the same as that provided to ordering clinicians, with no additional contextual or explanatory information for patients.

Our study results support Pyper et al’s call for more information and tools to help patients understand and interpret their health information [5]. A range of tools has been suggested in the literature, including a glossary, integration with other health records, and patient education/information support.

Limitations

Although our comparison sample was recruited from a general population panel, differences between the service users group and the comparison group—including the rate of abnormal test results—somewhat limits the study’s external validity. The service user group also had a lower response rate at 18%, which may indicate a possible response bias. Both cohorts were also recruited online, so our findings may not apply to the rapidly diminishing proportion of the population that does not have Internet access and a degree of digital literacy.

We also do not know much about the sequence and timing involved in obtaining test results by different means, and follow-up information and support. For example, we could not differentiate between tests conducted for diagnostic purposes versus for monitoring a previously known health condition. Additional clinical information would have provided a more focused interpretation of results about the patient experience. While we deliberately focused many of our survey questions on the most recent test to enhance precision of responses (ie, content validity) and their reliability, patients’ most recent tests may not reflect their typical experience with lab tests or with

http://www.jmir.org/2015/8/e191/
direct lab access in general. Moreover, we did not focus our study on the experiences of patients with abnormal test results, possibly diluting any negative effects of Web-based access on anxiety and comprehension, if they exist.

Finally, while we balanced our two cohorts as closely as possible and weighted the comparison cohort to take into account the type of test result received (ie, in the normal range or not), the quasi-experimental design of our study limits our ability to attribute observed differences to the intervention with the same degree of confidence as with random assignment to treatment, had that been possible.

conclusions

Laboratory tests are among the most common interventions in modern health systems, and effective communication of test results and required follow-up is a priority for research. As jurisdictions around the world move toward widespread adoption of digital health technologies for patients, better understanding is needed of the effects of such services on both patients and health care practice. This study explored these issues in relation to one such technology—direct patient access to Web-based lab test results—currently in use in British Columbia, Canada. While exploratory, our study supports the emerging literature suggesting that personal health records are positively received by patients [13,14]. It also supports a recent systematic review that found access to health records reduced or had no effect on anxiety [15]. In our case, we found no differences between service users and a comparison group on reported anxiety after receiving test results, although we did find that this differed by level of comprehension. While this study contributes to understanding the extent and nature of benefits and risks associated with direct lab access, important questions remain for future research about the mechanisms by which these benefits are achieved, how such benefits can be optimized in different health care contexts and for different subgroups of the population, and the specific experiences of patients who receive abnormal test results.
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Abstract

Background: The location in which physical activity and sedentary behavior are performed can provide valuable behavioral information, both in isolation and synergistically with other areas of physical activity and sedentary behavior research. Global positioning systems (GPS) have been used in physical activity research to identify outdoor location; however, while GPS can receive signals in certain indoor environments, it is not able to provide room- or subroom-level location. On average, adults spend a high proportion of their time indoors. A measure of indoor location would, therefore, provide valuable behavioral information.

Objective: This systematic review sought to identify and critique technology which has been or could be used to assess the location of physical activity and sedentary behavior.

Methods: To identify published research papers, four electronic databases were searched using key terms built around behavior, technology, and location. To be eligible for inclusion, papers were required to be published in English and describe a wearable or portable technology or device capable of measuring location. Searches were performed up to February 4, 2015. This was supplemented by backward and forward reference searching. In an attempt to include novel devices which may not yet have made their way into the published research, searches were also performed using three Internet search engines. Specialized software was used to download search results and thus mitigate the potential pitfalls of changing search algorithms.

Results: A total of 188 research papers met the inclusion criteria. Global positioning systems were the most widely used location technology in the published research, followed by wearable cameras, and radio-frequency identification. Internet search engines identified 81 global positioning systems, 35 real-time locating systems, and 21 wearable cameras. Real-time locating systems determine the indoor location of a wearable tag via the known location of reference nodes. Although the type of reference node and location determination method varies between manufacturers, Wi-Fi appears to be the most popular method.

Conclusions: The addition of location information to existing measures of physical activity and sedentary behavior will provide important behavioral information.

(J Med Internet Res 2015;17(8):e192) doi:10.2196/jmir.4761
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wearable camera; global positioning system; real-time locating system; sitting; context
**Introduction**

Physical activity has a long-established relationship with several chronic conditions including diabetes, heart disease, and certain forms of cancer [1]. Recent evidence suggests that sedentary behavior carries deleterious effects on health outcomes independent of moderate-to-vigorous physical activity (MVPA) in young people [2] and adults [3], although this is not a uniform finding [4]. Sedentary behaviors are defined as any waking activity with an energy expenditure of ≤1.5 metabolic equivalents (METs) while in a sitting or reclining position [5].

A paradigm shift is underway toward an increasing appreciation of the importance of reducing sedentary time alongside increasing physical activity [6].

Within the behavioral epidemiology framework [7], the location of a behavior may influence the correlates of the behavior and the intervention strategies needed to change behavior. Discerning the varying contribution of multiple locations to physical activity and sedentary time will allow researchers to target interventions to locations which are associated with the lowest levels of physical activity or highest levels of sedentary time. Understanding the contribution of multiple locations to health behaviors first requires the accurate measurement of location, as suggested by the behavioral epidemiology framework [7,8].

Sedentary behavior and physical activity differ in the domains and locations in which they are likely to occur. Sedentary time is likely, though not exclusively, to occur indoors at the home, at work or school, or in leisure pursuits such as eating a meal or going to the cinema. Conversely, MVPA may occur through active transport, housework, or purposeful exercise. This can be illustrated through the close link between adults, on average, spending approximately 90% of time indoors [9,10] and approximately 60% of time in sedentary activities [11]. The large proportion of time spent indoors and the increasing research focus on sedentary behavior suggest that an accurate measure of where behavior occurs indoors would be particularly valuable.

Determining where physical activity and sedentary time are performed will provide valuable information in isolation; however, it can also act in a synergistic manner. For example, much recent effort has focused on the use of complex pattern recognition techniques to determine the mode or type of activity being performed from raw acceleration data. Depending on the classification method used, classification accuracies between 50% and 90% have been achieved [12]. Given the probabilistic nature of these activity classification methods, the inclusion of location-based data into the current algorithms may provide greater levels of accuracy. For instance, the likelihood of stair climbing is greatly increased if an individual is near a staircase. Similarly, context-sensitive questioning via ecological momentary assessment (EMA) [13] can be enhanced by using location to trigger desirable questions in place of time-based cues.

Furthermore, measurement of indoor location could benefit research into the correlates of physical activity or sedentary behavior. For example, the presence of a television set in a child’s bedroom may be a correlate of higher screen time [14]; however, this may be a stronger correlate for those who spend more time in their bedrooms. Establishing how much time a child spends in their bedroom via objective indoor location could, therefore, fully elucidate the strength of this correlate.

The accurate measurement of location could greatly enhance several areas within physical activity and sedentary behavior research, both in and of itself and as an adjunct to other research areas.

Individuals may be able to accurately report the broad location of their physical activity and sedentary behavior [15]; however, self-report location instruments are unable to provide detailed and temporally patterned location information. Objective monitoring could, therefore, provide a more robust means to measure the location of physical activity and sedentary behavior.

To date, time indoors has been inferred through the lack of a global positioning system (GPS) signal [16] or through the use of a light (lux) sensor incorporated into activity monitors [17]. However, these methods are only able to differentiate indoor from outdoor and do not provide room- or subroom-level location. Alongside measures of outdoor location, there is, therefore, a need for measures of room- and subroom-level indoor locations, which are feasible for use in this field of research. This review aims to provide an overview of devices and technology currently used, or that could potentially be used, to assess the indoor or outdoor location of physical activity and/or sedentary behavior.

**Methods**

**Search Strategy**

Search strategies to identify potentially relevant articles were built around three key groups of keywords: behavior, measurement, and context. Key terms were as follows: sedentary lifestyle, sedentary lifestyles, sedentary behavior*, screen time, seden*, sitting time, motor activity, motor activities, physical activity, or activities of daily living; measur*, assess*, patterns, monitor, or sensor; and context*, setting, location, mode, domains, or environment. Scopus, Web of Science, PubMed, Institute of Electrical and Electronics Engineers (IEEE), and OpenGrey were searched using the key terms up to February 4, 2015. Subsequently, forward and backward searching of included articles (ie, references and articles citing the included article) was conducted to identify any further eligible articles. In addition, manual searches of personal files were conducted.

**Inclusion and Exclusion Criteria**

To be included in this review, studies were required to meet the following criteria: (1) be published in the English language, (2) either describe a tool used to measure the location of physical activity and/or sedentary behavior or provide sufficient information to discern whether the instrument could be modified to measure location, and (3) be a portable/wearable tool. Technologies were required to be portable or wearable to ensure that the technology is always with the participant and that the scope of the review was not so broad as to be unmanageable by including nonwearable technologies (eg, closed-circuit television (CCTV)). A minimum of one part of the measurement system, not the whole system, was required to be wearable/portable for inclusion. For example, GPS systems consist of a wearable unit...
and orbiting satellites (ie, one part of the system is wearable but the whole system also consists of unwearable components). Wearable technologies is also an area which is experiencing rapid growth in the consumer sector, as technology increasingly becomes smaller, more powerful, and multi-purpose. Wearable technologies, therefore, give this review a contemporary positioning. No date restriction was placed on search results. Studies erroneously defining sedentary behavior as the absence of sufficient physical activity rather than activities undertaken in a sitting or reclined position [5], were treated as physical activity studies.

Identification of Relevant Studies
Titles and then abstracts of identified articles were screened to determine eligibility based on the above inclusion criteria. Titles and abstracts which did not meet the inclusion criteria were excluded. Following this, the full text of any potentially relevant article was obtained for full reading to determine conformity to the inclusion criteria. A subsample of potentially relevant articles retrieved for full-paper screening were extracted by a second author (JPS) to determine interrater agreement. If any discrepancies arose, these were resolved by discussion between authors. Interrater agreement was high (Cohen’s kappa = .81).

Data Extraction and Synthesis
Data of eligible papers was extracted via standardized forms developed for this review. All available information was extracted. Identified devices which assessed where physical activity and sedentary behavior occur were tabulated to highlight the available literature in this research area and to showcase the array of measurement technologies.

Internet Search Engines
To ensure that the widest possible range of devices were included, systematic searches of Internet search engines were performed for devices and technologies that are able to measure location but may not have made their way into the published research to date. This was necessary due to the relatively slow pace of research and publication compared to the pace of technological advance (ie, new research papers may use old technology which has been surpassed by newer models). Google, Bing, and Yahoo were searched using the following key terms: RTLS (real-time locating system), GPS tracking device, RFID (radio-frequency identification) tracking, wearable camera, wearable GPS, and wearable RFID. These search terms were chosen based on the results of the academic literature searches. Specialized software was used to export the first 300 results of each search to Microsoft Excel. This ensured that the results were unaffected by the changing algorithms of search engines. Searches were completed on February 4, 2015. The retrieved website addresses were screened to determine eligibility. Only manufacturer websites were included to ensure the accuracy of the information. All other websites, including blogs and consumer review websites, were excluded. Eligible websites were then browsed for location monitoring devices. Only devices and full integrated systems which are ready to use (ie, not bespoke) were included in an attempt to address the practicalities of deployment to assess where physical activity and sedentary time occur. The specifications of these devices were then extracted using standardized forms developed for this review. If available, specifications were obtained from device manuals. If device manuals were not available, any specifications shown on the website regarding the device were extracted. Only available information was extracted (ie, gaps in tables indicate a lack of available information). By note of caution, readers should be mindful that device characteristics, as supplied by manufacturers, are often generated under ideal conditions. Real-world pilot-testing with participants may, therefore, be required to establish real-world device characteristics.

Results
The number of research papers included and excluded at each stage of the systematic review process is shown in Figure 1. This review began with 61,009 potentially eligible papers, eventually resulting in the full inclusion of 98 papers. A further 90 papers were then identified through reference searching, citation tracking, and the searching of personal files.

A breakdown by year and technology is depicted in Figure 2. This review found 12 types of technology capable of assessing where physical activity and sedentary behavior occur. GPS was the most widely used location monitoring technology, comprising 119 (63.3%) [16,18-134] of the total 188 papers. Wearable cameras and RFID were the second- and third-most popular forms of location technology, contributing 23 (12.2%) [18,19,135-156] and 20 (10.6%) [157-177] studies, respectively, out of 188. The remaining 9 technologies each contributed a small number of studies (8 [4.3%] or less) to the total sample [178-200]. GPS has the longest history of use, initially being used within sports science in 1997. Conversely, wearable cameras and Wi-Fi-based localization technologies appear to be the most recent debut within research.

Selective details of devices used within research are shown in Table 1 (wearable cameras), Table 2 (GPS), and Table 3 (other). A complete version of Table 2 is available as Multimedia Appendix 1.

Tables 4-6 show selective characteristics of the results of the Internet search engine searches for wearable cameras, RTLS, and GPS, respectively. Complete versions of Tables 5 and 6 are available as Multimedia Appendices 2 and 3. These searches found 21 wearable cameras [201-214], 78 RTLS tags from 35 companies [215-249], and 81 GPS devices [250-286]. GPS devices were marketed for a variety of purposes, including the tracking of children by parents, elder monitoring to limit wandering, and the tracking of young drivers. RTLS companies positioned their products as suitable for asset management applications in warehouses and, to a lesser extent, equipment and patient tracking in health care settings. Wearable cameras were targeted toward extreme sports, life logging, and law enforcement applications.
Table 1. Summary of wearable camera systems used in published research to date.

<table>
<thead>
<tr>
<th>Man(^a)</th>
<th>Model</th>
<th>I/O(^b)</th>
<th>BL(^c), CR(^d), Dim(^e),</th>
<th>Weight, kg or g</th>
<th>Wear site</th>
<th>SF(^f), FPS(^g)</th>
<th>Refs(^h), notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural-Point, Inc</td>
<td>OptiTrack-Prime 17W</td>
<td>Indoor</td>
<td>N/A(^i)</td>
<td>1.32 kg</td>
<td>N/A</td>
<td>30-360</td>
<td>[135]</td>
</tr>
<tr>
<td>Vicon</td>
<td>Motion capture system</td>
<td>Both (most indoor)</td>
<td>N/A</td>
<td>≤16</td>
<td>N/A</td>
<td>N/A</td>
<td>≤1000</td>
</tr>
<tr>
<td>Prototype</td>
<td>eButton</td>
<td>Both</td>
<td>~10</td>
<td>42 g</td>
<td>Pin onto shirt</td>
<td>10</td>
<td>[138-140] Not yet commercialized</td>
</tr>
<tr>
<td>Prototype</td>
<td>Prototype Wrist-Sense</td>
<td>Both</td>
<td>~7</td>
<td>N/A</td>
<td>N/A</td>
<td>Wrist</td>
<td>6</td>
</tr>
<tr>
<td>Microsoft</td>
<td>SenseCam (Vicon Revue)</td>
<td>Both</td>
<td>≤16</td>
<td>N/A</td>
<td>N/A</td>
<td>Lanyard around neck</td>
<td>Change in sensor readings</td>
</tr>
<tr>
<td>Looxcie</td>
<td>Looxcie 2</td>
<td>Both</td>
<td>1-4</td>
<td>22 g</td>
<td>N/A</td>
<td>15/30</td>
<td>[156]</td>
</tr>
</tbody>
</table>

\(a\)Man: manufacturer
\(b\)I/O: Indoor/outdoor
\(c\)BL: battery life
\(d\)CR: camera resolution
\(e\)Dim: dimensions
\(f\)SF: sampling frequency
\(g\)FPS: frames per second
\(h\)Refs: references
\(i\)N/A: not applicable
### Table 2. Summary of Global positioning systems used to date in published research (see Multimedia Appendix 1 for the full version of this table).

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Model</th>
<th>Battery life, h, days, or weeks</th>
<th>Dim (^b), cm or mm</th>
<th>Weight, g</th>
<th>Wear site</th>
<th>Cold start time, s or Hz</th>
<th>Storage, MB or, GB</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garmin</td>
<td>Foretrex 201</td>
<td>15 h</td>
<td>8.4x4.3x 1.8 cm</td>
<td>78</td>
<td>Wrist</td>
<td>45 s</td>
<td>10,000 points</td>
<td>[16,20-31]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 305</td>
<td>Typically 10 h</td>
<td>5.3x 6.8x 1.7 cm</td>
<td>77</td>
<td>Wrist</td>
<td>45 s</td>
<td>N/A</td>
<td>[32-35]</td>
</tr>
<tr>
<td>Garmin</td>
<td>Forerunner 205</td>
<td>10 h</td>
<td>53x69x 18 mm</td>
<td>77</td>
<td>Wrist</td>
<td>45 s</td>
<td>72,000 points</td>
<td>[25,30,42-45]</td>
</tr>
<tr>
<td>Garmin</td>
<td>60</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Pocket of backpack</td>
<td>0.5 Hz</td>
<td>N/A</td>
<td>[46,47]</td>
</tr>
<tr>
<td>Telespials Systems</td>
<td>Trackstick II</td>
<td>16-36 h, 2 days-1 week in power save</td>
<td>11.4x3.1x 1.9 cm</td>
<td>N/A</td>
<td>N/A</td>
<td>Maximum of 52 s</td>
<td>1 MB</td>
<td>[52,53]</td>
</tr>
<tr>
<td>GlobalSat</td>
<td>DG100</td>
<td>20-24 h</td>
<td>N/A</td>
<td>N/A</td>
<td>Waist</td>
<td>5, 15, or 30 s</td>
<td>50,000 points</td>
<td>[25,47,54-59]</td>
</tr>
<tr>
<td>GPSports</td>
<td>SPI ELITE</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Back harness</td>
<td>1 Hz</td>
<td>N/A</td>
<td>[60-69]</td>
</tr>
<tr>
<td>GPSports</td>
<td>SPI PRO</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Back harness</td>
<td>5 Hz</td>
<td>N/A</td>
<td>[71-74]</td>
</tr>
<tr>
<td>GPSports</td>
<td>SPI 10</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Back harness</td>
<td>1 Hz</td>
<td>N/A</td>
<td>[65,66,73,75-77]</td>
</tr>
<tr>
<td>Catapult Innovations</td>
<td>MinimaxX</td>
<td>5 h</td>
<td>8.8x5.0x 1.9 cm</td>
<td>67</td>
<td>Back harness</td>
<td>1 GB</td>
<td>N/A</td>
<td>[62,73,78-87]</td>
</tr>
<tr>
<td>Telespials Systems</td>
<td>Super</td>
<td>4-8 days</td>
<td>N/A</td>
<td>N/A</td>
<td>Waist</td>
<td>5 or 15 s</td>
<td>N/A</td>
<td>[88,89]</td>
</tr>
<tr>
<td>Qstarz</td>
<td>BT1000X</td>
<td>42 h</td>
<td>72x47x 20 mm</td>
<td>65</td>
<td>Pouch on belt</td>
<td>35 s, 5, or 15 s</td>
<td>400,000 points</td>
<td>[183,200,300-341]</td>
</tr>
<tr>
<td>GlobalSat</td>
<td>BT335</td>
<td>25 h</td>
<td>N/A</td>
<td>N/A</td>
<td>Waist</td>
<td>30 s</td>
<td>N/A</td>
<td>[110-114]</td>
</tr>
</tbody>
</table>

\(^a\)Man: manufacturer  
\(^b\)Dim: dimensions  
\(^c\)N/A: not applicable

### Table 3. Summary of other measures used in published research to date.

<table>
<thead>
<tr>
<th>Type of measure</th>
<th>Indoor/outdoor</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio-frequency identification</td>
<td>Indoor</td>
<td>[157-177]</td>
</tr>
<tr>
<td>Wireless localization</td>
<td>Indoor</td>
<td>[178-183]</td>
</tr>
<tr>
<td>Technology-assisted ecological momentary assessment/experience sampling</td>
<td>Both</td>
<td>[184-191]</td>
</tr>
<tr>
<td>Integrated circuit tags</td>
<td>Indoor</td>
<td>[192,193]</td>
</tr>
<tr>
<td>Ultrasonic (Bat system)</td>
<td>Indoor</td>
<td>[194]</td>
</tr>
<tr>
<td>Cellular networks</td>
<td>Outdoor, but works indoor</td>
<td>[195]</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>Indoor</td>
<td>[196]</td>
</tr>
<tr>
<td>Social media check-in</td>
<td>Both</td>
<td>[197]</td>
</tr>
<tr>
<td>Ultrasound</td>
<td>Indoor</td>
<td>[198,199]</td>
</tr>
<tr>
<td>Pedestrian dead reckoning system</td>
<td>Indoor</td>
<td>[200]</td>
</tr>
</tbody>
</table>
Table 4. Summary of commercially available wearable cameras unused in research to date.

<table>
<thead>
<tr>
<th>Manufacturer, reference</th>
<th>Model</th>
<th>Battery life of wearable component, h or min</th>
<th>Dimensions, mm, in, or cm</th>
<th>Weight, g or oz</th>
<th>Wear site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autographer [201]</td>
<td>N/A b</td>
<td>10 h</td>
<td>37.40x90.00x 22.93 mm</td>
<td>58 g</td>
<td>Clip or lanyard</td>
</tr>
<tr>
<td>Narrative (formally Memoto) [202]</td>
<td>Clip</td>
<td>N/A</td>
<td>36x36x9 mm</td>
<td>20 g</td>
<td>Clip or lanyard</td>
</tr>
<tr>
<td></td>
<td>Clip 2 (released spring 2015)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>MeCam [203]</td>
<td>Classic</td>
<td>80 min continuous</td>
<td>1.75x0.50 in</td>
<td>1 oz</td>
<td>Clip or necklace</td>
</tr>
<tr>
<td></td>
<td>MeCam HD</td>
<td>60-120 min continuous</td>
<td>2x2 in</td>
<td>2.5 oz</td>
<td>N/A</td>
</tr>
<tr>
<td>uCorder [204]</td>
<td>Pockito IRDC260-R</td>
<td>≤75 min</td>
<td>2.50x1.25x0.50 in</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Pockito IRDC260-B</td>
<td>≤75 min</td>
<td>2.50x1.25x0.50 in</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Pockito IRDC150</td>
<td>≤2 h</td>
<td>1.1x0.6x3.5 in</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>Pockito IRDC250</td>
<td>≤2 h</td>
<td>1.1x0.6x3.5 in</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ParaShooter [205]</td>
<td>2.1</td>
<td>N/A</td>
<td>45x4x15 mm</td>
<td>1.5 oz</td>
<td>Clip</td>
</tr>
<tr>
<td>Spy Emporium [206]</td>
<td>Spy hidden camera glasses</td>
<td>1-2 h</td>
<td>160x40x40 mm</td>
<td>N/A</td>
<td>Glasses/ on face</td>
</tr>
<tr>
<td>VIEVU [207]</td>
<td>VIEVU 2</td>
<td>2.5 h recording, 1.5 h streaming</td>
<td>1.90x1.90x0.75 in</td>
<td>2.4 oz</td>
<td>Clip</td>
</tr>
<tr>
<td></td>
<td>LE3</td>
<td>≤5 h</td>
<td>3.00x2.10x0.85 in</td>
<td>2.8 oz</td>
<td>Clip</td>
</tr>
<tr>
<td>Panasonic [208]</td>
<td>WV-TW310L</td>
<td>5 h continuous</td>
<td>45x75x41 mm</td>
<td>210 g</td>
<td>Clip</td>
</tr>
<tr>
<td></td>
<td>WV-TW310S</td>
<td>5 h continuous</td>
<td>45x75x41 mm</td>
<td>160 g</td>
<td>Clip</td>
</tr>
<tr>
<td>meMINI [209]</td>
<td>N/A</td>
<td>3.5 h</td>
<td>N/A</td>
<td>N/A</td>
<td>Lanyard</td>
</tr>
<tr>
<td>Pivothead [210]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Glasses/ on face</td>
</tr>
<tr>
<td>Nixie [211]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Wrist (detaches to become camera)</td>
</tr>
<tr>
<td>CA7CH [212]</td>
<td>Lightbox</td>
<td>N/A</td>
<td>38x38x10 mm</td>
<td>30 g</td>
<td>Clip</td>
</tr>
<tr>
<td>ELMO USA [213]</td>
<td>QBIC-MSI</td>
<td>2 h</td>
<td>2.14x2.40x1.57 in</td>
<td>95 g</td>
<td>Lanyard</td>
</tr>
<tr>
<td>Vidcie [214]</td>
<td>Lookout QUB</td>
<td>1 h (8 h with battery pack)</td>
<td>4.8x4.8x1.5 cm</td>
<td>37 g</td>
<td>Clip</td>
</tr>
</tbody>
</table>

aN/A: not applicable
Table 5. Summary of commercially available real-time locating systems unused in research to date (see Multimedia Appendix 2 for the full version of this table).

<table>
<thead>
<tr>
<th>Manufacturer, reference</th>
<th>Model</th>
<th>Infrastructure/ method</th>
<th>Dimensions, mm, in, or cm</th>
<th>Accuracy, m, cm, or ft</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ekahau [215]</strong></td>
<td>A4</td>
<td>Wi-Fi, RSSI&lt;sup&gt;a&lt;/sup&gt; and triangulation</td>
<td>45x55x19 mm</td>
<td>1 m</td>
</tr>
<tr>
<td></td>
<td>B4</td>
<td>Wi-Fi, RSSI and triangulation</td>
<td>60.0x90.0x8.5 mm</td>
<td>1 m</td>
</tr>
<tr>
<td></td>
<td>W4</td>
<td>Wi-Fi, RSSI and triangulation</td>
<td>51.5x50.0x17.5 mm</td>
<td>1 m</td>
</tr>
<tr>
<td><strong>Ubisense [216]</strong></td>
<td>Series 7000 industrial</td>
<td>UWB&lt;sup&gt;b&lt;/sup&gt;, TOA&lt;sup&gt;c&lt;/sup&gt;, AOA&lt;sup&gt;d&lt;/sup&gt;</td>
<td>71x64x47 mm</td>
<td>15 cm</td>
</tr>
<tr>
<td></td>
<td>Series 7000 compact</td>
<td>UWB, TOA, AOA</td>
<td>38.0x39.0x16.5 mm</td>
<td>15 cm</td>
</tr>
<tr>
<td></td>
<td>Series 7000 slim tag</td>
<td>UWB, TOA, AOA</td>
<td>83x42x11 mm</td>
<td>15 cm</td>
</tr>
<tr>
<td></td>
<td>Series 700 intrinsically safe tag</td>
<td>UWB, TOA, AOA</td>
<td>38.0x39.0x25.5 mm</td>
<td>15 cm</td>
</tr>
<tr>
<td></td>
<td>Series 9000 compact tag</td>
<td>UWB, TOA, AOA</td>
<td>38.0x39.0x16.5 mm</td>
<td>15 cm</td>
</tr>
<tr>
<td><strong>Zebra [218]</strong></td>
<td>WhereTag IV</td>
<td>Wi-Fi, TDOA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>43.7x66.0x21.3 mm</td>
<td>2 m</td>
</tr>
<tr>
<td></td>
<td>WhereTag III</td>
<td>Wi-Fi, TDOA</td>
<td>21x66x44 mm</td>
<td>2 m</td>
</tr>
<tr>
<td><strong>Sonitor [222]</strong></td>
<td>Whole system</td>
<td>Wi-Fi, ultrasound, RSSI</td>
<td>N/A&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1 ft</td>
</tr>
<tr>
<td><strong>Secure Care [225]</strong></td>
<td>ENVisionIT</td>
<td>Wi-Fi</td>
<td>N/A</td>
<td>30 cm</td>
</tr>
<tr>
<td><strong>Mojix [226]</strong></td>
<td>eLocation</td>
<td>Passive RFID&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A</td>
<td>Within 1 m</td>
</tr>
<tr>
<td><strong>TempSys [228]</strong></td>
<td>Fetch System</td>
<td>RF&lt;sup&gt;h&lt;/sup&gt; and ultrasound, TDOA</td>
<td>N/A</td>
<td>0.5 m</td>
</tr>
<tr>
<td><strong>Awarepoint [229]</strong></td>
<td>Asset tags</td>
<td>ZigBee</td>
<td>1.8x1.3x0.5 in</td>
<td>Up to bay level</td>
</tr>
<tr>
<td></td>
<td>Wearable tag</td>
<td>ZigBee</td>
<td>1.8x1.3x0.5 in</td>
<td>Up to bay level</td>
</tr>
<tr>
<td><strong>Nebusens [232]</strong></td>
<td>Sirius Quantum</td>
<td>ZigBee</td>
<td>22.00x32.72x5.00 mm</td>
<td>1 m</td>
</tr>
<tr>
<td><strong>Essensium [233]</strong></td>
<td>Mobile nodes</td>
<td>Wide over narrowband RF, TWR&lt;sup&gt;i&lt;/sup&gt;, TOF&lt;sup&gt;j&lt;/sup&gt;</td>
<td>19.8x8.8 cm</td>
<td>Typically 50 cm</td>
</tr>
<tr>
<td><strong>PLUS Location [234]</strong></td>
<td>R1 badge tag</td>
<td>UWB, TDOA</td>
<td>38.0x78.0x9.6 mm</td>
<td>&lt;1 m</td>
</tr>
<tr>
<td></td>
<td>R2 tags</td>
<td>UWB, TDOA</td>
<td>87x42x10 mm</td>
<td>&lt;1 m</td>
</tr>
<tr>
<td><strong>Purelink [239]</strong></td>
<td>Personnel tracking tag</td>
<td>RFID</td>
<td>85x54x4 mm</td>
<td>2 m</td>
</tr>
<tr>
<td><strong>Sanitag [240]</strong></td>
<td>Staff tag</td>
<td>RF, RSSI, TOF</td>
<td>90x61x5 mm</td>
<td>2.5 m</td>
</tr>
<tr>
<td></td>
<td>Patient tag</td>
<td>RF, RSSI, TOF</td>
<td>43x36x10 mm</td>
<td>2.5 m</td>
</tr>
<tr>
<td><strong>OpenRTLS [242]</strong></td>
<td>Tag</td>
<td>UWB, TDOA, TWR</td>
<td>66x44x17 mm</td>
<td>10 cm</td>
</tr>
</tbody>
</table>

<sup>a</sup>RSSI: received signal strength indicator  
<sup>b</sup>UWB: ultra wide band  
<sup>c</sup>TOA: time of arrival  
<sup>d</sup>AOA: angle of arrival  
<sup>e</sup>TDOA: time difference of arrival  
<sup>f</sup>N/A: not applicable  
<sup>g</sup>RFID: radio-frequency identification
Table 6. Summary of commercially available global positioning systems unused in research to date (see Multimedia Appendix 3 for the full version of this table).

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Model</th>
<th>Battery life of wearable component, days, weeks, months, or h</th>
<th>Dimensions, in, cm, or mm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trackstick [250]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trackstick mini</td>
<td>3-14 days</td>
<td>3.50x1.50x0.38 in</td>
<td></td>
</tr>
<tr>
<td>Trackstick II</td>
<td>16 h-2 days (AAA)</td>
<td>4.50x1.25x0.75 in</td>
<td></td>
</tr>
<tr>
<td>Super Trackstick</td>
<td>3 days-3 weeks (AAA)</td>
<td>4.50x1.25x0.75 in</td>
<td></td>
</tr>
<tr>
<td>Trackershop-UK [251]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro-pod5</td>
<td>14-15 days</td>
<td>6.35x4.00x2.50 cm</td>
<td></td>
</tr>
<tr>
<td><strong>Gotek7 [252]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prime 1.0</td>
<td>10 days normal; ≤12 months with 1 update per day</td>
<td>N/A^a</td>
<td></td>
</tr>
<tr>
<td>Prime 2.0</td>
<td>15 days normal; ≤14 months (1 per day)</td>
<td>65x42x25 mm</td>
<td></td>
</tr>
<tr>
<td><strong>Trackinapack [256]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advanced</td>
<td>≤10 days</td>
<td>2.63x1.38x0.79 in</td>
<td></td>
</tr>
<tr>
<td>Advanced plus</td>
<td>≤15 days</td>
<td>2.50x1.50x0.79 in</td>
<td></td>
</tr>
<tr>
<td><strong>TracLogik [259]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardian GPS</td>
<td>100-220 hours</td>
<td>67.8x37.0x20.0 mm</td>
<td></td>
</tr>
<tr>
<td>Guardian pro GPS</td>
<td>2-14 days</td>
<td>62.5x40.0x25.0 mm</td>
<td></td>
</tr>
<tr>
<td>Covert 2000</td>
<td>10-15 days</td>
<td>61x34x31 mm</td>
<td></td>
</tr>
<tr>
<td><strong>Loc8tor [261]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>≤9 months in power save; 3-14 days normally</td>
<td>68x36x20 mm</td>
<td></td>
</tr>
<tr>
<td><strong>LandAirSea [269]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silvercloud realtime GPS tracker</td>
<td>5-6 days at 2 h per day</td>
<td>3.90x2.26x0.90 in</td>
<td></td>
</tr>
<tr>
<td>Tracking key pro</td>
<td>2 weeks (4 h), 4 weeks (2 h), 6 weeks (1 h per day)</td>
<td>3.01x1.95x1.40 in</td>
<td></td>
</tr>
<tr>
<td><strong>GTX Corp [273]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prime AT</td>
<td>≤16 days</td>
<td>67x37x20 mm</td>
<td></td>
</tr>
<tr>
<td>Smart sole</td>
<td>2-3 days</td>
<td>Depends on show size</td>
<td></td>
</tr>
<tr>
<td><strong>Nike [276]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sportwatch GPS</td>
<td>8 h with average use</td>
<td>1.5x10.1x0.6 in</td>
<td></td>
</tr>
<tr>
<td><strong>Garmin [277]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forerunner 620</td>
<td>6 weeks (watch) 10 h (training)</td>
<td>45.0x45.0x12.5 mm</td>
<td></td>
</tr>
<tr>
<td>Forerunner 220</td>
<td>6 weeks (watch) 10 h (training)</td>
<td>45.0x45.0x12.5 mm</td>
<td></td>
</tr>
<tr>
<td>Tactix</td>
<td>50 h (5 weeks in watch mode)</td>
<td>49x49x17 mm</td>
<td></td>
</tr>
<tr>
<td>Fenix 2</td>
<td>20 h (5 weeks in watch mode)</td>
<td>49x49x17 mm</td>
<td></td>
</tr>
<tr>
<td><strong>Trax [280]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trax</td>
<td>1 day</td>
<td>38x55x10 mm</td>
<td></td>
</tr>
<tr>
<td><strong>Personal GPS Trackers [282]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal GPS Tracker</td>
<td>≤7 days</td>
<td>65x40x18 mm</td>
<td></td>
</tr>
<tr>
<td>Mini GPS Tracker</td>
<td>2-4 days</td>
<td>58x22x11 mm</td>
<td></td>
</tr>
</tbody>
</table>

^aN/A: not applicable
**Figure 1.** Flowchart of study selection process.

**Figure 2.** Number of studies published each year covering different types of technology. A total of 12 kinds of technology were found during the course of this review.
Discussion

Principal Findings
This systematic review sought to identify tools which have been used, or could be modified for use, to assess where physical activity and sedentary behaviors occur. This review identified 188 research papers which used 12 different types of technology. The most widely used technology was GPS with 119 publications [16,18-134], followed by wearable cameras and RFID with 23 [18,19,135-156] and 20 [157-177] publications, respectively. The remaining 9 types of technology each contributed a small number of studies to the total sample [178-200]. However, it should be noted that a number of these were bespoke or prototype systems; this is particularly true of RFID, integrated circuit (IC) tag systems, and various communication protocols for wireless localization.

Systematic grey searches identified 21 wearable cameras [201-214], 78 RTLS tags [215-249], and 81 GPS devices [250-286]. By only including devices which are "ready to use," we sought to address the practicalities of deployment and limit the inclusion of bespoke technologies. Combined with the devices used within research papers to date, we identified a total of 263 devices. The history, principles of use, and the applications for GPS, RTLS, and wearable cameras will now be discussed in greater detail.

Global Positioning System
Originally developed by the United States Department of Defense, the GPS system consists of 24 satellites orbiting Earth. These satellites transmit signals to GPS receivers and are able to determine the location, direction, and speed of the receiver based on trilateration between three or more satellites [287]. Due to the original military application of GPS, a deliberate error was embedded into the system to reduce the risk of enemy forces using the system. This deliberate error was removed in the year 2000, thus making the system available to civilian users. The use of GPS has since proliferated into areas such as criminal offender tracking, vehicle tracking, and vehicle navigation. Such has been the widespread adoption of GPS, that the European Union is currently investing substantial amounts of money into its own satellite system to ensure it is not reliant on American satellites. Early GPS devices possessed limited battery life and memory capacity and form factors unsuitable for long periods of wear. Thus GPS devices were first used for sports applications before making their way into health research.

The earliest GPS study in a sporting domain was conducted in 1997 [132]. It was found from this initial evaluation that GPS could be used to assess human locomotion [132]. Following this early study, GPS has been used to assess movement characteristics in sports such as Australian football [66], orienteering [49], hockey [63], and rugby [72]. These studies have generally found GPS to be a suitable measure of movement parameters in sport, such as speed and distance. Physiological measures such as heart rate are often included alongside GPS to provide further data on the demands of a particular sport. These devices are often worn on the back via a custom-made vest and are, therefore, unlikely to be suitable for long-term wear. These sports studies, therefore, provide little insight into the applicability of GPS for assessing free-living physical activity.

The earliest study to use GPS to investigate free-living physical activity was conducted in 2005 [22]. The GPS units were found to provide valid and reliable measures of location when compared to a known geodetic point [22]. Following the validation of these units, a small pilot study examined the feasibility of integrating GPS, geographic information system (GIS), and accelerometer data. It was found that GPS and accelerometer data could be successfully integrated, with GPS data available for 67% of all MVPA time [22]. Accelerometer, GIS, and GPS data have since been successfully integrated in further studies to assess active commuting to school [16] and time spent outdoors after school [20].

In reviewing 24 studies which use GPS in physical activity research [288], GPS data loss was found to be highly correlated with device wear time (r= .81, P<.001). Common reasons for data loss include signal dropout, limited battery power, and poor protocol adherence [288]. Due to devices requiring a line of sight to the orbiting satellites, signal dropout can occur when this line of sight is broken. The necessity for GPS devices to have a line of sight to at least three orbiting satellites also results in GPS only receiving signal within certain indoor environments, such as a single-story building with a wooden roof or high-story building with large windows. Even under these circumstances, GPS is unable to determine room- or subroom-level indoor location. Participants are often required to remain stationary outside before commencing a journey to ensure that the GPS device can acquire satellite signal, failure to adhere to this can result in data loss.

While GPS can be used to successfully augment accelerometer measurement of physical activity, several shortcomings need to be addressed. There is currently no established approach to the analysis and interpretation of GPS data [287]. Guidelines and common data analysis programs for the capture and analysis of GPS data, such as the Personal Activity and Location Measurement System (PALMS), are therefore highly useful in standardizing approaches. Due to requiring a clear line of sight to orbiting satellites, GPS is most suitable for assessing outdoor location. However, up to 90% of our time is spent indoors [9,10]. The ability to assess where physical activity and sedentary time occur in an indoor environment would allow the formation of a more comprehensive behavioral profile which incorporates contextual information alongside accelerometry-measured intensity and duration.

Wireless Localization
Wireless localization technology has been commercialized under the umbrella term real-time locating systems. Used in health care [289] and warehouse environments, RTLS systems are able to assess the location of people or assets within an indoor environment. Many RTLS devices are commercially available (see Table 5 and Multimedia Appendix 2). All of these devices function on the principle of determining the location of a mobile component via the known location of fixed components, though the method of determining location and the type of fixed component vary between manufacturers. Interested readers are
referred elsewhere for detailed technological reviews of wireless localization [290-293].

The fixed components of RTLS systems also vary between RTLS manufacturers. Some manufacturers, such as AeroScout, require the installation of proprietary fixed reference points. Others, such as the Ekahau system, are able to utilize existing Wi-Fi points within buildings as fixed reference points and, therefore, do not require the installation of infrastructure. Several manufacturers also provide infrared (IR) location beacons for increased location accuracy in areas of poor signal strength. Hardware of the Ekahau RTLS system is shown in Figure 3.

The location of the mobile component of the RTLS system, worn by an individual or placed on equipment, is then relayed back to software supplied with the RTLS system. This software requires a floor plan of the environment being monitored; the location of the mobile component is then viewed on this floor plan or as an x and y coordinate. RTLS systems, therefore, function in much the same manner as GPS: providing x and y coordinates rather than longitude and latitude. The manufacturers of several RTLS systems suggest that their systems are capable of handling hundreds of mobile tags simultaneously. Manufacturers state that RTLS systems are generally accurate to within 2 to 3 meters.

However, RTLS systems are not without limitations. Due to their predominant use in the tracking of patients and equipment, many RTLS systems are configured for real-time monitoring and require slight modification to generate a log of coordinates for any later integration with other data streams. At present, RTLS systems are not being used in physical activity or sedentary behavior research; therefore, the feasibility of incorporating RTLS data with accelerometry is unknown. The RTLS software requires the manual setting of the scale of the floor plan and, therefore, introduces possible human error into the system.

Despite this, RTLS could potentially be used within physical activity and sedentary behavior research to answer a number of research questions which are currently assessed via self-report methods. For example, RTLS, alongside accelerometry, could provide location information to assess whether youngsters in a daycare center are more likely to be active when they are near equipment such as a sandbox or when they are near other active youngsters. Likewise, if researchers are undertaking a standing desk intervention to reduce sitting time, participants are currently often asked to self-report how much time they spend at their desk. The amount of time the participant spends at their desk may impact any possible reduction in sitting time due to the standing desk. With RTLS, researchers would be able to objectively determine the amount of time their participants were at their standing desk and thus determine the success, or otherwise, of the intervention with greater certainty.

Determining the indoor location of physical activity and sedentary behavior via RTLS may also be an important research finding in itself. For example, within an elderly care home environment, RTLS could be used to assess whether individual residents are more sedentary alone in their bedrooms or when mixing with other residents in communal areas. Depending on the findings, some residents may then be best suited to an individual intervention focusing on bedroom-based sedentary behavior while other residents may be more suited to a group intervention focusing on communal area sedentary behavior.
Wearable Cameras

Recent interest has accumulated in the use of wearable cameras in physical activity and sedentary behavior research, mirroring the growth of the life-logging and quantified-self communities. However, several of the wearable cameras identified in this review appear to have limited public health utility due to very short (e.g., 1.5 hours) of battery life. The most popular wearable camera in a research setting is the Microsoft SenseCam. Worn on a lanyard around the neck and containing sensors such as passive infrared, accelerometer, and gyroscope, this device automatically captures a first-person picture at a frequency of approximately 20 seconds. The device has a battery life of approximately 16 hours with sufficient memory capacity to store approximately 32,000 images [294]. From initial small-scale pilot studies, it appears that images generated from wearable cameras are a feasible means of assessing active travel behavior [144,294]. Wearable cameras, therefore, provide broader contextual information; however, they can also be used to infer location. Commercially available wearable cameras, such as the Autographer, also provide GPS coordinates alongside the photograph. Two of the most popular wearable cameras are shown in Figure 4.

Unlike pure location measurement technologies such as GPS and RTLS, wearable cameras are able to provide broader contextual information based on the generated images. For example, a succession of images may show a television set. From this, it could be identified that the participant is watching television. Likewise, a succession of images may show a group of people of a similar age to the participant which researchers may be able to classify as time spent with friends; this is important as an individual’s friends may play a role in shaping physical activity behaviors [295].

Despite the encouragement offered by these initial studies, significant ethical, privacy, and analytical issues remain. There is a possibility that participants may be wearing the device during situations in which they do not wish to be photographed. To overcome this, the device allows the user to turn off the device for several minutes should they require privacy. There is also the possibility that the device may take pictures of an individual that participants encounter who does not wish to be photographed. Linked to this is the possibility that individuals may be wearing the device in situations that are unsuitable for photography, such as dropping off or picking up children from school. In an effort to overcome some of these issues [296], an ethical framework has been proposed for the use of wearable cameras in research. The framework includes the issues of informed written consent from participants, privacy and confidentiality, nonmaleficence, and the autonomy of third parties [296].
Alongside these privacy issues is the issue of data analysis. Current data analysis methods are laborious, involving the manual trawling and coding of images. For long-term monitoring this may prove to be prohibitive in the adoption of wearable cameras. Pattern recognition algorithms to semiautomate this process are available from computer scientists; however, there is a need for these to be integrated into device software in a manner which is suitable for end users. Despite these issues, wearable cameras can be used to assess where behavior occurs both indoors and outdoors and may, therefore, be able to supplement GPS to provide a greater range of contextual information.

The preceding discussion of GPS, RTLS, and wearable cameras highlights the principles, limitations, and use in physical activity and sedentary behavior research of each of these three technologies. GPS is the dominant technology used within research to date to assess where physical activity and sedentary time occur. However, the development of RTLS and wearable cameras offers the possibility to incorporate these technologies alongside GPS and accelerometry to provide a more comprehensive behavioral profile which fully elucidates the context, intensity, and duration of the behavior. The present systematic review also identified several other location monitoring technologies, such as RFID and IC tags, that are less "ready to use" than the three main technologies discussed. While these technologies, particularly RFID, may have a substantial research base behind them, there appears to be no "off the shelf" complete system which is readily purchasable for location tracking.

The ability to assess where behavior occurs in an indoor environment may be particularly elucidating for sedentary time. With the ability to assess where sedentary behavior occurs at work (eg, in a meeting room or at a desk) and at home (eg, sofa, desk, or dining table), behavioral researchers would possess a more comprehensive profile of the context in which sedentary behavior occurs, which could further illuminate the most common modes of sedentary behavior.

It is also worth briefly considering available technologies which were not included in this systematic review, largely due to a lack of wearability. Bluetooth low energy (BLE) proximity systems have recently gained in popularity in certain applications. Many of these systems are primarily aimed toward retail applications for the purpose of proximity marketing. In this scenario, small BLE beacons are placed around a retail environment. The customer, as they are perusing the store with a BLE-enabled device such as a mobile phone, then receives targeted marketing and discount offers to their phone based on their proximity to the beacons. For example, when the customer is perusing the carbonated drinks aisle in a supermarket, an offer may be sent to their phone for a particular brand of drink. These systems offer the potential to install BLE beacons within an indoor environment and determine location based on proximity to the beacons.

Of particular note is the recent miniaturization of BLE beacons to the size of a sticker, so suitably small that it may unobtrusively be attached to items such as chairs, bicycles, and sports equipment. This novel "nearables" equipment offers the potential to assess the location and type of behavior.
Conclusions

This systematic review sought to identify tools which have been used or could be used to assess where physical activity and sedentary time occur. We identified 188 research papers, of which 119 used GPS and 23 used wearable cameras. A total of 76 location tracking devices or systems were used. Systematic Internet search engine searches found 21 wearable camera models, 78 RTLS tags, and 81 GPS devices. This gave a cumulative total of 263 location tracking devices or systems. GPS is the dominant form of location tracking used within physical activity research to date. While GPS is a valid measure of outdoor location, it is unable to be used within an indoor environment.

Recent developments in wearable cameras and RTLS systems have ensured that tools are now available which offer the potential to assess where physical activity and sedentary behaviors occur indoors. Thus, these tools can provide further contextual information, alongside GPS, when used in conjunction with measures of physical activity and sedentary behavior such as accelerometers. Issues and limitations of each technology were identified, including privacy, data analysis and interpretation, and common data processing methodologies. The integration of accelerometry, GPS, and a technology capable of assessing indoor location would provide researchers with the ability to assess the indoor and outdoor location of physical activity and sedentary behavior. Future research should, therefore, investigate the feasibility of incorporating these technologies, with particular reference to the wearability of the devices, the integration of data streams, and the generation of meaningful behavioral outcomes.
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Abstract

Background: Men continue to smoke in greater numbers than women; however, few interventions have been developed and tested to support men’s cessation. Men tend to rely on quitting strategies associated with stereotypical manliness, such as willpower, stoicism, and independence, but they may lack the self-efficacy skills required to sustain a quit. In this paper, we describe the development of and reception to an interactive video drama (IVD) series, composed of 7 brief scenarios, to support and strengthen men’s smoking cessation efforts. The value of IVD in health promotion is predicated on the evidence that viewers engage with the material when they are presented characters with whom they can personally identify. The video dramatizes the challenges unfolding in the life of the main character, Nick, on the first day of his quit and models the skills necessary to embark upon a sustainable quit.

Objective: The objective was to describe men’s responses to the If I were Nick IVD series as part of a study of QuitNow Men, an innovative smoking cessation website designed for men. Specific objectives were to explore the resonance of the main character of the IVD series with end-users and explore men’s perceptions of the effectiveness of the IVD series for supporting their quit self-management.

Methods: Seven brief IVD scenarios were developed, filmed with a professional actor, and uploaded to a new online smoking cessation website, QuitNow Men. A sample of 117 men who smoked were recruited into the study and provided baseline data prior to access to the QuitNow Men website for a 6-month period. During this time, 47 men chose to view the IVDs. Their responses to questions about the IVDs were collected in online surveys at 3-month and 6-month time points and analyzed using descriptive statistics.

Results: The majority of participants indicated they related to the main character, Nick. Participants who “strongly agreed” they could relate to Nick perceived significantly higher levels of support from the IVDs than the “neutral” and “disagree” groups (P<.001, d=2.0, P<.001, d=3.1). The “agree” and “neutral” groups were significantly higher on rated support from the videos than the “disagree” (P<.001, d=2.2, P=.01, d=1.5). Participants’ perception of the main character was independent of participant age, education attainment, or previous quit attempts.
**Conclusions:** The findings suggest that IVD interventions may be an important addition to men’s smoking cessation programs. Given that the use of IVD scenarios in health promotion is in its infancy, the positive outcomes from this study signal the potential for IVD and warrant ongoing evaluation in smoking cessation and, more generally, men’s health promotion.

(J Med Internet Res 2015;17(8):e190) doi:10.2196/jmir.4491
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**Introduction**

**Background**

Health promotion and tobacco control efforts have resulted in a steady decline in the prevalence of cigarette smoking in Canada and the United States over the past 50 years; however, the highest rates of tobacco use continue to be among adult men, which far exceed population averages [1]. To address the high prevalence of smoking among men, novel gender-specific resources are needed [2,3]. Scholars in men’s health have argued that men prefer to self-manage their health, but at the same time, their health behaviors are strongly influenced by socially produced constructs of masculinity [4,5]. In terms of smoking cessation, men tend to rely on quitting strategies associated with stereotypical manliness, such as willpower, stoicism, and independence [6]. Although men often rely on willpower and a “cold turkey” approach to quit smoking [7], it is well established that this is one of the least effective means of smoking cessation [8]. Despite the availability of a range of smoking cessation programs, there are few programs tailored specifically for men [3]. However, emerging evidence related to men’s experiences and preferences with smoking cessation, along with established approaches to supporting behavior change, provide an important foundation for tailored interventions. For example, men’s preferences for self-managing their quit and making their own decisions about when and how to quit have been reported [9]. There is evidence that these gendered preferences can be supported and enhanced by the use of online information and communication technologies in men’s health promotion [10]. In addition, men’s interest in learning about others’ real-life cessation efforts as a way to develop effective plans for quitting and acquiring strategies that they might also use has been described [2]. Information to support anticipatory planning and skill building can raise self-efficacy and increase confidence and the ability to stop smoking. There is agreement that strengthening self-efficacy by garnering skills and confidence to respond to challenging situations, stressful events, and cravings is an important component in providing support for smoking cessation [11]. Tailoring supports for men’s anticipatory planning and skill building related to quitting could, therefore, provide important additions to cessation programs.

Interactive video drama (IVD) is an emergent media tool with potential for the field of smoking cessation interventions for men. The value of IVD is predicated on the evidence that viewers engage with, and are more influenced by, material when they are presented with a character with whom they personally identify. In a feasibility trial conducted in Northern Ireland, Lohan et al [12] developed and are testing a 4-week IVD program for sex education classes in 7 schools with the aim of reducing unintended teenage pregnancy. Based on observational data of over 700 young men, their video intervention is theorized to strengthen the intentions of male teens to avoid unplanned pregnancy by influencing the psychosocial variables involved in sexual behaviors and choices [12]. To date, IVDs have not been utilized or evaluated in smoking cessation programs.

The capacity for IVDs to incorporate multiple features that are important to men, and at the same time, promote anticipatory thinking and model skills associated with strong self-efficacy makes the approach a good fit to support men’s cessation efforts. The drama-based approach, characteristic of IVDs, offers an important way to engage men and maintain their interest by using men’s authentic voices to present challenging situations wherein the main character models change and effective problem solving—such as the decision to stop smoking and maintain a quit. IVDs also may be effective for men because of the motivational appeal of interactive resources, the popularity of videos with men, the high level of interest in learning about others’ “real life” experiences, and the desire by men to see where they stand in relation to choices made by other men. As part of a study to design and evaluate an online smoking cessation resource designed specifically for men, QuitNow Men [13], we developed an IVD series, *If I Were Nick*, as a resource to support men’s cessation efforts. This IVD series was included on the QuitNow Men website along with a broad array of interactive tools and tips for men interested in quitting smoking, such as a questionnaire to determine their level of nicotine dependence, a calculator to show the financial cost of smoking, expert information and motivational videos, strategies for quitting, and quizzes to test tobacco use knowledge. The IVD provided the opportunity to influence men’s beliefs about quitting through their identification with the central character and dramatized evidenced-based content to strengthen smoking cessation self-efficacy by prompting reflection on smoking triggers, encouraging planning and response strategies for stressors before they arise, and modeling how to incorporate these strategies into daily life to maximize a successful quit. In this paper, we describe the development of this IVD series and report findings related to the resonance of the main character of the IVD series with end-users, and men’s perceptions of the effectiveness of the IVDs for supporting their quit self-management.

**The Framework and Development of If I Were Nick**

The *If I Were Nick* videos were developed in accordance with the theoretical framework described in the work of Lohan et al [12] and Aventin et al [14] that blends social theory on gender norms and masculinity with cognitive learning theory and the...
theory of planned behavior, which have demonstrated that attitudes, perceived control, social context, and intentions influence behavior change [15,16]. A script was written and a story board developed by the team to illustrate high-risk situations that might happen to Nick, a construction worker, during the first day of a quit. Ideas for the high-risk situations were based on focus group data collected with men who smoke [2] and cues for smoking among male smokers that have been identified in the literature [17]. The role of Nick was performed by a professional actor who met the qualifications established by the research team to best engage the target audience: age 25-35 years, genuine and personable on camera, strong male voice, and good range of emotion. Seven scenarios were filmed, each scenario running about one minute. Following each scenario, two online questions prompted viewers to reflect and respond: “How would you feel if you were Nick in this situation?” and “How would you act in this situation in order to remain smoke free?” Viewers were presented with a multiple choice list of 4-6 answer options and asked to click on their selection. The questions were designed to promote anticipatory thinking around smoking cessation and encourage men to consider how they might respond when facing the challenges of quitting. After making their selection, the viewer was able to see how other men responded. Table 1 summarizes the IVD scenarios and reflective questions. Table 2 provides additional details for one scenario from the IVD series, entitled “Morning Routine”, including the response items for the self-reflective and action-oriented questions.

Table 1. Story development of the interactive video drama, If I Were Nick.

<table>
<thead>
<tr>
<th>Video scenario</th>
<th>High-risk quit situation</th>
<th>Self-reflective question</th>
<th>Action question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meet Nick (Multimedia Appendix 1)</td>
<td>At home, Nick tells us he is quitting smoking today and has tried many times in the past. He wants us to understand the experience through his eyes.</td>
<td>If I were Nick, how would I feel on the first day of my quit?</td>
<td>If I were Nick, what tactic would I choose?</td>
</tr>
<tr>
<td>Morning Routine (Multimedia Appendix 2)</td>
<td>A flashback in Nick’s mind shows us how the usual morning coffee with a cigarette is the first challenge of the day.</td>
<td>If I were Nick, how would I feel about changing my morning routine?</td>
<td>If I were Nick, what would I change?</td>
</tr>
<tr>
<td>On the Road (Multimedia Appendix 3)</td>
<td>Nick pulls into traffic on the way to work and is forced to wait at a red light, which causes him to fidget and feel anxious.</td>
<td>If I were Nick, how would I feel about being in my car without any smokes?</td>
<td>If I were Nick, how would I deal with cravings while driving?</td>
</tr>
<tr>
<td>I Need a Break (Multimedia Appendix 4)</td>
<td>On the job site, Nick is conflicted about taking a break with his co-workers, because they all smoke. He worries that if he tells his foreman he’s now a non-smoker, he won’t get as many breaks.</td>
<td>If I were Nick, how would I feel about telling my boss and fellow workers that I’ve quit smoking?</td>
<td>If I were Nick, what could I do at work to avoid temptation?</td>
</tr>
<tr>
<td>Out with the Guys (Multimedia Appendix 5)</td>
<td>Nick meets friends at the bar to have a beer and watch the hockey game after work. He’s concerned how his friends will respond to his decision to quit.</td>
<td>If I were Nick, what do I think my friends would say when I tell them I’ve quit smoking?</td>
<td>If I were Nick, how would I respond to pressure from my friends to smoke?</td>
</tr>
<tr>
<td>Stressed Out (Multimedia Appendix 6)</td>
<td>Nick enters a convenience store to buy milk and tries to navigate a stressful situation on the telephone while paying the cashier. The interaction rattles him and he notices cigarettes next to the checkout.</td>
<td>If I were Nick, how would I feel about not having a cigarette when I’m stressed?</td>
<td>If I were Nick, how would I stay smoke free in a stressful situation?</td>
</tr>
<tr>
<td>On Track (Multimedia Appendix 7)</td>
<td>Nick is lying on the couch thinking about the events of the day and what tomorrow will be like.</td>
<td>If I were Nick, how would I feel after my first quit day?</td>
<td>If I were Nick, how would I keep myself on track?</td>
</tr>
</tbody>
</table>

Table 2. Scenario #2 from If I Were Nick.

<table>
<thead>
<tr>
<th>Video segment</th>
<th>High-risk situation</th>
<th>Reflective question</th>
<th>Action question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning Routine (Multimedia Appendix 2)</td>
<td>A flashback in Nick’s mind shows us how the usual morning coffee with a cigarette is the first challenge of the day.</td>
<td>If I were Nick, how would I feel about changing my morning routine? (a) I’m proud that I’m making healthy choices for myself, (b) I’ll miss some things I enjoy but I’ll try new things, (c) I feel that I’m strong enough to give it a shot, (d) I’m on the fence about changing my routine, (e) I’m comfortable making changes to my normal routine.</td>
<td>If I were Nick, what would I change? (a) Change the order of my morning routine, (b) Try a different drink, brand of coffee or mug, (c) Move to a new place to drink coffee and eat breakfast, (d) Jump in the shower as soon as I wake up, (e) Do something active in the morning (walk the dog, lift weights at home, do push-ups, hit the gym).</td>
</tr>
</tbody>
</table>
Methods

Overview
The current study was conducted using an exploratory descriptive design and received approval from a university ethics review committee.

Sample
A convenience sample of men who smoked and were interested in quitting were recruited from across Canada using social media and online advertisements. A total of 117 men consented to participate, completed a baseline survey, and were provided access to an online smoking cessation resource, QuitNow Men [13]. As one of the resources on QuitNow Men [13], the streamed IVD series, If I Were Nick, was available under a tab labeled “Tactics & Tools”, as one of several resources to support smoking cessation.

The men were invited to use the website independently over a period of 6 months and could choose to use any or all of the resources available. Of the 117 men, 75 completed at least one of the follow-up surveys (response rate=64.1%), and 47 (62.7%) reported that they had viewed one or more of the IVD scenarios. These 47 men provided the data for this study.

Data Collection
All data collection was completed using an online survey platform at three time points: baseline, 3 months, and 6 months. Participants were provided with two reminders to complete each follow-up survey.

At baseline, demographics were measured including age, marital status, education, and employment as well as participant smoking behaviors. Men’s use of and responses to the IVDs were assessed in the follow-up surveys. A 3-point Likert scale question (“none”, “some”, “all”) was used to assess how many of the Nick video scenarios participants had watched. Participants were asked to respond to the statement “Nick was someone I could relate to” using a 5-point Likert response scale (“strongly disagree” to “strongly agree”). Four 5-point Likert scale questions (“strongly disagree” to “strongly agree”) were included to assess how well the videos supported participants’ self-management by providing them with cognitive and behavioral strategies. The questions were “The videos made me think about issues I hadn’t thought about before”, “As I watched Nick, I thought about how I needed to change my own smoking routines”, “The videos helped me prepare ahead for situations where I might be tempted to smoke”, and “The videos helped me realize that I can be as strong as Nick in staying quit”. These four items were then summed to create an IVD support score, rated from 4-20, which measured the degree of support the participants derived from viewing the videos. To assess whether the 4 items that were totaled formed a reliable score, Cronbach alpha was computed. The alpha for the four items was .827, indicating that the items formed a scale with good internal consistency. Finally, a 1-item, 5-point Likert scale (“very satisfied” to “very dissatisfied”) assessed participants’ satisfaction with the overall website (ie, “Overall, how satisfied were you with the QuitNow website?”).

Data Analyses
As men could complete a 3-month survey and a 6-month survey, a hierarchy was developed for data inclusion. If an individual increased the number of IVD scenarios they watched between the 3-month and 6-month time point (ie, “none” to “some,” or “some” to “all”), 6-month data were used. If there was no increase between time points, 3-month data were used, as it was deemed the videos would be more easily recalled at that time. Descriptive statistics were used to analyze the participants’ survey responses and analysis of variance (ANOVA) was used to examine the relationship between levels of relating to Nick and participants’ perceived support from the IVDs. Spearman rho statistic was calculated to assess possible relationships between levels of relating to Nick and participants’ overall website satisfaction. All analyses were conducted using SPSS version 22.

Results
At baseline, all participants were smokers who were interested in quitting. They smoked on average 14.2 cigarettes a day (SD 7.65) and had been smoking on average for 21.4 years (SD 11.4). Table 3 provides the demographic characteristics of the sample.
### Table 3. Participant demographics.

<table>
<thead>
<tr>
<th>Category</th>
<th>Mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>37.2 (10.3)</td>
</tr>
<tr>
<td><strong>Smoking behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Cigarettes smoked per day</td>
<td>14.2 (7.65)</td>
</tr>
<tr>
<td>Years smoking</td>
<td>21.4 (11.4)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married or common law</td>
<td>25 (53%)</td>
</tr>
<tr>
<td>Single</td>
<td>16 (34%)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>6 (13%)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Attended or completed university</td>
<td>27 (57%)</td>
</tr>
<tr>
<td>Completed high school</td>
<td>9 (19%)</td>
</tr>
<tr>
<td>Completed a non-university degree</td>
<td>8 (17%)</td>
</tr>
<tr>
<td>Not completed high school</td>
<td>3 (6%)</td>
</tr>
<tr>
<td><strong>Main activity</strong></td>
<td></td>
</tr>
<tr>
<td>Work for pay</td>
<td>34 (72%)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>5 (11%)</td>
</tr>
<tr>
<td>Going to school</td>
<td>4 (9%)</td>
</tr>
<tr>
<td>Recovering from illness or disability</td>
<td>3 (6%)</td>
</tr>
<tr>
<td>Caring for family</td>
<td>1 (2%)</td>
</tr>
</tbody>
</table>

#### Use of Website and Exposure to Interactive Video Dramas

During the 6-month time frame, participants reported that they accessed the website at least once and on average “4-6 times”. All of the IVDs were watched by 40% of these participants; the remainder stated they had watched “some” of the scenarios.

#### Responses to the Interactive Video Dramas

Responses to the statement, “Nick was someone I could relate to”, indicated that the majority of participants related to the character of Nick (strongly agree=17%, agree=40%). None indicated they “strongly disagreed”, and 6 men (13%) indicated they “disagreed” that Nick was someone with whom they could relate. The remaining men (30%) rated their relatability to Nick as “neutral”. The levels of relating to Nick did not significantly differ in terms of participants’ age ($P=.47$), number of previous quit attempts in the past two years ($P=.19$), or educational background ($P=.83$). However, the participants’ level of relating to Nick was positively correlated with their overall website satisfaction ($r_{45}=.63, P<.001$). The majority of participants, ranging from 52-72% of the men, “agreed” or “strongly agreed” with all four statements about IVD support. Responses to each statement are shown in Figure 1.

With a possible range of 4-20, the mean IVD support score was 10.5 (SD 2.89). A statistically significant difference was found among the four levels of relating to Nick compared with perceived support from the videos ($F_{3,43}=15.181, P<.001$). Figure 2 shows the mean IVD support score by level of relating to Nick. Post hoc Tukey HSD tests indicated that men who “strongly agreed” they could relate to Nick perceived significantly higher levels of support from the IVDs than those in the “neutral” and “disagree” groups ($P<.001, d=2.0, P<.001, d=3.1$). Those in the “agree” and “neutral” groups were significantly higher on rated support from the videos than the “disagree” group ($P<.001, d=2.2, P=.01, d=1.5$).
Discussion

Principal Findings

The current study focused on examining the IVDs as one component of a multipart gender-sensitive website designed to support men’s smoking cessation. IVDs are an innovative approach in men’s health promotion research [12], and the current study findings document the first application of IVDs in smoking cessation. More specifically, it is the first to target men who smoke. Results indicate that the IVDs included in the If I were Nick series were perceived as supportive by many men who were interested in reducing and quitting smoking.

The finding that only 47 of the 117 potential respondents viewed at least some of the IVDs may have been influenced by the placement of the IVDs on the QuitNow Men website [13]. The IVDs could not be directly accessed from the home page (If I...
were Nick was accessible only after clicking on the tab “Tactics & Tools”) and without a visual identifier on the home page may have been missed. However, it is encouraging that almost two-thirds of the men viewed at least some of the IVDs, and among those who viewed the IVDs, 40% viewed all 7 of the scenarios, providing an indication of the acceptability of this approach to men. The potential success of IVDs, as indicated by men’s uptake of and perceived support from them, affirms the need for ongoing evaluation of the effectiveness of IVDs as they relate to smoking cessation and, more generally, men’s health promotion.

Our finding that a majority of men related to Nick suggests that it may be important to ensure that the main IVD character is someone with whom the audience can identify. It appears, though, that the character may not need to perfectly mirror the demographics of the target audience. For instance, relatability was not associated with viewers’ age or previous quit attempts. It was especially noteworthy that the character’s employment as a construction worker did not mitigate identification with the character by middle class men working in the tertiary sector. These findings may suggest that men were connecting with the struggles of Nick and his reaction to the challenges that he faced, rather than demographic identity (eg, ethnicity, class, age, marital status). The modeling and permission of “other” men is also known to deeply influence the actions and non-actions of men in relation to their health [4]. Bearing both these points in mind, the resonance of Nick with end-users may flow from how, as well as what he does—rather than who he is perceived to be. It is possible that Nick’s workmanlike routine and its segmented connections to smoking resonated with the participants’ desire to feel more competent and prepared to execute a quit. As such, participants could have identified not only with Nick, but with his challenges around smoking cessation—amid being prompted to choose their own strategies. So while men’s identity has often been linked to their jobs or careers, identification with Nick and the quitting challenges represented in the IVDs were less likely to depend on alignments to the end-users’ employment status or specific job.

There were some men who did not relate with Nick. This could reflect a desire to “stand out from the herd”, and dis-identify with this “ordinary” man, or perhaps claim identities that counter and contrast some aspect of Nick (masculine representation, age, class, occupation, culture). The failure to identify with Nick might also reflect participants’ uncertainty about their readiness to quit—wherein they critiqued the IVD product or its utility rather than the process of quitting depicted therein. Future qualitative research might explore the variation in the men’s identification with Nick, as well as variation in response to Nick based on age difference, given the participants in this study were on average 37 years old.

Although information on the challenges faced while quitting smoking are widely available on the Internet, the men’s responses to If I were Nick point to the potential merit of the IVDs in presenting this information through peer dialogue and real-life situations. The IVDs were designed to promote the internal reflection of what men may think, feel, and do, in certain situations. Men often avoid discussing emotion as it is not considered “manly” or may be misconstrued as weakness. By providing the internal dialogue of a fellow man and his struggles, the IVDs are intended to normalize feelings that often go undiscussed among the male population. These emotions are further supported through seeing the responses of other men once they have identified and locked in their responses using the reflective questions.

The IVDs were also designed to empower the audience by assisting men in visualizing and preparing for the challenges of quitting and exposing them to the requisite skills needed to sustain their quit thereby boosting self-efficacy, a critical mediating influence on smoking cessation outcomes [18,19]. The findings from the current study indicated that preparing and planning strategies, and providing choices in the context of an IVD, hold potential for enabling men to action their interest in reducing or quitting smoking. The disaggregated day’s events, so typical of many men’s lives, may have prompted participants to deconstruct specific routines and rituals common to their everyday lives while prospectively planning what they might do in similar circumstances. In an online environment, a men’s IVD smoking cessation intervention also allows for that planning and strategy work to take place in an anonymous setting, free of experts, which may be perceived by men as taking action rather than receiving help—an approach in accord with masculine values.

There is much uncertainty about best practices for IVDs in health promotion, and in the specific context of men’s smoking cessation, clearly, there is much to learn. Beyond identifying (or not) with the central character (which could be remedied through technologies enabling end-users to select an avatar or choose from a range of characters or insert their own image to a vignette), the number and duration of the IVD scenarios might influence the uptake and “completion” of the series. Herein lies the need for future large, longitudinal, comparative research to better apprehend and predict what media and mechanisms might prevail within an ever changing “virtual” forum for men’s health promotion. Future research might also measure quit rates to assess the impact of IVDs on men’s smoking cessation.

Conclusions

IVDs are an exciting new approach to support men’s smoking cessation that provide the opportunity to combine emotional, social, cognitive, and behavioral aspects of quitting. A well-developed IVD can incorporate the principles of men’s health promotion, include multiple features that appeal to men and convey valuable smoking cessation tactics in an instructive yet empowering way. When men gain new information and believe they are skilled enough to apply it successfully, they are more likely to try and to succeed in quitting smoking. Given that the use of IVDs in health promotion is in its infancy, the positive outcomes from this study suggest the potential for IVDs and warrant moving forward in this area.
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Abstract

Background: There are currently over 1000 exercise apps for mobile devices on the market. These apps employ a range of features, from tracking exercise activity to providing motivational messages. However, virtually nothing is known about whether exercise apps improve exercise levels and health outcomes and, if so, the mechanisms of these effects.

Objective: Our aim was to examine whether the use of exercise apps is associated with increased levels of exercise and improved health outcomes. We also develop a framework within which to understand how exercise apps may affect health and test multiple models of possible mechanisms of action and boundary conditions of these relationships. Within this framework, app use may increase physical activity by influencing variables such as self-efficacy and may help to overcome exercise barriers, leading to improved health outcomes such as lower body mass index (BMI).

Methods: In this study, 726 participants with one of three backgrounds were surveyed about their use of exercise apps and health: (1) those who never used exercise apps, (2) those who used exercise apps but discontinued use, and (3) those who are currently using exercise apps. Participants were asked about their long-term levels of exercise and about their levels of exercise during the previous week with the International Physical Activity Questionnaire (IPAQ).

Results: Nearly three-quarters of current app users reported being more active compared to under half of non-users and past users. The IPAQ showed that current users had higher total leisure time metabolic equivalent of task (MET) expenditures (1169 METs), including walking and vigorous exercise, compared to those who stopped using their apps (612 METs) or who never used apps (577 METs). Importantly, physical activity levels in domains other than leisure time activity were similar across the groups. The results also showed that current users had lower BMI (25.16) than past users (26.8) and non-users (26.9) and that this association was mediated by exercise levels and self-efficacy. That relationship was also moderated by perceived barriers to exercise. Multiple serial mediation models were tested, which revealed that the association between app use and BMI is mediated by increased self-efficacy and increased exercise.

Conclusions: Exercise app users are more likely to exercise during their leisure time, compared to those who do not use exercise apps, essentially fulfilling the role that many of these apps were designed to accomplish. Data also suggest that one way that exercise apps may increase exercise levels and health outcomes such as BMI is by making it easier for users to overcome barriers to exercise, leading to increased self-efficacy. We discuss ways of improving the effectiveness of apps by incorporating theory-driven...
approaches. We conclude that exercise apps can be viewed as intervention delivery systems consisting of features that help users overcome specific barriers.

(J Med Internet Res 2015;17(8):e195) doi:10.2196/jmir.4142
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Introduction

Background
In recent years, the mobile apps market has seen a proliferation of medical and health apps [1-5]—apps whose purpose is to promote health and improve the delivery of health care. Of the wide variety of mobile health apps, exercise and fitness apps are the most popular, accounting for 39% of health-related apps [6].

Lack of exercise puts individuals at an increased risk of numerous chronic health conditions, including metabolic syndrome, cancer, depression, and osteoporosis [7]. It is well documented that sufficient exercise is critical for the promotion of long-term health, weight management, and improved management and prognosis of a variety of chronic illnesses, including a 35% reduction in cardiovascular mortality and a 33% reduction in all-cause mortality [8]. Despite the importance of physical activity, an alarming 30% of people throughout the world are physically inactive [9].

Because of their widespread use, exercise apps have the potential to dramatically improve health outcomes in the United States and around the world, and may thus play an increasingly important role in the public health effort to increase population-wide exercise levels. Empirical evidence is beginning to emerge that the use of exercise-related mobile health technology may be associated with increased exercise levels [10-18] (see [19] for review), and such devices are also beginning to be used in clinical settings [20]. However, the mechanisms by which exercise apps may impact behavior change and health outcomes have not been thoroughly explored.

Current Research
Exercise apps can be viewed as collections of features, each of which has the potential to target specific aspects of cognition, affect, and behavior. Features of exercise apps include providing feedback based on tracking user exercise activity, providing motivational messages, demonstrating the right way to exercise, setting and monitoring goals, incorporating social media, and helping users schedule their exercise program. There are currently over 1000 exercise apps for mobile devices on the market incorporating a myriad of combinations of specific features [6,21]. In this study, we explore how apps may impact behavior at a broad level, by focusing on two variables that are key predictors of physical activity: self-efficacy and barriers to exercise. Most broadly, app features may be conceptualized as targeting specific barriers. To the extent that an app may help an individual overcome specific barriers, it may be expected to increase self-efficacy, leading to increased exercise and, over time, improved health outcomes.

In this study, we test various models of how these variables may be influenced by app use and in turn may help promote increased levels of exercise and health. The models’ starting point is the well-established link between exercise and health outcomes. We use body mass index (BMI) as an indicator of health because of its known association with overall health outcomes [22] and its association with exercise levels [23]. We expect to replicate this latter association in this study, in that participants in our sample who report exercising more regularly are expected to have an overall lower BMI. Having replicated that link, we will explore ways that using an exercise app may be associated with changes in BMI, through the effects that app use has on increasing exercise. Specifically, we will test the hypothesis that the use of exercise apps will be associated with greater levels of exercise, which in turn will be associated with lower BMI.

We further predict that individuals who have a high number of barriers to exercise will exercise more when they use an exercise app compared to those who do not use an app. However, individuals who have relatively few barriers will be less likely to benefit from using an exercise-focused app. Figure 1 presents a model of relations between app use, barriers to exercise, exercise levels, and BMI. The model predicts that app use leads to increased exercise (Path 1) and that increased exercise leads to decreased BMI (Path 2). The model also predicts that the effect of app use on exercise (Path 1) will be moderated by barriers. In a separate model, we examine the effect of app use on self-efficacy. App users are expected to have higher self-efficacy, which will mediate exercise levels and in turn mediate BMI.
Figure 1. Model of relations between app use, exercise, and BMI, with barriers to exercise as the moderator.

## Methods

### Participants

A total of 726 participants completed the study; 54.9% (399/726) were male. The dropout rate was 7%. Participants were recruited through Amazon’s Mechanical Turk platform. Each participant was paid US $2.50 for completing the study. Participants’ ages ranged between 18 and 74 (mean 32.4, SD 11.1).

### Design

The study was posted on Amazon Mechanical Turk (MTurk) [24] where a link was made available to a survey, hosted on the Qualtrics website. Participants were asked about their use of exercise apps, and those answers resulted in their assignment to one of three groups: (1) those who never used an exercise app, (2) those who used an exercise app in the past but had since stopped, and (3) those currently using an exercise app. Exercise apps were defined as follows: “Have you ever used an exercise application on any device (iPhone, iPad or Android)? An exercise application is a downloadable App for a mobile device. It is intended to help you exercise (note, apps that help with diet but not exercise are not considered exercise apps).”

The participants who had used an exercise app either currently or in the past were asked questions pertaining to their app use and to the app itself, such as how long they used the app for, if they found it helpful, and what features the app has (eg, social features such as the ability to post results on Facebook, feedback structure, ability to input data). They were also asked to choose their app from a list of apps. In addition, each participant was asked to fill out measures that assessed their level of physical activity, their perceived barriers to and perceived benefits from exercise, their exercise self-efficacy, and self-reported weight and height. The three groups were then compared to see if using an exercise app was associated with our key outcomes, including BMI, frequency of exercise, metabolic equivalent of task (MET) levels, self-efficacy, and barriers to exercise.

The study with all surveys and questions can be found in Multimedia Appendix 1.

### Measures

**International Physical Activity Questionnaire**

Physical activity (PA) was assessed using the International Physical Activity Questionnaire—Long Form (IPAQ) [25]. The IPAQ is a survey that consists of 27 questions on the frequency and duration of PA during the last 7 days. The survey covers five separate domains: (1) job-related physical activity, (2) transportation-related PA such as biking or walking, (3) PA related to housework and gardening, (4) PA done during leisure time, and (5) time spent sitting. Within these activity domains, levels of activity intensity were estimated and assigned an MET: moderate PA=4 MET, vigorous PA=8 MET, walking=3.3 MET, sitting=1 MET. The IPAQ was scored by multiplying the frequency (days per week), duration (minutes per day), and the intensity (MET) of the activities performed, resulting in a MET minutes per week score.

**Exercise Benefits/Barriers Scale**

The Exercise Benefits/Barriers Scale (EBBS) [26] consists of 43 items with two subscales: one relating to perceived benefits to exercise (29 items) and one relating to perceived barriers of exercise (14 items). The scale has an overall internal reliability of .95, test-retest reliability of .85 [27], and predicts physical activity levels [28].

**Exercise Confidence Survey**

The Exercise Confidence Survey (ECS) is a 12-item scale that measures exercise self-efficacy [29], using a 5-point Likert scale. The scale has an alpha reliability coefficient of .92, and it significantly predicts self-reported activity [30].

**Assessment of Long-Term Exercise Frequency**

The IPAQ is limited to assessing activity during a 1-week interval. However, activity levels on any given week can be influenced by multiple factors such as illness, work and family commitments, holidays, and vacations. Therefore we included
a question to assess longer-term exercise patterns that asked participants, “On average, how often have you exercised over the last several months?” The available response options were (1) I don’t currently exercise, (2) I am exercising but infrequently (a few times a month at most), (3) I am exercising about once a week, (4) I exercise 2 to 3 times a week, and (5) I exercise more than 3 times a week. Responses 4 and 5 were labeled as “active”.

**Statistical Analyses**

**Moderation and Mediation Models**

Moderation and mediation models were computed utilizing PROCESS, a mediation and moderation software package [31]. The three app use groups were dummy coded [32], with non-users being the reference group against which current and past users were compared. Barriers to exercise were centered, and cross products of barriers to exercise and app use conditions were computed to produce the two interaction terms required to represent the interaction between the app use condition and barriers to exercise. Exercise frequency was then regressed onto the two contrast variables, with additional covariates included in the model being education level, age, and income.

**Mediation**

The three levels of app use were dummy coded as in the moderation analysis above. Each of the two dummy-coded variables was entered into the regression equation, with the other dummy-coded variable entered as a covariate, and age as an additional covariate in the model. To test this potential mediation effect, we followed the bootstrapping method, utilizing 5000 iterations [33]. The bootstrapping procedure tests the null hypothesis that the indirect path from the interaction term to the dependent variable via the mediator does not significantly differ from zero. If zero is not contained within the confidence intervals (CI) computed by the bootstrapping procedure, one can conclude that the indirect effect is indeed significantly different from zero at $P<.05$.

**Moderated Mediation**

Moderated mediation was modeled by entering the contrast between currently using and never used groups (contrast 1) as the predictor, barriers to exercise as the moderator, and BMI as the outcome variable. As described in [31], the contrast between past users and current users groups (contrast 2), the moderator, and the interaction between contrast 1 and the moderator, were entered as covariates. The index of moderated mediation [31] uses the bootstrapping method to test the null hypothesis that the indirect path from the interaction term to the dependent variable via the mediator does not significantly differ from zero.

**Descriptive Statistics**

Significant age differences in app use were observed. Specifically, participants who were older than 35 years were more likely to have never used an exercise app. Because exercise levels, BMI, and other outcome variables in this study such as attitudes toward exercise and perceived barriers can all differ based on age, we used two separate approaches in controlling for age: (1) exclude participants older than 35 and (2) covarying out the effect of age.

For the purposes of presenting the results descriptively (and the corresponding chi-square tests of independence), we excluded participants older than 35. The purpose of these analyses is to establish the percentage of participants in each app use condition who exercise regularly. Thus, for these analyses, rather than covarying out age, we included only the participants who were younger than 36.

A total barriers score was computed by summing items across all of the barriers examined by the scale. For the purposes of presenting the results descriptively, we dichotomized the barriers scale into high and low barriers individuals, based on the mean of the total barriers score.

For mediation and moderation modeling, all participants, including those above 35, were included in the analyses, and age was entered as a covariate in all models.

**Results**

**Demographic Characteristics of the Sample**

Nearly two-thirds of participants (464/726, 63.8%) reported never having used an exercise app (non-users), 15.8% (115/726) reported having used an app in the past but stopping (past users), and 20.2% (147/726) reported using an exercise app currently (current users). Non-users (NU) were older on average (34.3 years old) than past users (PU) (29.1 years old) and current users (CU) (28.1 years old): $F_{2,721}=20.4, P<.001$. Sheffe-corrected post-hoc comparisons showed that current and past users did not differ in age from each other ($P>.9$) but both were significantly younger than non-users ($P<.001$). There were also differences in BMI between the three groups (NU=26.9, PU=26.7, CU=25.2), $F_{2,721}=4.3, P=.014$.

**Internal Consistency of Assessment Measures**

Table 1 presents zero-order correlations between measures used in this study, which reveal both expected and internally consistent patterns of associations. Participants who reported a lot of barriers to exercise were less active on all measures, had lower self-efficacy, and higher BMI. Self-efficacy was positively correlated with all measures of physical activity, and negatively correlated with BMI. BMI was negatively correlated with length of app use (in weeks) for the current users group ($r_{14e}=+.19, P<.05$), but not for the past users group ($r_{114}=.05, P=.55$).

Exercise frequency (EF) was revealed to be correlated with activity levels as measured by the IPAQ ($r_{724}=.32$ between EF and Total Leisure MET, $P<.001$), thus establishing the convergent validity of the long-term exercise frequency measure. People generally exercise during their leisure times. Thus, exercise levels should correlate strongly with vigorous leisure time activity. Consistent with this approach, exercise frequency was correlated with vigorous leisure MET levels and with total leisure MET levels. However, EF was less strongly correlated with moderate leisure MET levels, and not at all with work MET levels.

Exercise frequency was also correlated with barriers, self-efficacy, and BMI. Although both the exercise frequency and IPAQ measures were significantly correlated with
self-efficacy, barriers, and BMI, exercise frequency was more strongly correlated with these measures than the IPAQ. This is likely due to the IPAQ’s exclusive focus on activities during a single week. Because exercise frequency appears to be a more reliable measure of long-term exercise patterns, we use exercise frequency as the outcome variable in our mediation and moderation models. Since the IPAQ can provide insight as to which areas of daily life are likely to be impacted by exercise apps, in subsequent analyses the IPAQ is used to supplement the exercise frequency measure of activity.

Table 1. Zero-order correlations for the total sample (zero-order correlations between all outcome measures, mediators, and moderators).

<table>
<thead>
<tr>
<th>Measures</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercise frequency (1)</td>
<td>–</td>
<td>.32&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.34&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.22&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.01</td>
<td>-.51&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.53&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-.19&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total leisure MET (2)</td>
<td>–</td>
<td>.93&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.65&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.14&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-.2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.08&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Vigorous leisure MET (3)</td>
<td>–</td>
<td>.46&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.09</td>
<td>-.22&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.28&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-.1&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate leisure MET (4)</td>
<td>–</td>
<td>.15&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-.1&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.18&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work MET (5)</td>
<td>–</td>
<td>-.01</td>
<td>.19&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barriers scale (6)</td>
<td>–</td>
<td>-.53&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.27&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy scale (7)</td>
<td>–</td>
<td>-.14&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (8)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Numbers in parentheses correspond to column numbers.
<sup>b</sup>Indicates a significant correlation at the P<.001 level.
<sup>c</sup>Indicates a significant correlation at the P<.05 level.

Exercise Differences Between App Use Conditions

In the analyses below, we examine whether the use of exercise apps is associated with increased activity levels. As discussed above, for this analysis only participants below age 35 were included. Thus, for the descriptive statistics presented in Tables 2 and 3, all participants were below age 35. These participants did not differ with respect to age: F<sub>2,496</sub>=1.6, P=.2.

In the first analysis, we use exercise frequency as the outcome variable. For this analysis, we considered individuals who reported exercising two or more times a week as active. Overall, current users were more likely to be active (73%) compared to non-users (45.8% active), and past users (46.1% active), χ<sup>2</sup>=30.6, P≤.001. Past users and non-users were not different from each other (see Table 2).

Table 2. Percent of active participants for three app use groups across two levels of barriers.<sup>a</sup>

<table>
<thead>
<tr>
<th>Active app users, %</th>
<th>P value</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-users</td>
<td>Past users</td>
<td>Current users</td>
<td>df</td>
<td>X&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>All subjects</td>
<td>45.8</td>
<td>46.1</td>
<td>73</td>
<td>2</td>
<td>30.6&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>High barriers</td>
<td>32.2</td>
<td>23.8</td>
<td>60</td>
<td>2</td>
<td>20.7&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Low barriers</td>
<td>68.7</td>
<td>72</td>
<td>84.1</td>
<td>2</td>
<td>7.2&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparisons of current app users, those who began using an app and then stopped, and those who never used an app on self-reported frequency of exercise. Exercise at a rate of twice per week was categorized as active.
<sup>b</sup>Indicates a significant χ<sup>2</sup> at the P<.001 level.
<sup>c</sup>Indicates a significant χ<sup>2</sup> at the P<.05 level.

We then examined the differences in activity levels across the three app use groups using the IPAQ. Differences in each activity domain were explored using a between-groups analysis of variance (ANOVA). One-tailed planned contrasts were used to compare the current users to non-users and past users, reflecting our a priori hypothesized effect of greater activity levels for the current users. Means, standard deviations, F, and P values for all analyses are presented in Table 3. Overall differences between groups were found for total leisure METs, vigorous leisure METs, and walk leisure METs. Moderate leisure METs were marginally significant. No significant differences in activity levels were found in any other activity domain, including total METs, work METs, transportation to work METs, or home/gardening METs. Planned contrasts further showed that current users had higher activity levels compared to non-users in all leisure subdomains. Current users had higher activity levels compared to past users in walk leisure, and total vigorous leisure METs but not moderate leisure METs. The non-users and past users were not different from each other in any of the leisure activity subdomains.
who exercise regularly. The results show that individuals with high barriers to exercise benefit more from using exercise apps, even among individuals who indicated that they are active (i.e., exercise at least 2 or 3 times a week). A 2 (high/low barriers) X 3 (non-users, past users, and current users) independent-groups ANOVA was then conducted, with Total Leisure MET as the dependent variable. Past users and non-users were not different from each other low barrier current app users were significantly more active than non-users. Critically, only the high barrier, but not the low barrier participants across all three conditions. Both high and low barrier current app users were significantly more active than non-users. Critically, only the high barrier, but not the low barrier participants across all three conditions. Both high and low barrier current app users were significantly more active than non-users. Critically, only the high barrier, but not the low barrier, current users were more active than past users. Past users and non-users were not different from each other independent of their high versus low barrier status. These results suggest that individuals with high barriers to exercise benefit more from using an exercise app, compared to individuals with low barriers to exercise.

One possible explanation for the finding that current app users exercise more than individuals who are not currently using an exercise app is that individuals who exercise more often may be more likely to buy exercise apps. Another possibility is that app use will be associated with more leisure time activity even among active participants who exercise on a regular basis. To examine this, in the next analysis we included only participants who had more barriers. The Johnson-Neyman bootstrapping technique further revealed that there were no one that resulted in significant moderation. The contrast between current users compared to non-users. The Johnson-Neyman bootstrapping technique was used to probe the effect of app use at each level of the continuous moderator (see [34], pp. 234-56). As shown in Figure 2, the association between app use and exercise increases with higher barriers levels. The Johnson-Neyman bootstrapping technique further revealed that a barriers score of 1.45 was the cut-off point below which app use was no longer associated with increased exercise among current users compared to non-users.

The contrast between current users and non-users was the only one that resulted in significant moderation. The contrast between past users and non-users was not significant (R² change due to the interaction=.0069, F₁,₇₂₁=6.8, P=.009). Specifically, app use was associated with higher levels of exercise for those participants who had more barriers. The Johnson-Neyman bootstrapping technique was used to probe the effect of app use at each level of the continuous moderator (see [34], pp. 234-56). As shown in Figure 2, the association between app use and exercise increases with higher barriers levels. The Johnson-Neyman bootstrapping technique further revealed that a barriers score of 1.45 was the cut-off point below which app use was no longer associated with increased exercise among current users compared to non-users.

Table 3. MET comparisons across app use groups.

<table>
<thead>
<tr>
<th></th>
<th>Mean (SD)</th>
<th>F b</th>
<th>P value</th>
<th>P value</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-users</td>
<td>Past users</td>
<td>Current users</td>
<td> </td>
<td> </td>
<td> </td>
</tr>
<tr>
<td>Total MET</td>
<td>3724 (4694)</td>
<td>2976 (4382)</td>
<td>4351 (5675)</td>
<td>2.1</td>
<td>.12</td>
<td>.04</td>
</tr>
<tr>
<td>Total Leisure MET</td>
<td>577 (1205)</td>
<td>612 (1518)</td>
<td>1169 (2088)</td>
<td>6.4</td>
<td>.002</td>
<td>.001</td>
</tr>
<tr>
<td>Vigorous Leisure MET</td>
<td>383 (896)</td>
<td>440 (1005)</td>
<td>730 (1439)</td>
<td>3.8</td>
<td>.02</td>
<td>.006</td>
</tr>
<tr>
<td>Walk Leisure MET</td>
<td>191 (395)</td>
<td>146 (521)</td>
<td>427 (729)</td>
<td>8</td>
<td>≤.001</td>
<td>≤.001</td>
</tr>
<tr>
<td>Moderate Leisure MET</td>
<td>77 (287)</td>
<td>105 (362)</td>
<td>162 (386)</td>
<td>2.6</td>
<td>.076</td>
<td>.024</td>
</tr>
<tr>
<td>Work MET</td>
<td>2976 (3435)</td>
<td>1796 (2378)</td>
<td>2564 (3160)</td>
<td>2.3</td>
<td>.1</td>
<td>.39</td>
</tr>
<tr>
<td>Transportation MET</td>
<td>564 (944)</td>
<td>524 (842)</td>
<td>633 (1130)</td>
<td>.277</td>
<td>.76</td>
<td>.56</td>
</tr>
<tr>
<td>House Work/ Gardening MET</td>
<td>1450 (2357)</td>
<td>1304 (2282)</td>
<td>1500 (2370)</td>
<td>.19</td>
<td>.83</td>
<td>.55</td>
</tr>
</tbody>
</table>

aComparisons of current app users, those who began using an app and then stopped, and those who never used an app on the IPAQ self-reported metabolic equivalent of task, across eight activity categories. MET values reflect estimated totals for 7 days prior to study participation.

bDegrees of freedom are 2 and 512 for all reported omnibus F tests.

Barriers to Exercise

In the next analysis, we examined how the use of exercise apps is associated with barriers to exercise. Percent of active participants, based on the exercise frequency measure in each of the three app groups, along with the omnibus chi-square, P values, and pairwise chi-square comparisons are presented in Table 2 separately for the high and low barriers groups. Low barrier participants were more likely to be active than high barrier participants across all three conditions. Both high and low barrier current app users were significantly more active than non-users. Critically, only the high barrier, but not the low barrier, current users were more active than past users. Past users and non-users were not different from each other independent of their high versus low barrier status. These results suggest that individuals with high barriers to exercise benefit more from using an exercise app, compared to individuals with low barriers to exercise.

Simple Moderation: Barriers as Moderators of Exercise

The analyses above suggest that there is an interaction between barriers and app use. To formally model this interaction, we carried out a moderation analysis with app use as a 3-level multi-categorical predictor (non-users, past users, and current users), barriers as the continuous moderator and exercise frequency as the outcome variable.

For all models below, all participants including those older than 35 were included in the analyses, with age as a covariate. The full model accounted for 29.7% of the variance in exercise frequency (F₆,₇₀₀=49.2, P<.001). The moderation analysis revealed that the association between app use and exercise levels was significantly moderated by barriers to exercise (R² change due to the interaction=.0069, F₁,₇₂₁=6.8, P=.009). Specifically, app use was associated with higher levels of exercise for those participants who had more barriers. The Johnson-Neyman bootstrapping technique was used to probe the effect of app use at each level of the continuous moderator. The contrast between current users vs past user was no longer associated with increased exercise among current users compared to non-users.

The contrast between current users and non-users was the only one that resulted in significant moderation. The contrast between past users and non-users was not significant (R² change due to the interaction=.0004, F₁,₇₂₁=3.637, P=.55). Most importantly, Johnson-Neyman bootstrapping illustrated that there were no significant changes in the association between app use and exercise levels at any level of the moderator.
Simple Mediation: Exercise as a Mediator of Body Mass Index

In the next model, we extended the hypothesized effect of app use from exercise to our measure of health status, represented by BMI. In this model (see Figure 3), exercise frequency was entered as a mediator between app use and BMI. The main goal of this mediation model was to test for (1) significant indirect effects of app use on BMI, through exercise levels and (2) to examine whether this indirect effect completely accounts for the association between app use and BMI (ie, no significant direct effect).

The weights for the paths in the model are presented in Figure 3. For the current users versus non-users contrast, the 95% confidence interval for the indirect effect ranged from -1.22 to -0.43, indicating that the indirect effect was significantly different from zero at the $P<.05$ level. For the direct effect on the other hand, the 95% confidence interval ranged from -1.47 to 1.15, indicating that the direct effect was not significant. These results show that the reason that app users have lower BMI compared to non-users is that app users exercise more. The lack of a significant direct effect further shows that exercise fully accounts for the BMI differences between current users and those who never used exercise apps.

For the past users versus non-users contrast, the 95% confidence interval for the indirect effect ranged from -0.25 to 0.29, indicating that the indirect effect was not significantly different from zero at the $P<.05$ level. The direct effect was likewise not significant, ranging from -1.14 to 1.48.
Moderated Mediation: Barriers Moderate the Mediating Effect of Exercise on Body Mass Index

Next, we combined the moderation and mediation models to test a moderated mediation model, in which barriers to exercise moderate the indirect path from app use to BMI through exercise frequency (see Figure 1 above). The moderated mediation model built on the previous analyses showed that (1) app use is associated with decreased BMI, (2) app use is associated with increased exercise frequency, (3) the association between app use and exercise frequency is moderated by barriers to exercise, and (4) that the association of app use and BMI is mediated by exercise levels. The results confirmed the indirect effect of app use on BMI through increased exercise was moderated by barriers to exercise (95% CI -.0821 to -.006).

Modeling Multiple Serial Mediation

The previous analyses established that (1) app use is associated with lower BMI, (2) app use is associated with higher levels of exercise, and (3) that app use is associated with BMI through increased exercise levels. In the next model, we added self-efficacy as an additional plausible mechanism between app use and exercise levels, to examine whether the mediation effect of exercise is itself mediated by self-efficacy. Self-efficacy was added to the model as an additional mediator, which was serial and preceded the exercise frequency mediator in the causal chain (Figure 4). The main goal of this mediation model was to test (1) for serial mediation of the association between app use and BMI, through self-efficacy and exercise levels, (2) whether self-efficacy mediates the effect directly without exercise in the model, (3) whether this indirect serial mediation effect completely accounts for the association between app use and BMI and (4) whether self-efficacy precedes or follows exercise in the causal chain between app use and BMI.

For the indirect effect of exercise on BMI through self-efficacy and exercise frequency, the 95% confidence interval ranged from -.46 to -.1, indicating that the indirect effect for serial mediation was significantly different from zero at the $P<.05$ level. For the direct effect on the other hand, the 95% confidence interval ranged from -1.87 to .6, indicating that the direct effect was not significant. Reversing the order of the self-efficacy and exercise frequency mediators resulted in non-significant indirect effects for both contrasts.

These results show that app use is associated with increased self-efficacy, which in turn mediates exercise levels, accounting for lower BMI among current app users compared to non-users. Importantly the indirect effect of self-efficacy in the absence of exercise in the model was not significant. This shows that self-efficacy by itself is not a mediator of BMI, but that self-efficacy’s mediation of BMI occurs through its mediation of exercise.

When the past users group was entered as the independent variable with the current users groups entered as a covariate, both the direct and indirect effect were not significant (direct
Discussion

Principal Findings

The goal of the current study was to examine whether individuals who use exercise apps exercise more than individuals who do not use such apps, and to identify plausible mechanisms by which the use of exercise apps may lead to increased levels of exercise and improved health outcomes. Current users of exercise apps were 27% more likely to self-report being active compared to participants who have either never used an exercise app or stopped using their apps. Increased activity among app users was specific to leisure time, including vigorous and moderate leisure activities, walking during leisure time, and total leisure time activities. Leisure time activity has been shown in exercise intervention studies to be the most important time for exercise. A meta-analysis of 127 studies showed that the most successful interventions are those that promote increased leisure time activity [35]. Leisure time activity, specifically, also has strong associations with health outcomes including reduced risk of dementia [36], metabolic syndrome [37], myocardial infarction [38], and death [39]. Importantly, no differences were found between current app users and non-users among other activity domains such as total MET or transportation to work. The lack of difference in overall activity shows that app users and non-users are not different in their overall activity profile, but differ specifically with regard to their leisure time exercise activities. These results show that mobile exercise app users use their leisure time in a more health-oriented way and suggest that mobile exercise apps may help users to increase their leisure time physical exercise activity levels.

Ideally, the three groups in this study represent a sequence of events in time. These results would provide insight as to what occurs when an individual transitions from not being an app user, to being an app user, and then to stopping their app use. Interpreted this way, these results indicate that using an app increases leisure exercise activity and leads to a reduction in BMI, and that stopping to use an app reverses these gains. However, the cross-sectional nature of this study precludes this interpretation. While our analyses utilized covariates such as age, income, and socioeconomic status, it is still possible that pre-existing differences such as interest in exercise can account for the differences between app adopters and non-adopters.

This interpretation is less likely to account for the differences observed between those app users who are currently using their app and those who are no longer using it. In particular, BMI among current users, but not among past users, was negatively correlated with how long they used their exercise app. This result is consistent with the interpretation that extended app use leads the user to exercise more consistently for extended time periods, which leads to reductions in BMI. However, it is still possible that higher interest in exercise, which may be more likely among individuals with lower BMI, can account for both the adoption of an app and the length of its use. It is thus still plausible that individuals who are more interested in exercise are more likely to seek out tools, such as exercise apps, which can help them to achieve their goals—but at the same time these individuals would be more likely to exercise even in the absence of such tools. In other words, app users may be natural “high exercisers”, who also have lower BMI.

To control for the potential bias in the disproportionally high number of high exercisers among current app users, we analyzed...
a subsample of participants who all reported to be active (i.e., exercise at least two times per week). In this subsample of participants, app users still had higher levels of leisure time activity compared to non-users. These analyses reduce the likelihood that pre-existing attitudes toward exercise are able to account for the differences between current app users and non-users that were observed in this study. The models presented in this study put additional significant constraints on the plausibility of this alternative explanation because it was the app users with the highest number of barriers who were more likely to benefit from using an app both in terms of increased exercise levels and decreased BMI. High barrier individuals are generally likely to exercise least, and it is specifically among these individuals that the strongest effects of app use were observed. Although the sum total of our results suggest that there may be a causal relationship between app use and health outcomes, as in any cross-sectional study the possibility of confounding always exists. Future studies that use experimental and longitudinal study designs will be able to shed more light on the effects described in this study.

Exercise interventions do not directly change behavior [40] but instead have their effect through intermediary variables referred to as mediators, and these effects are often bounded by moderators. To develop an understanding of the mechanisms that lead exercise app users to exercise more, and to explore the possible boundary conditions around these effects, we tested a number of mediation and moderation models. In the mediation models, the indirect effects provide insight as to the plausible mechanisms through which exercise apps, as interventions, may contribute to behavior change. We use the results of these models to develop a framework for understanding the effect of exercise apps as an exercise intervention of potentially high public health value and for contextualizing exercise apps within the framework of behavior change theories (see Figure 5).

**Figure 5.** Barrier-centered model of exercise apps as exercise behavior-change intervention delivery systems. In this model, an individual’s barriers are taken into account during the app design process (b) personality, stages of change, and theory-driven approaches are all used in tailoring sets of features (a) that will maximally help the individual overcome their barriers. The effectiveness of the features leads to increased exercise frequency either directly (d) or through increased self-efficacy (c, e), leading to improved health outcomes (f).

The Role of Barriers

While some people do not exercise due to a lack of interest and motivation, to a large degree lack of exercise is due to specific barriers that prevent people from exercising [41]. Barriers to exercise can be viewed as the common denominator and the overarching target that all exercise-focused interventions aim to address. For this reason, we chose barriers to exercise as the
starting point in our models. At the broadest level, our models predicted that the effectiveness of apps comes from their ability to help individuals overcome their barriers.

Barriers were found to be significant moderators of app use on exercise. Individuals who have relatively few barriers were found to be less likely to benefit from exercise apps, likely because their engagement in exercise activity is not hampered by barriers, and these individuals are thus less in need of an intervention. Individuals with relatively high levels of barriers on the other hand were most likely to benefit from using exercise apps—an effect that extended to their BMI.

Common barriers to exercise include lack of time, lack of access to exercise facilities, lack of enjoyment of exercise, and/or lack of energy to exercise [42]. For example, an individual may be highly motivated to jog on a regular basis but may be prevented from doing so due to their traveling schedule [43]. Being in a novel location on a regular basis may make it difficult to find appropriate locations for jogging and exercising, thus making participation in consistent physical activity less likely over time. Frequent travel is an objective exercise barrier, and to the extent that an exercise app can provide tools with which to overcome that barrier, it may help the user to exercise more. For example, an app that incorporates a global positioning system (GPS) feature that tracks the user’s location and informs the user about nearby places to run or exercise may be able to help that individual overcome that particular barrier. Apps that provide information or video tutorials on proper exercise techniques can help overcome knowledge barriers, and these apps may be especially useful in certain special-needs populations such as pregnant women or individuals with disabilities [44], where special exercise techniques are often required for increased safety. Another example of how apps can help users overcome specific barriers is by features that help to motivate a user to increase their physical activity levels. For example, gamification apps may be able to improve motivation by increasing overall enjoyment of running [45]. Apps can also improve motivation by incorporating motivational messages, especially if those messages are based on tracking individual performance.

Self-Efficacy

Exercise self-efficacy refers to a person’s confidence in their ability to engage in exercise [40]. Individuals who are more confident in their ability to exercise have been shown to be more physically active, and numerous studies have shown that belief in one’s ability to exercise is one of the best predictors of exercise performance. In a study of over 2500 people, self-efficacy was revealed to be the strongest predictor of vigorous exercise compared to 25 other predictors that were examined [46,47].

Self-efficacy both predicts and is predicted by exercise activity, and is likely to be in a causally reinforcing relationship with exercise [40]. At the cognitive level, interventions that are successful at increasing exercise levels also empower individuals to have confidence in their ability to follow an exercise regimen. This is consistent with two alternative views as to how the use of exercise apps may affect BMI through self-efficacy and exercise. One possibility is that app use increases self-efficacy, which increases exercise levels, leading to lower BMI. Another possibility is that app use increases exercise levels, which increase self-efficacy. Serial mediation allows for direct testing of these causal paths by changing the order of the serial mediators, because the predictor and outcome variable remain identical in the model and, thus, both models’ parameters can be compared directly [48].

Our results show that app use is associated with higher self-efficacy. Self-efficacy mediates the relationship between app use and exercise. Exercise in turn mediates the association between self-efficacy and BMI. Specifically, only the model in which self-efficacy was entered as the first mediator and exercise as the second mediator was significant, but not the model in which the exercise mediator preceded the self-efficacy mediator. Additionally, increased self-efficacy does not directly mediate reductions in BMI, but only through its mediation of increased exercise levels. These results show that self-efficacy is a central mechanism by which the use of exercise apps is associated with both exercise and health outcomes (BMI).

These results provide insight into the possible mechanisms through which apps, as interventions, may influence exercise and health. Self-efficacy interventions have been shown to causally improve exercise levels [49]. Additionally, self-efficacy is effective in helping individuals to overcome their barriers [50]. Increased levels of self-efficacy among app users may stem from the increased confidence the users obtain from using app features that help them overcome their barriers. To the extent that app use helps individuals to overcome their barriers, individuals’ self-confidence in their ability to consistently follow an exercise program will increase, and this increase in self-efficacy will be tied to increased exercise levels and positive health outcomes. In summary, our models show that individuals who use apps are more likely to exercise despite their barriers, which mediates increased self-efficacy and reduced BMI.

Exercise Apps and Public Health

Over the last 50 years, the United States population has seen a significant reduction in overall physical activity [51]. Decreased demand on manual labor in the workforce and changes in transportation patterns have contributed to a significant reduction in non-leisure activity levels. While leisure time physical activity has remained largely stable and may even have slightly increased, the net activity levels in the population continue to decrease dramatically [51]. Interventions that can help to at least partially reverse this trend can have an immense impact on overall population-wide health outcomes, and health care expenditures. To that end, the development of effective interventions for increasing overall activity levels are a key aim of public health exercise science and policy.

Mobile apps have a number of advantages over other intervention delivery systems such as Internet websites [52] for promoting physical activity. One advantage of exercise apps is their degree of customizability. An app can incorporate features that are specific for the needs of an individual and, for example, can take individualized data such as connecting to a user’s calendar to help schedule exercise sessions. Apps are also mobile and able to provide services on a virtually continuous basis. Because people keep mobile phones with them most of the day, apps can also track activity, monitor progress, and deliver
messages on an ongoing basis. The customizability, versatility, and portability of mobile apps make them ideal as potential intervention delivery systems.

The results presented in this study suggest that apps, as intervention delivery systems, have the potential to significantly improve population exercise levels and may thus have a significant impact on future public health outcomes. Within this framework, apps can be viewed as collections of features. Each feature targets specific barriers, and to the extent that a feature is successful at helping an individual overcome their barriers, it increases their self-efficacy with regard to that barrier and subsequently affects exercise behavior and health outcomes (see Figure 5).

While extant apps provide multiple features that appear to help users overcome their barriers, the effectiveness of exercise apps can be significantly improved by the utilization of individualized, theory-driven approaches (see Figure 5). There is wide recognition that the effectiveness of interventions is enhanced by the theories of behavior change [40]. Reviews of apps that are currently on the market however, reveal a profound lack of theory-driven and evidence-based approaches in app design. For example, in the Transtheoretical Model, barriers differ depending on the stages of change. Individuals in the preparation stage have more perceived barriers compared to those in the active stages. Further, in the active and maintenance stages, barriers that are associated with relapse are going to be of high importance. However, even the current top exercise apps currently do not have features aimed at relapse prevention [53], although such approaches are currently in development [19]. Additionally, apps should take personality differences into account, as personality traits such as conscientiousness, neuroticism, and extraversion are associated with exercise activity and with specific barriers [54,55]. For example, a low conscientiousness individual who is in the maintenance stage may be more likely to have a scheduling barrier. For this individual, features that address scheduling and incorporate reminders that utilize personalized calendar information, including holidays, appointments, and other commitments have the potential to deliver an individually tailored intervention that takes their needs into account. More research is needed in order to understand how best to incorporate theory into an individualized model of feature delivery. Overall, however, conceptualizing apps as interventions that deliver customizable, theory-driven, person-specific features for the purpose of overcoming barriers provides a helpful framework within which to approach the potential effectiveness of apps in future studies. More work needs to be done to ascertain how to best profile users on a regular basis in order to provide a more individualized feature delivery system and to maximize the match between features and their mode of presentation for each individual. This theory-driven individualized mode of feature presentation is likely to further improve the effectiveness of exercise apps.
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Abstract

Background: Physical activity (PA) improves many facets of health. Despite this, the majority of American adults are insufficiently active. Adults who visit a physician complaining of chest pain and related cardiovascular symptoms are often referred for further testing. However, when this testing does not reveal an underlying disease or pathology, patients typically receive no additional standard care services. A PA intervention delivered within the clinic setting may be an effective strategy for improving the health of this population at a time when they may be motivated to take preventive action.

Objective: Our aim was to determine the effectiveness of a tailored, computer-based, interactive personal action planning session to initiate PA among a group of sedentary cardiac patients following exercise treadmill testing (ETT).

Methods: This study was part of a larger 2x2 randomized controlled trial to determine the impact of environmental and social-cognitive intervention approaches on the initiation and maintenance of weekly PA for patients post ETT. Participants who were referred to an ETT center but had a negative-test (ie, stress tests results indicated no apparent cardiac issues) were randomized to one of four treatment arms: (1) increased environmental accessibility to PA resources via the provision of a free voucher to a fitness facility in close proximity to their home or workplace (ENV), (2) a tailored social cognitive intervention (SC) using a “5 As”-based (ask, advise, assess, assist, and arrange) personal action planning tool, (3) combined intervention of both ENV and SC approaches (COMBO), or (4) a matched contact nutrition control (CON). Each intervention was delivered using a computer-based interactive session. A general linear model for repeated measures was conducted with change in PA behavior from baseline to 1-month post interactive computer session as the primary outcome.

Results: Sedentary participants (n=452; 34.7% participation rate) without a gym membership (mean age 58.57 years; 59% female, 78% white, 12% black, 11% Hispanic) completed a baseline assessment and an interactive computer session. PA increased across the study sample ($F_{1,441}=30.03$, $P<.001$). However, a time by condition interaction ($F_{3,441}=8.33$, $P<.001$) followed by post hoc analyses indicated that SC participants exhibited a significant increase in weekly PA participation (mean 45.1, SD 10.2) compared to CON (mean -2.5, SD 10.8, $P=.004$) and ENV (mean 8.3, SD 8.1, $P<.05$). Additionally, COMBO participants exhibited...
a significant increase in weekly PA participation (mean 53.4, SD 8.9) compared to CON ($P<.001$) and ENV ($P=.003$) participants. There were no significant differences between ENV and CON or between SC and COMBO.

**Conclusions:** A brief, computer-based, interactive personal action planning session may be an effective tool to initiate PA within a health care setting, in particular as part of the ETT system.


(J Med Internet Res 2015;17(8):e206) doi:10.2196/jmir.3759
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**Introduction**

Physical inactivity is a known contributing factor to many negative health conditions including cardiovascular disease, obesity, cancer, and diabetes [1,2]. Regular physical activity (PA) leads to improved exercise capacity, improved heart rate, and reduces the risk of cardiovascular disease and mortality [3,4]. Despite this, less than one third of adults in the United States engage in a sufficient amount of leisure time PA according to the Healthy People 2020 guidelines [5]. Regular PA is recommended by the American College of Sport Medicine and the American Heart Association (AHA) as tertiary prevention for older adults who have been diagnosed with coronary heart disease (CHD) and hypertension [4,6].

As a result, both individual-level and environmental-level strategies have been used to promote PA behavior change [7-10]. Many of these strategies have used social cognitive theory as a theoretical basis to help predict and improve individual-level PA participation [7,11]. On the other hand, social ecological theories of PA claim that individual-level factors alone are not sufficient predictors of PA participation; instead, environmental accessibility also plays an important role [9,10]. While it is clear that different theoretical underpinnings help predict PA participation, it is unclear whether individual or environmental factors have a greater impact on short-term PA outcomes.

In addition to having a strong theoretical basis, the intervention setting also plays an important part on PA behavior change. A review of 73 studies commissioned by the US Preventive Task Force (USPTF) concluded that behavioral counseling by physicians and other health facility-based practitioners that includes PA is associated with improving indicators of cardiac health [12]. However, studies show that both patients and physicians reported that less than 50% of patients ever receive any PA counseling as part of their regular office visits [13-16]. This could be due to competing demands, lack of PA training and or knowledge by physicians, or time constraints within a busy health care practice. For these reasons, the feasibility of incorporating a PA intervention into the health care delivery system is challenging. Furthermore, a Cochrane review showed that tailored rather than general PA information is more likely to help patients engage in PA, but that tailored PA information coupled with information on outside exercise resources was more effective than brief physician counseling on PA alone [17].

Limited information is available on feasible approaches for delivering tailored, clinic-based PA counseling that includes resources for PA outside of the health care system. In Australia, Eakin et al have demonstrated that PA can be increased when health care settings use telephone-counseling approaches [18]. In the United States, the Activity Counseling Trial [19] used a combination of physician advice and onsite health educators with the telephone support to successfully improve cardiorespiratory fitness among women with no improvement reported among men. However, these approaches have not been translated to clinical settings in the United States and are still resource intensive for delivery across a population of patients.

On the other hand, technology-based approaches have the potential to enhance feasibility and dissemination of this type of clinic-based PA intervention [20]. Technology-based interventions allow for rapid dissemination of health messages using one or more forms such as computer/Internet, smart phone apps, text messaging, and interactive voice response [21,22]. Technology-based interventions are a resource-efficient and affordable delivery method that enables individual tailoring and adaptation, frequent assessment, automated treatment delivery, and the potential to reach large samples [21-24]. Interactive computer sessions have been used to target nutrition and PA knowledge, dietary patterns, PA participation, and exercise self-efficacy in various settings [25-29].

Early evidence for the effectiveness of tailored technology-based PA programs was mixed [30-32], but more recent research suggests that eHealth interventions have a significant positive impact on PA participation and quality of life, and they improve maintenance of health behavior change [22,29,33-35]. Many eHealth studies have faced methodological challenges including accessibility of mobile devices such as smartphones, high attrition, and self-reported measurement [22,30,31,34]. However, Mounton and Cloes found that, compared to a Web-based intervention, a center-based PA intervention was superior for improving PA participation, but the Web-based intervention was more beneficial for increasing health education [36]. Moreover, Compernolle et al found that a tailored, Web-based PA intervention was most effective for participants who were insufficiently active at baseline [33]. Together, this evidence suggests that eHealth interventions have the potential to lead to effective health behavior change using tailored messages delivered through resource-efficient platforms. Although the USPTF review found improvements in some measures of cardiovascular health following clinician-based PA counseling [12], there continues to be a need for additional development and testing.
of feasible low-dosage PA interventions within health care delivery systems.

Exercise treadmill testing (ETT) is often one of the first diagnostic procedures performed on patients who present to their physicians with chest pain [37]. For those patients with positive test results, standard practice care follows, which includes consultations with cardiac specialists, intensive risk factor management, and careful clinical follow-up. For those patients with negative test results, there are no additional standard care services provided and often they are sent home with advice to monitor their dietary intake and exercise more. These patients may develop a perception of low risk of future cardiac events; however, these cardiac patients remain at a higher risk of mortality when compared to the general population [38]. A PA intervention delivered within the clinical setting may be an effective strategy for improving the health of this population at a time when they may be motivated to take preventive action.

The current study fills these gaps by testing the impact of a clinic-based, tailored, interactive computer session on PA participation using individual and environmental strategies. Most of the previous studies examined were not developed and integrated as part of the health care delivery system [12,30-32,39], particularly the ETT system, which presents an optimal opportunity for PA counseling for a high-risk population. This study used an integrated research-practice systems-based approach [40] and sought to incorporate the USPTF recommendation following negative ETT by developing and testing a low- to medium-intensity, theory-based, tailored PA intervention, delivered within the health care system.

The purpose of this study was to determine the effectiveness of a tailored, computer-based interactive personal action planning session to initiate PA among a group of sedentary patients. It was hypothesized that compared to controls, patients who completed the computer-based interactive personal action planning session, or received a voucher for a local fitness facility, or received both would significantly increase PA participation.

**Methods**

**Design**

This paper presents physical activity initiation information as part of a larger trial—CardiACTION, a 2x2 randomized controlled trial to test the efficacy of three PA interventions compared to a matched contact control group [41]. Participants were randomly assigned to one of four treatment arms: (1) increased environmental accessibility to PA resources (ENV), (2) a tailored, social cognitive PA intervention operationalized using the “5 As” (ask, advise, assess, assist, and arrange) (SC) [18,31,34], (3) combined PA intervention of both ENV and SC approaches (COMBO), or (4) a matched contact nutrition control (CON). For the larger trial, we powered our study to detect statistically significant changes in minutes of moderate to vigorous intensity PA at 6 months between conditions. For a more conservative estimate of the appropriate sample size, a Bonferroni correction was used by dividing alpha by the number of comparisons necessary with the 2x2 design. As such, to detect a 90-minute difference between conditions with a power of 95% and an alpha of .0083, a total of 93 participants per group were needed.

**Participants**

Adults age 18 and over were recruited to the CardiACTION trial between April 2004 and April 2006 during an outpatient health care visit in which they completed an ETT. All patients were referred to a cardiac stress test by their primary care physician for diagnosis following symptoms related to cardiovascular disease (eg, heart palpitations, shortness of breath, chest pain) in an integrated health care system in the United States. The inclusion criteria for this study were (1) no chest pains and a normal electrocardiogram during the treadmill stress test and (2) currently physically inactive or insufficiently active (<150 moderate intensity PA/week). Patients were excluded from the study if they were younger than 18 years of age, (2) had no access to a telephone, (3) were not able to read or understand English, (4) had a contraindication to PA identified during stress testing, and (5) already had a membership to a recreation center.

A total of 4097 patients completed ETT during the study recruitment period and 1300 participants met eligibility criteria (31.73%). The majority of patients were excluded because they reported sufficient PA (1507/4097, 36.78%), had a positive ETT (631/4097, 15.40%), had a gym membership (243/4097, 5.93%), were not able to read or understand English (138/4097, 3.37%), or had a contraindication to PA identified during stress testing (1214097, 2.95%). Finally, a total of 157 patients were not approached for participation. Of those eligible who declined to participate (n=484), the most common reasons cited for declining included not being interested (n=314), being too busy (n=201), or not wanting to participate in research (n=119). A total of 452 patients (34.7% of eligible patients) completed a written informed consent, baseline assessments, and were enrolled in the study. Those eligible who enrolled in the study were more likely to be female (59.9% vs 47.0%) and African American (12.6% vs. 7.1%) when compared to those eligible who declined participation. There were no differences based on ethnicity, age, or PA between those who agreed and those who declined participation. Those enrolled were then randomly assigned to one of the four interventions: ENV, SC, COMBO, or CON. Group assignment was stratified based on gender (40% female) and abnormal heart rate recovery results (33% abnormal) according to a randomized table created by the study statistician. Trained research assistants opened a pre-determined envelope with group assignment upon completion of all baseline measurements. To reduce potential bias, research assistants were blinded to the contents of the envelope.

**Procedures**

All patients who met preliminary eligibility criteria were informed of the CardiACTION study by an exercise physiologist at the completion of the ETT. Those who showed interest in the study were referred to an onsite research assistant who explained the study in detail and conducted a short screening to determine eligibility. Patients eligible to participate in the study completed the informed consent process and a computer-based survey. A subsequent study visit at the treadmill center was then scheduled.
for 10 days after initial recruitment to complete the randomization process and initiate the study intervention. During the 10-day follow-up visit, all participants were randomized to one of the four interventions after completion of all baseline assessments and subsequently completed an interactive computer session specific to their intervention arm. All participants, regardless of condition, were matched on contact frequency and type. Specifically, following the computer interactive session, all participants received 3 interactive voice response (IVR) support calls and 3 tailored newsletters at 1, 3, and 5 months post randomization (see [41] for details). ENV group participants’ computer interactive session included an interactive geographic information system (GIS) interface that allowed participants to select a free 12-month voucher to a fitness facility in close proximity to their home or workplace or the path in between home and work. SC group participants’ session included personal action planning to improve self- and response-efficacy as well as personal goals for PA. COMBO group participants’ session included both the ENV and SC components. CON group participants’ session targeted goals and personal action planning strategies for healthy eating.

The interactive computer session, its components, development and theoretical underpinnings, and all subsequent intervention components have been described elsewhere [41]. Briefly, the interactive computer session allowed the use of audio information, visual graphics, text, video, and the use of familiar models and locations. Videos for all four arms took approximately 20 minutes to complete and were filmed in the clinic’s treadmill center and featured the clinic’s Chief of Cardiology. The SC, ENV, and COMBO interventions began with an opening message about the importance of PA to achieving good health, while the CON intervention focused on the importance of healthy eating.

Following the opening message, participants in the SC and COMBO group proceeded through an interactive action planning session based on the 5 As [42]. The session included an assessment of the patient’s PA level and motives for increasing PA and provided advice on the recommended level of PA. The interactive computer program then provided a range of minutes of PA that would be an appropriate starting point for the patient and used a collaborative goal setting process to agree on a goal for the upcoming month. Finally, the interactive session included assisting the patients with PA barrier identification and strategies to overcome barriers, followed by arranging for follow-up with an automated telephone counseling call 1 month later [42]. The CON group followed the same process with a focus on healthy eating (ie, personal action plan to increase fruit and vegetable consumption and decrease fat intake). The ENV group participants proceeded through a mapping tool (GIS) designed to help them identify fitness facilities close to their homes and/or work. Participants were able to look at facilities by location and amenities available. At the end of the session, participants in the ENV group printed their free 12-month membership voucher to their facility of choice. The COMBO group completed the GIS mapping tool after completing a personal action plan using the 5 As, as described above.

One month after the completion of the interactive computer session, all participants received a follow-up interactive voice response (IVR) automated telephone call. The IVR system pulled individual information (ie, PA and eating behavior, goals, strategies, and barriers selected) directly from the CD-ROM session and called participants at designated times on multiple days over a week to increase the likelihood of participant completion. All participants completed a PA assessment as part of the IVR follow-up. The study design and protocol was approved by the Kaiser Permanente Colorado Institutional Review Board and is registered (NCT00432133).

Measures

Physical activity was defined as the total minutes of moderate and vigorous PA performed each week, measured using PA participation questions from the Centers for Disease Control and Prevention Behavioral Risk Factor Surveillance Survey [43]. This measurement tool has shown validity and reliability in determining respondent PA levels [44,45]. This tool requires participants to respond to a series of questions regarding PA intensity (light, moderate, and vigorous), frequency (number of days per week), and duration (number of minutes per day) in a typical week. The PA measure was integrated into the computer interactive session as well as the IVR follow-up call. These responses were used to calculate total weekly minutes of moderate and vigorous PA and the percentage of study participants meeting current recommendations for 150 minutes or more of moderate and vigorous PA per week.

Statistical Analysis

Statistical analysis (IBM SPSS v21.0) included descriptive statistics of sex, age, race, ethnicity, and baseline minutes of moderate and vigorous physical activity. Chi-square and independent t tests were conducted to determine if any of the groups differed on baseline characteristics (Table 1). A general linear model for repeated measures analysis was conducted using a within-subjects factor of time (baseline and 1-month follow-up), between-subjects factor of group (ENV, SC, COMBO, and CON), and change in weekly PA minutes between baseline and 1-month as the primary dependent variable. Post hoc analyses were conducted to investigate any significant effects found with alpha set at .05.

Additionally, the percentage of all participants currently meeting public health recommendations for aerobic exercise at 1-month follow-up was calculated by group. A dichotomous variable was developed to indicate whether participants were meeting public health recommendations of 150 minutes moderate to vigorous PA per week. Logistic regression models were conducted to determine if study group had a significant impact on attainment of PA public health recommendations.

Finally, we used intention-to-treat (ITT) analysis to include all participants with non-missing baseline outcome measurements (7 participants had missing baseline values). For those participants with missing 1-month follow-up PA measurement (37/452, 8.18%), we replaced the missing 1-month data with their baseline value following the Last Observation Carried Forward approach. We also conducted subgroup analysis including only those participants who cashed their vouchers in the COMBO (67/125, 53.6%) and ENV (63/115, 54.78%)
groups, and our results remained unchanged. As such, we present the results of our final ITT analysis with 445 participants.

**Results**

**Participant Characteristics**

Figure 1 depicts the flow diagram of participants through the different stages of the study. In total, 452 cardiac patients were enrolled in the study and completed baseline assessments and the interactive computer session. The average age of the participants was 58.6 years (SD 9.6) and 59.9% were women. Over three-quarters of the sample was white and 12% and 10% of the sample were African American and Latino, respectively. At 1-month follow-up, 91.8% (415/452) of participants completed the automated phone calls and provided data included in the analysis. Although the remaining 8.2% (37/452) of participants did not complete the 1-month follow-up IVR call, no participants had actively withdrawn from the study. Participants who were randomized to the SC group ($F_{1,3}=5.254$, $P<.001$; SC=83%, ENV=96.5%, COMBO=92.8%, CON=94.3%) were significantly less likely to complete the 1-month IVR follow-up than their counterparts. No significant differences in non-completion were found among the other groups. Furthermore, there were no significant differences in 1-month IVR call completion by sex, education, race, ethnicity, marital status, income, employment, age, and weekly PA participation, both within and between groups. Baseline characteristics for all study participants are shown on Table 1. Baseline measurements did not differ significantly between the four intervention groups.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Environmental (n=115)</th>
<th>Social cognitive (n=106)</th>
<th>Combination (n=125)</th>
<th>Control (n=106)</th>
<th>Overall (n=452)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>58.77 (9.49)</td>
<td>59.62 (9.48)</td>
<td>58.06 (10.12)</td>
<td>57.92 (9.55)</td>
<td>58.57 (9.67)</td>
</tr>
<tr>
<td>Female, %</td>
<td>53.9</td>
<td>61.3</td>
<td>60</td>
<td>62.3</td>
<td>59.3</td>
</tr>
<tr>
<td>Hispanic or Latino, %</td>
<td>9.6</td>
<td>11.4</td>
<td>12.1</td>
<td>12.3</td>
<td>11.4</td>
</tr>
<tr>
<td>High school or less, %</td>
<td>36</td>
<td>39</td>
<td>44.4</td>
<td>40.6</td>
<td>40.1</td>
</tr>
<tr>
<td>Married, %</td>
<td>69.3</td>
<td>60</td>
<td>69.4</td>
<td>67</td>
<td>66.6</td>
</tr>
<tr>
<td>USD $30,000 or less, %</td>
<td>10.5</td>
<td>14.3</td>
<td>8.9</td>
<td>15.1</td>
<td>12</td>
</tr>
<tr>
<td>Employed full-time, %</td>
<td>66.7</td>
<td>67.6</td>
<td>67.7</td>
<td>64.2</td>
<td>66.6</td>
</tr>
<tr>
<td>Moderate and vigorous minutes of PA, mean (SD)</td>
<td>65.77 (65.3)</td>
<td>63.38 (78.2)</td>
<td>56.25 (66.72)</td>
<td>80.50 (89.1)</td>
<td>65.9 (75.1)</td>
</tr>
</tbody>
</table>

No significant differences between groups.

Figure 1. Flow diagram of participants’ progress through study.
Changes in Physical Activity: Weekly Minutes of Moderate and Vigorous Physical Activity

Table 2 shows that participants from three study groups (SC, ENV, and COMBO) increased their level of PA at 1 month follow-up, while participants from the CON group reported a small decrease. A repeated-measures analysis with all participants found a main effect for time indicating that PA increased across the study sample from baseline to follow-up \( (F_{3,441}=30.03, P<.001) \). A time by condition interaction \( (F_{3,441}=8.33, P<.001) \) followed by post hoc analyses indicated that SC participants exhibited a significant increase in weekly PA participation (mean 45.1, SD 10.2) compared to CON (mean -2.5, SD 10.8, \( P=.004 \)), and ENV (mean 8.3, SD 8.1, \( P<.05 \)). Additionally, COMBO participants exhibited a significant increase in weekly PA participation (mean 53.4, SD 8.9) compared to CON (mean -2.5, SD 10.8, \( P<.001 \)), and ENV (mean 8.3, SD 8.1, \( P=.003 \)) participants. There were no differences between ENV and CON or between SC and COMBO.

<table>
<thead>
<tr>
<th>Weekly minutes of moderate and vigorous PA</th>
<th>Environmental (n=113)</th>
<th>Social cognitive (n=105)</th>
<th>Combination (n=124)</th>
<th>Control (n=103)</th>
<th>Overall (n=445)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline, mean (SE)</td>
<td>65.76 (7.04)</td>
<td>63.38 (7.30)</td>
<td>56.25 (6.72)</td>
<td>80.49 (7.37)</td>
<td>66.47 (3.55)</td>
</tr>
<tr>
<td>1 month, mean (SE)</td>
<td>74.04 (8.37)</td>
<td>108.46 (8.69)</td>
<td>109.71 (7.99)</td>
<td>77.97 (8.77)</td>
<td>92.55 (4.23)</td>
</tr>
<tr>
<td>Difference</td>
<td>+8.28 (^a)</td>
<td>+45.08 (^b)</td>
<td>+53.46 (^c)</td>
<td>-2.52 (^{ab,c})</td>
<td>+26.07</td>
</tr>
<tr>
<td>Meet PA public health recommendations, 1 month, %</td>
<td>15.9</td>
<td>27.6 (^d)</td>
<td>29.0 (^d)</td>
<td>15.5</td>
<td>22.2</td>
</tr>
</tbody>
</table>

\(^a\)Denotes no difference between ENV and CON groups.
\(^b\)Denotes difference between SC and CON groups: \( P=.004 \).
\(^c\)Denotes difference between COMBO and CON groups: \( P<.001 \).
\(^d\)Significantly different from control group. \( \chi^2=10.343, P=.016 \).

Changes in Physical Activity: Meeting Physical Activity Public Health Recommendations

Table 2 depicts the percentage of participants in each study group who achieved public health recommendations. Since no participants met public health recommendations at baseline, these percentages represent total increase from baseline to 1-month follow-up. At 1-month follow-up, 15.9%, 27.6%, 29.0%, and 15.5% of the participants for the ENV, SC, COMBO, and CON groups, respectively, met the PA recommendations for aerobic activities. Chi-square test results indicate that SC and COMBO groups had significantly higher prevalence of meeting recommendations than CON group, \( \chi^2=10.343, P=.016 \), while ENV participants did not significantly differ from CON participants.

<table>
<thead>
<tr>
<th>Study group</th>
<th>( B )</th>
<th>SE</th>
<th>Wald</th>
<th>Sig.</th>
<th>OR</th>
<th>95% CI for exp. B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environmental (n=113)</td>
<td>.030</td>
<td>0.374</td>
<td>0.006</td>
<td>0.937</td>
<td>1.030</td>
<td>0.495-2.145</td>
</tr>
<tr>
<td>Social cognitive (n=105)</td>
<td>.730</td>
<td>0.349</td>
<td>4.380</td>
<td>0.036</td>
<td>2.075</td>
<td>1.047-4.110</td>
</tr>
<tr>
<td>Combination (n=124)</td>
<td>.800</td>
<td>0.336</td>
<td>5.650</td>
<td>0.017</td>
<td>2.224</td>
<td>1.151-4.301</td>
</tr>
</tbody>
</table>

Discussion

**Principal Findings**

This study sought to determine whether a brief, tailored, computer-based, interactive personal action planning session operationalized using the 5 As could initiate increased PA participation among a group of sedentary cardiac patients. We hypothesized that participants who completed the computer-based interactive personal action planning session would exhibit significant increases in PA participation compared to control participants. This hypothesis was supported. We found that participants assigned to the SC and COMBO study arms experienced significant increases in PA at 1 month compared to CON participants who decreased their PA participation. This is a particularly important finding given that the current evidence on the effectiveness of tailored, technology-based PA programs is mixed at best \([12,30-32]\). In fact, Becker et al suggested that it would be unreasonable to expect PA change from low-dosage...
interventions [46]. Our findings suggest the contrary, showing that a brief, low-dosage, tailored, computer-based interactive personal action planning session can in fact lead to PA behavior initiation among previously sedentary adults.

An ancillary aim of this study was to determine whether environmental or social-cognitive mechanisms to PA behavior change may impact PA initiation differentially. We found that participants who were exposed to the social-cognitive approach (SC and COMBO) exhibited significantly greater PA increases at 1 month compared to participants in the control group. On the other hand, participants who were exposed only to the environmental condition (ENV) showed no differences from the control condition. Together these findings suggest that a social cognitive approach to initiating PA may be a superior approach than only providing environmental access to PA through a complementary fitness facility membership.

Nevertheless, even though SC participants experienced the greatest increase in PA during the study period, participants in this arm also had a higher rate of non-completion of IVR calls. This was an unexpected but interesting finding. One explanation may be that non-completion was higher for SC participants due to the demand of the SC intervention relative to the ENV intervention. On the other hand, participants in the COMBO arm had a lower rate of non-completion even though they were also exposed to the SC content. Because the only intervention difference between the SC and COMBO arms was that the latter was exposed to the ENV content, an alternative explanation may be that the fitness facility access provided an incentive for participants to remain in the study and therefore increased the completion rate. These findings appear to suggest that while an individual approach may have a greater impact on PA initiation, environmental factors may also play a key role in the ongoing engagement of participants. As such, the combination of the environmental intervention with the personal action planning approach appears to lead to both increased rates of PA participation and better IVR completion rates overall.

Strengths and Limitations
This study was not without limitations. First, PA was measured using self-reported minutes of PA, leaving room for reporting error and/or bias. However, we suspect that participants may have provided more honest estimates of their PA participation since they were simply typing these numbers into the telephone keypad rather than reporting them directly to a research staff member, potentially reducing response bias [47,48]. In particular, self-administered questionnaires are thought to be completed in a more relaxed and honest manner without the pressure of an external interviewer [47]. Our IVR approach may have provided participants with a more relaxed experience without the presence of the interviewer and with the convenience of completing the questionnaire on their own time at a location of their choosing (participants were allowed to select dates and times for IVR completion that were the most convenient for them). Nevertheless, the effect sizes observed in the current study must be interpreted with caution given the inherent danger of overestimation of physical activity behavior when using self-report measures. Second, change in PA was reported over a relatively short timeframe of 1 month. Although we observed significant increases in PA at 1 month, it is unclear whether this increase in PA participation would be maintained over a longer period of time. Future studies should examine the impact of an interactive computer intervention on long-term PA participation.

One of the strengths of this study was the low resources-high reach mode of intervention delivery. The interactive computer approach allowed for a tailored intervention that required minimal resources for delivery within a health care setting. Furthermore, the IVR contact at 1 month was tailored based on the participant’s responses to the baseline interactive computer session and allowed for collection of additional data all while using minimal resources. Results from this study support the concept of a minimum intervention needed for change [49]. The interactive computer intervention used in this study was resource efficient and resulted in significant behavior change over a short period. As such, because of the feasibility of our interactive computer intervention delivered within the ETT system, this approach has potential for rapid and broad adoption and offers promise for integration within health care settings.

Conclusions
In general, our findings indicate that a social cognitive approach to PA behavior change may lead to a greater increase in PA than simply providing access to a fitness facility. However, this approach alone seemed to lead to higher IVR non-completion rates. While a single exposure to an interactive computer session was sufficient to lead to PA initiation, this approach together with providing access to a fitness facility appeared to be the best combination in order to initiate PA and increase IVR completion rates. These findings provide initial evidence that brief, low-dosage, tailored, interactive technology-based interventions to initiate PA can be feasibly delivered within the health care setting, in particular as part of the ETT system, and lead to increased PA among sedentary cardiac patients.
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- **ENV**: increased environmental accessibility to PA resources arm
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Abstract

Background: With continued increases in smartphone ownership, researchers and clinicians are investigating the use of this technology to enhance the management of chronic illnesses such as bipolar disorder (BD). Smartphones can be used to deliver interventions and psychoeducation, supplement treatment, and enhance therapeutic reach in BD, as apps are cost-effective, accessible, anonymous, and convenient. While the evidence-based development of BD apps is in its infancy, there has been an explosion of publicly available apps. However, the opportunity for mHealth to assist in the self-management of BD is only feasible if apps are of appropriate quality.

Objective: Our aim was to identify the types of apps currently available for BD in the Google Play and iOS stores and to assess their features and the quality of their content.

Methods: A systematic review framework was applied to the search, screening, and assessment of apps. We searched the Australian Google Play and iOS stores for English-language apps developed for people with BD. The comprehensiveness and quality of information was assessed against core psychoeducation principles and current BD treatment guidelines. Management tools were evaluated with reference to the best-practice resources for the specific area. General app features, and privacy and security were also assessed.

Results: Of the 571 apps identified, 82 were included in the review. Of these, 32 apps provided information and the remaining 50 were management tools including screening and assessment (n=10), symptom monitoring (n=35), community support (n=4), and treatment (n=1). Not even a quarter of apps (18/82, 22%) addressed privacy and security by providing a privacy policy. Overall, apps providing information covered a third (4/11, 36%) of the core psychoeducation principles and even fewer (2/13, 15%) best-practice guidelines. Only a third (10/32, 31%) cited their information source. Neither comprehensiveness of psychoeducation information ($r=-.11, P=.80$) nor adherence to best-practice guidelines ($r=-.02, P=.96$) were significantly correlated with average user ratings. Symptom monitoring apps generally failed to monitor critical information such as medication (20/35, 57%) and sleep (18/35, 51%), and the majority of self-assessment apps did not use validated screening measures (6/10, 60%).

Conclusions: In general, the content of currently available apps for BD is not in line with practice guidelines or established self-management principles. Apps also fail to provide important information to help users assess their quality, with most lacking source citation and a privacy policy. Therefore, both consumers and clinicians should exercise caution with app selection. While mHealth offers great opportunities for the development of quality evidence-based mobile interventions, new frameworks for mobile mental health research are needed to ensure the timely availability of evidence-based apps to the public.

(J Med Internet Res 2015;17(8):e198) doi:10.2196/jmir.4581
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mobile applications; bipolar disorder; review; telemedicine

Introduction
Symptom monitoring is a fundamental component of the self-management of bipolar disorder (BD) that benefits from being performed in real-time and under natural conditions [1]. With mobile phone penetration reaching 97% worldwide, and smartphones accounting for the majority of phone sales in 2014 [2], researchers and clinicians are investigating the use of smartphone technology to enhance the management of chronic illnesses such as BD. As smartphones are personal devices that are carried on the user, mobile apps are a perfect platform for self-management. Smartphones can also be used to deliver interventions and psychoeducation, supplement treatment, and enhance therapeutic reach in BD, as apps are cost-effective, accessible, anonymous, and convenient.

A study by Proudfoot et al [3] found that consumers hold positive attitudes towards evidence-based mental health apps, with 76% of survey responders indicating that they would be interested in using their smartphones for monitoring and self-management of mental health. This acceptability has also been shown in mobile programs for BD, with personal digital assistant [4,5] and short message service based interventions [1] proving effective and acceptable to consumers. Similar programs are now being developed for smartphones. For instance, Wenze et al [6] are developing an expanded smartphone version of their successful PDA-based “Increasing Adherence in Bipolar Disorder” intervention, which will incorporate psychoeducation and Cognitive Behavioral Therapy (CBT) sessions using smartphones alongside in-person treatment to address medication adherence. A smartphone app based on Interpersonal and Social Rhythms Therapy (IPSRT) augmented with objective data from phone sensors is also in production. This app, called “MoodRhythm”, aims to stabilize daily routines and rhythms to prevent episode-onset [7]. Also investigating the potential use of objective data along side self-report, the monitoring, treatment, and prediction of bipolar disorder episodes (MONARCA) study app attempts to validate objective indicators of affect change by investigating correlations with user-inputted and clinician mood ratings [8]. Additionally, Grünerbl et al [9] are investigating extending this research to enable the app to identify mood state changes based solely on objective sensor data. However, to our knowledge, there are currently no apps available for people with BD that have been subject to research evaluation to determine effectiveness.

Previous reviews have found that apps currently available to consumers for other health conditions are unlikely to be supported by research data, nor be developed with reference to evidence-based practice. For example, an investigation of the content of smoking cessation apps found that apps had low concordance with guidelines, with an average guideline adherence score of 7.8 out of a possible total of 60 [10]. Examining other chronic conditions with a strong self-management focus, a review of apps for asthma self-management determined that only 5% of those providing information were comprehensive, while 44% made recommendations that were not in line with treatment guidelines [11]. Similarly, a review of apps for human immunodeficiency virus / sexually transmitted disease prevention and care found that only 11% of assessed apps covered all literature-driven prevention areas [12]. Moreover, Donker et al [13] performed a systematic review of apps for mental health and noted the striking disparity between the number of apps available and the number of scientific articles assessing the evidence base of mental health apps. Similarly, a simultaneous review of health-related apps and research literature for a number of conditions noted the contrast between the number of research publications regarding the use of mobile technology to manage the investigated illnesses and the profusion of available apps [14].

An examination of the Google Play and Apple iOS app stores indicates that there is an abundance of publically available apps for BD despite the limited published research. Therefore, there is little information accessible to consumers about the quality of available apps beyond the user “star” rating system and user reviews. However, the popularity of an app is not necessarily a reliable indicator of its quality, effectiveness, or evidence base. The opportunity for mHealth to assist in the self-management of BD is feasible only if apps are of appropriate quality, and therefore, the aim of the current study was to identify the types of self-management apps available in the Google Play and iOS app stores and to assess the comprehensiveness and quality of their content for BD.

Methods
Search Criteria and Selection
A systematic review framework was applied to the search, screening, and assessment of apps.

Search terms to identify apps developed specifically for BD were derived through a preliminary search of the Google Play store. Relevant synonyms and layperson alternatives to the identified terms were determined and also included in the search. Layperson alternatives were included because our aim was to assess apps that were specifically designed for consumers with BD, a group that may not use the technical terms of the disorder. In this way, the following search terms were identified: bipolar, bi-polar, “manic depression”, “mood swings”, “mania” AND “mood”, cyclothymia, and cyclothymic. On July 16, 2014, these terms were used to identify publically accessible apps for BD in the Australian Google Play and iOS app stores. Android apps were identified by a search of the Google Play store via the Web interface, while iOS apps were identified via the iTunes/iOS search application programming interface.

Details of apps identified from the app stores were extracted from the search results including app name, description, and price. Duplicate apps that were retrieved by multiple search terms on the same device platform were removed. Conversely, apps with different versions (eg, free/paid) or which appeared across different platforms were retained for comparison. Two
reviewers (JN and ML) independently screened the app store description of each app. Apps were included in the review if the following criteria were met: (1) developed for BD, (2) aimed at consumers and/or caregivers, (3) available for download through official Android/iOS app stores, and (4) available in English. Discrepancies were identified and discussed until consensus was achieved.

**App Assessment**

Apps meeting the inclusion criteria were downloaded onto either a Samsung Galaxy S4 mini (Android version 4.2.2) or an iPhone 5s (iOS version 7.1) for complete assessment. Two reviewers (JN and ML) performed the assessment of apps using a standard data extraction form.

Descriptive characteristics related to the following features were extracted: (1) app accessibility, including platform, price, need for network connectivity, number of downloads, and average user-scored star rating for the app’s entire history, (2) primary function, such as app store classification, app function (see below), and target audience, (3) app source, including provider type and details, crisis information, disclaimer presence, and app update schedule, and (4) privacy and security, presence of an accessible privacy policy, and the ability to password-protect data.

The function of each app was determined through use of the app and classified as providing either information or self-management tools. Additional assessment was performed based on the identified function. Apps containing information about BD were assessed according to the comprehensiveness of its psychoeducation information and the quality of the information, as reflected by its concordance with evidence-based guidelines. The comprehensiveness of BD psychoeducational information was assessed according to 11 fundamental topics of face-to-face psychoeducation interventions [15]. Core statements were derived from the main topics and goals of psychoeducation with reference to Colom and Vieta’s Psychoeducational Manual for Bipolar Disorder [15] (Table 1). A clinical psychologist with experience with BD then reviewed the statements for accuracy and completeness.

**Table 1.** Core components of psychoeducation for BD.\(^a\)

<table>
<thead>
<tr>
<th>Topic</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Facts about the nature of BD.</td>
<td>States that BD is biological in nature but interacts with environmental factors (diathesis-stress model). States that BD is chronic and recurrent in nature and has a cyclic course.</td>
</tr>
<tr>
<td>2. Information on common symptoms of each phase of the disorder.</td>
<td>States common symptoms of both (hypo)mania and depression. States that risk of suicide is associated with BD.</td>
</tr>
<tr>
<td>3. Treatment options for each illness phase.</td>
<td>Outlines available pharmacotherapy for each illness phase: depression, mania, and prophylaxis. Mentions psychotherapy as a treatment option for BD.</td>
</tr>
<tr>
<td>4. Treatment adherence, withdrawal, and side effects.</td>
<td>States the importance of treatment adherence and states that risk of episode relapse is associated with abandonment of treatment.</td>
</tr>
<tr>
<td>5. Substance use in BD.</td>
<td>States that psychoactive substances may trigger episodes.</td>
</tr>
<tr>
<td>6. Identification of episode warning signs (EWS).</td>
<td>States common EWS of (hypo)mania and depression. States that EWS vary between people and indicates the importance of identifying personal episode warning signs.</td>
</tr>
<tr>
<td>7. Support networks and the role of support people or caregivers.</td>
<td>Describes a support person as someone who is close to the patient, aware of their BD, and knowledgeable about the disorder. States that a support network can assist in early detection of episodes.</td>
</tr>
<tr>
<td>8. The role of an action plan.</td>
<td>States the importance of having an action plan that provides a guide to stay well when episode EWS are detected. States common strategies that help prevent episodes once EWS are detected.</td>
</tr>
<tr>
<td>9. The importance of routine.</td>
<td>States that regular habits, including sleep, are of importance in BD. States that regular schedules and better structuring of activities are key in BD management.</td>
</tr>
<tr>
<td>10. Information on stress management and problem solving.</td>
<td>States that stress plays an important role in episode relapse. States there are tools that help manage stress and anxiety.</td>
</tr>
<tr>
<td>11. Episode risk-factors/triggers.</td>
<td>States common external factors that contribute to episode relapse.</td>
</tr>
</tbody>
</table>

\(^a\)Topics based on Colom and Vieta’s psychoeducation for BD manual [15].

The quality of BD information was assessed as the degree of concordance with the most recent treatment guidelines [16-19] and prominent meta-analyses and reviews of evidence-based treatment for the acute phases of the disorder [20,21]. Thirteen statements were derived from treatment guidelines and meta-analyses for use as quality indicators in the app review.
A psychiatrist previously involved in the development of the Australian and New Zealand Clinical Practice Guidelines for the Treatment of Bipolar Disorder [22] then assessed and adjusted the statements for accuracy and comprehensiveness. Comprehensiveness and quality of information were calculated as a score out of 11 and 13 respectively, indicating how many of the core psychoeducation and guideline-derived statements were covered by the app’s information.

Apps providing common tools for the management of BD were assessed against best-practice resources for their purpose. Screening and assessment apps were assessed according to whether the app used a validated BD screening questionnaire or how closely it reflected current diagnostic criteria [25,26]. Symptom monitoring apps were evaluated according to their similarity to well-known paper-and-pencil monitoring tools [27,28]. Treatment apps for BD were assessed against statements derived from the core goals of three commonly used therapies for the disorder: CBT [29], IPSRT [30], and Family-Focused Therapy (FFT) [31]. As with statements used to assess the comprehensiveness and quality of information, treatment statements were reviewed by a clinical psychologist with experience with BD. Community support apps, which provided access to BD-orientated discussion boards, were assessed based on their methods of communication, and the level of moderation or oversight.
Table 2. App quality assessment statements derived from BD treatment guidelines and meta-analyses.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Associated guideline</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initiation of an atypical antipsychotic and/or mood stabilizer for the treatment of acute mania.</td>
<td>“Efficacy of lithium and divalproex is well established…substantial RCT data support atypical antipsychotic monotherapy with olanzapine, risperidone ER, quetiapine, ziprasidone, and aripiprazole for the first-line treatment of acute mania” Yatham et al, 2013, pp 4, 6 [19]</td>
</tr>
<tr>
<td></td>
<td>“Overall, risperidone, olanzapine, and haloperidol seem to be the most effective evidence-based options for the treatment of manic episodes” Cipriani et al, 2011, pp 1314 [20]</td>
</tr>
<tr>
<td>2. Use of an atypical antipsychotic or mood stabilizer, with or without an antidepressant, for the treatment of bipolar depression.</td>
<td>“Lithium, lamotrigine, quetiapine…monotherapies, as well as lithium or divalproex plus selective serotonin reuptake inhibitor, olanzapine plus SSRI…recommended as first-line choices for bipolar depression” Yatham et al, 2013, pp 9 [19]</td>
</tr>
<tr>
<td></td>
<td>“Adjunctive antidepressants may be used for an acute bipolar I or II depressive episode when there is a history of previous positive response to antidepressants” Pacchiarotti et al, 2013, pp 1253 [21]</td>
</tr>
<tr>
<td>3. Antidepressant subtypes tricyclic antidepressants and serotonin-norepinephrine reuptake inhibitors (SNRIs) are more likely to cause switching than serotonin-specific reuptake inhibitors (SSRIs).</td>
<td>“The risk of mood switching is considered to be…somewhat greater with tri-and tetracyclics (and perhaps some SNRIs) than with most modern antidepressants” Pacchiarotti et al, 2013, pp 1256 [21]</td>
</tr>
<tr>
<td></td>
<td>“monotherapy with some antidepressants, especially tricyclics, without an accompanying mood stabilizer, however, may be associated with an increased rate of treatment emergent affective switches (TEAS)” Grunze et al, 2010, pp 92 [17]</td>
</tr>
<tr>
<td>4. Lithium, an atypical antipsychotic, or lamotrigine (where depression predominates) for maintenance treatment of BD.</td>
<td>“Lithium, divalproex, olanzapine, and quetiapine, as well as lamotrigine (primarily for preventing depression)…continue to be first-line monotherapy options for maintenance treatment of BD” Yatham et al, 2013, pp 14 [19]</td>
</tr>
<tr>
<td></td>
<td>“Lithium, olanzapine or valproate should be considered for long-term treatment of bipolar disorder” NCCMH, 2006, pp 5 [23]</td>
</tr>
<tr>
<td>5. Change monotherapy or use combination therapy for treatment resistance.</td>
<td>“No response after 2 weeks, switch to another first choice medication, in severe mania, consider combination” Grunze et al, 2009, pp 104 [16]</td>
</tr>
<tr>
<td></td>
<td>“If the patient has frequent relapses, or symptoms continue to cause functional impairment, switching to an alternative monotherapy or adding a second prophylactic agent should be considered.” NCCMH, 2006, pp 5 [23]</td>
</tr>
<tr>
<td>6. The use of electroconvulsive therapy (ECT) for treatment resistant acute symptoms (particularly depression, but also mania).</td>
<td>“Especially in very severe and psychotic depression, or in depression with severe psychomotor retardation, ECT has a major role” Grunze et al, 2010, pp 100 [17]</td>
</tr>
<tr>
<td></td>
<td>“ECT is recommended for bipolar depression after an antidepressant trial has failed” RANZCP, 2004, pp 288 [22]</td>
</tr>
<tr>
<td></td>
<td>“ECT is still a valuable last resource in severe delirious mania which is otherwise treatment refractory” Grunze et al, 2009, pp 102 [16]</td>
</tr>
<tr>
<td>7. Careful monitoring of blood levels is required where those correlate with treatment response (eg, lithium, valproate).</td>
<td>“Plasma concentrations need to be checked on a frequent and regular basis until equilibrium in the therapeutic range as been achieved and thereafter. It is recommended to check every 3-6 months” Grunze et al, 2013, pp 186 [18]</td>
</tr>
<tr>
<td></td>
<td>“lithium is up titrated in small steps guided by individual experience and plasma level monitoring” Grunze et al, 2013, pp 186 [18]</td>
</tr>
<tr>
<td>8. Careful monitoring of potential physical complications or side effects of treatments is required (eg, kidney, thyroid, and calcium with lithium; glucose and lipids with antipsychotics).</td>
<td>“Renal and thyroid function should also be checked regularly, every 6-12 months depending on risks” Grunze et al, 2013, pp 186 [18]</td>
</tr>
<tr>
<td></td>
<td>“Complete medication and laboratory investigations should be performed at baseline, with ongoing monitoring for weight changes and adverse effects of medication” Yatham et al, 2013, pp 29 [19]</td>
</tr>
<tr>
<td>9. Women informed about ensuring that their medications are safe to take during breastfeeding and pregnancy.</td>
<td>“Important that women with bipolar disorder receive education early in the course of illness about the effects of mood stabilizing and other medications on contraceptive effectiveness, as well as the need to plan medication management during pregnancy and the postpartum period” Yatham et al, 2005, pp 33 [24]</td>
</tr>
<tr>
<td>10. Seek medical professional advice and/or a second opinion in diagnosis of BD in children, due to the controversy in this area.</td>
<td>“The presentation and diagnosis of BD in children and adolescents remains controversial…diagnostic criteria for BD may not be systematically applied in some clinical settings.” Yatham et al, 2013, pp 19 [19]</td>
</tr>
</tbody>
</table>
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**Data Analysis**

Descriptive statistics were used to summarize the results of the app assessment. Pearson product-moment correlation was performed to examine relationships between comprehensiveness and quality of information, and the average user rating of an app. Mann-Whitney U tests were performed to examine differences in comprehensiveness and quality of information by app price. Statistical significance was set at $P<.05$.

**Results**

Google Play and iOS app store searches identified 571 potential apps, of which 133 were removed as duplicates (identified on the same platform through more than one search term). Of the remaining 438 apps, 82 met inclusion criteria (see Multimedia Appendix 1 for a list of included apps). Details about the inclusion and exclusion of apps are provided in Figure 1.

---

**Statement**  
11. Outlines difficulties in the treatment of rapid cycling BD.  
12. Optimal treatment for most patients with BD will include psychological treatment as well as medication.  
13. Indicates that most patients benefit considerably from treatment for their BD.

**Associated guideline**  
"Rapid cycling…is associated with greater severity of illness on a number of clinical measures"  
"The prophylactic use of lithium in rapid cycling patients has been discouraged for a long time based on the observation of insufficient acute and prophylactic efficacy in these patients"  
Grunze et al, 2013, pp 184 [18]  
"When used as adjuncts to pharmacotherapy, psychosocial interventions…have demonstrated significant benefits, both in the treatment of acute depressive episodes and also as long-term maintenance treatment…providing psychological treatments—and, in particular, brief psychoeducation, which has been demonstrated to be as effective as CBT at much lower cost—is an essential aspect of managing patients with BD"  
Yatham et al, 2013, pp 4 [19]  
"The primary long-term treatments are pharmacological, but psychological and psychosocial interventions have an important part to play"  
NCCMH, 2006, pp 33 [23]  
"The advent of these therapies, both drug and psychological, means that the majority of patients with this recurrent and disabling condition may be effectively treated"  
RANZCP, 2004, pp 299 [22]

---

**Figure 1.** Flow diagram illustrating the exclusion of apps at various stages of the study.
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Description

Accessibility
Of the 82 included apps, 59 were available on the Android platform, 23 were available on iOS devices, and ten had versions for both platforms. Examining costs, 49 apps were free, and the median cost of paid apps was AU$1.70, with a minimum price of AU$0.99 and a maximum of AU$16.99 (mean AU$3.05). Over half (n=48) did not require an active Internet connection after installation, 20 would not function in the absence of an Internet connection, and 14 needed connectivity for some features. Only the Google Play store reported the number of downloads of each app to date, indicated by a range. The median number of downloads was between 1000 and 5000 (information available for 53 of the apps). Fourteen of these 53 apps had been installed less than 100 times. The app store descriptions of 28 apps indicated that an insufficient number of users had rated the app over its lifetime to provide an average user rating. The mean average user rating of the remaining 54 apps was 3.5 out of a possible 5.

Primary Function
On the app stores, apps for BD were classified as health and fitness (n=48), medical (n=15), lifestyle (n=6), books (n=3), social (n=2), and entertainment (n=1), with genre information unavailable for seven apps. Thirty-one apps provided written information about the disorder, and one used animation to raise awareness. The remaining 50 apps provided tools for the management of BD and included ten screening and assessment tests, 35 symptom monitoring apps, four community support discussion boards, and one treatment app. No apps performed multiple functions.

For 78 apps, the function of the app was clearly stated in the app store description. Apps with unclear descriptions either introduced the disorder without explaining the role of the app, were unclear between two distinct functions, or provided information for an unrelated app. Forty-nine apps were developed for use by patients, with four apps specifically designed for caregivers, 14 for the general public, and 15 for both patients and caregivers. According to the app store descriptions, no apps were developed for a specific BD clinical subgroup.

App Source
As far as we can discern, none of the 82 apps assessed had been subject to research evaluation. No apps cited published material about the feasibility or effectiveness of the app, either within the app or the app store description. Furthermore, there was a lack of Google Scholar results upon a search of app names.

The majority of apps were developed by commercial providers (n=48) or private individuals (n=20), followed by institutions (n=3), other types of providers (n=6) including, clinical groups and not-for-profit organizations, and unspecified (n=5). The app provider’s name was included in 46 apps, of which 30 also included contact details; eight apps included only provider contact details. A disclaimer outlining that the app was not a replacement for consultation with a medical professional was provided in 23 of the 82 apps, including seven screening and assessment apps, and eight information apps. A statement providing information and contact details of crisis resources was provided in only nine apps for BD. A quarter of apps (n=19) had been updated within the last 6 months, with half of the apps updated within the last 17 months.

Privacy and Confidentiality
Privacy policies were available, either in the app or as a link from the app store description, for 18 of the 82 apps. Of the 50 apps able to record personal data (screening and assessment, symptom monitoring, community support, and treatment apps), 12 had a privacy policy. An account or password was needed to access these data for 19 of these apps.

Information
Overview
Apps containing information were more readily available on the Android (n=29) compared to the iOS (n=3) platform. Of the 32 apps that provided health information, seven presented general health news stories about a variety of conditions, including BD, and a further six provided no disorder-specific information to assess. The remaining 19 information apps were assessed for comprehensiveness and quality.

Of these 19 apps, all contained in-app information content, and four linked directly to additional external information. In all cases, external material was referenced; however, just four credited the source of their in-app information. Although only three of the apps were classified on the app stores as books, the assessment revealed 12 information apps were repurposed ebooks. Although unattributed, many shared the same ebook content, with nine apps having the same information content as another app, but with differences in user interface layout, connectivity reliance, or wording.

Comprehensiveness of Bipolar Disorder Psychoeducational Information
The comprehensiveness of the psychoeducation information presented in the apps is reported below (Table 3). Overall, apps covered an average of four of the 11 psychoeducation statements (SD 3.0). Two statements, concerning the importance of treatment adherence and the development of action plans as a guide to stay well, were not addressed by any app. Five of the apps contained no BD specific psychoeducation information in line with best practice, while the most comprehensive apps covered seven statements (seven apps). These seven apps were reproductions of the same content, although uncited.
Table 3. Comprehensiveness of psychoeducation topics covered by BD information apps.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Apps covering topic, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Facts about the nature of BD.</td>
<td>11 (58)</td>
</tr>
<tr>
<td>2. Information on common symptoms of each phase of the disorder.</td>
<td>14 (74)</td>
</tr>
<tr>
<td>3. Treatment options for each illness phase.</td>
<td>5 (26)</td>
</tr>
<tr>
<td>4. Treatment adherence, withdrawal, and side effects.</td>
<td>0 (0)</td>
</tr>
<tr>
<td>5. Substance use in BD.</td>
<td>8 (42)</td>
</tr>
<tr>
<td>6. Identification of episode early warning signs.</td>
<td>7 (37)</td>
</tr>
<tr>
<td>7. Support networks and the role of support people or caregivers.</td>
<td>8 (42)</td>
</tr>
<tr>
<td>8. The role of an action plan.</td>
<td>0 (0)</td>
</tr>
<tr>
<td>9. The importance of routine.</td>
<td>8 (42)</td>
</tr>
<tr>
<td>10. Information on stress management and problem solving.</td>
<td>8 (42)</td>
</tr>
<tr>
<td>11. Episode risk-factors/triggers.</td>
<td>3 (16)</td>
</tr>
</tbody>
</table>

Quality of BD information: Concordance With Evidence-Based Practice

Of the 13 evidence-based statements extracted from treatment guidelines for BD, an average of two statements were covered by apps (SD 2.3; Table 4). Only three apps provided information aligned with more than three guidelines, covering four, seven, and eight statements, and six apps addressed no statements. The app that covered seven statements comprised 50 chapters, with no logical structure and repeated unreferenced information. In contrast, the app that addressed eight statements contained information structured into six concise sections and referenced NHS Choices [32].

Table 4. Quality of BD app information: concordance to BD treatment guidelines.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Apps covering topic, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initiation of an atypical antipsychotic and/or mood stabilizer for the treatment of acute mania.</td>
<td>3 (16)</td>
</tr>
<tr>
<td>2. The use of an atypical antipsychotic or mood stabilizer, with or without an antidepressant, for the treatment of bipolar depression.</td>
<td>2 (11)</td>
</tr>
<tr>
<td>3. Antidepressant subtypes tricyclic antidepressants and SNRIs are more likely to cause switching than SSRIs.</td>
<td>0 (0)</td>
</tr>
<tr>
<td>4. Lithium, an atypical antipsychotic, or lamotrigine (where depression predominates) for maintenance treatment of BD.</td>
<td>4 (21)</td>
</tr>
<tr>
<td>5. Change monotherapy or use combination therapy for treatment resistance.</td>
<td>1 (5)</td>
</tr>
<tr>
<td>6. The use of ECT for treatment resistant acute symptoms (particularly depression, but also mania).</td>
<td>9 (47)</td>
</tr>
<tr>
<td>7. Careful monitoring of blood levels is required where those correlate with treatment response (eg, lithium, valproate).</td>
<td>2 (11)</td>
</tr>
<tr>
<td>8. Careful monitoring of potential physical complications or side effects of treatments is required (eg, kidney, thyroid, and calcium with lithium; glucose and lipids with antipsychotics).</td>
<td>1 (5)</td>
</tr>
<tr>
<td>9. Women informed about ensuring that their medications are safe to take during breastfeeding and pregnancy.</td>
<td>1 (5)</td>
</tr>
<tr>
<td>10. Seek medical professional advice and/or a second opinion in diagnosis of BD in children, due to the controversy in this area.</td>
<td>1 (5)</td>
</tr>
<tr>
<td>11. Outlines difficulties in the treatment of rapid cycling BD.</td>
<td>1 (5)</td>
</tr>
<tr>
<td>12. Optimal treatment for most patients with BD will include psychological treatment as well as medication.</td>
<td>10 (53)</td>
</tr>
<tr>
<td>13. Most patients benefit considerably from treatment for their BD.</td>
<td>10 (53)</td>
</tr>
</tbody>
</table>

Across the apps that provided information about BD, four contained incorrect information, three of which incorrectly differentiated the different types of BD. Two contained critically wrong information; the first suggested, “take a shot of hard liquor a [sic] hour before bed” (app ID 404) to assist with sleep during a manic episode. The second incorrectly informed users about the types of BD and indicated that BD was contagious “sometimes [BD] can transfer to another relative if they spend too much time with you and listen to your depressive life” (app ID 28).

User Ratings

Neither comprehensiveness of psychoeducation information ($r_{s}=-.11, P=.80$) nor information quality ($r_{s}=.02, P=.96$) were significantly correlated with average user ratings. A Mann-Whitney U test also revealed no significant difference in
comprehensiveness ($U=30.5$, $Z=-1.2$, $P=.22$) or quality ($U=42.5$, $Z=-.21$, $P=.83$) between free and paid apps.

**Tools**

**Screening and Assessment**

Ten apps offered self-assessments to screen for BD, of which three were for children. Only three cited the source of the test, two of which used a validated screening measure (the M3 checklist) [33]. Two additional apps used the Mood Disorder Questionnaire [34] without attribution. In total, only four of the 10 screening apps used validated measures, and six of the tests screened for only manic symptoms.

Of the apps that asked about symptoms of depression, three had a duty-of-care message at the end of the test, referring the user to clinical support if questions about suicidal ideation were answered positively. Upon informing the user they had screened positively for BD, eight apps recommended visiting a health care professional, and two had the option for users to share the result on social media.

**Symptom Monitoring**

In total, 35 apps were symptom monitoring tools, which aim to assist users with tracking the symptoms of their BD. The number of apps monitoring mood, medication, sleep, and other symptoms is shown in Table 5. A mood scale designed for BD was defined as a continuous scale with “depressed” and “manic” at the extremes. Other scales used to monitor mood included using different emoticons to represent emotions ($n=10$), rating mood on a generic scale ($n=8$), or had users select from or rate a list of moods ($n=4$). Thirty apps monitored factors not commonly included on established mood charts, with energy levels and anxiety the most common additions. These tracking options were customizable in nine apps, allowing users to monitor factors specifically relevant to their mood states. General customization of other features such as esthetics, profiles, and data reports was possible in 21 apps.

Table 5. Symptoms monitored by symptom monitoring apps for BD.

<table>
<thead>
<tr>
<th>Factors monitored</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mood</td>
<td>34 (97)</td>
</tr>
<tr>
<td>Mood on scale designed for BD</td>
<td>12 (34)</td>
</tr>
<tr>
<td>Medication</td>
<td>15 (43)</td>
</tr>
<tr>
<td>Sleep</td>
<td>17 (49)</td>
</tr>
<tr>
<td>Functioning</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Section for free-notes</td>
<td>32 (91)</td>
</tr>
<tr>
<td>Mixed episodes or mood switches</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Menstruation</td>
<td>5 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>30 (86)</td>
</tr>
</tbody>
</table>

Alerts reminding users to track their mood were available in 22 of the 35 monitoring apps. Of these, 13 allowed users to designate a reminder time, six asked users to designate how many times per day to be reminded, and three had options for both. Over a sampling period of 3 days, seven apps failed to notify the user as directed.

None of the 35 monitoring apps had a duty-of-care alert, that is, a message suggesting users contact a health care provider. This was tested by logging 3 consecutive days of severely depressed mood and indicating suicidal ideation in free-text notes. Inputted monitoring data was presented graphically by 30 apps, could be exported from 20, and shared via social media by seven. Back-up of personal monitoring data was available in only six apps. No app used the sensor capabilities of the smartphone to enhance monitoring data beyond what is possible with paper-and-pencil resources, or as an attempt to validate subjective mood reporting with objective data.

**Treatment**

There was only one treatment app, which delivered a CBT intervention, although it had not been specifically developed for BD. An analysis of treatment content against common treatment features of CBT, IPSRT, and FFT confirmed that the app was based on CBT principles, with three of the six CBT items endorsed, and none related to other therapies. However, the source or evidence base of the CBT presented in the app was not referenced.

**Community Support**

Four community apps gave users access to BD-orientated discussion boards, where members sought information and support. App communities were for consumers and family/caregivers and allowed communication via forum posts and private messages. Site owners for each app monitored forum post communication.

**Discussion**

**Principle Findings and Comparison With Prior Work**

This assessment of apps for BD indicates that most currently available apps do not reference clinical practice guidelines, standard psychoeducation information, or established self-management tools. Apps were available for a variety of uses including disorder information (38%), and management tools such as screening and assessment (12%), symptom monitoring (43%), and community support (5%). Interestingly, no apps combined these functions to provide both information and self-management tools. Furthermore, while all the assessed
apps mentioned BD in their app store description, the content evaluation indicated few had been designed specifically for the disorder. For example, only a third of mood monitoring apps provided a BD specific mood scale, with the remaining apps using scales inadequate for the population. Furthermore, merely half of the apps claiming to provide information about BD actually provided disorder-specific information to be assessed for comprehensiveness and quality.

Disappointingly, apps that did provide BD specific information had low levels of adherence to quality assessment criteria, neither comprehensively addressing main psychoeducation domains, nor endorsing evidence-based practice guidelines. The app that correctly addressed the most treatment guideline criteria was Your MD’s Symptom Checker (app ID 39), which referenced NHS Choices [32], and presented information concisely and coherently (only BD information was assessed). Overall, comprehensiveness and quality scores were low and not correlated with average user ratings, confirming that an app’s popularity is not an accurate gauge of its content. However, with only a third of information apps citing their information source, users are denied other important information by which to make informed judgments about an app’s robustness and credibility.

Apps that offered tools to assist with the management of BD were also inconsistent in quality. Few screening and assessment apps cited the source of the test; additionally, a Google search of each app’s assessment questions revealed that less than half used validated screening measures. Only one treatment app was included in the review, and while it covered half of the CBT treatment domains, it was not specifically designed for the needs of people with BD. Symptom monitoring was the most prevalent self-management tool offered by apps. However, only a third allowed users to track all three symptoms standard in traditional monitoring tools: mood, sleep, and medication. The high proportion of monitoring apps that did not feature a notification or alert function to remind users to input daily mood data was unexpected. As the ability to remind users to complete monitoring in situ is a major advantage of this technology, it is surprising that more than a third of monitoring apps did not utilize this function, and a further seven did not ensure the feature functioned as intended. It was also an unexpected finding that no symptom monitoring apps used the smartphone’s sensors to supplement the user-inputted monitoring data. Torous et al [35] found that all published articles regarding apps for bipolar disorder focused on the use of passive sensor-enabled data collection with supplemental or no user input. This is another example of the disconnect between emerging research in this area, and apps currently available for the disorder.

These results are consistent with findings of reviews assessing apps of other health domains. Unfortunately, many of these reviews examine quality using the information provided in the app store description rather than assessing app content against evidence-based clinical guidelines [36]. However, those that do assess content have found similarly low endorsement of quality criteria. Huckvale et al [11] assessed asthma information against evidence-based asthma treatment guidelines and reported that the most endorsed guideline was cited by only 32% of apps. A similarly low concordance with guidelines was found in a review of smoking cessation apps [10]. While a recent review of depression apps did not assess content, it highlighted another difficulty faced by users of health apps. Shen et al [37] reported that a search for depression on the five major app stores yielded three times more non-related apps than depression apps [37]. In the current study, 78% of apps were excluded due to not being related to BD or not having a BD specific aim. This suggests an app’s quality is not the only challenge consumers face in identifying appropriate apps, as irrelevant alternatives dominate search results. Together, these findings suggest that the results of the current study reflect a wider problem of app availability and quality across health conditions.

Rarely considered, the lack of privacy policies made available to app users was another area in which apps developed for BD fell short of optimal standards. A recent review by Dehling et al of information security and privacy of mobile health apps characterized apps that had access to mental health information as high sensitivity [38]. The review identified health monitors, state of health tests, treatment reminders, and health records, which included disease management tools, as the highest privacy and security risks [38]. However, only a quarter of the assessed BD self-management tools, which would fall into the above categories, provided a statement indicating how data would be protected, stored, and shared. Sunyaev et al [39] reported a similar absence of mHealth privacy policy availability. Their assessment of health apps found that only 30.5% provided privacy policies, two-thirds of which did not address the app specifically [39]. This represents a problematic lack of transparent reporting of how apps handle personal and mental health-related data. As the use of apps in health care becomes more common, the topic of information privacy will continue to grow in relevance, as privacy and security consistently feature as major considerations of users [3,38]. Therefore, the time to ensure structures are in place to address privacy and security is now.

While apps asked users to input personal health data, very few responded to indications that users were unwell. In fact, only three apps responded to users indicating severe extremes of mood or suicidal ideation. A lack of response to severity of recorded symptoms was also noted by Huckvale et al [11] in asthma management tools. Although both psychoeducation and clinical guidelines emphasize the importance of the ability to identify and respond to indicators of mood change, few apps assisted users by informing them of such changes. This identification and response to indicators of change in mood forms the basis of action plans or stay well plans. Action plans are a common feature of psychoeducation [15] and combine information about early warning signs and factors that may ameliorate them into a plan that aims to prevent episode relapse. Action plans are also a common self-management tool used by people with BD to stay well [40,41]. A cohort of individuals that had not experienced an episode of BD for more than 2 years were interviewed about their strategies for staying well [41]. All participants discussed the importance of a tailored and revised stay well plan, which identified triggers and early warning signs and designated strategies to intervene. However, no information apps mentioned action plans, and no self-management tools assisted users in the development of an
action plan. Together with the lack of response to user input, this represents a missed opportunity for the facilitation of important self-management practices by mobile technology.

**Limitations**

The current study is not without its limitations. A possible limitation is that the apps assessed were those available through the Australian Google Play and iOS app stores, and app availability may differ globally. This may affect the generalizability of results to apps available in other locations. However, a search of the Australian, British, and American iTunes app stores using the primary search term “bipolar” indicated that results were remarkably comparable. In total, 97% of apps were available in all three regions, with only three apps exclusively available in the American store. Therefore, at least in English-speaking countries, apps appear to be universally available, and this review provides a representative overview of the apps available internationally. A second possible limitation is that while this study is novel in that it provides, to our knowledge, the first assessment of apps for BD in respect to clinical guidelines, psychoeducation principles, and self-management tools, it does so for a snapshot of apps available when the search was performed in July 2014. As such, with changing nature of the Google Play and iOS app stores, the marketplace of apps for BD will differ by time of publication.

**Conclusions**

With the exponential increase in the use of smartphones, there has been an increased interest in the use of apps for information dissemination and disease management. However, this study’s findings highlight important shortcomings in current app marketplace offerings for BD, suggesting that apps are developed independently of research data, and without reference to best practice clinical guidelines. These results indicate that clinicians looking to recommend apps to supplement treatment should exercise caution with app selection and that policy makers and the research community need to consider ways of assuring app quality. There is an opportunity for mental health research to develop quality evidence-based mobile interventions that assist with the management of BD. However, with the domains of research and technology currently moving at different paces, new frameworks for mobile mental health research are needed to prevent a lag in availability and to ensure that evidence-based apps are available to consumers.
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Abstract

Background: Mobile health (mHealth) services are growing in importance in health care research with the advancement of wireless networks, tablets, and mobile phone technologies. These technologies offer a wide range of applications that cover the spectrum of health care delivery. Although preliminary experiments in mHealth demonstrate promising results, more robust real-world evidence is needed for widespread adoption and sustainment of these technologies.

Objective: Our aim was to identify the problems/challenges associated with sustained use of an mHealth addiction recovery support app and to determine strategies used by agencies that successfully sustained client use of A-CHESS.

Methods: Qualitative inquiry assessed staff perceptions about organizational attributes and strategies associated with sustained use of the mobile app, A-CHESS. A total of 73 interviews of clinicians and administrators were conducted. The initial interviews (n=36) occurred at the implementation of A-CHESS. Follow-up interviews (n=37) occurred approximately 12 and 24 months later. A coding scheme was developed and Multiuser NVivo was used to manage and analyze the blinded interview data.

Results: Successful strategies used by treatment providers to sustain A-CHESS included (1) strong leadership support, (2) use of client feedback reports to follow up on non-engaged clients, (3) identify passionate staff and incorporate A-CHESS discussions in weekly meetings, (4) develop A-CHESS guidelines related to client use, (5) establish internal work groups to engage clients, and (6) establish a financial strategy to sustain A-CHESS use. The study also identified attributes of A-CHESS that enhanced as well as inhibited its sustainability.

Conclusions: Mobile apps can play an important role in health care delivery. However, providers will need to develop strategies for engaging both staff and patients in ongoing use of the apps. They will also need to rework business processes to accommodate the changes in communication frequency and style, learn to use app data for decision making, and identify financing mechanisms for supporting these changes.

Introduction

Emerging as a subsegment of eHealth technologies, mobile health (mHealth) services are growing in importance in health care with the advancement of wireless networks, tablets, and mobile phone technologies [1]. mHealth technologies offer a wide range of applications that cover the spectrum of health care delivery from measurement and diagnostics to treatment and recovery support. A 2013 Pew report states that 56% of the US population owned a smartphone in 2013, which is a 10%
increase from the previous year [2]. The possibilities for use of mHealth technology to address care delivery, patient monitoring, and adherence support have created substantial enthusiasm among developers, providers, policy makers, and researchers to use mHealth tools [3]. The Global Mobile Health Market report proposes that one-third of the smartphone users will use some kind of health care app in 2015 [4]. Among the 1980 available therapeutic apps, chronic disease management is the most common type of app [5]. Addiction recovery support apps fall into this category, with substance use disorders for some people being categorized as a chronic condition [6,7]. These apps offer personalized recovery monitoring and easy access to online support communities [8-16]. While some apps rely on text messaging to monitor alcohol and drug use and send reminders to users as an intervention [17,18], more current comprehensive recovery management systems that integrate mobile Internet capabilities and sensors like global positioning satellites (GPS) and accelerometers have also been introduced [9,19]. With personalized systems tailored specifically for user needs and 24/7 availability to patients and caregivers, comprehensive recovery management systems have the potential to take mHealth to a new level if they are well developed, adopted, and used by clients and supported by providers.

Although preliminary experiments in mHealth demonstrate promising results in data collection for health care research [20], medical and health care education [21], remote health care assistance in developing nations [22], and improved treatment outcomes [19], robust real-world evidence is needed for widespread adoption and sustainment of these technologies [23,24]. Drawbacks such as counselor resistance and perceptions of increased staff workload, as well as the cost of owning a smartphone or implementation of the technology, impede the widespread utilization of mHealth technologies in a sustainable manner [25,26].

The purpose of this research was to study the sustainability of the implementation of an mHealth app (A-CHESS) designed to support addiction recovery. A-CHESS is a mobile phone app designed to help people maintain recovery and prevent relapse from drug or alcohol addiction. In this study, the app was provided to the individual by their treatment agency and included ongoing online and sometimes in-person support from agency counselors. At a minimum, agencies provided connection to a 24-hour crisis line within the A-CHESS app for after-hours coverage.

A-CHESS is consistent with self-determination theory and Marlatt’s stages-of-relapse model. The various A-CHESS services align with the elements of self-determination theory: competence, relatedness, and autonomy [27,28]. The app also incorporates a weekly check-in assessment using a version of the Brief Alcohol Monitor (BAM) survey to obtain patient data on recent alcohol and other drug use as well as status on protective and risk factors [29]. A-CHESS uses the BAM survey information to provide feedback for the individual and includes a Bayesian predictive model that estimates the likelihood that the patient will relapse in the coming weeks [30]. Agency counselors are able to see the results of the surveys if the user agrees to share that information.

A-CHESS assists an individual in recovery through services in the following categories: (1) connection and communication with peers via personal profiles and “walls”, discussion groups, and private messages, (2) assessment of relapse risks through daily check-ins, weekly surveys, and targeted feedback, (3) alerts and reminders to encourage sustained recovery, (4) addiction-related educational materials and recovery news, and (5) tools to manage stress and risky situations that could jeopardize recovery. Figure 1 shows images of the A-CHESS home screen, and Figure 2 shows the Panic Button options. Counselors use an A-CHESS tool to access information on how their clients are doing and connect with them via A-CHESS private messaging. Figure 3 shows a visual of the counselor home screen. In addition, counselors participate in discussion groups and are part of the support team for each individual.

The A-CHESS mobile phone app has been previously tested in a randomized trial involving 349 study participants and found to reduce risky drinking days and improve abstinence [19]. However, a clinical trial provides supports that are not available in most addiction treatment settings. Even though the intervention was efficacious, the question of whether such a technology could be implemented and sustained in a standard clinical practice remains unanswered.

While different frameworks exist to identify facilitators and barriers related to the implementation of organizational change, sustainability of organizational change is an emerging area of research. Existing sustainability frameworks suggest that sustainability is attributable to the (1) internal organizational supports, (2) contextual influences of the external environment, and (3) characteristics of the intervention [31-34]. Innovation characteristics include stakeholder relationships, innovation integrity, effectiveness, and quality of initial implementation efforts, and alignment between innovation and stakeholder (eg, agency staff or patients) needs. Internal organizational supports include champion roles, leadership, resources, policies and procedures, and expert support (ie, coaching). The environment context explores the effects of financial, regulatory, and policy changes. Rather than using a specific sustainability framework (eg, Conceptual Framework for Sustainability of Public Health Programs or Dynamic Sustainability Framework) [31-34], we examined the different elements from each framework to identify innovation, internal organizational, and external environmental factors influencing A-CHESS sustainability. The study sought to distinguish the different strategies employed between agencies that were sustainers and non-sustainers of A-CHESS and also to identify challenges associated with sustained use of A-CHESS beyond grant-funded randomized controlled trials or pilots.
Figure 1. A-CHESS main menu.

Figure 2. A-CHESS panic button options.
Methods

Setting

Agencies involved in this study were all members of the CHESS Health Education Consortium. The consortium brought together University of Wisconsin-Madison researchers and health care organizations to develop and research new health information technologies developed at the UW-Madison Center for Health Enhancement Systems Studies. The focus of the Consortium was to learn how to effectively implement A-CHESS in real-world settings. Treatment agencies that expressed interest in using A-CHESS in their clinics were notified of the opportunity to participate in the research Consortium. Notification took place via phone calls, emails, and at a conference for substance treatment professionals. As part of their Consortium membership, treatment agencies made a donation to the UW-Madison that funded Consortium activities. They also agreed to participate in studies that were generated from the interests of Consortium members. The consortium started in April 2011 and ended in December 2014.

The member agencies made the decision on how A-CHESS would be used within their organizations (eg, what client population, how many participants, what level of care). Members of the Consortium shared information on problems and best practices when implementing and using A-CHESS. The UW-Madison team adapted A-CHESS and expanded administrative tools to help with its implementation and utilization in the different treatment agencies. For example, agencies could add content, develop surveys, customize the meeting locator, or set up a drug testing schedule. The team also revised the use reports to improve ease to use by staff.

Interview Process

Organizations participating in the Consortium were interviewed at baseline using questions adapted from a previous study conducted with a drug court program using A-CHESS. The previous study was primarily interested in implementing rather than sustaining A-CHESS. The revised interview guide adapted the questions to focus on sustainable implementation and new questions were added to capture processes that would enhance sustainability (available on request from first author). Counselors using A-CHESS with clients were interviewed regarding their use of the app, their perceptions regarding any changes in workload, or how the app had/had not changed their interactions with clients. Program managers were asked about counselor attitudes, workflows, and supervision. The staff interview was repeated at 12 months and 24 months into the implementation process, using some of the questions from the baseline survey. These interviews also asked about organizational and innovation attributes (eg, ease of use or components that users like) that have been found in previous studies to affect sustainability of innovations [31-34]. CEOs/administrators of participating organizations were also interviewed. The baseline interview asked about cost, population, implementation, and thoughts on A-CHESS. The 12-month and 24-month interviews focused on environmental, organizational, and innovation attributes that might have influenced the sustainability of A-CHESS.

Recruitment

Agency senior leaders were informed of the study at the time they agreed to participate in the consortium. UW-Madison research staff contacted them via email to invite them to participate in an interview and also to identify other agency staff to interview about the A-CHESS implementation. The agency staff was sent separate individual emails that explained the focus of the interview, amount of time required, confidentiality issues, and that participation was voluntary. Consent with study participants was conducted at the start of the initial interview by the UW-Madison research study staff. The study received human subjects’ approval from the UW-Madison Social and Behavioral Sciences Institutional Review Board (SE 2011-0568).

Data Collection

We conducted 36 baseline and 37 follow-up interviews of staff (counselors and administrators) from 14 agencies. Two UW
staff (SD and KP) scheduled and conducted the interviews. Once completed, the interviews were de-identified to remove information that might indicate either a staff member’s identity or the agency identity.

**Definition of Sustainability**
While multiple individuals were interviewed within a treatment provider, the presence or absence of strategies to support A-CHESS sustainability were summarized at the organizational level. The primary outcome measure is to assess short-term sustainability, which is defined as whether the agency continued to use A-CHESS (or another mHealth intervention) after the end of the Consortium in December 2014.

**Analytical Approach**
The coding scheme was constructed based on theories and frameworks related to both implementation and sustainability [33-35]. We also considered a list of a priori codes that emerged based on how the interview questions were constructed during the preliminary analyses of the dataset. The objective was to capture essential aspects that might influence or prevent sustainable implementation of A-CHESS. After finalizing the coding scheme, we piloted it on a subset of data and refined it through discussions among the researchers into nine main analytic themes with 42 codes nested within themes. Table 1 represents the full analytic framework used in our analysis.

To manage and analyze the blinded interview data, we used Multiuser NVivo, a qualitative data analysis software developed by QSR International. NVivo has components that allow multiple researchers to work collaboratively on data corpus. We utilized the “tree nodes” in NVivo as a structured, hierarchical placeholder for the coding scheme. These tree nodes were then issued to related sections of the dataset allowing the users to run queries on specific codes of interest. We used “annotations” and “memos” to mark the content that required further exploration from coders. These initialed notes were especially helpful for communicating ideas to other collaborators, as they were visible to anyone with access to the document.

A team of 4 researchers collaborated in coding the dataset in NVivo. Each researcher was assigned to a set that included the initial, 12-month, and 24-month interviews. We first completed coding 10% of the data and created comparison reports among coders using “coding comparison query”, a function included in the software [36]. The interrater reliability among coders was 92%. We then allocated the remaining interviews among coders to proceed with the analysis.

The analysis focused on the short-term sustainability of A-CHESS at the organizational level. Input from staff and leadership provided different perspectives about the strategies employed. The interview guides asked similar questions of both staff and leadership, with the primary difference being that leadership was asked additional questions about how the external environment (eg, regulations or funding) might influence A-CHESS sustainability. The baseline interviews and follow-up interviews as well as interviews by staff type were initially analyzed separately to explore themes related to the implementation and sustainability of A-CHESS. However, as we moved further with our analysis, we found that the line between implementation and sustainability became blurred as many of our codes (such as “monitoring of sustainability” and “implementation barriers”), as well as the opinions of staff and leadership, overlapped. We realized that a complete picture of the organizational strategies employed to support A-CHESS sustainability could not be achieved without integrating the results into a holistic picture for the organization. Therefore, we did not draw a sharp line between the definitions of implementation and sustainability and did not distinguish between responses from staff and leadership.
Table 1. A-CHESS coding scheme.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical structure</td>
<td>Age</td>
<td>Age of the interviewee</td>
</tr>
<tr>
<td></td>
<td>Gender</td>
<td>Gender of the interviewee</td>
</tr>
<tr>
<td></td>
<td>Employment status</td>
<td>Administrator or staff, full time or part time.</td>
</tr>
<tr>
<td></td>
<td>Weekly scheduled shifts</td>
<td>Hours of weekly scheduled shifts, including weekly night shifts and extra shifts.</td>
</tr>
<tr>
<td></td>
<td>Client population</td>
<td>Any mention of client population, clients served with A-CHESS, any other characteristic that describes client norms, trends, or patterns, number of clients.</td>
</tr>
<tr>
<td>Communication</td>
<td>Method of communication</td>
<td>Any mention of how they communicate with clients, email, phone, text messaging, and preferred method of communication.</td>
</tr>
<tr>
<td></td>
<td>Hours spent communicating</td>
<td>Any mention of hours spent communicating with clients, hours spent with one client, off-duty hours spent with clients.</td>
</tr>
<tr>
<td></td>
<td>Client awareness</td>
<td>Any mention of knowledge of clients’ health welfare, availability of emergency care, and clients’ support mechanisms.</td>
</tr>
<tr>
<td>Readiness for A-CHESS</td>
<td>Access to technology</td>
<td>Any mention of technology they use regularly, use of electronic records, and access to Internet.</td>
</tr>
<tr>
<td></td>
<td>Prior training</td>
<td>Any mention of attendance to webinars/conferences, whether they have continued training, whether it was sufficient, whether there were any helpful mediums, suggestions.</td>
</tr>
<tr>
<td></td>
<td>Assumed benefits</td>
<td>Any mention of benefits of using A-CHESS with clients prior to the implementation of the tool.</td>
</tr>
<tr>
<td></td>
<td>Reactions</td>
<td>Any mention of reactions, statements about learning curve prior to the implementation of the tool.</td>
</tr>
<tr>
<td>A-CHESS implementation</td>
<td>Implementation barriers</td>
<td>Any mention of applications not working, difficult to use/understand applications.</td>
</tr>
<tr>
<td></td>
<td>Technical barriers</td>
<td>Any mention of barriers to implementation such as staff resistance, leadership resistance, client resistance.</td>
</tr>
<tr>
<td></td>
<td>Resistance</td>
<td>Any mention of barriers to implementation such as staff resistance, leadership resistance, client resistance.</td>
</tr>
<tr>
<td></td>
<td>Insufficient funding</td>
<td>Any mention of payer restrictions, expenses, or cost indicated as implementation barrier.</td>
</tr>
<tr>
<td></td>
<td>Other factors</td>
<td>Any mention of regulations that directly or indirectly limit access or any other internal or external factors that hinder implementation.</td>
</tr>
<tr>
<td>Overcoming barriers</td>
<td></td>
<td>Any mention of how barriers were overcome, methods supporting the implementation.</td>
</tr>
<tr>
<td></td>
<td>Improvements</td>
<td>Any mention of suggestions, improvements, whether they would recommend it to others.</td>
</tr>
<tr>
<td></td>
<td>Useful applications</td>
<td>Any mention of applications they used most, applications they liked, applications that are easy to understand, and comments on the helpfulness of applications.</td>
</tr>
<tr>
<td></td>
<td>Less useful applications</td>
<td>Any mention of applications they felt like they did not need, disliked.</td>
</tr>
<tr>
<td>A-CHESS involvement</td>
<td>Involvement with A-CHESS</td>
<td>Any mention of devices used with A-CHESS, time spent on implementation, A-CHESS use per shift, A-CHESS use off work.</td>
</tr>
<tr>
<td>A-CHESS impact</td>
<td>Positive internal impact</td>
<td>Any mention of positive impact of A-CHESS use on client relationship, on workload, daily activities.</td>
</tr>
<tr>
<td></td>
<td>Negative internal impact</td>
<td>Any mention of negative impact of A-CHESS use on client relationship, on workload, daily activities.</td>
</tr>
<tr>
<td></td>
<td>Positive external impact</td>
<td>Any mention of state and/or federal regulations or policy (including Affordable Care Act) that positively impact use of A-CHESS.</td>
</tr>
<tr>
<td></td>
<td>Negative external impact</td>
<td>Any mention of state and/or federal regulations or policy (including Affordable Care Act) that positively impact use of A-CHESS.</td>
</tr>
</tbody>
</table>
### Results

#### Overview

Detailed information about the organizational attributes of the A-CHESS consortium agencies is available in Multimedia Appendix 1. The 14 agencies are geographically distributed equally across the country except for the West region (n=2). The majority of the agencies (9/14, 64%) serve more than 500 clients per year. Table 2 provides an overview of the interview process by agency, including staff interviewed and dates, as well as the date the agency joined the consortium.

A total of 73 interviews were completed with 44 unique individuals. Interviews were conducted with staff (n=24) and leadership (n=20) across the 14 agencies. Table 3 shows that the majority of staff interviewed was female (14/24, 58%); however, 60% (6/10) administrators were male. The staff workforce reported an average tenure of 5.7 years with 46% (6/13) being with their agency less than 3 years. Also, 13 out of the 24 staff (54.2%) reported their age was under 40. Smartphone use was prevalent among the staff members under age 40.
Table 2. Interview timeline by agency.

<table>
<thead>
<tr>
<th>Agency</th>
<th>Consortium join date</th>
<th>Roles</th>
<th>Initial interview date</th>
<th>12-month interview date</th>
<th>24-month interview date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>None</td>
<td>7/10/2013</td>
<td>Several contacts, no response</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>8/20/2013</td>
<td>8/25/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>6/26/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>4/1/2011</td>
<td>Admin</td>
<td>2/20/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>4/10/2012</td>
<td>7/25/2013</td>
<td>8/4/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>4/10/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>7/17/2013</td>
<td>7/30/2014</td>
</tr>
<tr>
<td>3</td>
<td>11/1/2011</td>
<td>Admin</td>
<td>None</td>
<td>7/24/2013</td>
<td>7/25/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>6/25/2012</td>
<td>7/24/2013</td>
<td>4 reschedules</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>7/16/2013</td>
<td>7/24/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>7/15/2013</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>1/1/2013</td>
<td>Admin</td>
<td>5/1/2014</td>
<td>5/1/2014</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>6/13/2014</td>
<td>6/13/2014</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4/1/2011</td>
<td>Admin</td>
<td>2/29/2012</td>
<td>8/2/2013</td>
<td>Several contacts, no response</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>2/6/2012 (2 staff together)</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>7/30/2013</td>
<td>8/21/2014</td>
</tr>
<tr>
<td>6</td>
<td>11/1/2011</td>
<td>Admin/Staff</td>
<td>7/5/2012 (admin interview)</td>
<td>7/31/2013 (staff interview)</td>
<td>8/29/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>3/2/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>None</td>
<td>9/6/2013</td>
<td>Not in agency anymore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>8/7/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>6/26/2012</td>
<td>7/10/2013</td>
<td>8/12/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>6/26/2012</td>
<td>7/11/2013</td>
<td>not in agency anymore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>6/21/2012</td>
<td>7/25/2013</td>
<td>Several contacts, no response</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>7/11/2012</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>7/1/2011</td>
<td>Admin</td>
<td>3/5/2014 (24 mos.)</td>
<td>Not in consortium</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>3/5/2014 (24 mos.)</td>
<td>Not in consortium</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4/1/2011</td>
<td>Admin</td>
<td>2/7/2012</td>
<td>Not in consortium</td>
<td>Not in consortium</td>
</tr>
<tr>
<td>10</td>
<td>7/1/2011</td>
<td>Admin</td>
<td>6/7/2012</td>
<td>Not in consortium</td>
<td>Not in consortium</td>
</tr>
<tr>
<td>11</td>
<td>1/1/2013</td>
<td>Admin</td>
<td>10/28/2013</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>11/1/2013</td>
<td>10/23/2014</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>7/1/2013</td>
<td>Admin</td>
<td>1/15/2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>1/17/2014</td>
<td>1/16/2015</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>1/28/2014</td>
<td>1/26/2015</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>11/1/2013</td>
<td>Admin</td>
<td>1/24/2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>2/7/2014</td>
<td>2/25/2015</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>1/22/2014</td>
<td>1/12/2015</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staff</td>
<td>1/27/2014</td>
<td>1/23/2015</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Qualitative inquiry response rate and respondent demographics.

<table>
<thead>
<tr>
<th>Interview time frame, n</th>
<th>Staff</th>
<th>Administrator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial interview</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>12-month interview</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>24-month interview</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Employee demographics (based on responses received), n (%)

<table>
<thead>
<tr>
<th>Gender</th>
<th>Staff</th>
<th>Administrator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>10 (41.7)</td>
<td>12 (60.0)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (58.3)</td>
<td>8 (40.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age range</th>
<th>Staff</th>
<th>Administrator</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-29</td>
<td>5 (20.8)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>8 (33.3)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>3 (12.5)</td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>2 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Refused/no response</td>
<td>6 (25.0)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Access/use of technology</th>
<th>Staff</th>
<th>Administrator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers</td>
<td>22 (47.8)</td>
<td></td>
</tr>
<tr>
<td>Mobile phone/smartphone</td>
<td>19 (41.3)</td>
<td></td>
</tr>
<tr>
<td>iPad/iPod</td>
<td>4 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Other (videophone)</td>
<td>1 (2.2)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tenure in years</th>
<th>Staff</th>
<th>Administrator</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;3 years</td>
<td>6 (46.1)</td>
<td></td>
</tr>
<tr>
<td>4-9 years</td>
<td>5 (38.5)</td>
<td></td>
</tr>
<tr>
<td>&gt;9 years</td>
<td>2 (15.4)</td>
<td></td>
</tr>
<tr>
<td>Average tenure in years, mean (SD)</td>
<td>5.7 (5.2)</td>
<td></td>
</tr>
</tbody>
</table>

Qualitative Analysis

Identification of agencies meeting our definition of short-term sustainability was straightforward. Three agencies (#5, #7, and #13) continued to utilize A-CHESS as an integrated part of their service delivery after the Consortium ended. Three agencies (#8, #9, and #10) dropped out of the Consortium before the 12-month interview. Although the remaining agencies were not able to sustain A-CHESS after the Consortium ended, their efforts were also reviewed to help identify unsuccessful sustainability strategies. We utilized the previously identified sustainability frameworks to organize the qualitative analysis which suggest that sustainability is attributable to the internal organizational supports, the external environment (eg, funding and regulations), and characteristics of the intervention [31-34].

Our analysis focused on (1) the internal organizational supports put in place to sustain A-CHESS, (2) funding as a contextual influencer from the external environment, and (3) A-CHESS innovation characteristics that support its sustainability.

Internal Organizational Supports

Organizational supports focused on three specific strategies: leadership support, staff engagement, and client engagement. Strong leadership support was present across multiple agencies. Often in these agencies, the leadership team took systematic and organized steps to move forward with the program. One respondent stated, “The whole system had to be developed from the ground up including process development and documentation”. In another agency that sustained A-CHESS, leadership understood that using technology to engage clients in treatment is innovative. However, the external environment (eg, reimbursement from insurance providers or Medicaid) is not keeping up with the innovations. As a result, leadership in this agency recognized that external funding to support
A-CHESS would need to come from private donors and/or foundations. The absence of leadership support may hinder development of an A-CHESS business model strategy. A respondent from one agency not sustaining A-CHESS stated that they need to be “able to convince administrators that there is a financial benefit to them”.

**Staff Engagement**

Engaging staff during the initial implementation and ongoing support of an mHealth app like A-CHESS is an important attribute associated with sustainability. The three agencies that were able to sustain A-CHESS used three clearly defined concrete strategies to engage staff (Table 4). One strategy involved the regular review of reports about client use of A-CHESS. This provided staff with additional opportunities to identify clients at risk and to initiate follow-up efforts to re-engage them. One respondent highlighted the importance of monitoring from a clients’ perspective when they stated the value of the relapse prevention feature (weekly check-in): “Clients like [A-CHESS], it’s a small and valuable intervention”. Another staff engagement strategy involved integrating a discussion of A-CHESS into weekly staff meetings. One respondent indicated that “Once a week we sit down and talk and review globally their caseload, [to] extend utilization of A-CHESS”. The final staff engagement strategy these three agencies used involved identifying staff who expressed an interest in working with A-CHESS. For example, one respondent indicated that they “selected staff that expressed interest so they’re invested so we don’t have any staff resistance”. A response from one of the agencies highlighted the integration of dedicated staff with the weekly review process when they stated, “We have a team of folks who focuses only on A-CHESS, assess on how clients are using A-CHESS. We have dedicated staff and we monitor client outcome”. Other strategies such as providing resources, using peers to provide training, or producing A-CHESS guides were specific to only one of the agencies; while a few of the non-sustaining agencies (#1 and #6) employed one of these key strategies. For example, Agency 1 utilized the A-CHESS reports to provide information to staff about client usage; however, unlike Agencies 5, 7, and 13, that information was not shared with staff on a regular basis. A respondent from one of the agencies that successfully sustained the use of A-CHESS summarized the impact and importance of staff engagement by stating that “we work with patients more at the beginning to sustain interest, help them use the phone...[and]...developed some guidelines”. These changes helped patients learn more about how the phone app works. In turn, these individuals were able to help new patients who were not familiar with the phone by providing hands-on support through peer support meetings.
Table 4. Organizational and external environmental strategies supporting sustainability.

<table>
<thead>
<tr>
<th>Organizational level strategies</th>
<th>Agency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong leadership support and engagement</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td><strong>Staff engagement</strong></td>
<td></td>
</tr>
<tr>
<td>Implement reminders related to A-CHESS use for staff</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Provide and communicate information through regular review of reports on client usage</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Offer training to new staff and ongoing training to all staff including face-to-face meetings to promote staff mentoring opportunities</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Require new staff to be excited and familiar with technology</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Produce A-CHESS booklets with screenshots customized to the treatment location or organization specific A-CHESS program guides</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Establish a web link for A-CHESS demonstrations and video tutorials</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Identify staff interest in working with A-CHESS</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Incorporate discussion of A-CHESS into weekly staff meetings</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Involve peers in training</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Ongoing client engagement</strong></td>
<td></td>
</tr>
<tr>
<td>Use feedback reports to identify clients not using the system and have staff follow-up</td>
<td>✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Establish guidelines and contracts related to use of A-CHESS or discharge protocols about how to use A-CHESS</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Use peer counselors or clients to provide training on how to use A-CHESS or share their experiences</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Adopt A-CHESS materials for specific client needs</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Encourage client use of A-CHESS features such as discussion group</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Establish task force or internal work group of internal champions including clients to engaged clients in A-CHESS</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Create training sessions for clients including developing user manuals</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Engage clients early on by showing them how to use the phone</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Establish targeted marketing for selected clients</td>
<td>✓ ✓</td>
</tr>
<tr>
<td><strong>General or generic</strong></td>
<td></td>
</tr>
<tr>
<td>Increase public relations by going to community based gatherings</td>
<td>✓</td>
</tr>
<tr>
<td>Used in the agency to augment or replace existing therapeutic approaches</td>
<td>✓</td>
</tr>
<tr>
<td>Provide resource supports such as office space and staffing support</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Work to establish or increase stakeholder awareness of A-CHESS and its benefits</td>
<td>✓ ✓</td>
</tr>
<tr>
<td><strong>External environment financial business model</strong></td>
<td></td>
</tr>
<tr>
<td>Leverage billing codes to support reimbursement for A-CHESS</td>
<td>✓</td>
</tr>
<tr>
<td>Seek out other sources of funding (eg, donations, mini-grants, etc)</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Communicate with insurance carriers or other external agencies to drive support and seek funding</td>
<td>✓</td>
</tr>
<tr>
<td>Work with phone carriers to see if lower rates can be secured</td>
<td>✓</td>
</tr>
<tr>
<td>Developed a business case for A-CHESS service line</td>
<td>✓ ✓</td>
</tr>
</tbody>
</table>
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Ongoing Client Engagement

Client engagement strategies can promote initial client engagement or ongoing engagement once the client starts to use the technology. While both are important, sustainability relies more on the identification of strategies that encourage ongoing client use of the intervention. Each of the agencies that sustained A-CHESS used two specific strategies to promote client engagement. The first strategy focused on monitoring client engagement with A-CHESS. Staff in these agencies utilized the available reports to identify clients who were not using the system and created processes that required follow-up with the client. As one respondent indicated, “It is up to the staff to engage the people. Peer to peer is not so high so we do need our staff to engage them. Staff participation is very important”. In contrast, staff at agencies who did not sustain A-CHESS identified a lack of communication as a barrier to sustainability but did not have a solution to systematize the feedback process or had to determine if these reports were a better source of data than internal tracking systems. As one staff member responded, “The Excel spreadsheet does not give you much unless you know what data to analyze, what variables to use”. In some agencies that did not sustain A-CHESS, other organizational changes such as system upgrades or electronic medical record implementation affected staff time to successfully manage the data from A-CHESS.

The second client engagement strategy focused on efforts to establish an agency team (eg, a task force or internal work group) consisting of dedicated staff (and in some instances, clients), whose responsibility was to help promote client engagement with A-CHESS. One agency created a task force of internal champions whose primary role was “all about staying connected to the clients”. As a result, staff indicated that A-CHESS helped improve their interactions with clients. A staff member in one of these agencies stated, “It has made my work easier as I can work with patients over the phone and they do not have to come in as often”. Another staff member defined ACHess as “a game-changing event”. In this agency, leadership considered “enthusiasm for the program [A-CHESS]” when making counselor hiring decisions.

Other client engagement strategies were used by some but not all of the agencies sustaining A-CHESS. Two of the agencies (#5 and #7) also established protocols, guidelines, or contracts designed to define client expectations for using A-CHESS while in treatment. A respondent from one agency stated that “a client agrees to expectations outlined in a document which he/she signs”. The protocols also help clients remain engaged with A-CHESS upon discharge from treatment. Another respondent from a different agency stated, “We offer A-CHESS to our patients in the 28-day inpatient program. It is part of the discharge plan. We talk about it in our weekly alumni group. Before they leave, we give them their phone back (to those who have phones before checking into our inpatient program) and meet with them, put A-CHESS in their phone so they are all set before they walk out of the door”. Agency 1 also used this strategy and the feedback reports but did not sustain A-CHESS after the Consortium ended.

In addition, two agencies (#7 and #13) used peer counselors or staff to train clients on A-CHESS use. A respondent from one of these agencies stated, “Peer mentoring staff and clinical staff heavily promote A-CHESS utilization as an important addition to quality and continuum of care”. Staff in Agency 7 expanded on these efforts by making sure that clients were trained in how to use A-CHESS. Specifically, staff and peers provided training when the client was first given the phone. While other strategies were applied to promote ongoing client engagement, agencies that sustained A-CHESS did not use them.

External Environment: Financial Business Model

Developing a business model to support the ongoing use of mHealth apps (eg, A-CHESS) is a key strategy for long-term sustainability. Agencies that sustained A-CHESS (#5, #7, and #13) took active steps to reduce costs (eg, provided to clients with a phone) and explored the possibility of additional funding. Leadership in these three agencies used a variety of different strategies to seek or secure additional funding (Table 4). For example, all three agencies sought other sources of funding such as mini-grants or donations. In addition, Agency 13 took advantage of state Medicaid billing codes related to peer monitoring, case management, and crisis intervention to support A-CHESS. This agency also worked closely with the MCOs in the state who “are engaged in A-CHESS promotion and are devoting funds to ‘pilot projects’ for A-CHESS implementation with their patient population”. Two agencies (#5 and #7) that have sustained A-CHESS have taken a different approach to incorporating A-CHESS into their business model. For example, Agency 5 established an A-CHESS service line and developed presentations about A-CHESS impact on client outcomes. Agency leadership uses the presentations to communicate their message to potential donors or foundations, which has helped brand the agency as a leader in the field. They had this to say about their approach: “We’ve incorporated technology in our service line and we’re staying on it. In presentations, we promote and talk about A-CHESS…when I do the presentation and show A-CHESS, I get the audience’s attention”. As part of the business model strategy for this agency, A-CHESS was offered only to clients with a smartphone and associated data plan, thus avoiding the variable expense associated with buying phones and providing the data service plan.

Absence of a Financial Business Model

Agencies that did not sustain A-CHESS recognized the importance of securing outside funding to support ongoing use of the app. Leadership in three of those agencies (#1, #2, and #11) took active steps to reduce costs and explored the possibility of additional funding including switching carriers, initiating conversations with the state about Medicaid coverage, and using A-CHESS reports to highlight the effectiveness of A-CHESS to the community. Despite these steps, one respondent from these agencies stated, “Funding is always the top barrier. We’re always looking for ways to support the A-CHESS program”. Another respondent indicated that one of the challenges to sustaining A-CHESS was the “cost of phones; clients aren’t really using [A-CHESS] that much the longer they are in treatment”. Agencies that relied on grant funding to pay for staff in the A-CHESS pilot were struggling with figuring
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out how to continue to pay for those staff in the future. Other agencies that did not sustain A-CHESS did not appear to implement any of the successful business model strategies to help cover costs or secure additional funding. In one of these agencies, the absence of a business strategy combined with financial instability indicated that more work was required “to integrate [A-CHESS] into existing treatment system”.

A-CHESS Innovation Characteristics

Attributes of an innovation influence whether it is sustained within an organization. Table 5 summarizes innovation enhancers and inhibitors across all Consortium agencies about specific A-CHESS attributes might contribute to its sustained use their clients.

The top three innovation enhancers mentioned by staff were the discussion group, the ability of A-CHESS to address client needs and staff support, and rapid response to client concerns. Staff believed that A-CHESS allowed the clients to create a sense of community in order to help each other in a time of need. One respondent stated that using A-CHESS “brought all clients to be closer together, they never met each other before but feel connected, they call themselves ‘Band of Brothers’”. Another respondent said, “It’s exciting that technology is part of recovery. It’s mobile, on the run, you just press 2 buttons and you can get in touch with people. It allows the client to reach out anytime”. Even agencies that were not able to sustain A-CHESS still recognized the importance of engaging clients. Staff in one agency encourages clients to “share in Discussion Group, like when they share in a 12-step meeting…[because it is] Secure, it’s safe. It’s the recovery version of Facebook. They can communicate and know they are being monitored”. A respondent from another agency indicated that A-CHESS “helps them [clients] make appointments, keep up with appointments, [and] continue with their therapy”. Despite recognizing how A-CHESS helped with client engagement, these non-sustaining treatment agencies did not actively develop and implement strategies to promote client engagement. The reason identified in one of these agencies was “the failure to put time and work with the clients who didn’t use A-CHESS”.

Table 5. Attributes of the A-CHESS innovation potentially impacting sustainability.

<table>
<thead>
<tr>
<th>Agency</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Innovation enhancers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion group</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Addresses client need (eg, rides, schedules, or information)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staff support and rapid response (eg, BAM survey or panic button)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic button</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication with peers</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impact on staff workload (eg, makes their jobs easier)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thought of the day</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My profile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Innovation inhibitors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability and cost of phones</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerns about being tracked</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technological failures (eg, no coverage, features not working etc)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clients skills or comfort level with smartphones, which may impact regular use of the phone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Technology

Technological challenges, phone availability and costs, concerns about being tracked, and the skills of the users were identified as potential innovation inhibitors. During the initial rollout, the phone or features on the phone (eg, meeting locator) did not always work as expected for both clients and staff. One respondent stated, “There are a lot of problems with phones (not good quality). We thought at first it was the clients not taking care of the phones but staff also had problems with phones”. Another respondent indicated that “it’s too long to load, sometimes get a blank screen… but some clients have complained about not getting signal (connectivity)”. These challenges affected clients’ use of the phone. For example, one respondent stated, “It is a problem because clients cannot call for transportation”. Client comfort level with technology in general could also be a barrier to sustained use. One respondent indicated that “some of the older guys are not tech savvy; we have to teach them over and over again, tell them that they can play with the phone and it won’t hurt it”. Finally, client concerns about the tracking function of the innovation were raised in a couple of agencies. One respondent stated, “The paranoia effect,
clients think we’re tracking them and following them with electronic capability”.

**Discussion**

**Principal Findings**

Strategies that might influence sustainability may be related to intervention types [37]. A-CHESS is an innovation that requires coordinating multiple staff to implement a new technology in the provider organization. Efforts to successfully sustain such an intervention require support from leadership and a project champion, an understanding of how the innovation fits within the organizational mission, training for all staff involved in the implementation, seeking continued financial resources, integrating a new practice into organization policies and procedures, and continuous monitoring [37]. Our results indicate how these strategies help sustain the use of mHealth apps within the context of addiction treatment programs.

While leadership support is an important part of the different sustainability frameworks [31-34], how it unfolds in the organization is less clear. We found that many agencies indicated the presence of leadership support for A-CHESS implementation. Involved and committed leaders can help facilitate sustainability [38-40]. In agencies that successfully sustained A-CHESS, leadership was actively involved by providing support during implementation. These leaders took steps to ensure that their strategic decisions and plans for A-CHESS created a coherent vision for organizational transformation; empowered employees to participate in the change process, including providing training; and allocated resources, change policies, procedures, and job descriptions [31,41,42]. For example, leadership in these agencies recognized the need to establish A-CHESS use covenants or contracts before providing the innovation to a client.

Fiduciary responsibility is a leadership task. Efforts to secure ongoing funding are an important issue in mHealth implementation [25,43]. Our results indicate that leadership can support efforts for mHealth financing by establishing service lines, leveraging billing codes, and marketing the impact of mHealth on clients to perspective payers. Future research should explore how these different approaches contribute to the long-term sustainability of mHealth apps.

Effectively engaging staff, and in our case, clients, establishes a sense of empowerment that they are a part of the change process, enhances staff motivation to participate in the change process, and leads to more actionable steps by staff to promote sustainment of the change [40,44-48]. We found that specific strategies targeting staff and client engagement differed between agencies that sustained versus did not sustain use of A-CHESS. For example, successful agencies established A-CHESS implementation teams and utilized clients and peer counselors to train new users. As a result, the participation helped to provide sufficient evidence for staff and clients to believe in the benefits of A-CHESS. This local participatory approach enhances sustainability efforts [39,49-51]. Further research is required to understand how staff and client engagement strategies support the sustainment of mHealth apps.

Developing an ongoing measurement and feedback system facilitates and supports organizational sustainability efforts [39,50,52-54]. It has been suggested that such systems have four components: (1) continually and effectively monitor progress of change, (2) keep the organization informed about success, (3) identify new areas for improvement, and (4) establish protocols to communicate and act on the results [55]. Agencies sustaining A-CHESS developed systems focusing on three of the four components, excluding a focus on new areas for improvement. Their strategies integrated monitoring efforts into weekly meetings and established policies and procedures to follow up with unengaged clients. The effectiveness of the approach on client engagement requires further investigation.

**Limitations**

Providers that participated in the research consortium (a self-selected sample) may not be representative of other treatment providers that might have implemented other mHealth apps. Another limitation related to the sample is that these providers implemented a specific mHealth app—a recovery-oriented app for individuals with substance abuse issues. The strategies associated with implementing and sustaining the A-CHESS app may differ from other mHealth apps. For example, levels of direct care staff engagement associated with use of another mHealth app may require different strategies to promote sustainability.

The qualitative process relied on a sample of interviews from the participating agencies. Staff turnover meant that different staff members were interviewed for the baseline and follow-up surveys. Inconsistency in the timing of the interview is another study limitation. The interviews did not begin when an agency joined the consortium. Time was required to allow the agency to develop a plan to implement A-CHESS in their organization. As such, the initial interview was not conducted until after the plans were developed with a range of 3-16 months between when the organization joined the consortium and when we conducted the initial interview. We then attempted to conduct the follow-up interviews at the appropriate 12-month and 24-month windows. Efforts to schedule the interviews with staff led to, in some instances, the interviews being scheduled as much as 1-5 months outside of the respective 12-month and 24-month timeframe. In addition, the interview process did not include patients using A-CHESS. Their responses about strategies to sustain A-CHESS may have differed from staff. Client perspectives about why they continue to use a specific mHealth technology should be included in future studies.

The external funding strategies are specific to the structure and financing mechanism within the US health care system for substance abuse treatment. The organizational strategies might be transferable to non-US-based substance abuse treatment providers or other types of health care systems. However, the full implementation of the Affordable Care Act in the United States or the actual structure of the payment system in another country may require changes to existing strategies or the identification of new strategies for sustaining an mHealth app in general or A-CHESS in particular within their respective implementation environments. Further research will be necessary to fully understand how different financial strategies and
payment mechanism affect the use of mHealth apps in health care.

Conclusions
As with any technology adoption, the use of mHealth apps for disease management will require a series of changes to the operations in health care provider organizations. Successful organizations will develop adoption plans that address staff and patient engagement, organizational procedures, and business model. Organization leaders will revisit these plans and adapt their implementation process to address emerging needs as they arise. Future research should focus on understanding the environmental, organizational, and innovation attributes that influence an organization’s decision to sustain the use of a particular mHealth app for its clients.
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Abstract

Background: One factor when assessing the quality of mobile apps is quantifying the impact of a given app on a population. There is currently no metric which can be used to compare the population impact of a mobile app across different health care disciplines.

Objective: The objective of this study is to create a novel metric to characterize the impact of a mobile app on a population.

Methods: We developed the simple novel metric, app usage factor (AUF), defined as the logarithm of the product of the number of active users of a mobile app with the median number of daily uses of the app. The behavior of this metric was modeled using simulated modeling in Python, a general-purpose programming language. Three simulations were conducted to explore the temporal and numerical stability of our metric and a simulated app ecosystem model using a simulated dataset of 20,000 apps.

Results: Simulations confirmed the metric was stable between predicted usage limits and remained stable at extremes of these limits. Analysis of a simulated dataset of 20,000 apps calculated an average value for the app usage factor of 4.90 (SD 0.78). A temporal simulation showed that the metric remained stable over time and suitable limits for its use were identified.

Conclusions: A key component when assessing app risk and potential harm is understanding the potential population impact of each mobile app. Our metric has many potential uses for a wide range of stakeholders in the app ecosystem, including users, regulators, developers, and health care professionals. Furthermore, this metric forms part of the overall estimate of risk and potential for harm or benefit posed by a mobile medical app. We identify the merits and limitations of this metric, as well as potential avenues for future validation and research.

(J Med Internet Res 2015;17(8):e200) doi:10.2196/jmir.4284
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Introduction

Overview

The growth in popularity of health and medical apps for health care professionals and patients is widely recognized given their numerous successful uses in a number of health care domains, including clinical health care delivery, education, and health promotion [1-4]. However, a number of concerns regarding the reliability and accuracy of apps have arisen, leading to calls for some form of quality assessment [5-7].

Evaluating the quality of mobile apps is a notoriously difficult problem which currently has no standard solution. Ideally, every medical app should be evaluated and tested by a range of experts to ensure its suitability and applicability to medicine. In practice, this is impossible to achieve given the exponential growth in the app market, low barriers to entry, limited resources, and rapid pace of development [6]. A number of models have been
proposed to help clinicians, app developers, regulators, and commissioning bodies to assess the quality of mobile apps, although it remains to be seen which model has the most utility in practical terms [5,8,9].

A previous paper proposing a framework for risk assessment for mobile medical apps identified many components that increase the potential for harm [5]. The components included inherent factors to the app, such as functionality, content, complexity, and lack of a fail-safe. External factors included the app user, inappropriate usage, inadequate training, and the likelihood of an error being detected. Furthermore, this paper suggested that an important component of the potential harm caused by a medical app is the overall impact that a mobile app has on a given population [5]. Lewis et al noted, "Risk is proportional to the number of patients affected, so disease prevalence or similar indices of the number of people likely to be affected by an error need to be considered."

It follows that a less harmful app used by a large population could pose a greater overall population safety risk than a more harmful app used by a small population. Therefore, it is clear that there is a need to develop a metric that will assess the population impact of mobile medical apps and will allow subsequent comparison across different disciplines.

The Problem: Assessing the Impact of a Specific App

There are a limited number of options currently available to assess the impact of a mobile medical app on any given population; these are shown in Table 1 and are ranked in order of accuracy.

It is important for the various stakeholders to be able to estimate and compare the likely population impacts of specific apps for the reasons shown in Table 2.

It is critical to be able to assess the number of people at risk from an unsafe app at any given time and currently there is no clear method of assessing this. Our objective was to propose, develop, and model a simple metric that can be used to estimate and compare the likely impact of a specific app on a population.

<table>
<thead>
<tr>
<th>Assessment toola</th>
<th>Examples</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detailed app analytics</td>
<td>High level metrics such as active users, time spent on app, and ethnographic and epidemiological data</td>
<td>Gold standard in terms of data detail; Would enable precise population impact to be measured</td>
<td>Large volumes of data; Not currently practical; Relies on app developers releasing crucial business information; Developer bias</td>
</tr>
<tr>
<td>mHealth studies [10]</td>
<td>Numerous mHealth studies testing the validity of mobile apps for health care</td>
<td>Rigorous independent trials; Often have detailed metrics available; Often note the quality of an app</td>
<td>Often focus on one specific app; Not many studies available; Not easy to compare apps from different disciplines</td>
</tr>
<tr>
<td>Number of app downloads</td>
<td>Basic metric available from a number of sources</td>
<td>Can easily compare apps from different disciplines</td>
<td>Information not easily accessible; Many users only download an app for trial purposes; No information about how often an app is used; No information about intended audience; Often not reported accurately</td>
</tr>
<tr>
<td>Educated guesswork</td>
<td>N/A b</td>
<td>Minimal knowledge required to provide estimate</td>
<td>Not accurate or precise; Wide observer bias</td>
</tr>
</tbody>
</table>

aAssessment tools are ranked in order of accuracy.
bNot applicable (N/A).
Table 2. Key reasons for use of population impacts of mobile apps by stakeholders.

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Reason for estimating app impact on population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulator</td>
<td>To estimate and compare the overall risks posed if the app is unsafe, and to decide on the appropriate regulatory measures</td>
</tr>
<tr>
<td></td>
<td>To understand the potential for population benefit from effective apps</td>
</tr>
<tr>
<td>Guideline developer (eg, NICE&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>To help understand the impact of an app from a public health perspective</td>
</tr>
<tr>
<td>App developer</td>
<td>To justify investment decisions</td>
</tr>
<tr>
<td></td>
<td>To guide update strategy</td>
</tr>
<tr>
<td>App users</td>
<td>May use the population impact as a surrogate indicator for quality</td>
</tr>
<tr>
<td>Clinicians advising users about the app</td>
<td>May use the population impact as a surrogate indicator for quality</td>
</tr>
<tr>
<td>Health insurers and funding schemes</td>
<td>To understand the likely payback from approving reimbursement of the cost of the app</td>
</tr>
<tr>
<td>Health economists</td>
<td>As part of an estimate of cost effectiveness of the app</td>
</tr>
<tr>
<td></td>
<td>Could utilize AUF&lt;sup&gt;b&lt;/sup&gt; as part of their ranking algorithm</td>
</tr>
<tr>
<td>App stores</td>
<td>Surrogate marker for quality</td>
</tr>
</tbody>
</table>

<sup>a</sup>National Institute for Health and Care Excellence (NICE).

<sup>b</sup>App usage factor (AUF).

**Methods**

**Identification of a Simple Metric: App Usage Factor**

A broad literature search for existing metric systems in use was carried out. The two authors of this paper (TLL, JCW) searched for relevant papers with regard to their suitability for use when applied to medical apps, however, none were found. The search was expanded to look for metrics in use in other aspects of technology. We felt that there were some useful analogies outside health care; these included passenger miles for comparing CO<sub>2</sub> emissions from alternative transport methods, the readership of newspapers and magazines (number of sales × number of readers per paper), and common website metrics, which capture the number of unique visitors × time spent per visit.

We also brainstormed the criteria for a useful metric. In our view, a good metric should display the following characteristics:

1. Simple to calculate from readily available information
2. Reflects both the number of users and the frequency of use
3. Generates a single, understandable figure within the range of 0 to 10, despite the hugely varying number of users per app (at least a million-to-one ratio)
4. Relatively stable over time for each app
5. Can be used as a denominator for adverse incident reports
6. Makes intuitive sense to users in the same way as does the Richter scale, for example.
7. Has good interobserver agreement and reliability.

Our proposed metric, the app usage factor (AUF), is defined as the logarithm of the product of the total number of active users of a mobile app ($A_U$) with the median number of daily uses of the aforementioned app ($D_U$). The formula for calculating the metric can be seen in equation 1 as follows:

$$AUF = \log_{10}(A_U \times D_U) \quad (1)$$

There are a number of points worth considering that enable this metric to fulfil all the desired characteristics. Certain considerations for the measurement of $A_U$ and $D_U$ include geographic boundaries (eg, AUF could be global or country specific), operating system version (eg, AUF could differ for iPhone and Android platforms), and app version number, which would need to be specified or standardized in order to make a meaningful assessment of the AUF.

There are also specific temporal considerations when calculating $A_U$, $D_U$, and AUF, in particular, the following:

1. The figure for each variable should be assessed as "stable," for instance, not changed significantly over the past 30 days. This is because the use of apps by users can change extremely rapidly, for example, due to media hype surrounding the release of a new app.
2. The AUF for a specific app can change over time as the app ecosystem evolves. Specific issues that may be encountered include app or operating system updates, which may significantly affect the functionality of the app.

On the basis of the considerations above, it is reasonable to calculate the AUF for a specific app on a quarterly basis, at minimum, or 30 days following a major app update. Given the well-recognized speed of app updates, this may well require further refinement [11].

**Validation of the App Usage Factor Metric Against Proposed Criteria**

**Overview**

Any novel metric requires appropriate validation to ensure its suitability and accuracy for the proposed task. A series of computer simulation models were constructed that allowed specific app usage scenarios to be explored. The objective was to validate the AUF metric against the desirable metric criteria, thus confirming its suitability and applicability for practical use.
Three specific scenarios were modelled using Python [12], a high-level, general-purpose programming language, as follows:

1. Exploring stability of AUF as a function of $A_U$ and $D_U$, including determination of metric limits
2. Simulated app ecosystem model
3. Temporal stability of AUF.

**Exploring Stability of the App Usage Factor as a Function of $A_U$ and $D_U$, Including Determination of Metric Limits**

A 200×200 linear spaced grid was constructed in Python to simulate the behavior of the metric with calculated values of the AUF based on $0 < A_U < 100,000$ and $0 < D_U < 50$. A secondary iterative process was used to explore the limits of the AUF while still returning usable results. Specific positive and negative limits were identified.

**Simulated App Ecosystem Model**

Figures from a recent study suggest that there are now 20,000 health and medical apps available to download from the major online app stores [7]. In order to validate the new metric, Python was used to construct a simulated dataset with 20,000 "apps," each with a random number of daily "uses" and a random number of active "users." The values for $A_U$ and $D_U$ were randomly distributed using a negative exponential probability distribution; this is a continuous probability distribution which describes the time between events in a Poisson process (i.e., a process in which events occur continuously and independently at a constant average rate [13]). This probability function was chosen to reflect the decreasing probability of an app being both widely used ($A_U$) and used multiple times per day ($D_U$). The probability distribution function for an exponential distribution is shown in equation 2.

$$P(x) = \lambda e^{-\lambda x}$$ (2)

An iterative process was used to identify values for lambda in order to identify suitable limits for the maximum number of daily activities, and the maximum number of active users [14]. This was determined to be 0.00001 and 0.4 for $A_U$ and $D_U$, giving maximum numbers of 1 million users and 30 uses per day, respectively.

**Temporal Stability of the App Usage Factor**

In order to assess the temporal stability of the AUF, the behavior of a single app was modelled as a function of time. The strength of the logarithmic component of the AUF is its ability to act as a damping system to external ecosystem factors (e.g., media hype). The aim was to show that the AUF would not change dramatically in response to these factors. In order to test this, a series of external ecosystem factors would be applied to the simulation to observe how the AUF changed. Key criteria for the simulation were as follows:

1. $D_U$ calculated to be a random float value between minimum and maximum values of $D_U (D_U_{\text{MIN}}$ and $D_U_{\text{MAX}}$, respectively) according to a uniform probability distribution each day
2. $A_U$ calculated to increase/decrease by $x$ users each day, where $x$ is a float value determined by a uniform probability distribution between minimum and maximum values of $A_U (A_U_{\text{MIN}}$ and $A_U_{\text{MAX}}$, respectively)
3. AUF calculated according to values of $A_U$ and $D_U$ as described by the metric and modelled as a function of time for a period of 2 years.

Specific functions were applied to the model, which intended to simulate the following external app ecosystem events: initial market launch, positive media publicity, negative media publicity, and app/operating system updates. The AUF for the simulated app was then plotted as a function of time to analyze temporal behavior. The values for initial $A_U (A_U_{\text{INITIAL}})$, $A_U_{\text{MIN}}$, $A_U_{\text{MAX}}$, $D_U_{\text{MIN}}$ and $D_U_{\text{MAX}}$ for each external ecosystem event are shown below in Table 3.
Stability of the App Usage Factor as a Function of AU and DU

The results of our model shown in Figure 1 highlight the value for AUF (contour lines) as a function of AU and DU. The metric remains stable (i.e., AUF > 0) provided $AU \times DU$ is greater than 1. It is reasonable to assume that if $AU \times DU$ were less than 1, then the specific app would be rarely used, if at all. In practical terms, this relates to a scenario where an app is used regularly once a month by 50 people or less, which was deemed to be an acceptable minimum standard.

Figure 1. A contour plot illustrating the stability of the app usage factor as a function of Au and Du, including determination of metric limits.

Simulated App Ecosystem Model

The input data can be seen in Figure 2, with the relative frequency of both AU and DU plotted as histograms on the right. Each data point represents an individual mobile app with an independent, randomly assigned AU and DU. The AUF was then calculated and plotted as a histogram against frequency as shown in Figure 3. As a result of the logarithmic scaling factor, each unit increase in AUF represents a factor of 10 for impact on the population, similar to the Richter scale.

<table>
<thead>
<tr>
<th>External ecosystem event</th>
<th>Day number</th>
<th>AU MIN</th>
<th>AU MAX</th>
<th>DU MIN-DU MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial market launch</td>
<td>1 (No. of users initially set at 50)</td>
<td>-50</td>
<td>50</td>
<td>10-20</td>
</tr>
<tr>
<td>Daily market fluctuation</td>
<td>All days other than those below</td>
<td>-50</td>
<td>50</td>
<td>10-20</td>
</tr>
<tr>
<td>Positive media publicity</td>
<td>100-110</td>
<td>50</td>
<td>500</td>
<td>10-20</td>
</tr>
<tr>
<td>Negative media publicity</td>
<td>350-360</td>
<td>-500</td>
<td>50</td>
<td>10-20</td>
</tr>
<tr>
<td>App version/operating system update</td>
<td>501 (No. of users reset to 500)</td>
<td>0</td>
<td>50</td>
<td>10-20</td>
</tr>
<tr>
<td>Users upgrade to latest version</td>
<td>500-650</td>
<td>-20</td>
<td>250</td>
<td>10-20</td>
</tr>
</tbody>
</table>

Ranges:

- AU MIN: Range for minimum number of active users of a mobile app (AU_MIN).
- AU MAX: Range for maximum number of active users of a mobile app (AU_MAX).
- DU MIN: Range for minimum median number of daily uses of an app (DU_MIN).
- DU MAX: Range for maximum median number of daily uses of an app (DU_MAX).

Notes:

- Initial number of active users of a mobile app (AU INITIAL) on day 1 (initial market launch) = 50.
- At day 501, the number of active users was reset to 500 to simulate app version/operating system update.
Apps with a similar AUF can be considered to have a comparable population impact to each other, while simultaneously giving a useful indication of the scale of users affected (see Table 4). Distribution of the sample results can be seen in Figure 3. The interquartile range for AUF was calculated to be 4.45 to 5.45. The mean AUF was 4.90, with the standard deviation calculated to be 0.78.

Figure 2. A combined scatterplot (input data, left) and histogram (relative frequency of both Au and Du, right) showing the initial sample dataset of 20,000 mobile medical apps.
Figure 3. A histogram showing the frequency distribution of the app usage factor for the sample dataset of 20,000 simulated mobile medical apps, including mean and standard deviation for the data.

Temporal Stability of the App Usage Factor

The temporal simulation shown in Figure 4 shows that the AUF will tend toward a relatively stable state despite market perturbations. Minor daily fluctuations in $A_U$ and $D_U$ are effectively dampened by the addition of the logarithmic factor. Temporal simulations carried out without the logarithmic factor show an increased sensitivity to small changes in $A_U$ and $D_U$, which lead to an overall decrease in stability over time. Our simulations suggest that there is a lag time present between a major app ecosystem perturbation and the corresponding change in AUF. This is likely to represent the time taken for information to reach the affected user base and is therefore dependent on the number of users and the magnitude of the market perturbation. It follows that a small market perturbation affecting a small number of users is unlikely to significantly affect the AUF. On the basis of this simulation, it is appropriate to delay measuring AUF for 30 days after any minor market perturbation and 80 to 100 days after a large market perturbation (eg, app launch, operating system update).
Figure 4. A graph showing app usage factor as a function of time for a single mobile app which is subject to a number of simulated app ecosystem events.

Discussion

Merits and Limitations of the App Usage Factor Metric

Use of the AUF as a metric to assess the population impact of a mobile medical app has many potential benefits for health care professionals, developers, and regulators alike. People who use this metric should be able to make a comparison of the AUF with real-world usage of a particular app, as can be seen in Table 4.

The biggest limitation of this metric is obtaining the two key pieces of information: How many active users there are ($A_U$) and how many times a day the app is used ($D_U$). It is not possible to accurately calculate the AUF without approximate figures for these variables. Identification of $A_U$ and $D_U$ could be facilitated through the following means:

1. Voluntary release by app developers/app store companies to an independent body where possible, perhaps as part of a self-certification process. The AUF could be calculated by developers and release of this data does not in itself release confidential information.
2. Compulsory release as part of a formal regulatory process, for example, to gain Food and Drug Administration (FDA) regulation approval.
3. Survey of a target population with subsequent data extraction and extrapolation of log files associated with app usage.

There are a number of further considerations of the app usage factor for risk assessment of mobile apps, particularly when utilizing AUF to estimate population impact of an app.

Risk-based regulatory models such as those utilized by the FDA [15] and the Medicines and Healthcare products Regulatory Agency (MHRA) [16] could potentially target apps with a high AUF (ie, a large population impact) purely on the basis of potential negative impact to a population, as suggested in the red highlighted area in Figure 3. Previous risk assessment analysis of mobile apps identified that approximately 0.5% of apps require this formal regulatory assessment. In our opinion, it is therefore reasonable to identify the apps which have the highest population impact and assess their safety on a case-by-case basis. Identification of these apps is accomplished by identifying all apps that fall more than 2 standard deviations from the mean AUF. In our sample data, this equated to 82 out of the 20,000 simulated apps, a feasible proportion of 0.41% of the apps which could require assessment pending formal regulation; these are highlighted in red in Figure 3. In our simulation, this equates to an app with an AUF greater than 6.46.

A limitation of the AUF in estimating the potential risk of a mobile app is when the number of active users is high within a potentially small user base. This is illustrated by the following thought experiment. A potentially harmful app used regularly once a day by 600 users out of a population of 800 users has a higher chance of causing harm to this user group than the AUF of 2.8 for this scenario alone would suggest. This thought experiment confirms that the AUF is a measure of population impact and there are several contextual and other factors that contribute to overall risk posed by a medical app [2].
Equivalent active user daily actions ($A_U \times D_U$)

<table>
<thead>
<tr>
<th>App usage factor (AUF)</th>
<th>Equivalent active user daily actions ($A_U \times D_U$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1,000,000</td>
</tr>
<tr>
<td>5</td>
<td>100,000</td>
</tr>
<tr>
<td>4</td>
<td>10,000</td>
</tr>
<tr>
<td>3</td>
<td>1,000</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
</tr>
</tbody>
</table>

aNumber of active users of a mobile app ($A_U$).

bMedian number of daily uses of an app ($D_U$).

Conclusion

A key component when assessing app risk and potential harm is understanding the potential population impact of each mobile app. Our new metric would have many potential uses for a wide range of stakeholders in the app ecosystem, including users, regulators, developers, and health care professionals. Furthermore, this metric forms part of the overall estimate of risk and potential for harm or benefit posed by a mobile medical app [2]. We developed and explored the characteristics of a novel but simple, easily calculated metric to assess the likely population impact of a medical app using a sample database of 20,000 apps modelled using a computer simulation. This modelling showed that our proposed metric, AUF, remained stable over time and at extremes of user numbers and daily usage rates, thereby confirming its suitability for further testing in a health care context. We are confident that using this metric will help the population impact of a specific app to be estimated and compared with similar apps. It is important to note that AUF forms but one component of the overall risk and harm potential posed by a specific app. Users should take the AUF into consideration alongside inherent and external risk factors when deciding whether to use an app in clinical practice. For now, the next stage in the validation process is to calculate the app usage factor for a number of health and medical apps using actual usage and population data.
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Abstract

Background: The rapid spread of Web-based social media in recent years has impacted how patients share health-related information. However, little work has studied the demographics of these users.

Objective: Our aim was to study the demographics of users who participate in health-related Web-based social outlets to identify possible links to health care disparities.

Methods: We analyze and compare three different types of health-related social outlets: (1) general Web-based social networks, Twitter and Google+, (2) drug review websites, and (3) health Web forums. We focus on the following demographic attributes: age, gender, ethnicity, location, and writing level. We build and evaluate domain-specific classifiers to infer missing data where possible. The estimated demographic statistics are compared against various baselines, such as Internet and social networks usage of the population.

Results: We found that (1) drug review websites and health Web forums are dominated by female users, (2) the participants of health-related social outlets are generally older with the exception of the 65+ years bracket, (3) blacks are underrepresented in health-related social networks, (4) users in areas with better access to health care participate more in Web-based health-related social outlets, and (5) the writing level of users in health-related social outlets is significantly lower than the reading level of the population.

Conclusions: We identified interesting and actionable disparities in the participation of various demographic groups to various types of health-related social outlets. These disparities are significantly distinct from the disparities in Internet usage or general social outlets participation.

(J Med Internet Res 2015;17(8):e194) doi:10.2196/jmir.4308
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Introduction

Background

Social media have been employed in many industries to engage consumers. The health care industry has moved at a slower pace in incorporating social media because of inherent risks such as patient privacy, but recently this rate has increased to fulfill the consumers’ needs [1]. Moreover, some companies use social media to provide their employees with wellness videos in order to cut their health care costs [2].

At the same time, health care disparity is a well-studied problem in which two population groups receive unequal services [3]. This problem has been analyzed across various dimensions relating to social determinants in health, including education...
and income, environmental hazards, and health outcomes such as mortality, morbidity, and behavioral risk factors [4]. However, health care disparity has not been studied in terms of social media participation. This is important as Internet access and participation in health communities has the potential to improve health outcomes [5]. Hence, understanding the demographics of social outlets, which is the focus of this paper, may shed light on another facet of health care disparity.

To cover different types of Web-based social outlets, we collected data from three types of sources: (1) general Web-based social networks, namely Google+ and Twitter, (2) drug review websites, and (3) health Web forums. We measure the following demographic attributes: age, gender, ethnicity, location, and writing level. Unfortunately, much of this information is unavailable for some, or all, of the sources. For that, we built and evaluated three classifiers for gender, ethnicity, and writing level. User names were used for the gender and ethnicity classifiers. Writing level for users was calculated using modified reading level formula to ignore very long incomprehensible sentences. To extract the location of a post, we use a geocoding application programming interface (API).

Related Work

Analysis of Health-Related Social Outlets

Many researchers have explored the effectiveness of Web-based social media in changing and improving the communication between providers and patients. According to Kane et al [6], 60 million Americans are using Health 2.0 applications, that is, social networks focused specifically on health care. Further, approximately 40% of Americans find an opinion in social media is more trustworthy if it conflicts with a professional’s opinion or diagnosis. Hackworth and Kunz [7] found that 80% of American adults have looked online for health-related topics. Recently, there is increased interest in analyzing the health-related content of social media [1]. Denecke and Nejdl [8] analyzed medical concepts mentioned in medical social media posts from different sources to differentiate between informative and affective posts. They found that patients and nurses tend to share personal experiences, while physicians share health-related information. Lu et al [9] studied the content of three disease-specific health communities and their relationship to five informative topics: symptoms, complications, examination, drugs, and procedures. For example, users with breast cancer are more likely to discuss examination, while users with lung cancer are more likely to discuss symptoms. Wiley et al [10] analyzed the content of Web-based social media related to pharmaceutical drugs across several dimensions, including frequently mentioned diseases, keywords, and sentiment. While the aforementioned work examined health-related social media and content, none of them studied the demographics of the participating users, which is studied in this work.

Measuring and Estimating Demographics of Users of Social Outlets

Survey-Based Methods

In 2012, a Pew Internet Research study showed that women, age 30-49, are more likely to participate in social media websites, where 75% of users are white [11]. eMarketer found that 68.9% of Hispanics use social media compared to 66.2% of the total population. Further, they showed that Hispanics are more likely to compare products online while shopping and write reviews on products [12]. However, no research has focused on health-related social media.

Classifier-Based Methods

Mislove et al [13] built methods to estimate both gender and ethnicity for Twitter users using the 1000 most popular first names reported by the US Social Security Administration and frequently occurring surnames reported by the 2000 US census. Gender and ethnicity methods used the reported first name and last name respectively. Mandel et al [14] analyzed the tweets related to Hurricane Irene using Mislove’s gender classifier. We build on Mislove’s work when creating our classifiers. While we also classify gender using first names, we extended these methods to screen names when a first name is not present. A related work for estimating reading levels of the US population [15] was presented to discuss limitations of low literacy patients. We measured the writing level based on this work since we did not encounter any similar work.

Methods

Datasets

Our analysis used data collected from three different types of health-related social outlets: general social networks, drug review websites, and health Web forums (Table 1 [16-23]). Google+ and Twitter were chosen as general social networks based on their popularity and number of users (we do not study Facebook because it offers no public interfaces to access its data). For drug review websites and health Web forums, three websites were selected for each, where we considered their breadth of topics and popularity. Figure 1 shows the overall process of our analysis, and Table 1 shows key statistics of each source including number of users, number of posts, and average sentence length. More information about the sources including start and end date is available in Multimedia Appendix 1.
Table 1. Total number of users, posts, and average sentence length for each source.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users, n</th>
<th>Posts, n</th>
<th>Average sentence length (in words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwitterHealth [16]</td>
<td>5,095,849</td>
<td>11,637,888</td>
<td>10.82</td>
</tr>
<tr>
<td>Google+Health [17]</td>
<td>86,749</td>
<td>186,666</td>
<td>9.03</td>
</tr>
<tr>
<td>Drugs.com [18]</td>
<td>74,461</td>
<td>74,461</td>
<td>13.85</td>
</tr>
<tr>
<td>DailyStrength/Treatments [19]</td>
<td>213,524</td>
<td>1,055,603</td>
<td>11.92</td>
</tr>
<tr>
<td>WebMD/Drugs [20]</td>
<td>122,040</td>
<td>122,040</td>
<td>13.53</td>
</tr>
<tr>
<td>Drugs.com/Answers [21]</td>
<td>201,126</td>
<td>5,948,877</td>
<td>6.59</td>
</tr>
<tr>
<td>DailyStrength/Forums [22]</td>
<td>165,045</td>
<td>1,128,629</td>
<td>13.2</td>
</tr>
<tr>
<td>WebMD [23]</td>
<td>155,912</td>
<td>320,118</td>
<td>15.37</td>
</tr>
</tbody>
</table>

Table 2 shows which of the sources provide data for each of the five demographic attributes. Two demographic attributes are not present in any source: ethnicity and writing level. We therefore created methods to automatically classify these attributes, along with gender for the sources where unavailable. No indicates that the demographic attribute is not provided by the source. Yes indicates that the demographic attribute is provided by the source. Each classifier uses a distinct part of the user profile as denoted by the table footnotes. The writing level classifier uses the Flesch-Kincaid measure based on all users’ posts [24].

Table 2. List of all used sources with the available attributes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Age</th>
<th>Gender</th>
<th>Ethnicity</th>
<th>Location</th>
<th>Writing level</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwitterHealth</td>
<td>No</td>
<td>Gender classifiera</td>
<td>Ethnicity classifierb</td>
<td>Yes</td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Google+Health</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Drugs.com</td>
<td>No</td>
<td>Gender classifierc</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>DailyStrength/Treatments</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>WebMD/Drugs</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>Drugs.com/Answers</td>
<td>No</td>
<td>Gender classifierc</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>DailyStrength/Forums</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
<tr>
<td>WebMD</td>
<td>No</td>
<td>Gender classifierc</td>
<td>No</td>
<td></td>
<td>Writing level classifier</td>
</tr>
</tbody>
</table>

aFirst name.
bLast name.
cScreen name.

To filter health-related posts from Twitter and Google+, we built a list of 276 representative health-related keywords based on five categories:

1. Drugs: First we obtained a list of the 200 most popular drugs by prescriptions dispensed from RxList.com [25]. We then removed variants of the same drug (eg, different milligram dosages) resulting in 125 unique drug names.

2. Hashtags: We selected 11 popular health-related Twitter hashtags such as #HCSM (Healthcare Communications & Social Media).

3. Disorders: We selected 81 popular disorders such as cancer and Alzheimer.

4. Pharmaceuticals: We selected the 12 largest pharmaceutical companies such as Pfizer.

5. Insurance: We selected 44 of the biggest insurances such as Medicare and Humana. A complete list of used keywords can be found in Multimedia Appendix 1.

We used the Twitter streaming API [26], with these keywords as filters, to obtain the relevant tweets for our TwitterHealth dataset. Our Google+Health dataset was collected via the Google+ API [27], where each health-related keyword was used as a query to find relevant posts. For the drug review websites and health Web forums, we built custom crawlers in Java using the jSoup [28] library for crawling and parsing the hypertext markup language (HTML) content. For each source, we collected the available data, including user information, posts, disorder, or condition under which a discussion appears, keywords, tags, etc. We emphasize that we collected only publicly available data in accordance with each site’s terms of use; no private data were collected.
Figure 1. Overview of the data collection and analysis process.

User Demographics Estimation Methods

Overview

We chose five demographic attributes as shown in Table 2: gender, age, ethnicity, location, and writing level. Since these attributes are not available in every source, we created several classifiers to derive missing attributes as specified in Table 2. Note that we do not fill missing values of users for sources that provide this information for at least some of their users, for example, if a user does not provide their age in Google+, we just ignore this user from the age-related analysis. Multimedia Appendix 1 shows the percentages of users who report each attribute in each source.

Gender

Four out of eight sources (Google+Health, DailyStrength/Treatments, WebMD/Drugs, and DailyStrength/Forums) allow users to report their gender (as shown in Table 2). Approximately 80% of the users of these sources chose to report it; thus, the reported gender was used for these sources.

For the other sources where gender is not available, we extended the methods of Mislove et al [13] to classify gender using the reported first name of users, if available; otherwise we extracted first names from user screen names. Note that screen names have not been used before, to the best of our knowledge, for gender estimation. In particular, we first collected the 1000 most popular male and female birth names reported by the US Social Security Administration [29] for each year from 1935 to 1995. Thus, we collected the names of people in 2014 aged 19-79 years old, which constitutes about 73.9% of the population [30]. There are 55,973 unique names in total. We further filtered this list to remove names with an aggregated frequency less than 10,000 or a discriminative gender probability less than 95%. The resultant list contained 1328 names. For TwitterHealth and Google+Health, we checked if one of these 1328 first names is contained in the user-specified name to classify the user’s gender. We first cleaned the first name by removing non-alphabetical characters and then performed case-insensitive string matching. Gender classifier evaluation is reported in Multimedia Appendix 1; the accuracy ranges from 76% to 99%.

Age

Similarly, age was also reported in four sources (Google+Health, DailyStrength/Treatments, WebMD/Drugs, and DailyStrength/Forums). Three sources display the age as a single number, whereas one source displays age as a range (e.g., 35-45). Approximately 61% of the users of these sources reported their age. When users provide an age range, the total number of users for each range is distributed uniformly to each year in the range. Ages are then grouped into five age groups: 0-17, 18-34, 35-44, 45-64, and 65 years and older. These age ranges are also used by the US census [31].

Ethnicity

The ethnicity of the users is not reported in any of the sources that we study; therefore, we created an ethnicity classifier similar to Mislove et al [13]. The 2000 US census, which is the most recent available, reports the distribution of ethnicities for each last name (last names with less than 100 individuals were omitted) [32]. For example, the distribution for Hernandez is reported as 4.55% white, 0.38% black, 0.27% Asian, and 93.81% Hispanic. We filtered this list to remove the last names with a frequency less than 1000, or where the discriminative probability of the majority ethnicity is less than 80%. We then use the ethnicity with the majority probability to classify ethnicity based on last name for sources that include the last name of users (Google+Health and TwitterHealth). We understand that race and ethnicity are not the same especially when referring to Hispanics, but in this paper we try to simplify the presentation by only reporting ethnicity, that is, we do not distinguish groups like white Hispanic versus black Hispanic, but only Hispanic. For the other sources (health Web forums and drug review websites), which do not have user names, we found that using the screen name for ethnicity estimation is inaccurate, and hence we do not report on the ethnicity of these sources. Ethnicity labeling and classifier evaluation is reported in Multimedia Appendix 1.


Writing Level

Different methods and formulas for measuring readability are available using different factors such as average number of syllables per words, average number of words per sentences, or average number of letters per words. In our work, we used the Flesch-Kincaid Grade Level \[16\] formula to estimate the writing level (values generally correspond to school grades 1-12) of the users:

\[
\text{Flesch-Kincaid Reading Age} = (0.39 \times \text{ASL}) + (11.8 \times \text{ASW}) - 15.59, \text{where ASL is the Average Sentence Length, and ASW is the Average number of Syllables per Word.}
\]

Note that since we can only observe the text authored by users, we measure the writing level and not the reading level; however, we use the reading level formula since no alternative formula for the writing level exists. The writing level of a user is computed using the above equation by concatenating all of the user’s posts and personal description. Links and hashtags from tweets are removed, and users with less than 100 words in total are ignored. We found that very high reading level was being assigned to users who write very long incomprehensible sentences. This is a case that was not considered by the original Flesch-Kincaid reading age formula, which assumed that the text is grammatically and syntactically correct (e.g., the text of a novel). For that, we omit sentences with more than 30 words.

Results

Overview

To put our results in perspective, we compare them with other general demographics statistics. The population and Internet usage for each demographic group was obtained from the US census \[29,30\], while other statistics for Twitter and Google+ came from other sources \[11,33-35\]. Further, we compare the demographics of the users participating in health-related discussions on Twitter and Google+ to the overall demographics of the users in these sites. All our results are statistically significant, except the comparison between health Web forums and drug review websites with respect to gender and age group (0-17). Also, there is no significant difference between Google+Health and drug review websites for age group (35-44).

Gender

As shown in Table 3 \[11,30,31,33\], the gender distribution in the population and Internet usage is almost the same, and there is a slight difference for general social networks. Our first key finding is that drug review websites and health Web forums are dominated by female users; the number of female users is almost four times larger than that of male users. TwitterHealth and Google+Health have similar gender ratios when compared to the overall user base of Twitter and Google+.

The finding that women use health forums much more than men is partially supported by previous research, which shows that women report ill health more frequently than men \[36\]. In contrast, this is not true for Twitter and Google+, which are dominated by news exchanges \[37\].

<table>
<thead>
<tr>
<th>Source</th>
<th>Females, %</th>
<th>Males, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population [30]</td>
<td>51.05</td>
<td>48.95</td>
</tr>
<tr>
<td>Internet Use [31]</td>
<td>51.63</td>
<td>48.37</td>
</tr>
<tr>
<td>General social networks [11]</td>
<td>54.68</td>
<td>45.32</td>
</tr>
<tr>
<td>Twitter [33]</td>
<td>57.00</td>
<td>43.00</td>
</tr>
<tr>
<td>Google+ [33]</td>
<td>37.00</td>
<td>63.00</td>
</tr>
<tr>
<td>TwitterHealth(^a)</td>
<td>51.81</td>
<td>48.19</td>
</tr>
<tr>
<td>Google+Health(^a)</td>
<td>35.36</td>
<td>64.64</td>
</tr>
<tr>
<td>Drug review websites(^a)</td>
<td>78.48</td>
<td>21.52</td>
</tr>
<tr>
<td>Health Web forums(^a)</td>
<td>78.41</td>
<td>21.59</td>
</tr>
</tbody>
</table>

\(^a\)These results are from this work. Results in the rows above are reported in the respective citations.

Age

Table 4 \[30,31,34,38\] reports the age distribution of users in the studied social outlets and in other relevant sources, to put the results in perspective. Age groups were chosen based on the US census. We therefore understand that the age ranges are not equal, but since our main goal is comparing the demographics of Web-based health-related social outlets to other statistics such as Internet usage, we chose to follow the census age ranges in computer and Internet access. Further, we provide population distribution in the Table 4 to compare each group size with others. One-fifth of Internet users are in the group 0-17; this percentage drops to approximately 1% for drug review websites and health Web forums. The majority of users on drug review websites are between 45 and 64 years old, and drug reviews have more users over 65 years than any other source; this is expected as older patients use more medications \[39\]. However, the percentage of drug review users above 65 is slightly lower than the percentage of Internet users over 65, which means that older people still have low participation in Health 2.0 sites.
Also, the 18-34 age group dominates health Web forums, which is congruent with general social networks usage [34].

To summarize, our second key finding is that the participants of health-related social outlets are generally older than those of general-purpose social forums, but still relatively low in the 65+ bracket. This is expected to change in the near future based on the participation statistics in the 45-64 bracket.

### Table 4. Age distribution for Google+Health, drug reviews, health forums, and other relevant populations.

<table>
<thead>
<tr>
<th>Source</th>
<th>0-17 years, %</th>
<th>18-34 years, %</th>
<th>35-44 years, %</th>
<th>45-64 years, %</th>
<th>65+ years, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>General social networks [34]</td>
<td>14.58</td>
<td>27.43</td>
<td>20.68</td>
<td>30.98</td>
<td>6.32</td>
</tr>
<tr>
<td>Google+ [38]</td>
<td>8.08</td>
<td>71.61</td>
<td>11.08</td>
<td>7.82</td>
<td>1.42</td>
</tr>
<tr>
<td>Google+Healtha</td>
<td>3.42</td>
<td>53.21</td>
<td>21.89</td>
<td>19.02</td>
<td>2.46</td>
</tr>
<tr>
<td>Drug review websitesa</td>
<td>1.05</td>
<td>31.13</td>
<td>22.36</td>
<td>36.84</td>
<td>8.62</td>
</tr>
<tr>
<td>Health Web forumsa</td>
<td>1.03</td>
<td>39.80</td>
<td>25.81</td>
<td>28.95</td>
<td>4.41</td>
</tr>
</tbody>
</table>

*aThese results are from this work. Results in the rows above are reported in the respective citations.*

### Ethnicity

For the ethnicity and location analyses, we focus on the US population, in order to compare to available US census statistics. Table 5 [12,31,40,41] shows the results of our ethnicity analysis.

### Table 5. Ethnicity distribution for TwitterHealth, Google+Health, and other relevant populations.

<table>
<thead>
<tr>
<th>Source</th>
<th>Asian, %</th>
<th>Black, %</th>
<th>Hispanic, %</th>
<th>White, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population [40]</td>
<td>4.5</td>
<td>12.2</td>
<td>15.8</td>
<td>65.1</td>
</tr>
<tr>
<td>Internet use [31]</td>
<td>5.5</td>
<td>11.7</td>
<td>13.9</td>
<td>67.2</td>
</tr>
<tr>
<td>General social networks [12]</td>
<td>5.3</td>
<td>12.1</td>
<td>14.5</td>
<td>66.5</td>
</tr>
<tr>
<td>Twitter [41]</td>
<td>N/A</td>
<td>9</td>
<td>12</td>
<td>71</td>
</tr>
<tr>
<td>TwitterHealtha</td>
<td>3.24</td>
<td>0.3</td>
<td>23.5</td>
<td>73.0</td>
</tr>
<tr>
<td>Google+Healtha</td>
<td>5.6</td>
<td>0.3</td>
<td>17.4</td>
<td>76.6</td>
</tr>
</tbody>
</table>

*aThese results are from this work. Results in the rows above are reported in the respective citations.*

### Location

Location is reported in four sources: the two general social networks (TwitterHealth, Google+Health), one drug review website (DailyStrength/Treatments), and one health Web forum (DailyStrength/Forums); approximately 62% of users reported their locations. For TwitterHealth and Google+Health, users report their location using a single string (eg, “NY, NY”). Thus, these strings are further processed to obtain structured locations (eg, state: New York, city: New York). In particular, non-alphanumeric characters and extra spaces were removed, and location strings with a frequency less than 14 were removed. This left us with about 60% of TwitterHealth and Google+Health users with location strings. Each location string was mapped to a location (city, state, country) using the Google Geocoding API [27].

We focus on US users, and hence we remove users from other countries. DailyStrength/Treatments and DailyStrength/Forums list the user’s city and state separately; thus, we use the reported state for these sources.

In Figure 2, we show the distribution of users for each type of Web-based health-related social outlet, normalized by state population. Panel A shows the distribution of users in health Web forums, Panel B shows the distribution of users in drug reviews websites, Panel C shows the distribution of users in TwitterHealth, and Panel D shows the distribution of users in Google+Health combined.

To better understand these results, we created Table 6 [31,42-45], which shows the correlation across all states between the normalized (by population) number of users in various health-related social outlets and other societal measures (see Multimedia Appendix 1 for more details). Our fourth key finding is that users’ ethnicity in Google+Health and TwitterHealth is classified using our last name-based classifier. Our third key observation is that blacks are underrepresented in health-related social network discussions (Google+Health, TwitterHealth). Recall that users’ ethnicity in Google+Health and TwitterHealth is classified using our last name-based classifier. Our third key observation is that blacks are underrepresented in health-related social network discussions (Google+Health, TwitterHealth).

http://www.jmir.org/2015/8/e194/
may be explained by the high percentage (91%) of Twitter users with college degree or higher [47].

Table 6. Correlation across all states between the normalized (per capita) number of users for each type of health-related social outlets, and each state’s population, normalized number of Internet users, normalized number of physicians, normalized number of uninsured patients, average annual income, and percentage of population with college degree or higher.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Health Web forums</th>
<th>Drug review websites</th>
<th>TwitterHealth</th>
<th>Google+Health</th>
<th>Google+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet usage [31]</td>
<td>0.19</td>
<td>0.28</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>No. of physician [42]</td>
<td>0.37</td>
<td>0.19</td>
<td>0.88</td>
<td>0.80</td>
<td>0.44</td>
</tr>
<tr>
<td>Uninsured population [43]</td>
<td>-0.40</td>
<td>-0.40</td>
<td>-0.17</td>
<td>-0.11</td>
<td>-0.10</td>
</tr>
<tr>
<td>Annual income [44]</td>
<td>0.38</td>
<td>0.27</td>
<td>0.17</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td>Education (ratio of people with a college degree) [45]</td>
<td>0.35</td>
<td>0.22</td>
<td>0.56</td>
<td>0.63</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Figure 2. Per state capita number of users in (A) health web forums, (B) drug review websites, (C) TwitterHealth, and (D) Google+Health.

Writing Level
The writing level, as previously mentioned, is measured using a standard reading level formula that assigns a school grade to the given text. For example, when a person writes text at a 5th grade reading level, it implies that their writing should be understood by people that have passed the 5th grade. Table 7 reports our results for writing level of health-related social outlet users. We see that Google+Health users have generally higher writing level than the rest sources, which may mean that more of the Google+Health users are professional accounts.

Next, we try to put these findings in perspective. Unfortunately, related work reports only on reading levels (and not writing levels) of the US population participating in social outlets. Thus, we compare our results in Table 7 to Figure 3, which reports the reading level of the general US population [15].

Table 7. Writing level distribution for TwitterHealth, Google+Health, drug reviews, and health forums.

<table>
<thead>
<tr>
<th>Source</th>
<th>Age 0-5, %</th>
<th>Age 6-9, %</th>
<th>Age 10-16, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwitterHealth</td>
<td>37.77</td>
<td>51.09</td>
<td>11.13</td>
</tr>
<tr>
<td>Google+Health</td>
<td>6.45</td>
<td>55.63</td>
<td>37.91</td>
</tr>
<tr>
<td>Drug review websites</td>
<td>30.42</td>
<td>66.17</td>
<td>3.41</td>
</tr>
<tr>
<td>Health Web forums</td>
<td>28.79</td>
<td>68.24</td>
<td>2.98</td>
</tr>
</tbody>
</table>
Our fifth key finding is that the writing level in health-related social outlets (Table 7) is generally lower than the reading level of the population (Figure 3). Thus users/patients can easily comprehend the posts and hence benefit from the experiences of other users. The benefit of social interaction with respect to health empowerment has been demonstrated before [48]. In an online epilepsy community, 59% of patients found another patient experiencing the same symptoms, 58% had a better understanding of seizures, and 55% learned more about treatments and symptoms.

Figure 3. Reading level of US population.

Statistical Significance Tests

Tables 8 and 9 report the $P$ values for Pearson’s chi-square test of independence and the Mann-Whitney U test. Note that we compute only significance values between sources that we have analyzed and not between our sources and sources analyzed by other works (such as Google+ [38]), since we do not have the raw data for those sources.

Table 8. $P$ values for Pearson’s chi-square test of independence.

<table>
<thead>
<tr>
<th></th>
<th>Gender</th>
<th>Age</th>
<th>Ethnicity</th>
<th>Writing level</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwitterHealth vs Google+Health</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TwitterHealth vs Health Web forums</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TwitterHealth vs Drug review websites</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Google+Health vs Health Web forums</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Google+Health vs Drug review websites</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health Web forums vs Drug review websites</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 9. P values for Mann-Whitney U test.

<table>
<thead>
<tr>
<th></th>
<th>TwitterHealth vs Google+Health</th>
<th>TwitterHealth vs Health Web forums</th>
<th>TwitterHealth vs Drug review websites</th>
<th>Google+Health vs Health Web forums</th>
<th>Google+Health vs Drug review websites</th>
<th>Health Web forums vs Drug review websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.5797</td>
</tr>
<tr>
<td>Female</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.5797</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-17</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.5144</td>
</tr>
<tr>
<td>18-34</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-44</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.01661</td>
<td>.7747</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>45-64</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥65</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>.01066</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.1316</td>
</tr>
<tr>
<td>Black</td>
<td>.6339</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.0944</td>
</tr>
<tr>
<td>Asian</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.01</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.8054</td>
</tr>
<tr>
<td>Hispanic</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.6503</td>
</tr>
<tr>
<td>Writing level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6-9</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>10-16</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our results can help health care providers customize educational campaigns for different groups. For example, white women should be informed to a larger extent on the possible misinformation spreading in health Web forums, since they participate much more.

Regarding mitigating ethnicity-based health care disparities, we found that Twitter and Google+ are more effective in reaching out to Hispanics about health care offerings. However, this is not true for black ethnicity, who are not overrepresented in any health-related social outlet. This means that there is no single outlet to reach black population, which has been shown to receive worse health care by about 40% comparing to white population [49].

Advertisers may use our results to decide on the best sites to advertise their products; for instance, drug review websites are more appropriate than Google+ to advertise drugs for the 45-64 age bracket, but the opposite is true for the 18-34 age bracket. Further, drug review websites and health Web forums are better to target females when advertising for their products than other health-related social outlets.

In the age results section, we found that younger groups (18-34 years old) participate in large numbers in health forums, which may sound counterintuitive. By analyzing posts for this age bracket, we found the most popular keywords are related to pregnancy such as birth control, ovulation, and miscarriage. On the other hand, their participation is lower for drug review websites. A possible explanation may be that often patients who talk about pregnancy are not taking any drugs, compared to other conditions like diabetes, where drugs are more common.

We also attempt to explain the disparities in the participation in health-related social outlets based on socioeconomic factors through the state-level participation distributions. Our results in Table 6 show that less access to physicians does not lead to higher participation in health-related social outlets as one would expect. In contrast, it seems that the participation in such outlets is correlated with the access to health care and the average income.

The weak but positive correlation between income and participation to health Web forums and drug review sites may be partially attributed to the higher Internet usage of the more affluent groups, as shown in Table 6. Another possible explanation is that lower income or uninsured persons are more likely to be part of a community with health care disparities [50]. The positive correlation between education and participation in health-related social outlets, especially Google+Health and TwitterHealth, may be partially explained by the fact that people with college degrees are less likely to be uninsured, since 10% of college graduates are uninsured, compared to 40% of adults who have not graduated from high school [51]. In addition, 60% of uninsured people are from families with low incomes [51], and the group of people with income lower than US 30K is the lowest group in terms of
accessing health information [52]. Hence, our results show that people with low income have less access to health information.

On the other hand, we found that the content in health-related social outlets is easy to understand for almost all users, given the low writing level. That is, the well-known health literacy issue, which is more severe in low-income and lower education populations [5], does not seem to apply to Web-based health-related social outlets. Of course, the low writing level does not address the issue of language, as many low income and low education users in the United States do not speak English at home [53].

Limitations

Our ethnicity and gender classifiers are not perfect, as shown in Multimedia Appendix 1, and thus introduce an error into our analyses. This issue is less significant for gender, since out of all users included in our gender analysis for health Web forums and drug review websites, a majority of the users (over 94%) report their gender, and hence the classifier was only used for 6% of users. Further, a majority of users in drug review websites and health Web forums are female, and our gender classifier obtained an accuracy greater than 99% for females when using a screen name.

Another limitation is the informal writing style of social media posts, as our writing level method uses the average sentence length, which expects that posts are properly punctuated. We addressed this limitation to some degree by only considering sentences of a reasonable length (less than 30 words). Estimating writing level could have been improved by considering other features like typos or spelling mistakes. Further, it would be useful to measure the quality of the posted information, in addition to just the writing level. This is a challenging issue, which we leave as future work.

Since all the attributes are reported by users, there is inevitably self-selection bias. In particular, gender, age, and location are not mandatory in any site. For instance, older people may choose not to report their age. Moreover, choosing to report the real names or posting profile pictures could also create self-selection bias in our gender and ethnicity classifiers. There may also be various types or degrees of bias across different outlets. For instance, WebMD users may use their real name less frequently than Twitter users. This in turn may bias the study results, especially for ethnicity where we depend completely on the classifier results.

Conclusion

We studied user demographics in Web-based health-related social outlets, which we split into three different types: social networks, drug review websites, and health Web forums. The distributions of the demographic attributes—gender, age, ethnicity, location, and writing level—have been analyzed for each source type and compared with relevant baseline user distributions like Internet and general social outlets participation. The results reveal interesting and often unexpected disparities with respect to all demographic attributes.
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Abstract

Background: Evidence-based clinical practice guidelines (CPGs) are statements that provide recommendations to optimize patient care for a specific clinical problem or question. Merely reading a guideline rarely leads to implementation of recommendations. The American Academy of Neurology (AAN) has a formal process of guideline development and dissemination. The last few years have seen a burgeoning of social media such as Facebook, Twitter, and LinkedIn, and newer methods of dissemination such as podcasts and webinars. The role of these media in guideline dissemination has not been studied. Systematic evaluation of dissemination methods and comparison of the effectiveness of newer methods with traditional methods is not available. It is also not known whether specific dissemination methods may be more effectively targeted to specific audiences.

Objective: Our aim was to (1) develop an innovative dissemination strategy by adding social media-based dissemination methods to traditional methods for the AAN clinical practice guidelines “Complementary and alternative medicine in multiple sclerosis” (“CAM in MS”) and (2) evaluate whether the addition of social media outreach improves awareness of the CPG and knowledge of CPG recommendations, and affects implementation of those recommendations.

Methods: Outcomes were measured by four surveys in each of the two target populations: patients and physicians/clinicians (“physicians”). The primary outcome was the difference in participants’ intent to discuss use of complementary and alternative medicine (CAM) with their physicians or patients, respectively, after novel dissemination, as compared with that after traditional dissemination. Secondary outcomes were changes in awareness of the CPG, knowledge of CPG content, and behavior regarding CAM use in multiple sclerosis (MS).

Results: Response rates were 25.08% (622/2480) for physicians and 43.5% (348/800) for patients. Awareness of the CPG increased after traditional dissemination (absolute difference, 95% confidence interval: physicians 36%, 95% CI 25-46, and patients 10%, 95% CI 1-11) but did not increase further after novel dissemination (physicians 0%, 95% CI -11 to 11, and patients -4%, 95% CI -6 to 14). Intent to discuss CAM also increased after traditional dissemination but did not change after novel dissemination (traditional: physicians 12%, 95% CI 2-22, and patients 19%, 95% CI 3-33; novel: physicians 11%, 95% CI -1 to
Evidence-based clinical practice guidelines (CPG) are statements that assist clinical decision making by providing recommendations for optimizing patient care for a specific clinical question. They are informed by a systematic review of evidence and an assessment of the benefits and harms of the evaluated care options [1,2]. Dissemination of CPG recommendations is commonly undertaken by publishing the CPG in a peer-reviewed journal, sending email or paper notices to physicians, and advertising through news media outlets [3]. There is a large amount of medical information available on the Internet and social media. There is some evidence that social media are useful for disseminating medical information, but the quality and accuracy of information vary and may even be misleading [4-22]. Specific to neurology, one report noted accurate demonstration of the Epley maneuver for benign paroxysmal positional vertigo on YouTube [23]. Web-based tools and social media networks (eg, Facebook, YouTube, LinkedIn, Twitter, Google+) have the potential to reach large audiences in a short time span for rapid communication of CPG recommendations [5]. In a recent survey by the Pew Research Center, over two-thirds of Americans reported using the Internet for health and fitness information [4]. This figure did not vary substantially across demographic subgroups. However, there is scant research on the effectiveness of the use of social media platforms in dissemination and implementation of CPG recommendations. The use of targeted approaches within social media platforms to direct and focus guideline dissemination efforts to specific populations has not been evaluated [24].

The American Academy of Neurology (AAN) has developed CPGs since 1989 and has employed a formal dissemination program since 1999 to raise awareness and enable implementation of CPG recommendations. In this study, we evaluated the effectiveness of social media for disseminating recommendations of the recently developed CPG, “Complementary and alternative medicine in multiple sclerosis” (“CAM in MS”) [25]. Complementary and alternative medicine (CAM) use is widely prevalent in 33-80% of patients with multiple sclerosis (MS). These patients often do not discuss this use with their physicians [26-33]. A study of information sources used by people with MS revealed that the Internet was the first source of general health information in 73% and for MS-specific information in 59% [34]. Because this is the first CPG on CAM use in MS, we used it to study dissemination tactics, with special emphasis on social media use, to inform future dissemination efforts for CPGs.

The specific aims of this study were to (1) develop an innovative dissemination strategy by adding novel, social media–based methods to traditional dissemination methods for the CPG “CAM in MS”, (2) evaluate whether the addition of social media–based methods improves CPG awareness and knowledge of CPG recommendations in the two target audiences of patients and physicians/clinicians (referred to herein as “physicians”), and (3) evaluate whether the addition of social media–based methods improves the implementation of CPG recommendations. Implementation in this context is defined as the adoption and integration of evidence-based health interventions to change practice [35].

Methods

Study Definitions and Design

This was a longitudinal observational study, using quantitative survey methods (AHRQ IR18HS022004-01; Grants.gov tracking number 11129815). The study was determined to be exempt from the need for ethical review and approval by the Committee on Clinical Investigations, Beth Israel Deaconess Medical Center, Boston. We have substantially complied with the Workgroup for Intervention Development and Evaluation Research (WIDER) recommendations for reporting research evaluating behavioral interventions [36]. The intervention and co-intervention were traditional and novel dissemination methods, respectively, to disseminate the AAN CPG “CAM in MS”. We defined traditional methods as dissemination using print-, email-, and Internet-based methods. This included publication of the CPG in Neurology, the official journal of the AAN; issuance of a news release (electronic release and public relations pitch to approximately 700 science and medical reporters); development of clinician and patient summaries, a clinical case example, and presentation slide set of CPG content; news articles in AANews, Neurology Today, and Neurology Now (official publications of the AAN); and electronic notices to 26,965 AAN members, consisting of all-member emails, a AAN e-News announcement, and an announcement in the AAN quarterly Leadership Update and highlights of the CPG on AAN.com.

We defined novel methods as dissemination through social media platforms. These included an audio podcast on Neurology; videos for patients and physicians posted on YouTube, with links to the CPG on AAN.com; and Facebook, Twitter, etc.
LinkedIn, and YouTube digital advertising (where feasible, targeted audiences endorsing an interest in CAM use in MS and related terms were selected; Multimedia Appendix 1). For digital advertisements, the research team treated two of the more popular channels as primary (Facebook and Twitter) and two as secondary (LinkedIn and YouTube) for the purpose of allocating funding over the 90-day dissemination period. Over three periods of 30 days each, the team tested digital advertisements across all four platforms, mixing and matching written text (copy) and visual images, and evaluated the number of impressions (the number of times the advertisement was “served”, or seen) for each advertisement. The goal was first to identify which copy would produce the most impressions in the first period and which image would produce the most impressions in the second period, and then to promote the most impactful copy and image for the final period. We also held a chat on Twitter in partnership with TIME Magazine, the National Multiple Sclerosis Society (NMSS), and Beth Israel Deaconess Medical Center in Boston between 12 noon and 1 p.m. Eastern Time on August 28, 2014. A moderator led the Twitter chat by asking questions regarding general information about MS, what treatments are available, what the evidence indicates, and where future research should be directed. Informational emails were sent during both traditional and novel dissemination periods to patient organizations (Multiple Sclerosis Association of America, Multiple Sclerosis Foundation, NMSS). These emails informed the organizations of the availability of the guideline and patient summaries, provided links to the guideline, gave a summary of the key guideline recommendations, and requested their support in disseminating the guideline to their members.

The study design and timeline are summarized in Figure 1. We assessed outcomes using survey questionnaires developed for this study. We conducted four surveys in each of the two target populations (physicians, patients). First, we conducted a pre-dissemination survey 1 month before dissemination of the CPG (Feb 2014). The CPG was then published in Neurology in March 2014 and simultaneously disseminated using traditional methods. Three months after traditional dissemination (June 2014), the guideline was disseminated using novel methods. We conducted the second and third surveys, post-dissemination survey-1 and post-dissemination survey-2, 1 month after traditional (April 2014) and novel (July 2014) dissemination, respectively. Finally, 6 months after traditional dissemination (Sept 2014), we conducted post-dissemination survey-3.
Figure 1. Timeline of dissemination (horizontal axis), CPG awareness, correct CAM knowledge, intent to discuss CAM, and behavior for patients and physicians. Patient results are represented in the upper set of graphs, and physician results in the lower set. The horizontal axis represents time in months and delineates the point of the traditional and novel dissemination efforts and each of the 4 study surveys: pre-dissemination, post-traditional dissemination (post-1), post-novel dissemination (post-2), the results 6 months after traditional dissemination (post-3), and combined results of all post-dissemination surveys. The vertical axis represents the percentage of respondents. The outcome variables (awareness, knowledge, intent, and behavior) are represented by orange, blue, green, and maroon lines, respectively. Dotted lines indicate significant differences between the 2 surveys. The vertical bars represent within-surveys comparison of unaware and aware respondents for each outcome variable. Starred boxes indicate significant differences.

Study Population
The study participants were drawn from two populations: physicians who treated patients with MS, and patients with MS / caregivers of patients with MS. We identified physician participants from the AAN membership database using the following criteria: neurologist or neurology advanced practice provider with a focus in MS practice, residing in the United States, aged ≤68 years, with mailing and email addresses, who had not received an AAN survey in the prior 6 months. A
random sample of 620 physicians was drawn from this population for the pre-dissemination survey. For each subsequent survey, physicians surveyed in the previous survey(s) were excluded, and 620 physicians were randomly selected from the remaining population.

Patient participants were identified from the database of subscribers to Neurology Now, an official bimonthly publication of the AAN for patients. Of 23,568 subscribers who self-identified as interested in MS, 10,818 subscribers with email addresses were used as the final dataset. From this dataset, 200 patients were randomly selected for the pre-dissemination survey. For each subsequent survey, patients surveyed in the previous survey(s) were excluded, and 200 patients were randomly selected from the remaining population.

**Surveys and Data Collection**

A team of investigators and survey methodologists developed the surveys in accordance with the American Association of Public Opinion Research evidence-based, best practices for survey research [37] (see Multimedia Appendix 2 for survey development methods and survey data collection procedure). For patients, the surveys evaluated their knowledge and use of CAM in general, the specific CAM therapies discussed in the CPG, reasons for CAM use, and perceived efficacy of CAM. We explored potential confounders: frequency of Internet use and the presence of any disability interfering with Internet use. In the physician surveys, we assessed knowledge, attitudes, and behavior regarding CAM in MS.

Data collection was performed by the Dana-Farber/Harvard Cancer Center Survey and Data Management Core, who used DatStat Illume. Survey responses were assigned a numeric code and were stored in a separate database without identifying information.

**Statistical Analysis**

**Outcome Measures**

The outcome measures were a change in knowledge, intent, and behavior, all with respect to CAM in MS. Knowledge of CAM was assessed by six survey questions regarding the effectiveness of magnetic therapy, oral cannabis extract, smoked cannabis, ginkgo biloba, hyperbaric oxygen, and bee venom therapy, all of which were discussed in the CPG. A 5-point ordinal scale was used for responses (Multimedia Appendix 3). For analysis of change in knowledge, we used the response to the question: “Taking ginkgo biloba orally is effective for improving memory of people with MS”. Change in intent was defined as patients’ intent to discuss CAM use with their physicians and physicians’ intent to discuss CAM use with their patients. Change in behavior was defined as patients’ discussing CAM with their physicians and physicians’ recommending that their patients start or stop any CAM therapy. General attitudes (beliefs and views towards CAM in MS) were also explored.

The ordinal responses were collapsed into two categories: (1) agree and somewhat agree, and (2) somewhat disagree, disagree, and not sure. We believed that this question measured knowledge most accurately because responses to it were unlikely to be biased by prior opinions as compared with responses likely to be elicited by the therapies assessed in the other questions.

The primary outcome was the difference in respondents’ intent to discuss CAM for the two study populations (ie, physicians and patients) with their respective patients/physicians, after novel dissemination (post-dissemination survey-2) as compared with that after traditional dissemination (post-dissemination survey-1). Secondary outcomes were (1) awareness of the CPG, (2) knowledge of CPG recommendations, (3) behavior regarding CAM use in MS (these three outcomes were measured at baseline, ie, pre-publication/dissemination, and after the two dissemination periods, traditional and novel, ie, between-surveys differences), and (4) knowledge, intent, and behavior, measured in CPG-aware physicians and patients. All four outcomes were compared with those unaware of the CPG, within each of the four surveys (ie, within-survey differences). Because behavior changes take time and may not be captured in the time frame of this study and because knowledge may not translate into action, we selected intent to change a priori as a surrogate outcome of behavior. The underlying framework for this choice is the Theory of Planned Behavior that is used to predict behavioral intention and behavior. Intention leads to behavior when attitudes are strong and perceived behavioral control is high [38].

**Sample Size Estimations**

**Physicians**

Assuming a 10% responder rate per survey and a 20% change in intent as clinically important, we surveyed 620 physicians in each of four surveys to obtain 62 responses, for an 80% chance (β) of detecting this difference at a significance level alpha=.05.

**Patients**

Assuming a 20% responder rate per survey and a 10% change in intent as clinically important, we surveyed 200 patients in each of four surveys to obtain 19 responses, for an 80% chance (β) of detecting this difference at a significance level alpha=.05.

**Data Analysis**

As the measure of effect, we used the absolute difference (AD) between surveys in the proportion of respondents who (1) were aware of the CPG, (2) had correct knowledge of the recommendations discussed in the CPG, (3) endorsed intent to discuss CAM use in MS, and (4) endorsed a recent behavior change regarding CAM use. Secondary analysis stratified respondents within each survey into CPG-aware and CPG-unaware groups. We compared intent, knowledge, and behavior of respondents in CPG-aware and CPG-unaware groups (within survey differences). Precision was measured with 95% confidence intervals (CI). We did not adjust for multiple comparisons for the secondary outcomes.

**Results**

**Dissemination Efforts**

The results of the traditional and novel dissemination efforts are summarized in Multimedia Appendix 4.
Results of Surveys
We surveyed a total of 2480 physicians (620 per survey) and 800 patients (200 per survey) across four surveys. The total response rate across all four surveys for physicians was 25.08% (622/2480), and for patients was 43.5% (348/800), over twice our predicted rate, and was stable across all four surveys (physicians 23-27%, patients 42-45%) (Table 1). Approximately equal numbers of participants responded to mailed (paper) surveys and email surveys (mailed survey responses: physicians 52-60%, mean across surveys 55%; patients 47-54%, mean across surveys 50.5%). Response rate denominators to individual questions may vary slightly because of incomplete responses. There was no substantial difference between respondent and nonrespondent physicians across the surveys in age or sex (Table 1). Comparison of patient respondents to nonrespondents was not possible, as demographic data were not available for patients from the Neurology Now database.

Table 1. Characteristics of surveyed patients and physician (95% confidence interval rounded to nearest whole percent).

<table>
<thead>
<tr>
<th>Sampled, n</th>
<th>Responded, n</th>
<th>Physicians, % (95% CI)</th>
<th>Patients, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2480</td>
<td>622</td>
<td></td>
<td>800</td>
</tr>
<tr>
<td>Age sample years, mean (SD)</td>
<td>52.0 (9.4)</td>
<td>Age respondents years, mean (SD)</td>
<td>52.1 (9.8)#</td>
</tr>
<tr>
<td>Women</td>
<td>31.4 (30-33)</td>
<td>34.4 (31-38)#</td>
<td>80.2 (76-84)</td>
</tr>
<tr>
<td>White</td>
<td>74.4 (71-78)</td>
<td>74.4 (71-78)</td>
<td>86.8 (83-90)</td>
</tr>
<tr>
<td>Internet use &lt;daily</td>
<td>4.7 (3.3-6.6)</td>
<td>25.6 (21-30)</td>
<td></td>
</tr>
<tr>
<td>Practice &gt;15 years</td>
<td>61.9 (58-66)</td>
<td>61.9 (58-66)</td>
<td></td>
</tr>
<tr>
<td>Care for &gt;50 patients with MS</td>
<td>57.4 (54-61)</td>
<td>57.4 (54-61)</td>
<td></td>
</tr>
<tr>
<td>Ever recommend any CAM</td>
<td>79.6 (76-83)</td>
<td>79.6 (76-83)</td>
<td></td>
</tr>
<tr>
<td>MS duration &gt;10 years</td>
<td></td>
<td>56.3 (51-61)</td>
<td></td>
</tr>
<tr>
<td>College diploma</td>
<td></td>
<td>55.4 (50-61)</td>
<td></td>
</tr>
<tr>
<td>Walking without assistance</td>
<td></td>
<td>56.1 (51-61)</td>
<td></td>
</tr>
<tr>
<td>No difficulty with hand use</td>
<td></td>
<td>43.9 (38-50)</td>
<td></td>
</tr>
<tr>
<td>Normal vision</td>
<td></td>
<td>49.2 (44-55)</td>
<td></td>
</tr>
<tr>
<td>Ever used any CAM</td>
<td></td>
<td>70.9 (66-76)</td>
<td></td>
</tr>
</tbody>
</table>

#Difference in mean age between sample and respondents with 95% CI -0.1 years, -0.93 to 0.73.
#Difference in percent women between sample and respondents with 95% CI 3%, -1.1 to 7.2.

Demographics and General Attitudes to Complementary and Alternative Medicine in MS

Physician Respondents
The mean age (standard deviation) was 52.1 (SD 9.8) years (range across surveys 50.7; SD 10.3 to 52.2 years; SD 9.7). Over a third (199/578, 34.4%; range across surveys 31-38%) were women, and three-quarters (445/598, 74.4%; range 69-82%) were white. The practice focus was 31.7% (185/583) group practice, 21.4% (123/583) university-based practice, 18.7% (109/583) solo practice, and 17.0% (99/583) multispecialty practice, and the remaining were in health maintenance organization (HMO), government, or other practice types. A total of 62.1% (362/583) of physicians had been in practice for >15 years, and 12.5% (73/585) for <5 years. Over half the physicians (337/587, 57.4%) were treating more than 50 patients with MS, and almost all (572/600, 95.3%) used the Internet daily (Table 1).

Approximately half the physicians reported routinely discussing CAM with their patients (307/598, 51.3%, range across surveys 48-56%). Very few (23/607, 3.8%; range 1-6%) reported being unaware of CAM use in their patients, and 79.6% (483/607) of physicians said they recommended some form of CAM to their patients (range 76-83%). Yoga (total 385/607, 63.4%, mean across surveys 61%), massage therapy (total 417/607, 68.7%, mean 52%), and acupuncture (total 408/607, 67.2%, mean 51%) were the CAM therapies that physicians considered most useful. Physicians were also most likely to recommend these three CAM therapies (mean across surveys massage 49%, yoga 48%, acupuncture 47%). Half (313/607, 51.6%) of the physicians reported that their patients used marijuana, but only 6.9% (42/607) stated that they would recommend it.
Patient Respondents

The mean age was 54.8 (SD 11.7); range across surveys 54.2 (SD 12.2) to 55.6 (SD 11.6) years. A total of 80.2% (243/303; range 75-87% across surveys) were women. Three-quarters (236/317, 74.4%; range 68-83%) used the Internet daily, and only 9.5% (30/317; range 8-11%) used the Internet once a week or less. Some disability in use of the Internet was reported by just under a quarter (68/312, 21.8%; range 18-28%). Over half the patients reported MS duration of >10 years (171/304, 56.3%; range across surveys 53-60%). MS duration was <5 years in 16.8% (51/304; range 14-19%), 55% (range 48-62%) had at least a college diploma (college diploma: 82/221, 37.1%; some post-graduate education: 28/275, 10.2%, post-graduate diploma: 58/245, 23.7%), over half (169/301, 56.1%; range 49-67%) were ambulatory without assistance, half (148/301, 49.2%; range 37-56%) had normal vision, and under half (133/303, 43.9%; range 34-47%) had no difficulty with use of their hands.

Across surveys, 67.7% (212/313) of patient respondents had heard of CAM (55/79, 70% in the pre-dissemination survey; 49/77, 64%, 46/80, 58%, and 62/77, 81% in the three post-dissemination surveys, respectively) (Table 1). The most common therapies patients reported discussing with their physicians were acupuncture (26/233, 11.2%), dental amalgam removal (21/233, 9.0%), and bee sting therapy (16/233, 6.9%).

Comparison of Results of Pre-dissemination, Post-Traditional Dissemination, and Post-Novel Dissemination Surveys

Awareness of the clinical practice guideline
“Complementary and Alternative Medicine in Multiple Sclerosis”

In the pre-dissemination survey, 31.3% (45/144) of physicians were aware of a guideline on CAM in MS. In physicians, there was a significant increase in awareness of the CPG after traditional dissemination (pre-dissemination survey vs post-dissemination-1 survey, awareness AD 36%, 95% CI 25-46%). Although the heightened awareness of the CPG persisted after novel dissemination, there was no further increase in awareness after novel dissemination (AD post-dissemination-1 vs post-dissemination-2 surveys -7%, 95% CI -18 to 4) (Figure 1).

Only 0.1% (1/76) patients was aware of the upcoming CPG in the pre-dissemination survey. There was a statistically significant increase in awareness of the CPG after traditional dissemination that did not change after novel dissemination, although the absolute number of aware patients was small (AD pre-dissemination vs post-dissemination-1: 10%, 95% CI 1-11; post-dissemination-1 vs post-dissemination-2: -4%, 95% CI -6 to 14).

Intent to Discuss Complementary and Alternative Medicine

The intent to discuss CAM (for physicians, with their patients with MS, and for patients/caregivers, with their physicians) increased significantly in both groups after traditional dissemination (AD pre-dissemination vs post-dissemination-1: physicians were 12%, 95% CI 2-22, patients were 19%, 95% CI 3-33). Our primary outcome measure did not change: the proportion of either patients or physicians reporting an intent to discuss CAM did not increase after novel dissemination as compared with that after traditional dissemination (AD post-dissemination-1 vs post-dissemination-2: physicians were -11%, 95% CI -1 to -21, patients were -8%, 95% CI -22 to 8).

Stratified analysis of the differences in intent between CPG-aware and CPG-unaware respondents within each survey revealed that awareness of the CPG was not associated with an increase in physicians’ reporting of an intent to discuss CAM with their patients (intent change, physicians, AD aware vs unaware, all surveys: 4%, 95% CI -5 to 13). CPG-aware patients in post-dissemination surveys were also not significantly more likely to report an intent to discuss CAM with their physicians (intent change, patients, AD aware vs unaware, all surveys: 9%, 95% CI -14 to 28). However, due to the small number of aware patients, the precision of the estimated difference is low.

Knowledge of Clinical Practice Guideline Recommendations

Correct knowledge of the recommendations discussed in the CPG did not significantly change in either physicians or patients after traditional or novel dissemination as compared with pre-dissemination (physicians AD pre-dissemination vs post-dissemination-1: 4%, 95% CI -7 to 15; post-dissemination-1 vs post-dissemination-2: -6%, 95% CI -16 to 5; patients AD pre-dissemination vs post-dissemination-1: -2%, 95% CI -13 to 8; post-dissemination-1 vs post-dissemination-2: -4%, 95% CI -14 to 6).

In the stratified analysis, physicians who were aware of the CPG had better knowledge of CAM than physicians who were not aware of the CPG (knowledge change, physicians, AD aware vs unaware, all surveys: 24%, 95% CI 15-33). Patients who were aware of the CPG did not have significantly better knowledge than those who were not aware (knowledge change, patients, AD aware vs unaware, all post-dissemination surveys: 5%, 95% CI -6 to 27). However, because of the small number of aware patients, the precision of this estimate is low.

Behavior With Regard to Complementary and Alternative Medicine Therapies

The number of physicians who had recommended that their patients stop or start using any CAM therapy did not change significantly after either traditional or novel dissemination as compared with pre-dissemination; that is, there was no change in behavior (behavior change AD pre-dissemination vs post-dissemination-1: 3%, 95% CI -4 to 14; post-dissemination-1 vs post-dissemination-2: -6.4%, 95% CI -16 to 3). Across all surveys, physicians who were aware of the CPG made recommendations more frequently regarding the use of CAM therapies as compared with CPG-unaware physicians (AD physicians making recommendations, aware vs unaware, all surveys: 13%, 95% CI 6-21).

There was no significant increase in the proportion of patients who reported having recently discussed CAM with their physicians following traditional or novel dissemination (behavior change, patients, pre-dissemination vs post-dissemination-1, AD: 10%, 95% CI -6 to 26; post-dissemination-1 vs...
post-dissemination-2: 1%, 95% CI -14 to 15). However, across all surveys, CPG-aware patients were more likely to have discussed CAM with their physicians (AD patients, aware vs unaware, all surveys: 23%, 95% CI 1-44).

Discussion

Diffusion and Dissemination

The term diffusion is used by some authors to describe the distribution and unaided adoption of information, whereas dissemination refers to a more active process of communication to improve knowledge [39]. Other authors use the terms synonymously. Dissemination is defined as “the purposive distribution of information and intervention materials to a specific public health or clinical practice audience.” Dissemination research studies how “information about health promotion and care interventions is created, packaged, transmitted, and interpreted among important stakeholder groups” [40]. It is recognized that there is a gap between CPG development and the delivery of care in practice. Merely reading a CPG rarely leads to implementation of recommendations [39]. Active, effective dissemination of CPG recommendations to end users is essential for optimizing care delivery.

Principal Results

In this study, about a third of the physicians were aware of the “CAM in MS” CPG before publication and dissemination, and almost three-quarters reported recommending CAM therapies in the pre-dissemination survey. Our traditional dissemination methods (print, email, and Internet) were successful in increasing awareness of the CPG in physicians and patients. Overall awareness of the CPG was low in patients despite a statistically significant increase between pre-dissemination and post-traditional dissemination. Traditional dissemination methods were also effective in increasing intent to discuss CAM in both physicians and patients. Despite increased awareness of the CPG, knowledge did not change in physicians across either dissemination method, although an increase in knowledge was noted in CPG-aware physicians as compared with those unaware of the CPG. Knowledge also did not change in patients with either dissemination method, regardless of whether they were aware of the CPG. A significantly greater proportion of CPG-aware physicians and CPG-aware patients reported discussing CAM use with their patients and physicians, respectively, across all the post-dissemination surveys (behavior change).

The lack of change in knowledge among physicians could be due to a ceiling effect in an already enriched population of physicians with interests in CAM and MS and a high baseline level of knowledge of the topic. For patients, the lack of increase in knowledge may have resulted from the overall low awareness. However, knowledge was no different in patients who were aware of the CPG and those who were unaware. It is difficult to draw any conclusions given the small number of aware patients. It is intriguing that intent changed in the absence of increased knowledge. Perhaps the questions used to capture knowledge of the CPG were not directly relevant to intent, which was broadly defined as intent to discuss CAM or intent to start/stop any CAM.

To our surprise, despite an apparently successful dissemination effort using novel media as measured by the reach of Facebook, Twitter, YouTube, and LinkedIn, there was no additional increase in awareness, intent (our primary outcome), knowledge, or behavior in either physicians or patients after social media dissemination efforts as compared with traditional methods. We used targeted advertising to try to reach audiences interested in MS and CAM, and we cast a fairly wide net. The reasons for apparent lack of effectiveness of social media as compared with traditional dissemination methods merit further study but may be related to several factors. First, the CPG may have been considered “old news” when disseminated through social media because traditional dissemination had already saturated the target audience. However, this does not fully explain the large numbers of “hits” that the CPG received on multiple social media networks. Second, despite the fact that the CPG received wide attention through social media advertising, the audience did not follow through by clicking the links to the CPG, and hence, did not remember the CPG or its contents. Third, the respondents of the surveys may not have been users of social media. Finally, social media may not be a useful tool for disseminating CPG recommendations. In a previous study, a social media marketing campaign on public awareness of hypertension did not change knowledge among participants, and the authors suggested that the target of dissemination efforts should be medical professionals in order to increase patient awareness at the point of care [41].

Limitations

Because of the lack of availability of demographics between patient respondents and nonrespondents, we could not evaluate potential confounders. We chose a between-participants’ design rather than a within-participants’ design to avoid the learning and bias that would be expected in serial surveys of the same respondents. Although a comparison of respondents across surveys did not reveal significant differences (data not shown), a difference cannot be excluded with certainty, with resultant effects on our outcome measures.

Finally, contamination between traditional and novel methods cannot be excluded, as we did not have any control over how the CPG, when published, would be shared by the target audience. It is possible that contamination may explain some of the lack of effect of social media. We also recognize that our physician population was an inherently enriched one. An alternative study methodology may be to use a more controlled setting than the real-world setting that we studied. This could potentially be done with a pre-identified study population randomized into two cohorts of traditional dissemination and social media dissemination, with instructions to access the information only through the dissemination method to which they were randomized. However, this would also have limitations, including those of an artificial setting that may not reflect real-world results. As part of traditional dissemination, a news report of the CPG was published in Neurology Now. Because the patient respondents were chosen from the subscriber database of this publication, it is possible that we may have enriched our patient population as well. However, we saw only slight increases in awareness after traditional dissemination, suggesting that patient participants
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may not have been enriched. A problem that the AAN anticipated was the ability to control the conversation and the perception of the news media interpretation of the recommendation for use of cannabis extracts. AAN’s communications team works with trusted media reporters to promote accurate messaging of the CPG recommendations, to minimize misrepresentation of the evidence, but recognizes that this is not foolproof.

Conclusions
Our results are important in planning future dissemination efforts. Although we did not detect a difference in the effectiveness of the social media--based interventions as compared with the traditional methods, social media were useful in reaching large numbers of the public. We are planning subgroup analyses that may inform future targeted dissemination efforts to those populations that use social media most effectively. The diffusion of innovations model by Rogers is often utilized in disseminations research [42], and it has been suggested that social media platforms such as YouTube, integrated into these models, may be useful [43]. The term “Web 2.0” has been applied to the interactive Internet experience of today [44]. Access, relevance, and credibility have been described as the three critical criteria in using Web 2.0 technologies for dissemination [45]. Partnerships with commercial technology companies, utilization of rapid and adaptive designs to identify successful strategies for user engagement, and iterative evaluation of their efficacy have been recommended to effectively harness Web 2.0 for dissemination [9]. Further research is needed on methods to effectively harness social media platforms that have the potential to easily and inexpensively reach large audiences. This includes audience selection, message formatting and delivery, and other messaging characteristics. Focus group discussions and surveys/interviews of the target audiences (physicians and patients) may provide valuable input to refine social media use in dissemination of CPGs. Research is also needed on milestones and metrics to measure implementation of CPG recommendations.
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Abstract

Background: Adolescence and young adulthood are key periods for developing norms related to health behaviors and body image, and social media can influence these norms. Social media is saturated with content related to dieting, fitness, and health. Health and fitness–related social media content has received significant media attention for often containing objectifying and inaccurate health messages. Limited research has identified problematic features of such content, including stigmatizing language around weight, portraying guilt-related messages regarding food, and praising thinness. However, no research has identified who is “liking” or “following” (ie, consuming) such content.

Objective: This exploratory study aimed to identify demographics, mental health, and substance use–related behaviors that predicted consuming 3 types of health and fitness–related social media content—weight loss/fitness motivation pages (ie, “fitspiration”), detox/cleanse pages, and diet/fitness plan pages—among young social media users.

Methods: Participants (N=1001; age: median 21.06, IQR 17.64-24.64; female: 723/1001, 72.23%) completed a cross-sectional 112-question online survey aimed at social media users aged between 15-29 years residing in Victoria, Australia. Logistic regression was used to determine which characteristics predicted consuming the 3 types of health and fitness–related social media content.

Results: A total of 378 (37.76%) participants reported consuming at least 1 of the 3 types of health and fitness–related social media content: 308 (30.77%) fitspiration pages, 145 (14.49%) detox pages, and 235 (23.48%) diet/fitness plan pages. Of the health and fitness–related social media content consumers, 85.7% (324/378) identified as female and 44.8% (324/723) of all female participants consumed at least 1 type of health and fitness–related social media content. Predictors of consuming at least one type of health and fitness–related social media content in univariable analysis included female gender (OR 3.5, 95% CI 2.5-4.9, P<.001), being aged 15-17 years (OR 3.0, 95% CI 2.2-4.0, P<.001), residing outside a major city (OR 2.0, 95% CI 1.4-2.9, P<.001), having no post–high school education (OR 2.2, 95% CI 1.7-2.9, P<.001), being born in Australia (OR 2.0, 95% CI 1.5-3.9, P<.001), being a victim of bullying (OR 1.7, CI 1.3-2.3, P<.001), misusing detox/laxative teas or diet pills (OR 4.6, 95% CI 2.8-7.6, P<.001), never using illegal drugs (OR 1.6, 95% CI 1.2-2.0, P=.001), and not engaging in risky single occasion drinking on a weekly basis (OR 2.0, 95% CI 1.3-3.0, P=.003).

Conclusions: Consumers of health and fitness–related social media content were predominantly teenaged girls. There is a need to ensure that this social media content portrays responsible health messages and to research further the role of fitspiration pages, detox pages, and diet/fitness plan pages in influencing body image and health behaviors.

(J Med Internet Res 2015;17(8):e205) doi:10.2196/jmir.4803
KEYWORDS

fitspiration; social media; blogging; adolescent; physical fitness; eating disorders; women’s health

Introduction

Background

Social media is widely used and accepted among young people. In the United States, up to 90% of teenagers and young adults report using Facebook, whereas more than half use Instagram and one-third use Twitter [1,2]. Young people are increasingly turning to social media as a source of health-related information [3]. A plethora of health and fitness-related social media content is available to young people and is popular, diverse, and interactive; when social media users “like” or “follow” health and fitness-related social media content pages, content appears in their newsfeeds where the user can view and engage with the content by commenting on photos or sharing with friends (through “tagging” or reposting content). One type of health and fitness-related social media content, “fitspiration,” refers to messages designed to inspire individuals to achieve a health or fitness goal, usually through exercise and dieting [4]. Common forms of fitspiration include images of toned bodies overlaid with quotes designed to motivate viewers (Figure 1), blog entries, and personal stories (eg, “before-and-after” weight loss pictures), and personal profiles of fitness trainers and fitness models. Other forms of health and fitness-related social media content include strict diet/exercise plans and “cleanses” or “detoxes” that claim to have health and weight loss benefits.

Health and fitness-related social media content appears to be a double-edged sword. Social media can play a role in shaping body image through social comparison with others and the maintenance of weight- and appearance-related concerns [6-8]. For example, in an exploratory qualitative study into social media’s influence on health behaviors [3], young American adults (mean age 20.4 years) agreed that seeing exercise tips and instructions, using exercise tracking apps, and viewing weight loss before-and-after pictures and fitness-related quotes can be motivational for improving health behaviors. However, some content, such as friends posting fitness-related selfies with negative captions about their physical appearance (eg, “[I’m] still really fat”) can induce negative feelings of body-related shame in the viewer. Content may be misleading, such as advertisements or fitness programs/products conveying unrealistic goals, and users of social media often wish to look their best for their social network and are selective about the content they post [3].

Criticisms of Health and Fitness–Related Social Media Content

Although many social media-based health and fitness initiatives and interventions are based on scientific research and are run by qualified teams of health experts [9], some health and fitness-related social media content has been criticized for sending inaccurate or irresponsible health messages, a topic of recent media debate. Common criticisms of fitspiration include the prominence of fitspiration images that champion pushing oneself too far during exercise, focus on appearance rather than fitness, and praise the athletic body type (the “athletic ideal”) [10] (Figure 1). Internalization of the athletic ideal has been associated with increased compulsive exercising and negative mood associated with missing an exercise session [11]. Despite a general focus on the athletic ideal body, fitspiration aimed at women often relies on images of slim or thin female bodies to promote an image of what it means to be healthy, fit, and strong [12]. As such, fitspiration has been compared to “thinspiration” and “pro-ana” (pro-anorexia/eating disorder) content, which idealizes thin bodies (the “thin ideal” [13]) and is designed to motivate viewers to lose weight. Exposure to these websites has been associated with adverse effects, such as negative mood and lowered self-esteem, decreased perceived attractiveness, and increased dieting in experimental studies [14,15]. Meanwhile, more than one-third of young people with eating disorders have reported visiting these sites and learning new weight loss and purging techniques [16].

Forms of health and fitness-related social media content that focus on diet, health, and well-being have also been criticized. For example, 2 popular diet programs—the Paleo Diet and the Sugar Free Diet—have been listed by the British Dietetic Association as two of the “Worst Celebrity Diets” and criticized for being unbalanced and unnecessarily restrictive of food groups [17]. Similarly, liquid-based detox diets that claim to rid the body of toxins (despite no medical evidence indicating...
this is necessary) have been criticized by the Dietitians Association of Australia and can result in the loss of healthy gut bacteria and electrolytes [18]. Despite these concerns, 42% of American adult social media users have reported that information found via social media would affect health decisions related to diet, exercise, or stress management, and nearly 90% of people aged 18 to 24 years have indicated they would trust medical information found on social media [19].

Past Research

Two recent analyses have indicated that problematic content is posted regularly online under the guise of health. In the first study, which analyzed 21 “healthy living” blogs (which aim to offer advice and personal experiences regarding health), it was found that approximately half contained content with negative or guilt-inducing messages about food and/or content with stigmatizing language relating to weight [20]. In the second study, the authors compared 50 websites dedicated to fitspiration with 50 thinspiration websites. The authors found that although thinspiration websites were more likely than fitspiration websites to contain content praising thinness (34% vs 10%) and championing weight loss (68% vs 42%), both types of websites were equally as likely to contain objectifying content (32% vs 36%), guilt-inducing messages about weight or the body (both 36%), and stigmatizing messages around fat and weight (both 20%) [4]. The authors suggested that although thinspiration appears more obviously detrimental to viewers’ health and body image, it is within reason to assume that viewing both types of websites may negatively impact viewers [4]. Therefore, fitspiration may also attract people with preexisting eating disorder symptomology or vulnerability, or influence emerging psychological concerns such as orthorexia nervosa, an obsession with healthy eating, food quality, and food “purity” with links to obsessive-compulsive disorder and anorexia [21].

This Study

Despite significant debate in the media about the potential harms of health and fitness-related social media content [12,17,18], little research has examined this content. Previous research has focused on the content of self-labeled fitspiration rather than expanding the scope of this field of research to observe other types of health and fitness-related social media content. Specifically, it is unclear who is liking and following (“consuming”) health and fitness-related social media content via social media. The overarching aim of this exploratory study was to identify the characteristics of young people who consume 3 types of health and fitness-related social media content: fitspiration pages, detox pages, and diet/fitness plan pages. The secondary aims of this study were to determine (1) which demographics predict consuming health and fitness-related social media content, (2) whether young people who consume health and fitness-related social media content have poorer self-rated mental health than those who do not consume this content, and (3) whether young people who consume health and fitness-related social media content use various legal and illegal substances at different rates compared to those who do not consume this content. It was hypothesized that health and fitness-related social media content would be more commonly consumed by young women versus young men and that

self-reported mental health problems and misuse of detox teas/laxatives and diet pills would be associated with consuming health and fitness-related social media content.

Methods

Data

Participants were recruited via the 2015 Sex, Drugs and Rock’n’Roll study, developed by Burnet Institute: a cross-sectional convenience sample of people aged 15 to 29 years living in Victoria, Australia. The study consisted of a 112-question online survey, which covered demographics, social media use, and general mental and sexual health. The survey was available on Burnet Institute’s website for 6 weeks between February and March 2015. Participants were recruited via social media, advertisements on Facebook targeted to young people, and word of mouth. Only complete responses were analyzed. Participants had the opportunity to win a gift voucher for participating. Informed consent was obtained from each participant. Approval for this study was granted by the Alfred Hospital Human Research Ethics Committee, Melbourne, Victoria. No specific funding was received for this study.

Measures

Demographics

Demographic details included gender (male, female, transgender, or other with option to specify) and age, which was calculated from month and year of birth. A binary variable was created for gender (male/female; due to sample size, only participants identifying as male and female were included in gender-related data analyses) and age was recoded into 3 categories (15-17, 18-19, and 20-29 years). Country of birth was dichotomized as Australian-born or born outside Australia. Participants specified their highest level of completed education, which informed a binary variable which distinguished between participants who were currently completing or had completed any post–high school education and those with high school education or lower (including those still at high school). Participants indicated their sexual identity; a binary variable distinguished between participants identifying as heterosexual and participants identifying as gay, homosexual, lesbian, bisexual, queer, questioning, or other (GLBQQ+). Recreational spending was analyzed to assess socioeconomic status and dichotomized as less than AUD $120 to spend on oneself per week or AUD $120 or more. Participants’ postcodes informed a binary variable to indicate their area of residence, which was major city or nonmajor city.

Health and Fitness–Related Social Media Content

Participants were asked, “Do you like/follow any of the following types of pages on Facebook, Instagram, or Twitter?” with the option to choose all that applied. Four of the options were as follows, based on researcher observations of 3 common types of health and fitness–related social media content and a fourth option that was used for the purpose of comparison:

1. Weight loss/fitness motivation profiles (eg, personal trainers, athletes, fitness models)
2. Cleanses or detoxes (eg, juice detox)
3. Diet plans or weight loss/fitness challenges (eg, I Quit Sugar, Michelle Bridges 12WBT, Kayla Itsines Bikini Body Challenge)

4. Other health-related pages (eg, Cancer Council)

Binary variables were created to identify whether participants liked or followed (ie, consumed) the 3 types of health and fitness–related social media content of interest (hereafter referred to as fitspiration pages, detox pages, and diet/fitness plan pages) and other health pages, respectively (see Multimedia Appendices 1-3 for screenshot examples). A binary yes/no variable was created to identify whether participants consumed at least 1 of the 3 types of health and fitness–related social media content of interest.

**Mental Health**

Participants were asked, “In the last 6 months have you had any mental health problems? This includes any issues that you haven’t spoken to a health professional about.” Options were “yes,” “no,” or “I don’t wish to say.” If participants answered “yes” to having mental health problems in the last 6 months, they were asked, “Could you please specify what this mental health problem’s was?” with an option to choose all that applied. Options were anxiety disorder (eg, generalized anxiety disorder, obsessive-compulsive disorder), mood disorder (eg, depression, bipolar disorder), eating disorder (eg, anorexia nervosa, bulimia), “I don’t wish to say,” and “other” with the option to specify. Binary yes/no variables were created to identify participants experiencing anxiety disorders, mood disorders, and/or eating disorders. Participants were asked if they had been the victim of bullying in the last 6 months, which informed a binary yes/no variable.

**Substance Use**

Participants were asked to report illegal drug use both in their lifetime and in the last month, if they currently smoked cigarettes, and how often they consumed alcohol. Binary yes/no variables were created for these behaviors; weekly “risky single occasion drinking” was defined as consuming 6 or more standard drinks on a weekly basis based on the Alcohol Use Disorders Identification Test [22]. Participants were also asked, “In the last 12 months, have you used any of the following drugs/substances illicitly, not as directed or prescribed to someone else? (Tick all that apply)” with options including diet pills and detox/laxative teas. A binary yes/no variable was created to identify participants who had ever misused either diet pills or detox/laxative teas.

**Analysis**

All statistical analyses were performed using Stata version 13 (StataCorp LP, College Station, TX, USA). Cross-tabulations and univariable logistic regression were used to compare differences in demographics, mental health, and substance use between those who consumed health and fitness–related social media content (“consumers”) and those who did not. Multivariable logistic regression was performed using variables significant at $P<.05$ at the univariable level to identify independent predictors of consuming health and fitness–related social media content. In the multivariable model, variables significant with the Bonferroni-adjusted $P$ value of .0125 (.05/4 tests) were deemed to be significant independent predictors of consuming health and fitness–related social media content.

**Results**

The survey was completed by 1001 participants. The mean age was 21.40 years (SD 4.12) and the median age was 21.06 years (IQR 17.64-24.74); 269 (26.87%) identified as male, 723 (72.23%) identified as female, 4 (0.40%) identified as transgender, 3 (0.20%) reported their gender as “other,” and 2 (0.20%) did not specify their gender. A total of 308 participants (30.77%) consumed fitspiration pages, 145 (14.49%) consumed detox pages, and 235 (23.48%) consumed diet/fitness plan pages. In all, 378 (37.76%) participants consumed at least 1 of the 3 types of health and fitness–related social media content, 212 (21.17%) consumed at least 2 types, and 96 (9.59%) participants consumed all 3 types. Of the health and fitness–related social media content consumers, 85.7% (324/378) identified as female and 44.8% (324/723) of all female participants consumed at least one type of health and fitness–related social media content. Further, 57.1% (184/322) of teenaged girls consumed at least one type of health and fitness-related social media content; 48.7% (184/378) of all consumers were teenaged girls.

Univariable logistic regression compared health and fitness–related social media content consumers (378/1001, 37.76%) and consumers of other health pages (358/1001, 35.76%). Consuming other health pages predicted consuming health and fitness–related social media content (OR 2.6, 95% CI 2.0-3.4, $P<.001$). Other health pages were significantly more likely to be consumed by female participants than male participants (OR 1.6, 95% CI 1.2-2.1, $P=.003$) and GLBQQ+ participants than heterosexual participants (OR 1.6, 95% CI 1.2-2.1, $P=.003$). No significant results were observed for other demographics regarding other health pages.

Logistic regression was used to examine correlates of consuming at least 1 of the 3 types of health and fitness–related social media content (Table 1). In univariable analysis, significant differences ($P<.05$) were found; consumers of any health and fitness–related social media content were more likely to report female gender, younger age, location in a nonmajor city, no post–high school education, being born in Australia, experiencing eating disorders, being a victim of bullying, misusing detox/laxative teas or diet pills, never using illegal drugs, and not engaging in weekly risky single occasion drinking compared to those who did not consume any health and fitness–related social media content. In multivariable analysis (pseudo $R^2=0.11$), significant independent predictors of consuming any health and fitness–related social media content at Bonferroni-adjusted $P<.0125$ were female gender (OR 2.6, 95% CI 1.8-3.7, $P<.001$), being aged 15-17 years (OR 2.5, 95% CI 1.4-4.4, $P=.002$), and misusing diet pills or detox teas (OR 3.5, 95% CI 2.0-5.9, $P<.001$).
Table 1. Descriptive statistics and univariable logistic regression comparing consumers of at least one type of health and fitness–related social media content (consumers) and participants who did not consume any health and fitness–related social media content (nonconsumers).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Consumers, n (%)</th>
<th>Nonconsumers, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1001</td>
<td>n=378</td>
<td>n=623</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>269 (26.87)</td>
<td>51 (19.0)</td>
<td>218 (81.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>723 (72.23)</td>
<td>324 (44.8)</td>
<td>399 (55.2)</td>
<td>3.5 (2.5-4.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>279 (27.87)</td>
<td>154 (55.2)</td>
<td>125 (44.8)</td>
<td>3.0 (2.2-4.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-19</td>
<td>128 (12.79)</td>
<td>51 (39.8)</td>
<td>77 (60.2)</td>
<td>1.6 (1.1-2.4)</td>
<td>.02</td>
</tr>
<tr>
<td>20-29</td>
<td>594 (59.34)</td>
<td>173 (29.1)</td>
<td>421 (70.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmajor city</td>
<td>137 (13.69)</td>
<td>72 (52.6)</td>
<td>65 (47.5)</td>
<td>2.0 (1.4-2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major city</td>
<td>846 (84.52)</td>
<td>300 (35.6)</td>
<td>246 (64.5)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No post–high school</td>
<td>336 (33.57)</td>
<td>169 (50.3)</td>
<td>167 (49.7)</td>
<td>2.2 (1.7-2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post–high school</td>
<td>664 (66.33)</td>
<td>208 (31.3)</td>
<td>456 (68.7)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Country of birth</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>893 (89.21)</td>
<td>350 (39.2)</td>
<td>543 (60.8)</td>
<td>2.0 (1.2-3.2)</td>
<td>.006</td>
</tr>
<tr>
<td>Outside Australia</td>
<td>97 (9.69)</td>
<td>24 (24.7)</td>
<td>73 (75.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Sexual identity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>768 (76.72)</td>
<td>301 (39.2)</td>
<td>467 (60.8)</td>
<td>1.3 (1.0-1.8)</td>
<td>.10</td>
</tr>
<tr>
<td>GLBQQ+a</td>
<td>229 (22.88)</td>
<td>76 (33.2)</td>
<td>153 (66.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Recreational spending per week (AUD $)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$120</td>
<td>770 (76.92)</td>
<td>299 (38.8)</td>
<td>471 (61.2)</td>
<td>1.2 (0.9-1.7)</td>
<td>.20</td>
</tr>
<tr>
<td>≥$120</td>
<td>226 (22.58)</td>
<td>77 (34.1)</td>
<td>149 (65.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety</strong> b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>404 (40.36)</td>
<td>156 (38.6)</td>
<td>248 (61.4)</td>
<td>1.1 (0.8-1.4)</td>
<td>.640</td>
</tr>
<tr>
<td>No</td>
<td>597 (59.64)</td>
<td>222 (37.2)</td>
<td>375 (62.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Eating disorder</strong> b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>76 (7.59)</td>
<td>44 (57.9)</td>
<td>32 (42.1)</td>
<td>2.4 (1.5-3.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>925 (92.41)</td>
<td>334 (36.1)</td>
<td>591 (63.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Mood disorder</strong> b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>365 (36.46)</td>
<td>151 (41.4)</td>
<td>214 (58.6)</td>
<td>1.3 (1.0-1.7)</td>
<td>.08</td>
</tr>
<tr>
<td>No</td>
<td>636 (63.54)</td>
<td>227 (35.7)</td>
<td>709 (64.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Bullied (last 6 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>265 (26.47)</td>
<td>126 (47.6)</td>
<td>139 (52.5)</td>
<td>1.7 (1.3-2.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>736 (73.53)</td>
<td>252 (34.2)</td>
<td>484 (65.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Misused detox/laxative teas or diet pills (last 12 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (8.29)</td>
<td>59 (71.1)</td>
<td>24 (28.9)</td>
<td>4.6 (2.8-7.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>918 (91.71)</td>
<td>319 (34.8)</td>
<td>599 (65.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Ever used illegal drugs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>545 (54.45)</td>
<td>180 (33.0)</td>
<td>365 (67.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>446 (44.56)</td>
<td>195 (43.7)</td>
<td>257 (56.3)</td>
<td>1.6 (1.2-2.0)</td>
<td>.001</td>
</tr>
<tr>
<td>Variable</td>
<td>Total, n (%)</td>
<td>Consumers, n (%)</td>
<td>Nonconsumers, n (%)</td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>--------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>N=1001</td>
<td>n=378</td>
<td>n=623</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Last month illegal drug use if ever used drugs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>330 (33.00)</td>
<td>111 (33.6)</td>
<td>219 (66.4)</td>
<td>1.1 (0.7-1.5)</td>
<td>.71</td>
</tr>
<tr>
<td>No</td>
<td>215 (21.48)</td>
<td>69 (32.1)</td>
<td>146 (67.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Risky single occasion drinking weekly or more often</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>122 (12.19)</td>
<td>30 (24.6)</td>
<td>92 (75.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>758 (75.72)</td>
<td>295 (38.9)</td>
<td>463 (61.1)</td>
<td>2.0 (1.3-3.0)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Current smoker</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>206 (20.68)</td>
<td>71 (34.6)</td>
<td>135 (65.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>790 (79.32)</td>
<td>304 (38.5)</td>
<td>486 (61.5)</td>
<td>1.2 (0.9-1.6)</td>
<td>.290</td>
</tr>
</tbody>
</table>

a Gay, lesbian, bisexual, queer, or questioning.  
b Based on self-reported diagnosed and undiagnosed conditions in the last 6 months.

Univariable analyses were repeated for each type of health and fitness–related social media content separately (Tables 2-4). In multivariable regression (pseudo $R^2=.09$), significant independent predictors of consuming fitspiration pages at Bonferroni-adjusted $P<.0125$ were female gender (OR 2.0, 95% CI 1.4-2.8, $P<.001$), being aged 15-17 years (OR 2.7, 95% CI 1.5-4.9, $P=.002$), identifying as heterosexual (OR 1.6, 95% CI 1.1-2.4, $P=.009$), and misusing diet pills or detox teas (OR 2.1, 95% CI 1.3-3.5, $P=.004$). Significant independent predictors of consuming detox pages at Bonferroni-adjusted $P=.01$ in multivariable regression (pseudo $R^2=.24$) were female gender (OR 52.1, 95% CI 7.2-377.6, $P<.001$), being aged 15-17 years (OR 3.4, 95% CI 1.5-7.7, $P=.003$), misusing diet pills or detox teas (OR 4.7, 95% CI 2.7-8.0, $P<.001$) and using illegal drugs in the last month (OR 2.5, 95% CI 1.3-4.9, $P=.008$). Significant independent predictors of consuming diet/fitness plan pages at Bonferroni-adjusted $P<.0125$ in multivariable regression (pseudo $R^2=.17$) were female gender (OR 9.8, 95% CI 4.9-19.6, $P<.001$) and misusing diet pills or detox teas (OR 3.6, 95% CI 2.2-6.0, $P<.001$).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Consumers, n (%)</th>
<th>Nonconsumers, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1001</td>
<td>n=308</td>
<td>n=693</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>269 (26.87)</td>
<td>48 (17.8)</td>
<td>221 (82.2)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>723 (72.23)</td>
<td>259 (35.8)</td>
<td>464 (64.2)</td>
<td>2.6 (1.8-3.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>279 (27.87)</td>
<td>128 (45.9)</td>
<td>151 (54.1)</td>
<td>2.8 (2.1-3.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-19</td>
<td>128 (12.79)</td>
<td>43 (33.6)</td>
<td>85 (66.4)</td>
<td>1.7 (1.1-2.6)</td>
<td>.01</td>
</tr>
<tr>
<td>20-29</td>
<td>594 (59.34)</td>
<td>137 (23.1)</td>
<td>457 (76.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmajor city</td>
<td>137 (13.69)</td>
<td>60 (43.8)</td>
<td>77 (56.2)</td>
<td>1.9 (1.3-2.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major city</td>
<td>846 (84.52)</td>
<td>243 (28.7)</td>
<td>603 (71.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No post–high school</td>
<td>336 (33.57)</td>
<td>138 (41.1)</td>
<td>198 (58.9)</td>
<td>2.0 (1.5-2.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post–high-school</td>
<td>664 (66.33)</td>
<td>169 (25.5)</td>
<td>495 (74.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>893 (89.21)</td>
<td>286 (32.0)</td>
<td>607 (68.0)</td>
<td>1.8 (1.1-3.0)</td>
<td>.02</td>
</tr>
<tr>
<td>Outside Australia</td>
<td>97 (9.69)</td>
<td>20 (20.6)</td>
<td>77 (79.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>768 (76.72)</td>
<td>251 (32.7)</td>
<td>517 (67.3)</td>
<td>1.5 (1.1-2.1)</td>
<td>.02</td>
</tr>
<tr>
<td>GLBQQQ+</td>
<td>229 (22.88)</td>
<td>56 (24.5)</td>
<td>173 (75.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Recreational spending per week (AUD $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$120</td>
<td>770 (76.92)</td>
<td>248 (32.3)</td>
<td>522 (67.8)</td>
<td>1.3 (1.0-1.9)</td>
<td>.08</td>
</tr>
<tr>
<td>≥$120</td>
<td>226 (22.58)</td>
<td>59 (26.1)</td>
<td>167 (73.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Anxiety b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>404 (40.36)</td>
<td>125 (30.9)</td>
<td>279 (69.1)</td>
<td>1.0 (0.8-1.3)</td>
<td>.92</td>
</tr>
<tr>
<td>No</td>
<td>597 (59.64)</td>
<td>183 (30.7)</td>
<td>414 (69.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Eating disorder b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>76 (7.59)</td>
<td>38 (50.0)</td>
<td>38 (50.0)</td>
<td>2.4 (1.5-3.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>925 (92.41)</td>
<td>270 (29.2)</td>
<td>655 (70.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Mood disorder b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>365 (36.46)</td>
<td>124 (34.0)</td>
<td>241 (66.0)</td>
<td>1.3 (1.0-1.7)</td>
<td>.10</td>
</tr>
<tr>
<td>No</td>
<td>636 (63.54)</td>
<td>184 (28.9)</td>
<td>452 (71.1)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Bullied (last 6 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>265 (26.47)</td>
<td>100 (37.7)</td>
<td>165 (62.3)</td>
<td>1.5 (1.1-2.1)</td>
<td>.004</td>
</tr>
<tr>
<td>No</td>
<td>736 (73.53)</td>
<td>208 (28.3)</td>
<td>528 (71.7)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Misused detox/laxative teas or diet pills (last 12 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (8.29)</td>
<td>44 (53.0)</td>
<td>39 (47.0)</td>
<td>2.8 (1.8-4.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>918 (91.71)</td>
<td>264 (28.8)</td>
<td>654 (71.2)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Ever used illegal drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>545 (54.45)</td>
<td>140 (25.7)</td>
<td>405 (74.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>446 (44.56)</td>
<td>166 (37.2)</td>
<td>280 (62.8)</td>
<td>1.7 (1.3-2.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variable</td>
<td>Total, n (%)</td>
<td>Consumers, n (%)</td>
<td>Nonconsumers, n (%)</td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>--------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td><strong>Last month illegal drug use if ever used drugs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>330 (33.00)</td>
<td>84 (25.5)</td>
<td>246 (74.6)</td>
<td>0.9 (0.7-1.4)</td>
<td>.88</td>
</tr>
<tr>
<td>No</td>
<td>215 (21.48)</td>
<td>56 (26.0)</td>
<td>159 (74.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Risky single occasion drinking weekly or more often</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>122 (12.19)</td>
<td>240 (31.7)</td>
<td>518 (68.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>758 (75.72)</td>
<td>21 (17.2)</td>
<td>191 (82.8)</td>
<td>2.2 (1.4-3.7)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Current smoker</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>206 (20.68)</td>
<td>58 (28.1)</td>
<td>148 (71.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>790 (79.32)</td>
<td>247 (31.3)</td>
<td>543 (68.7)</td>
<td>1.2 (0.8-1.6)</td>
<td>.39</td>
</tr>
</tbody>
</table>

a Gay, lesbian, bisexual, queer, or questioning.
b Based on self-reported diagnosed and undiagnosed conditions in the last 6 months.
Table 3. Descriptive statistics and univariable logistic comparing consumers of detox pages and nonconsumers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Consumers, n (%)</th>
<th>Nonconsumers, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1001</td>
<td>n=145</td>
<td>n=856</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>269 (26.87)</td>
<td>1 (0.4)</td>
<td>268 (99.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>723 (72.23)</td>
<td>142 (19.6)</td>
<td>581 (80.4)</td>
<td>65.5 (9.1-470.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>279 (27.87)</td>
<td>81 (29.0)</td>
<td>198 (71.0)</td>
<td>5.2 (3.5-7.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-19</td>
<td>128 (12.79)</td>
<td>21 (16.4)</td>
<td>107 (83.6)</td>
<td>2.5 (1.4-4.4)</td>
<td>.001</td>
</tr>
<tr>
<td>20-29</td>
<td>594 (59.34)</td>
<td>43 (7.2)</td>
<td>551 (92.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmajor city</td>
<td>137 (13.69)</td>
<td>36 (26.3)</td>
<td>101 (73.7)</td>
<td>2.4 (1.6-3.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Major city</td>
<td>846 (84.52)</td>
<td>108 (12.8)</td>
<td>738 (87.2)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No post–high school</td>
<td>336 (33.57)</td>
<td>89 (26.5)</td>
<td>247 (73.5)</td>
<td>3.9 (2.7-5.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post–high school</td>
<td>664 (66.33)</td>
<td>56 (8.4)</td>
<td>608 (91.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>893 (89.21)</td>
<td>136 (15.2)</td>
<td>757 (84.8)</td>
<td>2.0 (0.9-4.2)</td>
<td>.07</td>
</tr>
<tr>
<td>Outside Australia</td>
<td>97 (9.69)</td>
<td>8 (8.3)</td>
<td>89 (91.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>768 (76.72)</td>
<td>118 (15.4)</td>
<td>650 (84.6)</td>
<td>1.4 (0.9-2.2)</td>
<td>.13</td>
</tr>
<tr>
<td>GLBQQ+ a</td>
<td>229 (22.88)</td>
<td>26 (11.4)</td>
<td>203 (88.7)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Recreational spending per week (AUD $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$120</td>
<td>770 (76.92)</td>
<td>122 (15.8)</td>
<td>648 (84.2)</td>
<td>1.7 (1.1-2.8)</td>
<td>.02</td>
</tr>
<tr>
<td>≥$120</td>
<td>226 (22.58)</td>
<td>22 (9.7)</td>
<td>204 (90.3)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Anxiety b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>404 (40.36)</td>
<td>67 (16.6)</td>
<td>337 (83.4)</td>
<td>1.3 (0.9-1.9)</td>
<td>.12</td>
</tr>
<tr>
<td>No</td>
<td>597 (59.64)</td>
<td>78 (13.1)</td>
<td>519 (86.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Eating disorder b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>76 (7.59)</td>
<td>25 (32.9)</td>
<td>51 (67.1)</td>
<td>3.3 (2.0-5.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>925 (92.41)</td>
<td>120 (13.0)</td>
<td>805 (87.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Mood disorder b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>365 (36.46)</td>
<td>63 (17.3)</td>
<td>302 (82.7)</td>
<td>1.4 (1.0-2.0)</td>
<td>.06</td>
</tr>
<tr>
<td>No</td>
<td>636 (63.54)</td>
<td>82 (12.9)</td>
<td>553 (87.1)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Bullied (last 6 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>265 (26.47)</td>
<td>51 (19.3)</td>
<td>214 (80.8)</td>
<td>1.6 (1.1-2.4)</td>
<td>.01</td>
</tr>
<tr>
<td>No</td>
<td>736 (73.53)</td>
<td>94 (12.8)</td>
<td>642 (87.2)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Misused detox/laxative teas or diet pills (last 12 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (8.29)</td>
<td>40 (48.2)</td>
<td>43 (51.8)</td>
<td>7.2 (4.5-11.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>918 (91.71)</td>
<td>105 (11.4)</td>
<td>813 (88.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Ever used illegal drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>545 (54.45)</td>
<td>72 (13.2)</td>
<td>473 (86.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>446 (44.56)</td>
<td>72 (16.1)</td>
<td>374 (83.9)</td>
<td>1.3 (0.9-1.8)</td>
<td>.19</td>
</tr>
<tr>
<td>Variable</td>
<td>Total, n (%)</td>
<td>Consumers, n (%)</td>
<td>Nonconsumers, n (%)</td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>--------------</td>
<td>------------------</td>
<td>---------------------</td>
<td>-------------</td>
<td>-----</td>
</tr>
<tr>
<td># Last month illegal drug use if ever used drugs #</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>330 (33.00)</td>
<td>57 (17.3)</td>
<td>273 (82.7)</td>
<td>2.8 (1.5-5.1)</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>215 (21.48)</td>
<td>15 (7.0)</td>
<td>200 (93.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td># Risky single occasion drinking weekly or more often #</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>122 (12.19)</td>
<td>12 (9.8)</td>
<td>110 (90.2)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>758 (75.72)</td>
<td>112 (14.8)</td>
<td>646 (85.2)</td>
<td>1.6 (0.9-3.0)</td>
<td>.15</td>
</tr>
<tr>
<td># Current smoker #</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>206 (20.68)</td>
<td>37 (18.0)</td>
<td>169 (82.0)</td>
<td>1.4 (0.9-2.1)</td>
<td>.10</td>
</tr>
<tr>
<td>No</td>
<td>790 (79.32)</td>
<td>106 (13.4)</td>
<td>684 (86.6)</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

a Gay, lesbian, bisexual, queer, or questioning.
b Based on self-reported diagnosed and undiagnosed conditions in the last 6 months.
Table 4. Descriptive statistics and univariable logistic comparing consumers of diet/fitness plan pages and nonconsumers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Consumers, n (%)</th>
<th>Nonconsumers, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1001</td>
<td>n=235</td>
<td>n=766</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>269 (26.87)</td>
<td>9 (3.4)</td>
<td>260 (96.7)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>723 (72.23)</td>
<td>225 (31.1)</td>
<td>498 (68.9)</td>
<td>13.0 (6.6-25.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>279 (27.87)</td>
<td>106 (38.0)</td>
<td>173 (62.0)</td>
<td>3.2 (2.3-4.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-19</td>
<td>128 (12.79)</td>
<td>33 (25.8)</td>
<td>95 (74.2)</td>
<td>1.8 (1.1-2.8)</td>
<td>.01</td>
</tr>
<tr>
<td>20-29</td>
<td>594 (59.34)</td>
<td>96 (16.2)</td>
<td>498 (83.8)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmajor city</td>
<td>137 (13.69)</td>
<td>40 (29.2)</td>
<td>97 (70.8)</td>
<td>1.4 (0.9-2.1)</td>
<td>.09</td>
</tr>
<tr>
<td>Major city</td>
<td>846 (84.52)</td>
<td>191 (22.6)</td>
<td>655 (77.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No post–high school</td>
<td>336 (33.57)</td>
<td>118 (35.1)</td>
<td>218 (64.9)</td>
<td>2.5 (1.9-3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post–high school</td>
<td>664 (66.33)</td>
<td>117 (17.6)</td>
<td>547 (82.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>893 (89.21)</td>
<td>221 (24.8)</td>
<td>672 (75.3)</td>
<td>2.3 (1.2-4.3)</td>
<td>.008</td>
</tr>
<tr>
<td>Outside Australia</td>
<td>97 (9.69)</td>
<td>12 (12.4)</td>
<td>85 (87.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Sexual identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>768 (76.72)</td>
<td>189 (24.6)</td>
<td>579 (75.4)</td>
<td>1.3 (0.9-1.9)</td>
<td>.12</td>
</tr>
<tr>
<td>GLBQQ+</td>
<td>229 (22.88)</td>
<td>45 (19.7)</td>
<td>184 (80.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Recreational spending per week (AUD $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$120</td>
<td>770 (76.92)</td>
<td>190 (24.7)</td>
<td>580 (75.3)</td>
<td>1.4 (1.0-2.0)</td>
<td>.08</td>
</tr>
<tr>
<td>≥$120</td>
<td>226 (22.58)</td>
<td>43 (19.0)</td>
<td>183 (81.0)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>404 (40.36)</td>
<td>107 (26.5)</td>
<td>297 (73.5)</td>
<td>1.3 (1.0-1.8)</td>
<td>.07</td>
</tr>
<tr>
<td>No</td>
<td>597 (59.64)</td>
<td>128 (21.4)</td>
<td>469 (78.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Eating disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>76 (7.59)</td>
<td>35 (46.0)</td>
<td>41 (54.0)</td>
<td>3.1 (1.9-5.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>925 (92.41)</td>
<td>200 (31.6)</td>
<td>725 (68.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Mood disorder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>365 (36.46)</td>
<td>101 (27.7)</td>
<td>264 (72.3)</td>
<td>1.4 (1.1-1.9)</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>636 (63.54)</td>
<td>134 (21.1)</td>
<td>502 (78.9)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Bullied (last 6 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>265 (26.47)</td>
<td>91 (34.3)</td>
<td>174 (65.7)</td>
<td>2.2 (1.6-2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>736 (73.53)</td>
<td>144 (19.6)</td>
<td>592 (80.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Misused detox/laxative teas or diet pills (last 12 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83 (8.29)</td>
<td>48 (57.8)</td>
<td>35 (42.2)</td>
<td>5.3 (3.4-8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>918 (91.71)</td>
<td>187 (20.4)</td>
<td>731 (79.6)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Ever used illegal drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>545 (54.45)</td>
<td>107 (19.6)</td>
<td>438 (80.4)</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>446 (44.56)</td>
<td>126 (28.3)</td>
<td>320 (71.8)</td>
<td>1.6 (1.2-2.2)</td>
<td>.002</td>
</tr>
</tbody>
</table>
Our study, to the best of our knowledge, was the first to explore characteristics of the consumers of health and fitness-related social media content. Our results indicate that consuming health and fitness-related social media content is common; 378 of 1001 (37.76%) participants reported liking or following at least one of the included health and fitness-related social media content types on Facebook, Instagram, or Twitter, most commonly fitspiration pages (308/1001, 30.8%), followed by diet/fitness plan pages (235/1001, 23.5%), and detox pages (145/14.49, 14.5%). The majority of health and fitness-related social media content consumers identified as female, supporting our hypothesis. This result was unsurprising; health and fitness-related social media content is largely aimed at women and often driven by female celebrities and fitness models. Considering the number of objectifying messages previously observed in fitspiration [4], and the potential internalization of messages such as these by girls and women in Western society [23], it is potentially concerning that nearly half of female participants reported consuming this content. Even so, some health and fitness-related social media content is aimed at men (ie, bodybuilding pages featuring endorsement from male athletes) and there is potential for this content to negatively affect the body image of young men, such as increasing a drive for muscularity [24].

Other demographic differences were noted fairly consistently in the data. Key characteristics of health and fitness-related social media content consumers were being younger and less educated; more than half of participants aged between 15 and 17 years and more than half of participants with no post-high school education (which included those still in high school) reported consuming at least one of the health and fitness-related social media content types, although this latter variable was not significant in adjusted analyses. In all, nearly half of all consumers (48.7%, 184/378) were teenaged girls. These findings are of concern because adolescence is a particularly challenging time in terms of body image [25] and more educated people are generally more likely to engage in healthy behaviors, such as engaging in physical activity and not smoking [26], and have higher health literacy [27].

Some differences were observed regarding mental health and substance use, partially supporting our hypothesis. Participants with eating disorders were 2 to 3 times more likely to consume health and fitness-related social media content than participants without eating disorders. It is likely that this relationship is bidirectional; this content may attract people with eating disorders or body image concerns, but the content may exacerbate or validate symptomology and behaviors [8]. Further, a significant difference emerged with regards to mood disorders: participants with mood disorders were more likely than those without mood disorders to consume diet/fitness plan pages, although this was not significant in adjusted analyses. This finding is interesting in the context of thinspiration research, which has found more negative affect after viewing thinspiration websites [14]. It is unclear why this relationship emerged for the diet/fitness plan pages, but not the other types of health and fitness-related social media content.

Approximately 70% of participants who reported misusing detox/laxative teas or diet pills in the last 6 months consumed any health and fitness-related social media content, supporting our hypothesis. These weight loss materials have been shown to have detrimental health effects and use actually predicts weight gain over time in adolescents [28,29]. Consumers of any health and fitness-related social media content were significantly less likely than nonconsumers to report ever using illegal drugs or to report weekly risky single occasion drinking. This was an interesting finding; it is possible that consumers of health and fitness-related social media content are concerned about the effect of substance use on their health, thereby avoiding consumption. However, several of these results were not significant in adjusted analyses and it is possible that these findings were related to the age of participants because younger participants were more likely to consume health and fitness-related social media content. In adjusted analyses, consumers of detox pages were more likely to have used illegal drugs recently than nonconsumers. This association may be related to use of illegal drugs for weight loss or maintenance,  

### Discussion

Based on self-reported diagnosed and undiagnosed conditions in the last 6 months.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Consumers, n (%)</th>
<th>Nonconsumers, n (%)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Last month illegal drug use if ever used drugs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>330 (33.00)</td>
<td>72 (21.8)</td>
<td>258 (78.2)</td>
<td>1.4 (0.9-2.2)</td>
</tr>
<tr>
<td>No</td>
<td>215 (21.48)</td>
<td>35 (16.3)</td>
<td>180 (83.7)</td>
<td>1.0</td>
</tr>
<tr>
<td>Risky single occasion drinking weekly or more often</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>122 (12.19)</td>
<td>21 (17.2)</td>
<td>101 (82.8)</td>
<td>1.0</td>
</tr>
<tr>
<td>No</td>
<td>758 (75.72)</td>
<td>179 (23.6)</td>
<td>579 (76.4)</td>
<td>1.5 (0.9-2.4)</td>
</tr>
<tr>
<td>Current smoker</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>206 (20.68)</td>
<td>47 (22.8)</td>
<td>159 (77.2)</td>
<td>1.0 (0.7-1.5)</td>
</tr>
<tr>
<td>No</td>
<td>790 (79.32)</td>
<td>186 (23.5)</td>
<td>604 (46.5)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

---

a Gay, lesbian, bisexual, queer, or questioning.
b Based on self-reported diagnosed and undiagnosed conditions in the last 6 months.
such as psychostimulants [30]. These relationships should be explored in future research.

It is possible that for the majority of consumers, health and fitness-related social media content is beneficial and provides motivation for healthy behaviors. Yet the key characteristics of consumers of health and fitness-related social media content appear to be female gender and a younger age, with at-risk groups including those with eating disorder symptomology, being a victim of bullying, and misusing detox/laxative teas and diet pills. Health and fitness-related social media content potentially has the power to impact on these individuals, including influencing the formation of young people’s norms regarding ideal body shape and what it means to be healthy; emerging research indicates that adolescent girls are increasingly turning to fitness models as role models [31]. It can be difficult to distinguish between health and fitness-related social media content that is helpful or motivational and content that is harmful, and to whom messages championed by this content are negatively affecting; however, it appears that some vulnerable individuals are consuming health and fitness-related social media content.

Nearly 90% of American young adults have reported they would trust medical information found on social media [19]. Therefore, there is a need to ensure that health and fitness-related social media content portrays adequate, responsible health messages championing accurate information about health and fitness, motivating individuals to exercise without shaming those who do not or cannot, having realistic health and fitness goals, and encouraging a healthy lifestyle without objectifying messages. Health promotion initiatives should target consumers of health and fitness-related social media content in terms of health literacy and body positivity, teaching at-risk individuals to be critical of media messages in relation to what it means to be fit and healthy. Some recent campaigns have attempted this, such as the UK campaign “This Girl Can,” which aims to celebrate women’s participation in sport regardless of physical appearance [32].

Another possible option for dealing with potential harms of health and fitness-related social media content is regulating social media content, although this can be challenging. Thinspiration is recognized as harmful by most social media sites and is shut down or censored with varying degrees of success [33]; for example, Facebook community standards state “We prohibit content that promotes or encourages...eating disorders” [34] and if users search for thinspiration and related terms, Instagram and Tumblr provide warnings for graphic content and referrals to eating disorder information and recovery resources. However, due to varying rates of effective moderation and social media sites not wishing to censor users’ recovery journeys, it is still easy to find thinspiration content across nearly every social media platform [35]. No specific guidelines exist for health and fitness-related social media content. Current advertising guidelines on Facebook indicate that images that “emphasize an ‘ideal’ body or body parts, or images showing unexpected or unlikely results, such as ‘before and after images’” are not allowed, and that “ads that promote acceptable dietary and herbal supplements may only target users who are at least 18 years of age” [35], but such guidelines do not appear to exist for page or user-generated content, even when the page is advertising a product. Considering problematic health and fitness-related social media content messages may be subtle or labeled as “healthy,” these guidelines may not adequately identify harmful content.

Two additional barriers to regulating health and fitness-related social media content on social media have been raised. Firstly, social media is saturated with health and fitness-related social media content: this content has huge followings (eg, more than 23 million posts on Instagram have been tagged with “#fitspo” at the time of writing) and the nature of social media means that health and fitness-related social media content is often viewed by social media users even if they do not necessarily wish to view it (ie, if one user “likes” an image, this image will then appear in the newsfeeds of many of their friends). The nature of targeted advertisements means that merely mentioning food or exercise on social media can result in users being presented with advertisements related to health and fitness-related social media content [5]. Secondly, health and fitness-related social media content is largely celebrated, user-generated, and talked about in a positive manner, reinforcing content and behaviors to peers on social media [3]. An argument for clinically distinguishing orthorexia from anorexia and obsessive-compulsive disorder is that people with orthorexia are likely to flaunt their health behaviors, such as via social media [21], because these behaviors are largely socially desirable and celebrated, making it difficult to determine where health behaviors are obsessive and/or no longer healthy. The saturation and popularity of health and fitness-related social media content means that its messages are unavoidable for many users of social media and easily normalized regardless of actual health benefits. This reinforces the importance of media literacy and education programs around health and fitness for young people.

The authors recognize the limitations of this study. The sample was an online convenience sample and may not be generalizable to all social media users. The questions asked were broad and lacked specificity; we did not enquire after the number of health and fitness-related social media content pages liked or followed, the degree of interaction with the content, or break down the pages any further (eg, by examining participants who specifically followed self-labeled fitspiration pages on social media). Data were self-reported and, therefore, vulnerable to recall bias; social media users often follow a large number of pages [36] and are unlikely to remember all of them. Those who consumed fitspiration pages, detox pages, and diet/fitness plan pages were more likely to follow other health pages too, possibly reflecting an interest in health in general rather than just the 3 types of health and fitness-related social media content we studied. We only focused on Facebook, Instagram, or Twitter, potentially excluding participants who follow health and fitness-related social media content on Tumblr or Pinterest (used by 23% and 33% of teenage girls, respectively, more than 3 times the rate of use by teenaged boys [2]) or engage with other user-generated forums and groups such as those on Reddit. We only asked about participants misusing diet pills and detox/laxative teas; it would have been worth exploring any use of diet/weight loss materials. Our cross-sectional design and analysis strategy was unable to determine direction of

http://www.jmir.org/2015/8/e205/
relationships or causality. Due to the length of the larger survey, we did not examine body image or use validated measures of mental health, although single-item self-report measures of psychosocial variables can be as valid as multiple-item scales [37]. Further, due to the exploratory nature of the study, we included a large number of statistical tests; we applied the conservative Bonferroni correction, which thereby increases the risk of type II error.

Observed gender differences are likely related to the types of health and fitness–related social media content we chose to examine. The diet plans and challenges included as examples were heavily female-led (eg, branded with female celebrities) and focused (eg, bikini body challenges), potentially biasing recall. Gender differences may have also been related to women consuming more health-related pages on social media than men in general. We did not specifically examine, or include as examples, health and fitness–related social media content aimed at men, such as bodybuilding or other masculinity-based initiatives. Such health and fitness–related social media content is worth exploring in the future.

This is the first study to characterize consumers of 3 types of health and fitness-related social media content: fitspiration pages, detox pages, and diet/fitness plan pages. Overall, the results of this exploratory study indicate that the consumers of health and fitness-related social media content are largely teenaged girls and that individuals reporting eating disorders and detox or laxative misuse are more likely to consume health and fitness-related social media content. The results emphasize the need to perform further research into this area and consider the role of health and fitness-related social media content in the formation of body image, health ideals and behaviors, and emerging mental health issues such as orthorexia within the complex context of normative processes and development, particularly among at-risk individuals [8]. Future experimental or longitudinal research should determine whether health and fitness-related social media content actually impacts the consumer’s body image and health behaviors and, if so, how it can be addressed. There is also a need to perform a content analysis on health and fitness-related social media content to determine to what degree these pages are championing accurate versus unhealthy or unscientific health messages and determine which social media platforms are best to target for future interventions.

Acknowledgments
The authors gratefully acknowledge the contribution to this work of the Victorian Operational Infrastructure Support Program received by Burnet Institute. MSCL is supported by an Australian Government Department of Health Preventive Research Fellowship.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Example of fitspiration page: ‘Fitspore’ profile on Instagram.
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Multimedia Appendix 2
Example of detox page: ‘SkinnyMe Tea’ on Facebook.
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Multimedia Appendix 3
Example of diet/fitness plan page: ‘Ashy Bines Bikini Body Challenge’ on Facebook.
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Abstract

Background: Given the global prevalence of insufficient physical activity (PA), effective interventions that attenuate age-related decline in PA levels are needed. Mobile phone interventions that positively affect health (mHealth) show promise; however, their impact on PA levels and fitness in young people is unclear and little is known about what makes a good mHealth app.

Objective: The aim was to determine the effects of two commercially available smartphone apps (Zombies, Run and Get Running) on cardiorespiratory fitness and PA levels in insufficiently active healthy young people. A second aim was to identify the features of the app design that may contribute to improved fitness and PA levels.

Methods: Apps for IMproving FITness (AIMFIT) was a 3-arm, parallel, randomized controlled trial conducted in Auckland, New Zealand. Participants were recruited through advertisements in electronic mailing lists, local newspapers, flyers posted in community locations, and presentations at schools. Eligible young people aged 14-17 years were allocated at random to 1 of 3 conditions: (1) use of an immersive app (Zombies, Run), (2) use of a nonimmersive app (Get Running), or (3) usual behavior (control). Both smartphone apps consisted of a fully automated 8-week training program designed to improve fitness and ability to run 5 km; however, the immersive app featured a game-themed design and narrative. Intention-to-treat analysis was performed using data collected face-to-face at baseline and 8 weeks, and all regression models were adjusted for baseline outcome value and gender. The primary outcome was cardiorespiratory fitness, objectively assessed as time to complete the 1-mile run/walk test at 8 weeks. Secondary outcomes were PA levels (accelerometry and self-reported), enjoyment, psychological need satisfaction, self-efficacy, and acceptability and usability of the apps.

Results: A total of 51 participants were randomized to the immersive app intervention (n=17), nonimmersive app intervention (n=16), or the control group (n=18). The mean age of participants was 15.7 (SD 1.2) years; participants were mostly NZ Europeans (61%, 31/51) and 57% (29/51) were female. Overall retention rate was 96% (49/51). There was no significant intervention effect on the primary outcome using either of the apps. Compared to the control, time to complete the fitness test was −28.4 seconds shorter (95% CI −66.5 to 9.82, P=.20) for the immersive app group and −24.7 seconds (95% CI −63.5 to 14.2, P=.32) for the nonimmersive app group. No significant intervention effects were found for secondary outcomes.

Conclusions: Although apps have the ability to increase reach at a low cost, our pragmatic approach using readily available commercial apps as a stand-alone instrument did not have a significant effect on fitness. However, interest in future use of PA apps is promising and highlights a potentially important role of these tools in a multifaceted approach to increase fitness, promote PA, and consequently reduce the adverse health outcomes associated with insufficient activity.
Therefore, novel approaches are crucial to engage those who have limited adherence or exposure to PA interventions [16]. Young people are considered a hard-to-reach group and typically interventions, are limited because they are resource intensive. Many existing interventions, including school-based per day, a modest increase with limited clinical significance.

difference 0.16, 95% CI 0.08-0.24, 95% CI 0.04-0.20, effects for both total PA (standardized mean difference 0.12, outcomes (ie, objectively measured), showed small treatment in that it only included studies with accelerometry-measured ≤16 years), which differs from previous systematic reviews [16]. Notably, a 2012 meta-analysis (30 RCTs, N=14,326, age of bias, with the majority having relied on self-reported activity is warranted because the included studies were at moderate risk of bias, with the majority having relied on self-reported activity [15]. Notably, a 2012 meta-analysis (30 RCTs, N=14,326, age ≤16 years), which differs from previous systematic reviews [16] in that it only included studies with accelerometer-measured outcomes (ie, objectively measured), showed small treatment effects for both total PA (standardized mean difference 0.12, 95% CI 0.04-0.20, P<0.01) and MVPA (standardized mean difference 0.16, 95% CI 0.08-0.24, P<0.001) [17]. These results translate into approximately 4 minutes more walking or running per day, a modest increase with limited clinical significance.

Many existing interventions, including school-based interventions, are limited because they are resource intensive. Young people are considered a hard-to-reach group and typically have limited adherence or exposure to PA interventions [16]. Therefore, novel approaches are crucial to engage those who are insufficiently active to encourage good health [18]. Given young peoples’ ubiquitous use of mobile phones and increased digital literacy [19,20], interventions leveraging this technology may provide a promising intervention for this population.

Young people are early adopters of new consumer technology, such as smartphones and apps. Smartphone ownership among young people is on the rise, having increased from 23% in 2011 to 37% in 2012 in the United States, with similar distribution across ethnicity and family income [21]. Moreover, 58% of all US young people aged 12 to 17 years reported having downloaded apps compared to 34% of adults [22]. Likewise, digital divides have decreased between 2007 and 2013 in New Zealand [23], with 75% of high-income families reporting household access to a smartphone compared with 52% for those with lower income [24]. Alongside the increased ownership of smartphones, there has been a proliferation of apps in the major platform operators’ app stores, which currently offer more than 100,000 mHealth apps [25] and the majority of these (31%) are fitness apps [25]. This high engagement with mobile technology offers an ideal opportunity to leverage the benefits of mobile interventions for health (mHealth), including lower participant burden and flexibility [27].

The effectiveness of mHealth-delivered interventions to promote PA that use texting or short message service (SMS) [28,29], personal digital assistants (PDAs) [30], and apps in addition to other components [31] has been examined. Unlike SMS text messaging, which has a substantial body of literature supporting its use, more complex interventions that capitalize on the computational power of smartphones have only recently been developed. Particularly, few studies have used an entirely mHealth device-based approach to deliver health behavior change interventions [32]. Most [33,34] include other components, such as a website, individual face-to-face or group sessions, phone calls, print materials, or pedometers, making it impossible to tease out the specific effects of each component. Thus, at present, there is a lack of scientific evidence assessing publicly available apps to promote PA. Because these apps are commercially available to the public on app stores and because fitness apps are currently the most popular (78% of users in 2014 compared to 39% in 2013 [35]), it is important to determine whether popular/commonly downloaded apps are effective [36].

Therefore, the primary aim of the Apps for IMproving FITness (AIMFIT) trial was to evaluate the effectiveness of two popular commercially available smartphone apps [37] for improving CRF in young people aged 14 to 17 years compared to usual...
behavior alone (the control). Secondary aims were to determine the effect on PA levels, enjoyment, psychological need satisfaction, and self-efficacy. Perceptions of usability and acceptability of the apps were also assessed.

Methods

Trial Design

A 3-arm parallel RCT was conducted in Auckland, New Zealand. Details on the rationale, design, and methods have been previously described [38]. Ethics approval was obtained from the University of Auckland Human Participants Ethics Committee (10054/2013) and the study was conducted according to the principles of the Declaration of Helsinki. There were no deviations to methods after trial commencement. All participants (and guardians for participants younger than 16 years) provided written informed consent. The trial was registered (Australian New Zealand Clinical Trials Registry: ACTRN12613001030763) in accordance with the requirements of the International Committee of Medical Journal Editors and reported in accordance with the CONSORT statement [39] and the CONSORT-EHEALTH extension [40] (see Multimedia Appendix 1). A brief description of the procedures is provided.

Participants

Participants were recruited through advertisements in electronic mailing lists, local newspapers, schools, and flyers posted in community locations. Consenting schools and churches allowed the researcher to present a brief outline of the study. Those interested provided contact details and their eligibility was assessed via telephone. If eligible, participant information and informed consent documentation were either mailed or emailed and participants were scheduled to attend a face-to-face baseline assessment at the university.

Eligible participants were aged 14 to 17 years, lived in Auckland, owned an iPod touch or smartphone running at least Android 2.2 or iOS 6.0, and were able to perform physical activities but were not achieving [41] the PA recommendations (ie, at least 60 minutes of MVPA each day). Exclusion criteria were a medical condition limiting ability to exercise safely, previous use of the apps of interest, and inability to comply with the study protocol. Only 1 child per household was eligible to take part.

Randomization

Participants were enrolled by author AD and were randomly assigned at a 1:1:1 ratio to 1 of 3 conditions. Stratified block randomization in variable blocks was used to maintain balance across gender, an important prognostic factor [2,42]. A biostatistician (YJ) prepared the randomization scheme in advance by using a computer-generated randomization table. Based on the randomization scheme, a research assistant prepared opaque-sealed envelopes containing group referral so that the researcher could not identify group assignment. The envelope was opened by each participant after completion of baseline assessment. Given the nature of the intervention, it was not possible to blind participants. However, allocation concealment was maintained up to the point of randomization.

Interventions

Commercially available apps targeting fitness were identified during previous work evaluating the most popular (ie, top-20 free and top-20 paid) downloaded apps in the Health and Fitness Category of the iTunes New Zealand store [37]. The control group was compared against 2 other groups, each using an app to promote fitness available on both of the major platforms’ app stores (iTunes and Google Play Store). The 2 intervention groups allowed comparison of an identical delivery approach (ie, stand-alone app), but with distinct design features: (1) use of an immersive app or (2) use of a nonimmersive app. Both apps consisted of a fully automated 8-week training program designed to improve fitness and ability to run 5 km; however, the immersive app featured a game-themed design whereby the training program was embedded with a story where the user is trained to collect supplies and protect a town from zombies. Effective self-regulatory behavior change techniques [43,44] underlie the apps, which allow the users to self-monitor and receive feedback on their training. The apps provided information on running and technique, audio instructions on how to perform the training components, and tracked and displayed progress throughout the program. Other features of the apps include the ability to work out with music on the device’s library and links to associated websites to interact with other users.

Participants randomized to the immersive app group received the Zombies, Run! 5K Training app developed by Six to Start with Naomi Alderman for iOS and the Android platform. It was released worldwide for iOS on October 2012. Even though data on number of downloads is not publicly available, the Google Play Store reports 100,000 to 500,000 installs of this app, and the Zombies, Run! community has more than 800,000 players worldwide [45]. Those randomized to the nonimmersive app group received the Get Running-Couch to 5k app, developed by Splendid Things and Benjohn Barnes for iOS and the Android platform. It was released worldwide for Android on July 2009 and the Google Play Store reports 10,000 to 50,000 installs of this app [46]. While the trial was conducted, the apps cost NZ $2.45 to $4.19, depending on the app store. Given the commercialized nature of the apps, updates occurred during the trial; however, no major changes affected their content or the intervention. Videos detailing the features of the apps can be accessed via links on the preceding references.

Following randomization, the respective app was paid for and installed by AD on each participant’s mobile device and a short instruction on the features and settings of the app was given. Participants were encouraged to use their app 3 times per week and work their way through each of the workouts, but because this was a pragmatic study [47], access and usage was allowed to vary (ie, participants were able to use at their own pace, ad libitum, as it would occur on an “everyday life” setting). There were no cointerventions, no supplementary modes of delivery, nor usage of prompts (ie, emails, phone calls, SMS text message) to use the app.

Control Group

The control group was asked to continue with their usual physical activities for the duration of the study and was not
offered any information about increasing PA. Both apps were provided (free of charge) to participants after trial completion.

Procedure
Assessments were conducted at baseline and 8 weeks at the university by AD. Participants were assessed individually. At both time points, participants completed a field test of CRF (1 mile run/walk test), had their height and weight measured, self-reported their physical activity and related psychological variables, were given an Actigraph accelerometer to wear for the following 7 days (to provide an objective assessment of their free-living PA), and completed a booklet detailing their accelerometer use. AD collected the accelerometers and booklets from the participants’ homes (during the randomization visit that took place after the baseline assessment and at the last visit after the follow-up assessment). Follow-up assessments were not blinded. Participants received a NZ $10 gift card to a local shopping center for each visit to complete study measures (ie, maximum NZ $30 for 3 visits). The vouchers were not conditional on usage of the app; they were offered to compensate for participants’ time and encourage completion of study measures.

Outcomes
The primary outcome was CRF, assessed with the 1-mile run/walk test. Following the procedures outlined in the Fitnessgram test administration manual, participants were instructed to run and/or walk at their own pace until completing the distance in the shortest possible time [48]. The output, in seconds, was used to estimate VO_{2peak} using a validated prediction equation [49].

Secondary outcomes included anthropometrics, self-reported PA and associated psychological variables, objectively measured PA, and self-reported acceptability and usability of the apps assessed via an exit survey conducted with intervention participants. A series of closed and open-ended questions were asked to determine features perceived as more and less acceptable as well as which features participants found more useful to support their fitness. Body weight (in kg, without shoes) was measured with a Salter scale to 1 decimal place. Height was measured to the nearest 0.1 cm with a Seca stadiometer. Two measurements were taken for each and the means were used for analysis. Body mass index (BMI) was calculated by using the standard equation (weight in kilograms/height in meters squared). BMI-for-age was calculated using the World Health Organization (WHO) growth standards macro [50].

Using instruments validated in this population, participants self-reported (1) physical activity using the Physical Activity Questionnaire for Adolescents (PAQ-A) [51,52], (2) perceived enjoyment using the Physical Activity Enjoyment Scale (PACES) [53,54], (3) perceived competence, autonomy, and relatedness using the Psychological Need Satisfaction in Exercise Scale (PNSES) [55], (4) self-efficacy using the Physical Activity Self-Efficacy Scale (PASES) [56,57], and (5) frequency of app utilization, acceptability, and usability of the app via an exit survey conducted with the participants in the intervention groups.

Participants were instructed to wear the accelerometer (Actigraph GT1M) on their right hip during waking hours for 7 days after each assessment, removing it when engaging in activities involving water and/or contact sports. A 10-second epoch was used and data were aggregated into minute intervals for subsequent processing. To determine valid wear time, periods of more than 60 minutes of consecutive zeroes and days with less than 600 minutes of valid records were removed before data analysis [58]. Participants were included in the analyses if they had 3 or more valid monitoring days [59]. Mean daily time (min) spent in sedentary and light-to-vigorous activities was calculated for each participant using the cut points proposed by Evenson et al to categorize intensities [60,61].

Adverse events were collected at each study visit or voluntarily reported by contacting the researcher. An adverse event was considered serious if it required hospitalization.

Sample Size Calculation
A total of 51 participants (17 per group) was estimated to provide 80% power and α=0.05 overall to detect a difference of 17 seconds in CRF, assuming a 15-second SD in time to complete the 1-mile run/walk test between each of the conditions compared to the control [62].

Statistical Analyses
Treatment evaluations were performed on the principle of intent-to-treat, including all randomized participants as allocated. Statistical analyses were performed with SAS version 9.4 software (SAS Institute, Cary, NC, USA). All statistical tests were 2-sided at a 5% significance level, with adjustment for multiple comparisons on the primary outcome. Analysis of covariance (ANCOVA) regression model was used to evaluate the main treatment effects on the primary outcome, adjusting for baseline measure and gender. Model-adjusted means, 95% confidence intervals, and P values were estimated for each group. Mean differences between groups were tested. A similar approach was used for secondary outcomes. Missing data on the primary outcome were imputed with the baseline value. Per-protocol analyses were conducted on those participants with complete baseline and follow-up data and self-reported adherence to the training program (ie, app used 3 times/week) following the same procedures as in the intention-to-treat analyses.

Results
Overview
Recruitment began October 2013 and finished in June 2014. The final follow-up visit was in September 2014. Figure 1 presents the participant flow diagram. Of 143 individuals screened, 51 eligible participants were randomized to the Zombies, Run immersive app intervention (n=17), the Get Running nonimmersive app intervention (n=16), or the control group (n=18). Baseline demographic characteristics of participants are presented in Table 1.

Participants had a mean age of 15.7 years (SD 1.2, range 14-17 years) and a BMI of 22.9 (SD 4.3) kg/m^2. The majority were NZ European (61%, 31/51), whereas 22% (11/51) were Pacific
Islanders, and 57% (29/51) were female. Follow-up assessments at 8 weeks were completed for 17 (100%, 17/17) immersive app group participants, 15 (94%, 15/16) nonimmersive app group participants, and 17 (94%, 17/18) control group participants, which represents an overall retention rate of 96% (49/51) from baseline.

**Table 1.** Baseline demographic and clinical characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Zombies, Run n=17</th>
<th>Get Running n=16</th>
<th>Control n=18</th>
<th>Total N=51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>15.78 (1.11)</td>
<td>15.69 (1.04)</td>
<td>15.55 (1.32)</td>
<td>15.67 (1.15)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8 (47)</td>
<td>6 (38)</td>
<td>8 (44)</td>
<td>22 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (53)</td>
<td>10 (63)</td>
<td>10 (56)</td>
<td>29 (57)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maori</td>
<td>3 (18)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>NZ European</td>
<td>9 (53)</td>
<td>9 (56)</td>
<td>13 (72)</td>
<td>31 (61)</td>
</tr>
<tr>
<td>Pacific</td>
<td>4 (24)</td>
<td>3 (19)</td>
<td>4 (22)</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Asian</td>
<td>0 (0)</td>
<td>3 (19)</td>
<td>1 (6)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (6)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>23.17 (3.60)</td>
<td>21.85 (3.14)</td>
<td>23.43 (5.56)</td>
<td>22.85 (4.25)</td>
</tr>
<tr>
<td>BMI-for-age$^a$ (z-score), mean (SD)</td>
<td>0.77 (0.86)</td>
<td>0.36 (0.93)</td>
<td>0.64 (1.46)</td>
<td>0.60 (1.12)</td>
</tr>
<tr>
<td>Device, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>8 (47)</td>
<td>6 (38)</td>
<td>11 (61)</td>
<td>25 (49)</td>
</tr>
<tr>
<td>Android</td>
<td>5 (29)</td>
<td>7 (44)</td>
<td>5 (28)</td>
<td>17 (33)</td>
</tr>
<tr>
<td>iPod Touch</td>
<td>4 (24)</td>
<td>3 (19)</td>
<td>2 (11)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>Estimated VO$_2$peak$^b$ (mL/kg/min), mean (SD)</td>
<td>43.51 (6.11)</td>
<td>43.58 (5.47)</td>
<td>44.20 (6.95)</td>
<td>43.78 (6.12)</td>
</tr>
</tbody>
</table>

$^a$ WHO growth reference.

$^b$ Prediction equation from 1-mile run/walk test.
Figure 1. Flow diagram of the Apps for IMproving FITness (AIMFIT) trial. Those who were unable to complete the postintervention fitness assessment due to injury or sickness still completed self-reported outcomes and were included in all analyses.

Primary Outcome

Table 2 lists the effects of the app interventions on the time to complete the 1-mile walk/run fitness test and all secondary outcomes at 8 weeks. On average, time to complete the fitness test decreased in both app groups, but there were no statistically significant differences observed between the intervention groups and the control (immersive app group: adjusted mean difference −28.4 sec, 95% CI −66.5 to 9.8, \( P = .20 \); nonimmersive app group: adjusted mean difference −24.7 sec, 95% CI −63.5 to 14.2 sec, \( P = .32 \)). To facilitate interpretation of test scores, estimated VO\(_2\) peak [49] at 8 weeks was 44.09, 44.59, and 43.44 mL/kg/min for the immersive app, nonimmersive app, and control groups, respectively.
Table 2. Treatment effects at 8 weeks.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Zombies, Run (1), mean (SD)</th>
<th>Get Running (2), mean (SD)</th>
<th>Control (3), mean (SD)</th>
<th>Adjusted difference&lt;sup&gt;a&lt;/sup&gt; (95% CI) at 8 weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>8 week</td>
<td>Baseline</td>
<td>8 week</td>
</tr>
<tr>
<td>Time to complete 1-mile walk/run (sec)</td>
<td>574.06 (145.68)</td>
<td>560.06 (139.27)</td>
<td>586.56 (129.74)</td>
<td>576.75 (147.91)</td>
</tr>
<tr>
<td>PAQ-A</td>
<td>2.20 (0.66)</td>
<td>2.27 (0.53)</td>
<td>2.09 (0.73)</td>
<td>2.31 (0.74)</td>
</tr>
<tr>
<td>PACES</td>
<td>4.08 (0.47)</td>
<td>4.00 (0.46)</td>
<td>3.99 (0.46)</td>
<td>3.85 (0.46)</td>
</tr>
<tr>
<td>PNSES</td>
<td>4.52 (0.69)</td>
<td>4.49 (0.78)</td>
<td>4.48 (0.89)</td>
<td>4.56 (0.56)</td>
</tr>
<tr>
<td>Competence</td>
<td>4.27 (0.83)</td>
<td>4.24 (0.94)</td>
<td>4.25 (1.09)</td>
<td>4.32 (0.94)</td>
</tr>
<tr>
<td>Autonomy</td>
<td>4.87 (0.98)</td>
<td>4.92 (0.94)</td>
<td>4.94 (0.78)</td>
<td>5.21 (0.56)</td>
</tr>
<tr>
<td>Relatedness</td>
<td>4.40 (0.79)</td>
<td>4.31 (0.87)</td>
<td>4.26 (1.15)</td>
<td>4.14 (0.91)</td>
</tr>
<tr>
<td>PASES</td>
<td>2.50 (0.32)</td>
<td>2.44 (0.40)</td>
<td>2.38 (0.47)</td>
<td>2.43 (0.31)</td>
</tr>
<tr>
<td>Average daily valid use (min)</td>
<td>801.16 (87.85)</td>
<td>784.43 (93.69)</td>
<td>819.39 (85.45)</td>
<td>831.08 (78.74)</td>
</tr>
<tr>
<td>Average daily activity counts (counts/min)</td>
<td>354.27 (123.75)</td>
<td>341.21 (146.22)</td>
<td>269.97 (82.72)</td>
<td>270.77 (84.77)</td>
</tr>
<tr>
<td>Average daily time spent in sedentary activities (min)</td>
<td>526.63 (106.37)</td>
<td>535.22 (113.90)</td>
<td>553.64 (96.80)</td>
<td>570.63 (95.58)</td>
</tr>
<tr>
<td>Average daily time spent in light PA (min)</td>
<td>237.41 (73.32)</td>
<td>216.17 (67.46)</td>
<td>244.46 (61.97)</td>
<td>237.11 (58.47)</td>
</tr>
<tr>
<td>Average daily time spent in moderate PA (min)</td>
<td>30.28 (14.28)</td>
<td>25.07 (12.83)</td>
<td>17.03 (7.81)</td>
<td>18.03 (10.20)</td>
</tr>
<tr>
<td>Average daily time spent in vigorous PA (min)</td>
<td>6.84 (6.03)</td>
<td>7.97 (9.16)</td>
<td>4.26 (4.21)</td>
<td>5.30 (4.34)</td>
</tr>
<tr>
<td>Average daily time spent in MVPA (min)</td>
<td>37.12 (16.84)</td>
<td>33.04 (20.61)</td>
<td>21.29 (11.25)</td>
<td>23.34 (14.04)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Adjusted for baseline, gender, and multiple comparisons.

Secondary Outcomes

No intervention effects were found for self-reported secondary outcomes of physical activity (PAQ-A; immersive app group: adjusted mean difference 0.14, 95% CI –0.26 to 0.54, P=.78; nonimmersive app group: adjusted mean difference 0.23, 95% CI –0.18 to 0.64, P=.42) or its predictors of perceived enjoyment (PACES), perceived competence, autonomy, and relatedness (PNSES), or self-efficacy (PASES) (see Table 2 for all outcomes).

For accelerometry, 48 of 51 (94%) participants provided valid data for analysis at baseline, whereas compliance with wearing the device slightly decreased at postintervention (46/51, 90%). Group assignment did not have a significant effect on overall activity (ie, mean counts per minute) or mean daily time spent in MVPA. Compared to the control group, mean baseline daily time spent in MVPA, gender-, and multiple comparisons-adjusted time in MVPA difference was 1.74 min (95% CI –11.45 to 14.93, P=.98) and –1.82 min (95% CI –16.00 to 12.36, P=.99) for the immersive and nonimmersive app groups, respectively.

A total of 6 adverse events (1 serious) were reported in 6 participants, 4 of which were in the control group (ankle injury-2 events, lower back pain, and hospitalization because of tonsils removal) and 1 in each of the intervention groups (ankle injury-2 events). None of the adverse events were deemed related to the study intervention.
Approximately two-thirds of participants in the intervention groups reported using the app either 2 (10/32, 31%) or 3 times per week (10/32, 31%), whereas 8 of 32 (25%) only used it 1 time per week (see Multimedia Appendix 2). No differences were evident on timing of use (ie, weekday, weekend, morning, afternoon, evening). Apps were mostly used outdoors (eg, street, park vs gym, home treadmill) and while alone (n=13 alone, n=7 with friend, and n=9 with family).

For the app Zombies, Run!, the features mostly used by participants were the “workout mission tasks” (n=14) and “story and run log” of completed workouts (n=10), whereas social networking features (“share my runs”: n=0; “ZombieLink account”: n=3) were seldom or never used. Results were similar when participants reported the features they liked (“workout mission tasks”: n=14; “story and run log”: n=8) and disliked (“share my runs”: n=5; “ZombieLink account”: n=5).

For the app Get Running, the feature mostly used by participants was the description of the “week-runs” (n=13), whereas only 1 participant reported using the social networking feature “status updates.” The description of the “week-runs” was also the feature participants predominantly liked (n=11), whereas the main feature disliked was the “status updates” (n=3).

Regardless of the app used, similar themes emerged when participants reported their willingness and motives to continue using their app after study participation. Those willing to continue stated personal benefits (eg, “It will help me to build my fitness”, “Because I can improve how far I run”) and app-related motives (eg, “A fun way to get fit”, “Because it is an enjoyable alternative to exercise”). For those unwilling to continue, “not enough time” was the most common barrier, followed by lack of interest (eg, “I didn’t find the app engaging enough”). The nonimmersive app received less positive feedback around motivational aspects (eg, “Using the app became too tedious”).

Overall, participants perceived the layout of the apps and menus as well structured and “straightforward” to use. Being able to receive clear instructions (eg, “Tells me what to do and when”), listen to their own music during the training sessions, task difficulty increasing gradually, and encouragement provided were features highlighted as useful to support participants’ fitness. Some also considered it helpful if the app allowed choosing between different goals and activities (eg, “I prefer to run to my own goals”). For the immersive app, the storyline (“The back story made it interesting”) and the ability to track progress (ie, app used the device’s Global Positioning System [GPS] and/or accelerometer to log distance) (eg, “It records the distance you ran and your time so you are able to view it for next time and compare”) were also reported as important features.

The majority of participants (21/32, 66%) had no prior experience of using their smartphone for PA purposes. Examples of prior experience included listening to music while engaging in PA or previous use of free apps (eg, MyFitnessPal). Overall, 81% (26/32) were interested in trying different PA-promoting apps in the future.

In prespecified per-protocol analyses (ie, the app was used 3 times/week), there were statistically significant differences observed on the primary outcome between the nonimmersive app group and the control (adjusted mean difference −79.39 sec, 95% CI −133.01 to −25.77, P=.003). Time to complete the fitness test also decreased for the immersive app group compared to the control, with the difference not meeting statistical significance (adjusted mean difference −55.29 sec, 95% CI −111.46 to 0.88, P=.06). No intervention effects were found for self-reported secondary outcomes of PA, its predictors, or accelerometry.

**Discussion**

**Principal Findings**

This is the first randomized trial comparing the effects of a stand-alone immersive mobile app and a nonimmersive app on CRF, PA levels, and its predictors in young people. Key findings were that fitness improved in both app groups, but these did not significantly differ from the control. Despite the availability of readily available commercial apps to improve health behavior, these findings suggest that, compared to usual care, no major improvements were found for these 2 top downloaded apps.

The small increases in fitness in the present trial (0.6 to 1.0 mL/kg/min) were lower than those observed in a Cochrane review of school-based PA interventions, which found increases of 1.6 to 3.7 mL/kg/min in VO$_{2peak}$ [14]. Similarly, Baquet et al [63], who reviewed the effects of training programs in young people’s aerobic fitness, showed improvements on average of 5% to 6% in VO$_{2peak}$, whereas fitness only improved 1.3% to 2.3% in this study. The training programs of the apps were consistent with the frequency and duration of programs shown to improve VO$_{2peak}$ [63] (ie, incorporating 3 sessions per week, each lasting 30 minutes to 1 hour). However, use of the apps during the AIMFIT study was ad libitum and not closely monitored, which is how app use would likely occur in real life. Smaller fitness improvements in the current study can most likely be attributed to lower adherence to app use (only 31.3% reported using 3 times/week) or due to participants not having exercised at a sufficient intensity to produce larger fitness effects [63], as observed by no changes in accelerometry-measured MVPA.

Although apps have the potential to increase the reach of health behavior change interventions, our results mirror recent research highlighting that only some participants will consistently use an offered app (approximately 20%) [64] or sustain use over time (approximately 3%) [65]. App design, features, and usability are important factors that impact users’ engagement with an app. Although in AIMFIT both app groups produced comparable fitness effects, the design and features of the immersive app received more positive feedback (and no dropout) and, therefore, these aspects should be considered for future app development. Although typical app use is intermittent [65] and unlikely to induce the more intensive type of immersion observed in other videogame play, incorporating gaming elements that entangle the virtual world (ie, leisure) with actual
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experience (ie, exertion) could potentially increase user engagement and sustained use.

An important consideration of app content is whether or not they incorporate behavior change techniques (BCTs). Further, modeling, providing consequences for behavior, providing information on others’ approval, prompting intention formation, self-monitoring, and a behavioral contract were identified as effective BCTs for increasing PA in young people in a recent meta-regression [66]. A notable exception is providing instruction, which was associated with decreased effectiveness of PA interventions in young people, but has been shown to be highly present in top-ranked PA apps [37], including the ones hereby investigated. Providing instructions and not incorporating other effective BCTs or incorrectly applying BCTs (ie, not considering the parameters for them to be effective) may have undermined app efficacy.

Consistent with the primary outcome findings, we found no changes in any of the measured psychological variables. Fulfillment of the 3 basic psychological needs (ie, autonomy, competence, and relatedness)—key elements in the development of intrinsic motivation required to drive behavioral change [67]—did not change. This could be explained by the nature of the training programs, which were based on provision of instructions and may have been perceived as too prescriptive and controlling. Perhaps the alternatives provided by the apps (ie, walking, jogging, sprinting, running) lacked choice and encouragement of the participants’ initiative and, therefore, did not support their autonomy. In addition, skill acquisition and feelings of competence did not change as a function of the intervention. This suggests the BCTs in the apps were insufficient to manipulate these variables or that app use was not intensive enough to evoke change. Further, the apps incorporate features that could capitalize on relatedness and social support, such as online communities, but some of these features load outside of the apps (eg, ZombieLink), which may have contributed to poor use of such features. Interestingly, enjoyment, which is associated with adherence to PA programs, did not change.

**Strengths and Limitations**

A major strength of AIMFIT was the use of a RCT design to determine the effectiveness of 2 off-the-shelf commercially available interventions. We chose a pragmatic approach in which participants used their own device and apps were used ad libitum. Contact with participants was minimal, which reflects app use in a real-world context and therefore increases the generalizability of the findings. Moreover, the primary outcome was assessed objectively with a valid and reliable measurement, as well as PA via accelerometer, which adds to the study’s internal validity. Unlike the commonly observed high attrition in eHealth and mHealth interventions, follow-up assessments were completed for 96% of participants, which represents a high retention rate. Further, using paid apps instead of free ones has likely reduced the chances of contamination and/or cointerventions. Although the accessibility of these apps on the app stores could have led participants to download them, our study sample was a young population and the apps under investigation required purchase. Although inexpensive, purchasing an app on an app store requires a credit card, which young people do not typically own.

The major limitation of this study was its low statistical power and small sample size. We based our sample size calculation on a smaller standard deviation of the primary outcome than the actual standard deviation observed, which meant the power of the trial was smaller than 80%. We used readily available apps and consequently were limited to the decisions made by the app developers on content, duration of the program, and design features. This also meant that we were unable to access data on app utilization (eg, menus accessed in the app). Further, the relatively short duration of the programs precluded investigation of long-term effects or sustainability. This study also highlights that the peer-reviewed literature will always lag behind consumer technology life cycles because during the lifetime of this study innovative apps were developed at a rate that far outpaced our capacity to test them.

**Implications**

Among app users, fitness apps are the most popular (78% users in 2014 compared to 39% in 2013) [35]. However, off-the-shelf common commercial mobile apps used as a stand-alone approach to change fitness and promote PA in insufficiently active individuals do not appear effective. Future use as part of a multifaceted approach to increase fitness and to promote PA may be useful. The current one-size-fits-all approach of most common commercial mobile apps is limiting for both users and researchers. More tailored approaches, which are dynamic and responsive to changes in PA behavior over time, are required to improve the ease of use of apps, user engagement, and the apps’ sustained use.

**Conclusions**

Readily available commercial apps as a stand-alone intervention to improve fitness and increase PA in young people did not increase CRF compared to usual care. Given that smartphone technology appears to resonate with young people and that this type of self-guided intervention has the potential to increase reach at a low cost, this may be best suited as part of a multicomponent intervention, providing additional support and encouragement to the participants (eg, maintenance phases).
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Abstract

Background: Family communication is central to the family and its functioning. It is a mutual process in which family members create, share, and regulate meaning. Advancement and proliferation of information and communication technologies (ICTs) continues to change methods of family communication. However, little is known about the use of different methods for family communication and the influence on family well-being.

Objective: We investigated the sociodemographic factors associated with different methods of family communication and how they are associated with perceived family harmony, happiness, and health (3Hs) among Chinese adults in Hong Kong.

Methods: Data came from a territory-wide probability-based telephone survey using the Family and Health Information Trend survey (FHInTs). Frequency of family communication using different methods (ie, face-to-face, phone, instant messaging [IM], social media sites, and email) were recoded and classified as frequent (always/sometimes) and nonfrequent (seldom/never) use. Family well-being was measured using 3 questions of perceived family harmony, happiness, and health with higher scores indicating better family well-being. Adjusted odds ratios for family communication methods by sociodemographic characteristics and adjusted beta coefficients for family well-being by communication methods were calculated.

Results: A total of 1502 adults were surveyed. Face-to-face (94.85%, 1408/1484) was the most frequent means of communication followed by phone (78.08%, 796/1484), IM (53.64%, 796/1484), social media sites (17.60%, 261/1484), and email (13.39%, 198/1484). Younger age was associated with the use of phone, IM, and social media sites for family communication. Higher educational attainment was associated with more frequent use of all modes of communication, whereas higher family income was only significantly associated with more frequent use of IM and email ($P<.001$). Face-to-face (beta 0.65, 95% CI 0.33-0.97) and phone use (beta 0.20, 95% CI 0.02-0.38) for family communication were associated with significantly higher levels of perceived family well-being.

Conclusions: Socioeconomic disparities in using these information and communication technologies (ICT) methods for family communication were observed. Although traditional methods remain as the main platform for family communication and were associated with better family well-being, a notable proportion of respondents are using new ICT methods, which were not associated with perceived family well-being. Because ICTs will continue to diversify modes of family communication, more research is needed to understand the impact of ICTs on family communication and well-being.

(J Med Internet Res 2015;17(8):e207) doi:10.2196/jmir.4722
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Introduction

Family communication through both verbal and nonverbal interactions plays a central role in maintaining family relationships and enhancing family well-being [1]. It provides the foundation for family members (individuals who are related through biological, marital, cohabitation, and/or emotional bonding) to share meaning, to be connected, to be flexible in changing family rules, to achieve satisfaction, and to express and share attitudes, values, and beliefs [2,3]. Family communication includes the content (both verbal and nonverbal), frequency, and nature of family interactions, which defines the family and constructs family relationships [1]. Although a Western perspective often defines communication as an expression of “self” [4,5], a Chinese perspective defines communication as a way to develop and maintain personal relations and to reaffirm their membership in their respective social networks [6,7]. Nonconfrontational communication (harmony) is valued in Chinese culture and refers to expressing one’s thoughts and feelings in an indirect and implicit manner [7]. Such pattern of communication is not only to preserve an individual’s dignity, but also to protect family harmony and ties [7].

Family communication comprises an important part of several Western theories and models (e.g., Family System Theory, Social Learning Theory, Olson’s Circumplex Model, and McMaster Model of Family Functioning). Olson’s Circumplex model [1] and the McMaster Model of Family Functioning [8] posit that a well-functioning family is characterized by positive communication which provides a basis for higher level of family cohesion and adaptability. Family communication has also been argued to be vital for family harmony, happiness, and health that underlie family well-being from a Chinese perspective [9,10].

In addition to the traditional means of communication, such as face-to-face and phone, new forms of information and communication technologies (ICTs), such as instant messaging (IM), social media sites (e.g., Facebook, Twitter), and email, allow individuals to communicate and interact with one another [11,12]. Each medium has unique attributes and provides benefits otherwise not available from other means of communication. Face-to-face communication possesses nonverbal elements, instant feedback, complete identification, and real-time interaction [13]. The phone, although it lacks visual communication cues, provides instant feedback and real-time interaction across a wide geographical range. IM and email allow for words (and now photographs, videos, and audio clips) to be asynchronously exchanged among individuals and family groups. Social media sites allow for interconnectivity and provide an avenue for texts, photos, and video sharing [14]. ICTs also create a new pattern of family communication [12]; individuals are now able to perform multiple media tasks at the same time and interact with multiple individuals simultaneously. Compared with traditional forms of communication, ICTs are able to break barriers of time, space, location, and distance in making virtual communication accessible, feasible, and efficient [14,15]. Indeed, the rapid development of ICTs has changed and continues to transform the ways in which families interact and communicate [14,15].

Although a growing number of studies have examined communication behaviors (e.g., pattern, frequency, and usage of ICTs) and interpersonal relationships and family functioning [12,14,15], it is uncertain whether ICTs enhance or weaken family relationships [14,15]. ICT use may increase the time families spend together, strengthen family bonds, improve family communication, and enable the maintenance of family relationships [16-20]. Other studies have suggested that quality family time has been significantly reduced and overuse of ICTs can lead to isolation from the family and failure to develop normal modes of expression, affecting the quality of family relationships [18,21-23].

Hong Kong, the most Westernized and urbanized city in China, is one of the most technologically advanced and connected cities in the world with ICTs readily integrated into the daily lives of Chinese people. Most households (78%) have personal computers at home connected to the Internet [24]. Fixed-line residential telephone penetration exceeds 100% and mobile phone (mostly with multiple ICT functions) subscription plans penetrate more than 230% [24]. Therefore, Hong Kong provides an appropriate platform to understand how different modes of communication are used and the influence it has on family well-being. This study examines the use of ICTs for family communication and their influence on perceived family well-being.

Methods

Sampling

As part of the FAMILY Project, the Hong Kong Family and Health Information Trends Survey (FHInTs) was conducted from August 2012 to October 2012 using probability-based telephone surveys to collect information on general public opinions and behaviors on family health, information use, and health communication. Details of the survey design have been reported elsewhere [25,26]. In brief, a 2-stage random sampling method was used. First, telephone numbers were retrieved from residential telephone directories that covered approximately 76% of Hong Kong residents [24]. A computer program was used to generate a list of the telephone numbers in random order for interview. Invalid household numbers, nonresponses, and ineligible households (people aged <18 years or not able to speak Cantonese) were excluded. Second, after initial introduction of the study purpose by the interviewers, adult respondents were asked how many eligible individuals were living in the household. All eligible individuals were listed and the individual with the next birthday closest to the interview day was elected for interview. Each interview took approximately 25 minutes to complete. A total of 2127 individuals were eligible; of those, 1502 adults were successfully interviewed yielding a response rate of 70.62%. Ethics approval...
was granted by the Institutional Review Board (IRB) of the University of Hong Kong/Hospital Authority Hong Kong West Cluster. Verbal informed consents were obtained and recoded verbatim, and the procedure was approved by the IRB.

**Measurements**

The definition of families (family members who are related through biological, marital, cohabitation, and/or emotional bonding) was explained to the respondents before asking questions about family communication and family well-being. The prevalence of different methods of communication was assessed by asking respondents how often each method (i.e., face-to-face, phone, IM, social media sites, and email) was used to communicate with family with responses of “very often,” “sometimes,” “seldom,” and “never.” Perceived family harmony, happiness, and health (3Hs) are regarded as the main component of family well-being in Chinese society [9,10]. Family 3Hs were assessed by using 3 separate questions asking respondents to give a score from 0-10. Family well-being was calculated based on the composite score of the 3Hs with higher scores indicating better family well-being (possible total score ranged from 0-30). The test-retest reliability in another sample yielded an alpha=.81, showing that the scale was reliable over 1 month. The internal consistency of the scale was alpha=.84 for this sample. Socioeconomic status (SES) was measured using educational attainment, employment status, and monthly household income. Educational attainment was categorized as primary or below, secondary, and tertiary or above. Employment status was categorized as full-time, part-time, self-employed, and unemployed. Monthly household income was categorized as ≤HK $9999, HK $10,000-$19,999, HK $20,000-$29,999, HK $30,000-$39,999, HK $40,000-$59,999, and ≥HK $60,000 (US $1=HK $7.8).

**Statistical Analysis**

All data were weighted by sex and age using Hong Kong 2013 census data. Descriptive statistics were used to report prevalence of different methods of family communication. Associations of different methods to communicate with family by sex, age, marital status, and SES indicators (i.e., income and educational attainment) were assessed by logistic regression, which yielded adjusted odds ratios (AORs) of family communication methods. Associations between perceived Family 3Hs (harmony, happiness, and health), family well-being, and different family communication methods were analyzed in a separate binary logistic regression model adjusting for sociodemographic characteristics. All analyses were conducted with SPSS 20 (SPSS Inc, Chicago, IL, USA).

**Results**

Of 1502 respondents, 54.51% (819/1502) were female, 73.39% (1103/1500) were aged between 25 and 64 years, and 63.33% (950/1500) were married or cohabitating (Table 1). Most respondents had secondary or greater education (85.60%, 1286/1502) and 63.24% (822/1300) had monthly family income of HK $20,000 or greater (average monthly income in Hong Kong was HK $20,200). Among 611 unemployed participants (40.66%, 611/1502), 45.9% (281/611) were retired and 35.1% (215/611) were homemakers.
Table 1. Sociodemographic characteristics of sample (N=1502).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Unweighted, n (%)</th>
<th>Weighted, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>573 (38.15)</td>
<td>45.59</td>
</tr>
<tr>
<td>Female</td>
<td>929 (61.85)</td>
<td>54.51</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>126 (8.40)</td>
<td>9.94</td>
</tr>
<tr>
<td>25-34</td>
<td>146 (9.73)</td>
<td>17.76</td>
</tr>
<tr>
<td>35-44</td>
<td>153 (10.20)</td>
<td>18.55</td>
</tr>
<tr>
<td>45-54</td>
<td>312 (20.80)</td>
<td>20.60</td>
</tr>
<tr>
<td>55-64</td>
<td>387 (25.80)</td>
<td>16.49</td>
</tr>
<tr>
<td>≥65</td>
<td>376 (25.07)</td>
<td>16.67</td>
</tr>
<tr>
<td><strong>Marital status</strong> b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>328 (21.88)</td>
<td>30.57</td>
</tr>
<tr>
<td>Married/cohabitating</td>
<td>1038 (69.25)</td>
<td>63.33</td>
</tr>
<tr>
<td>Other (divorced/widowed)</td>
<td>133 (8.87)</td>
<td>6.09</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or below</td>
<td>318 (21.17)</td>
<td>14.40</td>
</tr>
<tr>
<td>Secondary</td>
<td>733 (48.80)</td>
<td>47.68</td>
</tr>
<tr>
<td>Tertiary or above</td>
<td>451 (30.03)</td>
<td>37.92</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>548 (36.48)</td>
<td>47.49</td>
</tr>
<tr>
<td>Part-time</td>
<td>135 (8.99)</td>
<td>8.77</td>
</tr>
<tr>
<td>Self-employed</td>
<td>38 (2.53)</td>
<td>3.09</td>
</tr>
<tr>
<td>Unemployed</td>
<td>781 (52.00)</td>
<td>40.66</td>
</tr>
<tr>
<td><strong>Monthly household income (HK $)</strong> c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤9999</td>
<td>302 (23.65)</td>
<td>17.25</td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>269 (21.06)</td>
<td>19.51</td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>214 (16.76)</td>
<td>18.31</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>172 (13.47)</td>
<td>15.18</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>168 (13.16)</td>
<td>15.48</td>
</tr>
<tr>
<td>≥60,000</td>
<td>152 (11.90)</td>
<td>14.27</td>
</tr>
</tbody>
</table>

a Missing (unweighted=2, weighted=2).

b Missing (unweighted=3, weighted=2).

c Missing (unweighted=225, weighted=202).

The most frequent means of communication was through face-to-face (94.85%, 1408/1484) followed by telephone (78.08%, 1159/1484) and IM (53.64%, 796/1484) (Table 2). Some have also used social media sites (17.60%, 261/1484) and email (13.39%, 198/1484) for family communication. Although 63.18% (938/1484) of respondents reported never using email (followed by social media sites 59.65%, 885/1484), only a few (0.85%, 13/1484) reported never having communicated with family face-to-face.
Table 2. Prevalence (weighted) of different methods to communicate with family (N=1484).

<table>
<thead>
<tr>
<th>Means of communication</th>
<th>Prevalence, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very often</td>
</tr>
<tr>
<td>Face-to-face</td>
<td>1199 (80.77)</td>
</tr>
<tr>
<td>Mobile phone/phone</td>
<td>637 (42.91)</td>
</tr>
<tr>
<td>Instant messaging instruments (eg, WhatsApp, WeChat [WeiXin], LINE)</td>
<td>458 (30.84)</td>
</tr>
<tr>
<td>Social media sites (eg, Facebook, Twitter, Google+, WeiBo)</td>
<td>95 (6.43)</td>
</tr>
<tr>
<td>Email</td>
<td>53 (3.59)</td>
</tr>
</tbody>
</table>

Compared with males, females used IM more frequently (AOR 1.56, 95% CI 1.19-2.03) (Table 3). Younger age was associated with more frequent use of phone (P=.001), IM (P<.001), and social media sites (P<.001). Higher adjusted odds ratio of email use was observed for older age group (P=.03), particularly for respondents’ aged 55 to 64 years of age (AOR 3.83, 95% CI 1.21-12.09). Compared with respondents with low education level (ie, primary or less), respondents with higher education had more frequent use of all different modes of communication. In particular, respondents with tertiary or greater level of education were strongly associated with IM (AOR 3.39, 95% CI 2.00-5.77) and email use (AOR 4.52, 95% CI 2.12-9.66). Higher household income was associated with more frequent IM (P<.001) and email use (P=.001). No association was observed for employment status with communication models.
Table 3. Associations of sociodemographic characteristics and use of different methods to communicate with family.\(^a\)

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Face-to-face</th>
<th>Phone</th>
<th>Instant messaging</th>
<th>Social media sites</th>
<th>Email</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AOR (95% CI)</td>
<td>P</td>
<td>AOR (95% CI)</td>
<td>P</td>
<td>AOR (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td>.19</td>
<td>1.29 (0.96, 1.73)</td>
<td>.10</td>
<td>1.56 (1.19, 2.03)</td>
</tr>
<tr>
<td>Female</td>
<td>0.68 (0.39, 1.20)</td>
<td>.19</td>
<td>1.29 (0.96, 1.73)</td>
<td>.10</td>
<td>1.11 (0.81, 1.51)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>1</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>1.50 (0.45, 5.02)</td>
<td>.51</td>
<td>0.89 (0.46, 1.71)</td>
<td>.73</td>
<td>0.65 (0.39, 1.10)</td>
</tr>
<tr>
<td>35-44</td>
<td>1.26 (0.34, 4.64)</td>
<td>.73</td>
<td>0.48 (0.24, 0.96)</td>
<td>.04</td>
<td>0.61 (0.34, 1.08)</td>
</tr>
<tr>
<td>45-54</td>
<td>0.73 (0.20, 2.70)</td>
<td>.64</td>
<td>0.42 (0.21, 0.87)</td>
<td>.02</td>
<td>0.39 (0.21, 0.71)</td>
</tr>
<tr>
<td>55-64</td>
<td>0.61 (0.16, 2.29)</td>
<td>.46</td>
<td>0.32 (0.15, 0.67)</td>
<td>.003</td>
<td>0.28 (0.15, 0.53)</td>
</tr>
<tr>
<td>≥65</td>
<td>0.44 (0.11, 1.71)</td>
<td>.24</td>
<td>0.30 (0.14, 0.65)</td>
<td>.002</td>
<td>0.09 (0.04, 0.18)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>2.83 (1.17, 6.86)</td>
<td>.02</td>
<td>1.68 (1.05, 2.68)</td>
<td>.03</td>
<td>1.94 (1.28, 2.93)</td>
</tr>
<tr>
<td>Married/co-habiting</td>
<td>0.93 (0.32, 2.68)</td>
<td>.90</td>
<td>2.28 (1.08, 4.83)</td>
<td>.03</td>
<td>1.38 (0.67, 2.82)</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or below</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>3.54 (1.80, 6.97)</td>
<td>&lt;.001</td>
<td>2.04 (1.35, 3.09)</td>
<td>.001</td>
<td>3.03 (1.90, 4.84)</td>
</tr>
<tr>
<td>Tertiary or above</td>
<td>3.21 (1.32, 7.78)</td>
<td>.01</td>
<td>1.84 (1.12, 3.04)</td>
<td>.02</td>
<td>3.39 (2.00, 5.77)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>1</td>
<td>.005b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>1.00 (0.36, 2.81)</td>
<td>.99</td>
<td>0.73 (0.43, 1.26)</td>
<td>.26</td>
<td>0.88 (0.55, 1.42)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>0.71 (0.13, 4.06)</td>
<td>.70</td>
<td>0.71 (0.34, 1.52)</td>
<td>.38</td>
<td>0.98 (0.48, 2.00)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.96 (0.46, 2.03)</td>
<td>.92</td>
<td>0.82 (0.56, 1.21)</td>
<td>.32</td>
<td>0.79 (0.57, 1.11)</td>
</tr>
<tr>
<td>Family income (HK $)</td>
<td>.53b</td>
<td>.38b</td>
<td>&lt;.00b</td>
<td>.02b</td>
<td>.00b</td>
</tr>
<tr>
<td>≤9999</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>1.24 (0.58, 2.67)</td>
<td>.58</td>
<td>1.24 (0.77, 2.01)</td>
<td>.38</td>
<td>1.28 (0.80, 2.03)</td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>2.13 (0.79, 5.75)</td>
<td>.14</td>
<td>0.67 (0.41, 1.10)</td>
<td>.11</td>
<td>1.48 (0.91, 2.40)</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>2.61 (0.82, 8.32)</td>
<td>.10</td>
<td>0.94 (0.55, 1.62)</td>
<td>.82</td>
<td>2.29 (1.37, 3.82)</td>
</tr>
<tr>
<td>40,000-59,999</td>
<td>0.85 (0.33, 2.14)</td>
<td>.73</td>
<td>1.31 (0.74, 2.32)</td>
<td>.36</td>
<td>2.84 (1.68, 4.81)</td>
</tr>
<tr>
<td>≥60,000</td>
<td>2.68 (0.67, 10.60)</td>
<td>.16</td>
<td>1.43 (0.77, 2.68)</td>
<td>.26</td>
<td>3.63 (2.05, 6.40)</td>
</tr>
</tbody>
</table>

\(^a\)All variables were mutually adjusted. Frequency of use of communication methods was dichotomized as "very often/sometimes" and "seldom/never." 

\(^b\)P value

Frequent use of face-to-face communication was strongly associated with perceived family harmony (AOR 0.82, 95% CI 0.45-1.19), family happiness (AOR 0.59, 95% CI 0.22-0.96), family health (AOR 0.54, 95% CI 0.16-0.91), and overall family well-being (AOR 0.65, 95% CI 0.33-0.97) (Table 4). Similarly, more phone use was associated with family harmony (AOR
0.22, 95% CI 0.02-0.43), family happiness (AOR 0.36, 95% CI 0.15-0.56), and overall family well-being (AOR 0.20, 95% CI 0.02-0.38). Using new ICTs (ie, IM, social media sites, and email) was positively, but nonsignificantly, associated with family 3Hs and well-being.

Table 4. Association between family 3Hs and the use of different methods to communicate with family.\(^a\)

<table>
<thead>
<tr>
<th>Means of communication</th>
<th>Family harmony Mean (SD)</th>
<th>Beta (95% CI)(^b)</th>
<th>Family happiness Mean (SD)</th>
<th>Beta (95% CI)(^b)</th>
<th>Family health Mean (SD)</th>
<th>Beta (95% CI)(^b)</th>
<th>Family well-being Mean (SD)</th>
<th>Beta (95% CI)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Face-to-face</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom/never</td>
<td>7.04 (2.31) 0</td>
<td></td>
<td>6.76 (2.32) 0</td>
<td></td>
<td>6.87 (2.17) 0</td>
<td></td>
<td>6.89 (2.01) 0</td>
<td></td>
</tr>
<tr>
<td>Always/sometimes</td>
<td>7.78 (1.48) 0.82 (0.45, 1.19)(^c)</td>
<td>7.39 (1.52) 0.59 (0.22, 0.96)(^d)</td>
<td>7.39 (1.50) 0.54 (0.16, 0.91)(^d)</td>
<td>7.52 (1.29) 0.65 (0.33, 0.97)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Phone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom/never</td>
<td>7.58 (1.77) 0</td>
<td></td>
<td>7.08 (1.92) 0</td>
<td></td>
<td>7.27 (1.72) 0</td>
<td></td>
<td>7.32 (1.55) 0</td>
<td></td>
</tr>
<tr>
<td>Always/sometimes</td>
<td>7.78 (1.46) 0.22 (0.02, 0.43)(^c)</td>
<td>7.44 (1.45) 0.36 (0.15, 0.56)(^d)</td>
<td>7.39 (1.49) 0.06 (–0.14, 0.27) (^d)</td>
<td>7.54 (1.27) 0.20 (0.02, 0.38)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Email</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom/never</td>
<td>7.70 (1.55) 0</td>
<td></td>
<td>7.32 (1.61) 0</td>
<td></td>
<td>7.37 (1.56) 0</td>
<td></td>
<td>7.47 (1.36) 0</td>
<td></td>
</tr>
<tr>
<td>Always/sometimes</td>
<td>7.98 (1.40) 0.14 (–0.10, 0.39) (^c)</td>
<td>7.62 (1.31) 0.11 (–0.15, 0.36) (^d)</td>
<td>7.35 (1.39) –0.20 (–0.45, 0.05) (^d)</td>
<td>7.66 (1.18) 0.02 (–0.20, 0.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Instant messaging</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom/never</td>
<td>7.70 (1.67) 0</td>
<td></td>
<td>7.28 (1.76) 0</td>
<td></td>
<td>7.29 (1.66) 0</td>
<td></td>
<td>7.43 (1.46) 0</td>
<td></td>
</tr>
<tr>
<td>Always/sometimes</td>
<td>7.77 (1.41) 0.01 (–0.17, 0.19) (^c)</td>
<td>7.43 (1.39) 0.06 (–0.13, 0.24) (^d)</td>
<td>7.43 (1.43) –0.01 (–0.19, 0.17) (^d)</td>
<td>7.55 (1.22) 0.02 (–0.14, 0.17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social media sites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom/never</td>
<td>7.72 (1.57) 0</td>
<td></td>
<td>7.36 (1.62) 0</td>
<td></td>
<td>7.37 (1.57) 0</td>
<td></td>
<td>7.49 (1.38) 0</td>
<td></td>
</tr>
<tr>
<td>Always/sometimes</td>
<td>7.80 (1.35) 0.17 (–0.05, 0.38) (^c)</td>
<td>7.35 (1.32) 0.03 (–0.19, 0.24) (^d)</td>
<td>7.38 (1.36) 0.00 (–0.22, 0.21) (^d)</td>
<td>7.52 (1.11) 0.07 (–0.11, 0.26)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Frequencies of use of communication methods were dichotomized as “very often/sometimes” and “seldom/never;” Family 3Hs ranged from 0 (totally unhealthy/unhappy/inharmonious) to 10 (very healthy/happy/harmonious), with 5 indicating “half-half.”

\(^b\) Adjusting for sex, age, education attainment, monthly household income, and marital status.

\(^c\)P<.05

\(^d\)P<.01

\(^e\)P<.001

**Discussion**

Although research on the interplay between technological advancements and family functioning are needed [11,15,27] and increasingly reported, little consensus has been found on the impact of ICTs on family well-being. Findings on Chinese population are scarce and our study provides the first evidence on ICTs use and perceived family well-being among Chinese adults.

Overall, the findings are consistent with studies elsewhere [12,28,29] that showed traditional means of communication (ie, face-to-face and phone) were most frequently endorsed compared with emerging ICTs (ie, IM, social media, and email). Our findings on the associations between sociodemographic characteristics and use of different communication methods also revealed similar trends and characteristics to those in the literature [30,31]. Younger individuals would have grown up in a generation riddled with new technology and are, therefore, more likely to embrace ICTs in various forms. Higher education level and higher household income were associated with more frequent ICT use (ie, IM and email). One possible explanation is that individuals with higher education were more likely to be professional workers or employed in office settings that have greater access to computers and mobile phones that allowed for IM and email use. Similarly, those with higher household income may have greater resources (eg, financially) and accessibility (eg, Internet connection at home, work, and mobile subscription plans) to ICTs.

Of significance is that traditional methods of communication (face-to-face and phone) were strongly associated with higher levels of perceived family well-being. This finding is especially important given that recent studies suggested a transformative trend toward more frequent use of ICTs than traditional methods of communication, particularly in the younger age group [15,18,30,32]. Specifically, we found that face-to-face communication was significantly related to all 3 dimensions of
family well-being (harmony, happiness, and health). Using the phone as a communication method was also associated with higher levels of family harmony, happiness, and family well-being. One explanation is that the quality of communication through face-to-face and phones are richer than those of ICTs and, thus, provide greater communication satisfaction [28]. Face-to-face communication conveys verbal, nonverbal, and social context cues simultaneously and provides immediate and synchronized feedback. These are all fundamental qualities to establishing human relationships that, in turn, affect family well-being [33]. Particularly in Chinese societies, where the style of communication is often indirect (messages are often implicit and the meanings are to be inferred from contextual cues), face-to-face communication represents an important means of communication. Although not directly examining family well-being, another study reported similar findings on ICT use and perceived adolescent well-being [34]. More frequent use of social media sites by college students to communicate with their parents was more strongly associated with self-reported loneliness. On the other hand, frequent phone communication was associated with more positive qualities in the parent-child relationship, including greater satisfaction, intimacy, support, and instrumental aid [34].

Given the importance of face-to-face communication, our findings support the notion that ICTs should not replace traditional methods of communication, but rather should be utilized as a supplement. Studies also found when ICTs were used as a substitute, the effects on interpersonal relationships were negative [35]. The absence of nonverbal cues and tacit knowledge makes communication difficult and hinders relationship formation, cohesion, and trust [36]. For example, the lack of social presence creates an environment in which individuals easily misinterpret emotions and/or make incorrect assumptions. However, when used as a complement to face-to-face communication, ICTs facilitated the maintenance of interpersonal relationships [35]. These studies along with our findings suggest the importance of ICTs supplementing traditional methods of communication on improving family well-being. Therefore, efforts to improve family communication and well-being need to focus on informing individuals about the importance of face-to-face communication and the opportunities and pitfalls that ICTs bring.

One of the limitations of this study is the broad categories used in assessing the different mediums of communication. For example, we did not differentiate between fixed-line residential phone and mobile phone. We also did not incorporate videoconference services, such as Skype and Jabber, which at the time were seldom used. Another limitation is that we did not assess the geographical distance between family members, which can have an influence on the choice of communication methods [17]. None-the-less, others found that compared with other modes of communication, face-to-face communication showed a strong positive relationship to frequency of contact after controlling for locality [12]. The cross-sectional design cannot be used to determine causality. The sampling method only covered residential telephone directories; therefore, households that used mobile phones only were excluded. Finally, data from individuals younger than 18 years were not collected. Given that children and adolescents are more deeply immersed in the digital world, examining their behaviors and pattern of use may provide a clearer picture to how ICTs impact family well-being across different life spans.

This study suggests several avenues for future research. The quality of communication has rarely been measured [15,37]. The context and content of the dialog may provide more insight as to the quality of the communication that is likely to influence family relationships and family well-being more strongly. Future studies are also needed to examine the diverse range of ICTs, from preference and pattern of use to its association and causality.

Although traditional methods remained as the main platform for communication within the family and were associated with better family well-being, a notable proportion were using new ICT methods (ie, IM, social media sites, and email). Socioeconomic disparities in using these ICT methods for family communication were observed. Because ICTs will continue to diversify modes of family communication, more research is needed to understand the impact of ICTs on family communication and well-being.
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Abstract

Background: Health information obtained from the Internet has an impact on patient health care outcomes. There is a growing concern over the quality of online health information sources used by diabetic patients because little is known about their health information–seeking behavior and the impact this behavior has on their diabetes-related self-care, in particular in the Middle East setting.

Objective: The aim of this study was to determine the online health-related information–seeking behavior among adult type 2 diabetic patients in the Middle East and the impact of their online health-related information–seeking behavior on their self-care activities.

Methods: A cross-sectional survey was conducted on 344 patients with type 2 diabetes attending inpatient and outpatient primary health care clinics at 2 teaching hospitals in Riyadh, Saudi Arabia. The main outcome measures included the ability of patients to access the Internet, their ability to use the Internet to search for health-related information, and their responses to Internet searches in relation to their self-care activities. Further analysis of differences based on age, gender, sociodemographic, and diabetes-related self-care activities among online health-related information seekers and nononline health-related information seekers was conducted.

Results: Among the 344 patients, 74.1% (255/344) were male with a mean age of 53.5 (SD 13.8) years. Only 39.0% (134/344) were Internet users; 71.6% (96/134) of them used the Internet for seeking health-related information. Most participants reported that their primary source of health-related information was their physician (216/344, 62.8%) followed by television (155/344, 45.1%), family (113/344, 32.8%), newspapers (100/344, 29.1%), and the Internet (96/344, 27.9%). Primary topics participants searched for were therapeutic diet for diabetes (55/96, 57%) and symptoms of diabetes (52/96, 54%) followed by diabetes treatment (50/96, 52%). Long history of diabetes, familial history of the disease, unemployment, and not seeking diabetes education were the most common barriers for online health-related information–seeking behavior. Younger age, female, marital status, higher
education, higher income, and longer duration of Internet usage were associated with more online health-related information-seeking behaviors. Most (89/96, 93%) online health-related information seekers reported positive change in their behaviors after seeking online health information. Overall odds ratio (OR 1.56, 95% CI 0.63-3.28) for all self-care responses demonstrated that there was no statistically significant difference between those seeking health-related information online and non-health-related information seekers. However, health-related information seekers were better in testing their blood glucose regularly, taking proper action for hyperglycemia, and adopting nonpharmacological management.

**Conclusions:** Physicians and television are still the primary sources of health-related information for adult diabetic patients in Saudi Arabia whether they seek health-related information online or not. This study demonstrates that participants seeking online health-related information are more conscious about their diabetes self-care compared to non–health-related information seekers in some aspects more than the others.

(J Med Internet Res 2015;17(8):e196)  doi:10.2196/jmir.4312
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**Introduction**

The expansion of the Internet has enabled people all over the world to gain access to a substantial amount of information on a variety of topics related to health sciences, human sciences, literature, and history [1,2]. Today, in the era of information technology, diabetic patients have become more dependent on online sources to access health information ubiquitously, especially with the propagation of smartphones, tablets, and laptops. Health-related information on the Internet for diabetes encompasses thousands of websites, chat rooms, and support groups that can be accessed by health consumers [2,3]. The medical community has studied the positive effects that online health-related information can have on patients, especially diabetic patients [4-7]. Previously published studies related to health information-seeking behaviors of diabetic patients have also addressed the potential benefits of online health-related information accessibility for diabetic patients as they search for information and advice about symptoms, disorders, and their appropriate treatments for diabetes [4-7]. An increasing number of patients are searching online for health information related to diabetes. Many of these patients have low health literacy levels and may retrieve inaccurate, incomplete, or out-of-date health information. [2,8,9]. Despite potential risks associated with online health-related information, millions of people use the Internet to search for diabetes-related health information. A recent study on the health-related information-seeking behaviors of a diabetes online community found that users engaged in peer support, advocacy, self-expression, humor, sharing, and seeking diabetes information [10]. The study also reports on the potential risks for diabetic patients searching for health-related information, which includes misinformation and privacy risks. The study recommends that although the Internet provides opportunities for communication between diabetic patients and health care providers, more research is needed to investigate the impact of health-related information on diabetes self-care [10].

In Saudi Arabia, Internet usage is rapidly growing and already slightly more than half of the population is using Internet [11,12]. The practice of using the Internet to seek health-related information is also common among patients in Saudi Arabia [2]. One of the most common and disabling diseases that patients need health-related information on is type 2 diabetes mellitus. The prevalence of type 2 diabetes mellitus in Saudi Arabia is worrying because already 20% of the adult population has this disease and it is expected to exceed to 25% by 2035 [13,14]. A national multistage survey conducted in 2013 on 10,735 Saudi participants aged 15 years or older reported a high prevalence of diabetes (13.4%). A large proportion (43.6%) of diabetic individuals were undiagnosed before and only 29.1% of those receiving treatment had controlled diabetes. In addition, 15.2% were borderline diabetic. These numbers are alarming because they indicate a total of 1,745,532 diabetic and 979,953 borderline diabetic Saudis [15]. According to the International Diabetes Federation (IDF), Saudi Arabia has the fastest rate of growth of diabetes among the Middle East and North Africa (MENA) countries and the seventh highest in the world [13]. However, despite the high penetration of the Internet in Saudi society, there is a scarcity of existing research on the effect of diabetes health-related information-seeking behavior and its impact on self-care. The purpose of this study is to (1) determine online health-related information-seeking behavior among Saudi adult patients diagnosed with type 2 diabetes and (2) evaluate the impact of online health-related information-seeking behavior among diabetic patients on their self-care.

**Methods**

**Study Design**

The data for the current study were derived from a hospital-based cross-sectional survey conducted on a convenience sample of adult Saudi male and female patients diagnosed with type 2 diabetes in an outpatient and inpatient setting.

**Setting**

The study was conducted at King Saud University Medical City, Riyadh, Saudi Arabia, from February 28 to the end of March 2013. King Saud University Medical City consists of 2 teaching hospitals, which are tertiary referral hospitals with major primary health care outpatient/inpatient departments and serves patients of all sociodemographic levels in Riyadh and other parts of...
country. Thus, a person in Saudi Arabia can use their services freely without restriction to a specific catchment area.

**Participants**

The target population was patients aged 16 years or older diagnosed with type 2 diabetes according to the American Diabetes Association’s *Standards of Medical Care in Diabetes* guidelines [16]. All medical staff caring for diabetic patients (e.g., physicians, nurses, technicians) was excluded from the study. Additionally, those who were not fluent in Arabic or English language were also excluded.

**Sample Size**

The diabetic patients were enrolled from outpatient and inpatient areas of the previously mentioned hospitals. The single proportion formula was used to calculate the sample size with 95% confidence level and 5% confidence interval [2]. The total sample size targeted in data collection of the present study was 344 diabetic patients.

**Data Collection**

The study instrument was a structured questionnaire developed in both English and the Arabic language and was adapted from previous work. The questionnaire included the following sections: (1) demographic information, (2) general Internet usage, (3) online health-related information–seeking behavior, and (4) questions related to self-care. The survey questionnaire was pilot-tested on 20 hospital volunteers at King Khalid University Hospital, Riyadh, to determine participants’ level of comprehension. The results of the pilot study have not been included in this paper. Our trained team of researchers completed the survey by interviewing the participants individually in their preferred language of Arabic or English. The survey was conducted between February 28 and March 31, 2013. The questionnaire was validated through the pilot study feedback. A Cronbach alpha of greater than .6 was also determined for the instrument reliability.

**Data Analysis**

The study data were collected and entered into a computer using standardized entry codes. For all tests, statistical significance was set at $P<.05$. Descriptive statistics were used to present means, standard deviations, and percentages. In addition, Student $t$ test, $z$ proportional test, and chi-square tests were employed to compare group variables between sexes, age groups, and other demographic variables. The relationships between demographic and Internet search for health-related information / self-care were assessed using binary unconditional multiple logistic regression analysis. The questionnaires were converted into binary data to run binary logistic regression. Adjusted odds ratios and the corresponding 95% confidence intervals (CIs) were calculated for each independent variable. Modeling was performed with the goal of selecting the most parsimonious and reasonable explanatory model that explained the relationship between independent and dependent variables. For bivariate analyses, all available data points were utilized. However, for multivariable analyses (logistic regression), a dataset was constructed that only had complete values for all relevant variables across the observations, thereby discarding the observations that had missing values for any of the variables involved in the regression analysis. This strategy was adopted to maintain comparability between models so that they could be developed from the same denominator. Factor subgroups were recombined for use in logistic regression analysis to prevent quasi-separation of cells resulting from compact cell sizes, which allowed the models to converge and yet provided for meaningful analyses. All analyses were conducted in SPSS version 21 (SPSS Inc, Chicago, IL, USA).

**Ethics Statement**

All participants were informed about the aim of the study and their verbal consent for participation was recorded. The study was approved by the Institutional Review Board at the College Of Medicine, King Saud University, Riyadh, Saudi Arabia, and was conducted in accordance with the declaration of Helsinki for Human Studies [3].

**Results**

**Response Rate and Demographic Information**

Of the 394 patients we approached to participate in the study, 344 (87.3%) completed the survey, whereas 37 of 394 (9.4%) participants decided not to take part in survey due to a concurrent scheduled physician appointment and 13 of 394 (3.3%) withdrew from the study due to lack of time to complete the survey.

Of the 344 diabetes patients who were interviewed, 255 (74.1%) were males. The overall mean age of participants was 53.5 (SD 13.8) years (males: mean 54.2, SD 14.1, range 16-84 years; females: mean 51.5, SD 12.9, range 19-80 years). Further demographic features are presented in Table 1.
### Sociodemographic characteristics

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Total, n (%)</th>
<th>Age band, n (%)</th>
<th>Patient place</th>
<th>Diabetes duration</th>
<th>Are any of your first-degree relatives diabetic?</th>
<th>Marital status</th>
<th>Educational level</th>
<th>Occupation</th>
<th>Household average monthly income (SR)</th>
<th>Did you receive diabetes education?</th>
<th>Do you use the Internet?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=344</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>≥45 years n=255</td>
<td>Female n=63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Male n=192</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt;45 years n=89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Male n=63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Female n=26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient place</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient</td>
<td>302 (87.2)</td>
<td>169 (88.1)</td>
<td>55 (87)</td>
<td>54 (86)</td>
<td>24 (92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>42 (12.2)</td>
<td>23 (11.9)</td>
<td>8 (13)</td>
<td>9 (14)</td>
<td>2 (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-5 years</td>
<td>85 (24.7)</td>
<td>35 (18.2)</td>
<td>17 (27)</td>
<td>22 (35)</td>
<td>11 (42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-10 years</td>
<td>71 (20.6)</td>
<td>39 (20.3)</td>
<td>15 (24)</td>
<td>19 (30)</td>
<td>10 (39)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-15 years</td>
<td>105 (30.5)</td>
<td>41 (21.4)</td>
<td>15 (24)</td>
<td>13 (21)</td>
<td>2 (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥16 years</td>
<td>83 (24.1)</td>
<td>77 (40.1)</td>
<td>16 (25)</td>
<td>9 (14)</td>
<td>3 (12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Are any of your first-degree relatives diabetic?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>267 (77.6)</td>
<td>143 (74.5)</td>
<td>52 (83)</td>
<td>50 (79)</td>
<td>22 (85)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>77 (22.4)</td>
<td>49 (25.5)</td>
<td>11 (18)</td>
<td>13 (21)</td>
<td>4 (15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>26 (7.6)</td>
<td>2 (1.0)</td>
<td>1 (2)</td>
<td>17 (27)</td>
<td>6 (23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>291 (84.6)</td>
<td>187 (97.4)</td>
<td>42 (67)</td>
<td>46 (73)</td>
<td>16 (62)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (0.3)</td>
<td>1 (0.6)</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>3 (12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>0</td>
<td>2 (1.0)</td>
<td>18 (29)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate school or lower</td>
<td>126 (36.6)</td>
<td>67 (34.9)</td>
<td>50 (79)</td>
<td>4 (6)</td>
<td>5 (19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>112 (32.5)</td>
<td>67 (34.9)</td>
<td>11 (17)</td>
<td>23 (37)</td>
<td>11 (42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>94 (27.3)</td>
<td>49 (25.5)</td>
<td>2 (3)</td>
<td>33 (52)</td>
<td>10 (39)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>12 (3.4)</td>
<td>9 (4.7)</td>
<td>0 (0)</td>
<td>3 (5)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>125 (36.3)</td>
<td>60 (31.3)</td>
<td>9 (14.3)</td>
<td>46 (73)</td>
<td>10 (39)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private business</td>
<td>40 (11.6)</td>
<td>27 (14.1)</td>
<td>5 (8)</td>
<td>8 (13)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>14 (4.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>10 (16)</td>
<td>4 (15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>61 (17.7)</td>
<td>14 (7.3)</td>
<td>35 (56)</td>
<td>1 (2)</td>
<td>11 (42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>129 (37.5)</td>
<td>108 (56.3)</td>
<td>17 (27)</td>
<td>2 (3)</td>
<td>2 (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Household average monthly income (SR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>13 (3.8)</td>
<td>43 (22.4)</td>
<td>39 (62)</td>
<td>17 (27)</td>
<td>12 (46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000-10,000</td>
<td>96 (27.9)</td>
<td>52 (27.1)</td>
<td>16 (25)</td>
<td>22 (35)</td>
<td>6 (23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,000-15,000</td>
<td>67 (19.5)</td>
<td>45 (23.4)</td>
<td>5 (8)</td>
<td>12 (19)</td>
<td>5 (19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15,000-20,000</td>
<td>39 (11.3)</td>
<td>31 (16.2)</td>
<td>2 (3)</td>
<td>5 (8)</td>
<td>2 (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>30 (8.7)</td>
<td>21 (10.9)</td>
<td>1 (2)</td>
<td>7 (11)</td>
<td>1 (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Did you receive diabetes education?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>138 (40.1)</td>
<td>80 (41.7)</td>
<td>12 (19)</td>
<td>37 (59)</td>
<td>9 (35)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>206 (59.9)</td>
<td>112 (58.3)</td>
<td>51 (81)</td>
<td>26 (41)</td>
<td>17 (65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Only 134 of 344 (39.0%) of the interviewed patients were Internet users in general. The majority of Internet users were from younger age groups (Figure 1). Among those who used the Internet, 89.6% (120/134) had access to the Internet at home, 44.8% (60/134) had access at work, and 63.4% (85/134) had access on their mobile phone. Younger patients were more likely to be Internet users than older patients and Internet use declined with increasing age (Figure 1). Similarly, Internet use for health-related information was higher among younger participants. All females (23/23, 100%) who were already using the Internet in general were also using it to seek health-related information, whereas only 65.8% (73/111) of male participants who were already using Internet in general were also using it for health-related information (phi –0.286391, \( P < .001 \)) (Figure 2). But this pattern was lower for the additional age band and no female aged 60 years or older used the Internet for health-related information. Most Internet users (105/134, 78.4%) reported effective (good/very good) skills of Internet searching (Table 2). The majority of online health-related information seekers (76/96, 79%) reported that their main source of information was still their physician. However, only 96 of 134 Internet users (71.6%) reported using the Internet for health-related information with a mean search frequency of 6.4 (SD 9.9) times per month and a median of 2 (IQR 1-5) times per month (Table 2). Among all surveyed participants (N=344), most of the non-Internet users reported that their primary source of health-related information was their physician (216/344, 62.8%) followed by television (155/344, 45.1%), family (113/344, 32.8%), and newspapers (100/344, 29.1%), whereas 66 of 344 (19.2%) stated none for any health-related information sources (Figure 3). It was observed that online health-related information seekers used a variety of health-related information sources and these sources were preferred significantly by online health-related information seekers compared to the seekers of non–health-related information (Figure 4).

Table 2. Characteristics of Internet users included in the study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
<th>Age band, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=134</td>
<td>≥45 years n=68</td>
</tr>
<tr>
<td>I have access to the Internet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At home</td>
<td>120 (89.6)</td>
<td>59 (87)</td>
</tr>
<tr>
<td>At work</td>
<td>60 (44.8)</td>
<td>32 (47)</td>
</tr>
<tr>
<td>On my mobile phone</td>
<td>85 (63.4)</td>
<td>42 (62)</td>
</tr>
<tr>
<td>Frequency of use per month</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5 times</td>
<td>75 (55.9)</td>
<td>42 (62)</td>
</tr>
<tr>
<td>6-10 times</td>
<td>8 (6.0)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>≥11 times</td>
<td>13 (9.7)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Rating of searching skills</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>51 (38.1)</td>
<td>22 (32)</td>
</tr>
<tr>
<td>Good</td>
<td>54 (40.3)</td>
<td>25 (37)</td>
</tr>
<tr>
<td>Fair</td>
<td>22 (16.4)</td>
<td>15 (22)</td>
</tr>
<tr>
<td>Poor</td>
<td>7 (5.2)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Have you used the Internet to search for health information?</td>
<td>96 (71.6)</td>
<td>52 (77)</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>38 (28.4)</td>
<td>16 (24)</td>
</tr>
</tbody>
</table>
Figure 1. Distribution frequency of Internet use among diabetic patients by age.

Figure 2. Distribution frequency of health information seekers among diabetic patients by age and gender.
General Internet Usage

The majority of online health-related information seekers used Google as the primary search engine to look for the health information (94/96, 98%) followed by Bing (2/96, 2%), whereas no one selected the Yahoo search engine. The criterion for how they selected the link from the search result list was related to the perceived compatibility with the words they searched (62/96, 65%), followed by first link in the search result (25/96, 26%), and lastly URL type (eg, org/gov/edu/com) (12/96, 13%). The most frequent website used by study participants was Google (48/96, 50%) followed by Twitter (25/96, 26%); the Saudi Charitable Association of Diabetes and Wikipedia shared the same percentage (18/96, 19%) (Figure 4). The majority of online health-related information seekers were searching for general health knowledge (64/96, 67%) followed by treatment of health problems (47%, 45/96) (Table 2). Whereas for diabetes-related information, the primary topics the participants were looking for were related to therapeutic diet for diabetes and symptoms of diabetes, followed by diabetes treatment and causes of diabetes (Table 3). Most of the online health-related information seekers (89/96, 93%) reported positive change in their behaviors after seeking online health information.
Table 3. Characteristics of online health-related information seekers included in the study.

<table>
<thead>
<tr>
<th>Characteristics of health-related information seeker</th>
<th>Total, n (%)</th>
<th>Age band, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=96</td>
<td>≥45 years n=52</td>
</tr>
<tr>
<td>Where do you start looking for information on the Internet?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSN</td>
<td>2 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Google</td>
<td>94 (98)</td>
<td>51 (75)</td>
</tr>
<tr>
<td>Yahoo</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Bing</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What was the primary reason you asked/looked for health information during the past year?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manage health</td>
<td>45 (47)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Diagnose health problem</td>
<td>29 (30)</td>
<td>15 (22)</td>
</tr>
<tr>
<td>Info about diseases prevention</td>
<td>26 (27)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>For general health knowledge</td>
<td>64 (67)</td>
<td>36 (53)</td>
</tr>
<tr>
<td>For health and wellness info</td>
<td>33 (34)</td>
<td>25 (37)</td>
</tr>
<tr>
<td>Identify symptoms of health condition</td>
<td>11 (11)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>For answering a specific question</td>
<td>21 (3)</td>
<td>10 (15)</td>
</tr>
<tr>
<td>Other (please specify)</td>
<td>3 (3)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>What was the primary type/topic of health information that you asked about or looked for during the past year?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>What is diabetes</td>
<td>38 (40)</td>
<td>19 (28)</td>
</tr>
<tr>
<td>Symptoms of diabetes</td>
<td>52 (54)</td>
<td>27 (40)</td>
</tr>
<tr>
<td>Causes of diabetes</td>
<td>48 (50)</td>
<td>23 (34)</td>
</tr>
<tr>
<td>Diagnosis of diabetes</td>
<td>24 (25)</td>
<td>13 (19)</td>
</tr>
<tr>
<td>Side effects of diabetes medications</td>
<td>34 (35)</td>
<td>21 (31)</td>
</tr>
<tr>
<td>Lifestyle management</td>
<td>31 (32)</td>
<td>16 (24)</td>
</tr>
<tr>
<td>Diabetes treatment</td>
<td>50 (52)</td>
<td>30 (44)</td>
</tr>
<tr>
<td>Specific health condition info</td>
<td>9 (9)</td>
<td>9 (13.2)</td>
</tr>
<tr>
<td>Therapeutic diet for diabetes</td>
<td>55 (57)</td>
<td>29 (43)</td>
</tr>
<tr>
<td>Therapeutic diet to lose weight</td>
<td>35 (36)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Complications of diabetes</td>
<td>31 (32)</td>
<td>19 (28)</td>
</tr>
<tr>
<td>Other (please specify)</td>
<td>2 (2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>After seeking health information and finding this information, did your health behavior change for the better?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>89 (93)</td>
<td>46 (88)</td>
</tr>
<tr>
<td>No</td>
<td>7 (7)</td>
<td>6 (12)</td>
</tr>
</tbody>
</table>

Online Health-Related Information Seeking Behavior

Logistic regression was performed to assess the impact of a number of sociodemographic factors on online health-related information seeking behavior (Table 4). The model contained 10 independent variables (sex, age band, marital status, education, income, occupation, diabetes duration, diabetes education, genetic run of diabetes). The full model containing all predictors was statistically significant ($P<.001$) indicating that the model was able to distinguish between respondents who used Internet for health-related information and correctly classified 72.3% cases. The strongest predictor was found to be age band; those using the Internet for health-related information were more than 2.59 times (OR 2.59, 95% CI 0.88-3.15) more likely to be among the lower age group participants. Similarly, marital status and education level were also associated factors for seeking health-related information. Duration of diabetes and familial history of diabetes were negative predictors, suggesting that patients with longer duration of diabetes and a family history of diabetes were less likely to use the Internet for health-related information.

The odds ratio of 0.458 (95% CI 0.119-1.761) for occupation was less than 1, indicating that those who were either retired or...
unemployed were 55% less likely to use the Internet for health-related information. Even those who reported to have exposure to diabetes education were 4.3% less likely to use the Internet for health-related information compared to nonexposed patients. The mean duration of Internet usage for health-related information seekers and non–health-related information seekers was 7.45 (SD 4.2) times per month and no statistical difference was found comparing health-related information seekers giving mean duration of 7.62 (SD 4.3) times per month and non–health-related information seekers (mean 7.62, SD 4.3 times per month) using Student t test on basis of Internet usage. Overall age, gender, marital status, education, income, and diabetes education were found to be important factors associated with online health-related information behavior.

Table 4. Logistic regression (N=344 full case data only) modeling odds for nononline health-related information seekers versus online health-related information seekers with sociodemographic details.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Total, n (%)</th>
<th>Not-health-related information seekers, n (%)</th>
<th>Health-related information seekers, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>89 (25.9)</td>
<td>66 (26.6)</td>
<td>23 (24)</td>
<td>1.459 (0.737, 2.888)</td>
<td>.29</td>
</tr>
<tr>
<td>Male</td>
<td>255 (74.1)</td>
<td>182 (73.4)</td>
<td>73 (76)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Age band</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤45 years</td>
<td>89 (25.9)</td>
<td>45 (18.1)</td>
<td>44 (46)</td>
<td>2.593 (0.918, 7.323)</td>
<td>.001</td>
</tr>
<tr>
<td>&gt;45 years</td>
<td>257 (74.7)</td>
<td>203 (81.9)</td>
<td>54 (56)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>26 (7.6)</td>
<td>15 (6.0)</td>
<td>11 (12)</td>
<td>2.036 (0.477, 8.686)</td>
<td>.34</td>
</tr>
<tr>
<td>Married</td>
<td>318 (92.4)</td>
<td>233 (94.0)</td>
<td>85 (89)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>238 (69.2)</td>
<td>194 (78.2)</td>
<td>44 (46)</td>
<td>0.403 (0.219, 0.740)</td>
<td>.52</td>
</tr>
<tr>
<td>University degree</td>
<td>98 (28.5)</td>
<td>54 (21.8)</td>
<td>44 (46)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Household monthly income (SR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10,000</td>
<td>216 (62.8)</td>
<td>164 (66.1)</td>
<td>52 (54)</td>
<td>0.458 (0.119, 1.761)</td>
<td>.33</td>
</tr>
<tr>
<td>&gt;10,000</td>
<td>127 (36.9)</td>
<td>84 (33.9)</td>
<td>43 (45)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>179 (52.0)</td>
<td>127 (51.2)</td>
<td>52 (54)</td>
<td>1.081 (0.325, 3.595)</td>
<td>.90</td>
</tr>
<tr>
<td>Employed</td>
<td>181 (56.6)</td>
<td>121 (48.8)</td>
<td>60 (63)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Diabetes education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>202 (58.7)</td>
<td>166 (66.9)</td>
<td>36 (38)</td>
<td>0.406 (0.232, 0.709)</td>
<td>.002</td>
</tr>
<tr>
<td>Yes</td>
<td>122 (35.5)</td>
<td>82 (33.1)</td>
<td>40 (42)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Duration of diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10 years</td>
<td>168 (48.8)</td>
<td>112 (45.1)</td>
<td>56 (58)</td>
<td>0.957 (0.900, 117)</td>
<td>.16</td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>176 (51.2)</td>
<td>136 (54.8)</td>
<td>40 (42)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Family history of diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>267 (77.6)</td>
<td>183 (73.8)</td>
<td>84 (88)</td>
<td>0.438 (0.126, 1.528)</td>
<td>.20</td>
</tr>
<tr>
<td>Yes</td>
<td>77 (22.4)</td>
<td>65 (26.2)</td>
<td>12 (13)</td>
<td>Ref</td>
<td></td>
</tr>
</tbody>
</table>

Impact of Health-Related Information Users and Nonusers on Self-Care

Another logistic regression model was performed to assess the impact of seeking online health-related information on self-care among diabetic patients. Table 5 presents the logistic regression analysis or odds of health-related information seekers and nonseekers of self-care health information. The overall model was significantly better in explaining the relationship between online health-related information seekers and self-care. Overall, 4 self-care–related activities were significant factors in the model. Although most of the factors by themselves were not significant factors, they were retained in the model because of their contribution to the overall model as demonstrated by the likelihood ratio test. Removing these factors from the model changed the smaller model significantly from the one that included these factors; therefore, they were retained in the model (Table 5). Out of 12 self-related activities questions, 7 activities...
showed higher positive association with online health-related information seekers. The strongest association of online health-related information seekers were observed for “their blood glucose check by themselves” and it was found that this check was 4.63 times (OR 4.63, 95% CI 1.86-11.56) more likely to be performed by online health-related information seekers compared to the health-related information nonseekers. With regards to testing for glucose, 28.6% (71/248) of non–health-related information seekers could test it themselves, whereas 93% (89/96) of health-related information seekers could test it themselves ($P=$.001).

For high blood glucose, 68% (65/96) of online health-related information seekers knew what to do correctly, whereas only 44.4% (110/248) of non–health-related information seekers did ($P$=.003). Additionally, online health-related information seekers (33/96, 34%) were more likely to be aware of the importance of exercise and diet on the management of diabetes than non–health-related information seekers (42/248, 16.9%, $P$=.006) (Table 5). There was no statistically significant difference between online health-related information seekers and nonseekers for ophthalmologist and family physician checkups and performing diabetic foot self-exams.

The overall odds ratio (OR 1.56, 95% CI 0.63-3.28) of all self-care questionnaire responses demonstrated that there was no statistically significant difference between those seeking health-related information online and traditional health-related information seekers.
Table 5. Logistic regression to predict impact of health-related information seekers and nonseekers on self-health care activities.

<table>
<thead>
<tr>
<th>Self-care health characteristics</th>
<th>Total, n (%)</th>
<th>Not health-related information seeker, n (%)</th>
<th>Health-related information seeker, n (%)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=344</td>
<td>n=248</td>
<td>n=96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you test your blood glucose (sugar) by yourself?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77 (22.4)</td>
<td>71 (28.6)</td>
<td>89 (92.7)</td>
<td>4.63 (1.86, 11.56)</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>264 (76.7)</td>
<td>177 (71.4)</td>
<td>7 (7.3)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>How do you treat high blood glucose?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inject insulin/avoid eating/others</td>
<td>305 (88.7)</td>
<td>219 (88.3)</td>
<td>87 (90.6)</td>
<td>1.21 (0.43, 2.75)</td>
<td>.87</td>
</tr>
<tr>
<td>Don’t know</td>
<td>36 (10.5)</td>
<td>28 (11.3)</td>
<td>9 (9.4)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Do you wear a medical identification bracelet or necklace?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (3.2)</td>
<td>9 (3.6)</td>
<td>2 (2.1)</td>
<td>1.51 (0.20, 5.60)</td>
<td>.95</td>
</tr>
<tr>
<td>No</td>
<td>330 (96.8)</td>
<td>239 (96.4)</td>
<td>94 (97.9)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Do you have a glucagon kit at home for severe lows (blood glucose)?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>67 (19.5)</td>
<td>41 (16.5)</td>
<td>27 (28.1)</td>
<td>0.11 (0.63, 1.13)</td>
<td>.12</td>
</tr>
<tr>
<td>No</td>
<td>274 (79.7)</td>
<td>207 (83.5)</td>
<td>69 (71.9)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>In case of severe high blood glucose (sugar)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do something</td>
<td>175 (50.9)</td>
<td>110 (44.4)</td>
<td>65 (67.7)</td>
<td>0.14 (0.24, 1.32)</td>
<td>.003</td>
</tr>
<tr>
<td>No/don’t know</td>
<td>166 (48.3)</td>
<td>136 (54.8)</td>
<td>31 (32.3)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>What type of treatment that you take to manage diabetes?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin injections</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>157 (45.6)</td>
<td>123 (49.6)</td>
<td>36 (37.5)</td>
<td>2.46 (1.29, 4.69)</td>
<td>.006</td>
</tr>
<tr>
<td>No</td>
<td>184 (53.5)</td>
<td>125 (50.4)</td>
<td>60 (62.5)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Diabetes pills</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>250 (72.7)</td>
<td>179 (72.2)</td>
<td>72 (75.0)</td>
<td>1.33 (0.67, 2.66)</td>
<td>.41</td>
</tr>
<tr>
<td>No</td>
<td>91 (26.5)</td>
<td>69 (27.8)</td>
<td>24 (25.0)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Nonpharmacological treatment (exercises and diet)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>75 (21.8)</td>
<td>42 (16.9)</td>
<td>33 (34.4)</td>
<td>0.94 (0.41, 1.29)</td>
<td>.006</td>
</tr>
<tr>
<td>No</td>
<td>266 (77.3)</td>
<td>206 (83.1)</td>
<td>63 (65.6)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Do you test for ketones in the urine?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>169 (49.1)</td>
<td>119 (48.0)</td>
<td>52 (54.2)</td>
<td>0.95 (0.56, 1.62)</td>
<td>.85</td>
</tr>
<tr>
<td>No</td>
<td>172 (50.0)</td>
<td>129 (52.0)</td>
<td>44 (45.8)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Approximately how often do you visit a doctor for your diabetes?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-4 times a year</td>
<td>328 (95.3)</td>
<td>237 (95.6)</td>
<td>94 (97.9)</td>
<td>1.27 (0.91, 2.40)</td>
<td>.36</td>
</tr>
<tr>
<td>Never</td>
<td>13 (3.8)</td>
<td>11 (4.4)</td>
<td>2 (2.1)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>How many times do you usually go to ophthalmologist for checking your eyes' retina?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3 visit a year</td>
<td>206 (59.9)</td>
<td>143 (57.7)</td>
<td>65 (67.7)</td>
<td>1.27 (0.38, 1.21)</td>
<td>.19</td>
</tr>
<tr>
<td>Never</td>
<td>135 (39.2)</td>
<td>105 (42.3)</td>
<td>31 (32.3)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>How many times do you usually check your feet by yourself?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily/once a week</td>
<td>260 (75.6)</td>
<td>188 (75.8)</td>
<td>75 (78.1)</td>
<td>1.59 (0.80, 3.13)</td>
<td>.18</td>
</tr>
<tr>
<td>Never</td>
<td>81 (23.5)</td>
<td>60 (24.2)</td>
<td>21 (21.9)</td>
<td>Ref</td>
<td></td>
</tr>
<tr>
<td>Overall impact</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (more health conscious)</td>
<td>173 (50.4)</td>
<td>123 (49.8)</td>
<td>58 (60.5)</td>
<td>1.56 (0.63, 3.28)</td>
<td>.33</td>
</tr>
<tr>
<td>No active health response</td>
<td>168 (48.7)</td>
<td>124 (50.1)</td>
<td>38 (39.5)</td>
<td>Ref</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
This study evaluated the extent of Internet use when searching for health-related information among type 2 diabetes patients visiting inpatient and outpatient clinics at 2 large public University Hospitals in Riyadh, Saudi Arabia. The main finding of this study shows that among diabetic patients, the primary sources of health-related information were physicians followed by television, friends, and magazines. Approximately one-quarter of the sampled diabetes patients were using the Internet for health-related information. The major factors associated with online health-related information seeking behavior were age, gender, marital status, educational level, and exposure to diabetic health education. Overall, these study findings have demonstrated that those seeking online health-related information were more conscious about their diabetes self-care compared to non–health-related information seekers.

In Saudi Arabia, Internet usage has increased rapidly over the past 10 years from less than 3% in 2000 to 60% in 2014; today, the trend shows signs of leveling off, particularly among younger age groups [11,12]. Among the surveyed diabetes patients in this study, only 39.0% (134/344) reported having Internet access and 27.9% (96/344) were online health-related information seekers. The Internet usage among diabetic patients was slightly lower compared to the overall national usage data. Additionally, the percentage of Internet use for health-related information in this study is lower than similar studies performed previously in Saudi Arabia, United States, Switzerland, Italy, and India, although these studies were not performed on patients with specific diseases [2,17-20]. Perhaps because English is not the primary language in Saudi Arabia, knowledge of the English language could be a factor influencing how diabetes patients search for health-related information on the Internet. The current findings also show that majority of the participants search only in Arabic. A greater number of participants were searching in Arabic, which is the native language in Saudi Arabia, whereas only 45% (43/96) of the health-related information seeker participants searched in both Arabic and English. Generally, most of the diabetic patients were elderly [13]. This has been revealed by a high mean age (mean 53.47, SD 13.8 years) in this study’s participants. Generally, relatively older participants are not frequent users of the Internet and other digital devices and, even if they do, they may face some obstacles due to lack of searching skills [21-24].

These study results suggest that the physicians, followed by television, family, newspapers, and the Internet are the primary sources of health-related information. Despite the increasing consumer autonomy with the advent of the Internet, the physician remains one of the most preferred sources of health information in the new media environment, suggesting that more doctors need to explore the Internet as a viable medium for communicating with their patients. These results are concurrent with previous reports [1,2,25].

In a US study conducted in 2007, only 19% of online health-related information seekers searched information at least once a week, whereas one-third of the participants used the Internet at least once a month and individuals with a higher education level searched the Internet for health-related information more than any others [17]. However, in a study from Switzerland, the majority of participants searched for health-related information less than once per month [19]. According to some other studies, age, knowledge of the English language, acuteness or chronicity of the disease, and its severity were associated with the frequency of medical searches on the Internet [18,19]. The use of the Internet to search for health-related information decreased in males with age, whereas the highest rate of Internet use for health-related information among females was younger than age 45 years. Males with higher education and single individuals search for health-related information more than others [18]. Similarly, in this study, Internet searches for health-related information were associated with age, marital status, gender, education, diabetes education, and income. Unmarried individuals, females, those with higher education, and a higher income were found to be the more frequent online searchers for health-related information. These results show how education is an important factor with regards to the use of the Internet in searching for health-related information. This was expected because educated individuals and those who can afford digital devices or computers have greater access to the Internet. The current study suggests that a major factor associated with lower health-related information use among patients with diabetes is their age. Results of the multivariable model used in this study show that this is a continuous effect (OR 2.593, 95% CI 0.918-7.323), with Internet usage decreasing with increasing age. Similar observations were reported in previous studies [2,26]. Thus, improving older adults’ access to and comfort with Internet technologies is central to implementing technology-based solutions to help patients manage their diabetes better.

Online solutions, such as Web portals are increasingly touted as a strategy to improve communication, provide support, and connect to needed services and information for patients with diabetes [21,26,27]. Because the prevalence of diabetes increases with age, particularly type 2 diabetes, the target population with the most to gain from health information technology is older patients. The diabetic patients in this study had a variety of motives and used different websites for their searches. However, the majority of the participants stated that they start their search for health information in Google because they do not know where else to go and the Google generator gives them options to find the links. In addition to Google searches, some patients were also using social sites, such as Twitter, Saudi Charitable Association of Diabetes, Wikipedia, and Facebook, to seek online health information. The use of social media technologies for online health-related information also allows the online social media users to create, distribute, share information, and to consult online rankings and reviews of independent websites [25]. Most of the participants in this study reported that the primary reasons for searching health information were general health knowledge, management of health, and for health and wellness info, respectively. For diabetes-related issues, they were searching for information on diet and symptoms of diabetes.
The current study found that patients searching for health information (89/96, 93%) report positive effects on their self-care behavior to managing their diabetes. Similar findings were reported previously for chronic illness and diabetes patients [15,21,22]. A greater number of online health-related information-seeking participants reported that they were more likely to test their blood glucose (sugar) by themselves as compared to the non-health-related information seekers. Likewise, online health-related information seekers who were testing their blood glucose were more aware about the methods for treating low blood glucose compared to the non-health-related information seekers. Only a fraction of participants who were non-health-related information seekers were aware of how to manage high blood glucose by doing something (eg, take pills, insulin injection, drink water) to alleviate their symptoms. On the other hand, the majority of online health-related information seekers were able to manage themselves for dealing with high blood glucose by doing exercise and following a strict diet, and additionally taking pills, insulin injections, and drinking more water during high blood glucose episodes. The majority of online health-related information seekers were also more likely to be aware of how to manage their disease themselves and to visit an ophthalmologist and a family physician regularly for checkups. The health-related information seekers also checked their feet by themselves on a regular basis. Overall, this study’s findings have demonstrated that those seeking health-related information are more aware and conscious about their health self-care and were able to manage most of the diabetes-related self-care themselves compared to the non-health-related information seekers. Thus, this study’s findings are concurrent with previous reports that explaining the correct uses of the Internet to obtain health-related information can lead to better patient awareness for treatment decisions and increased patient satisfaction, resulting in better medical outcomes and improved self-care behavior [17,27]. Additionally, online health-related information improves the physician-patient relationship and increased patient satisfaction [2]. Similarly, most online health-related information seekers in this study significantly reported that physicians are their primary source of health-related information compared to the nonusers. They usually discuss their disease with their physician to know more about self-care. Interestingly, the majority of the participants were not aware about the quality of the websites and the basic information they provide related to their query. Perhaps much of the information on the Internet could be misleading because anyone can claim medical expertise. Most of the time, information on the Internet is incomplete, out of date, and the public might not be able to select valid information [2,19]. To manage and provide better information to patients, health policy makers should prepare guidelines and strictly keep their eyes on fraudulent and misleading diabetes-related information. To empower patient’s knowledge and self-care, physicians should ask their patients if they are using the Internet to obtain diabetes-related health-related information and provide them with reliable/trusted website information.

Implications for Practice
This study found that 39.0% (134/344) of participants use the Internet. As a result of this finding and the benefits of using online health-related information for diabetes information, physicians should promote the use of verified and credible diabetes websites, especially those with content in Arabic. Among those who used the Internet, there were only 71.6% (96/134) who searched for health-related information. Physicians may increase this number by promoting the credible and trustworthy websites to the 28.4% (38/134) of participants who use the Internet, but not for health-related information. Also, physicians should educate the more educated patients on how to search correctly and be able to critique health-related information using simple approaches. Because physicians are still the main and most trusted source of health information for most patients (216/344, 62.8%), involving physicians in the process of facilitating the online searching of diabetes information to patients is a strategy worth pursuing. With the positive impact it has on the health of patients, it may be a strategy that should be pursued by physicians.

Strengths and Limitations
Several studies have examined the general public’s use of the Internet to obtain health-related information, but this study is the first research project to explore online health-related information-seeking behavior among Saudi adult patients diagnosed with type 2 diabetes and its impact on patients’ self-care. This study’s sample size is likely to be representative of the patient population in the primary care clinics and inpatients of one center, but may not be representative of the larger population. In this study, the majority of the participants were male. The main reason for this occurrence could be because the research team consisted of primarily males and females in Saudi Arabia often refuse to be interviewed by them due to cultural and social barriers. However, the response rate was high with only 9.4% (37/344) of patients who were approached declining to participate in the study. Because all participants were from a government hospital, most had relatively low education levels and low monthly income, were retired or unemployed, and the majority were married. The majority of the participants in this study did not receive any diabetic education by attending conferences or campaigns related to diabetes.

Conclusions
Among diabetes patients, less than half (134/344, 39.0%) of the sampled patients in this study used the Internet for health-related information. The majority of the participants who used the Internet belonged to the younger age group. Among Internet users, female participants were more likely to search for health-related information. The majority of the participants reported that their physician was the primary source of health-related information followed by television. Overall, this study demonstrates that those seeking health-related information are more aware about their health care needs as compared to non–health-related information seekers. These study results suggest that physicians should cooperate with their patients and guide them regarding reliable websites, which provide health information per patient need. To improve the health-related
information for patients, health care authorities should publish websites that contain reliable health information in the mother tongue so that patients learn better and are more aware of their health condition. The information must be updated and supervised regularly by health care providers. For those patients who do not use the Internet or cannot read, government organizations responsible for public health issues should make policies to reach them through alternative media, such as television, radio, and newspapers.
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Abstract

Background: Consumer health information technologies (HIT) that encourage self-tracking, such as diet and fitness tracking apps and disease journals, are attracting widespread interest among technology-oriented consumers (such as “quantified self” advocates), entrepreneurs, and the health care industry. Such electronic technologies could potentially benefit the growing population of patients with multiple chronic conditions (MCC). However, MCC is predominantly a condition of the elderly and disproportionately affects the less affluent, so it also seems possible that the barriers to use of consumer HIT would be particularly severe for this patient population.

Objective: Our aim was to explore the perspectives of individuals with MCC using a semistructured interview study. Our research questions were (1) How do individuals with MCC track their own health and medical data? and (2) How do patients and providers perceive and use patient-tracked data?

Methods: We used semistructured interviews with patients with multiple chronic diseases and providers with experience caring for such patients, as well as participation in a diabetes education group to triangulate emerging themes. Data were analyzed using grounded theory and thematic analysis. Recruitment and analysis took place iteratively until thematic saturation was reached.

Results: Interviews were conducted with 22 patients and 7 health care providers. The patients had an average of 3.5 chronic conditions, including type 2 diabetes, heart disease, chronic pain, and depression, and had regular relationships with an average of 5 providers. Four major themes arose from the interviews: (1) tracking this data feels like work for many patients, (2) personal medical data for individuals with chronic conditions are not simply objective facts, but instead provoke strong positive and negative emotions, value judgments, and diverse interpretations, (3) patients track for different purposes, ranging from sense-making to self-management to reporting to the doctor, and (4) patients often notice that physicians trust technologically measured data such as lab reports over patients’ self-tracked data.

Conclusions: Developers of consumer health information technologies for data tracking (such as diet and exercise apps or blood glucose logs) often assume patients have unlimited enthusiasm for tracking their own health data via technology. However, our findings potentially explain relatively low adoption of consumer HIT, as they suggest that patients with multiple chronic illnesses consider it work to track their own data, that the data can be emotionally charged, and that they may perceive that providers do not welcome it. Similar themes have been found in some individual chronic diseases but appeared more complex because patients
often encountered “illness work” connected to multiple diseases simultaneously and frequently faced additional challenges from aging or difficult comorbidities such as chronic pain, depression, and anxiety. We suggest that to make a public health impact, consumer HIT developers should engage creatively with these pragmatic and emotional issues to reach an audience that is broader than technologically sophisticated early adopters. Novel technologies are likely to be successful only if they clearly reduce patient inconvenience and burden, helping them to accomplish their “illness work” more efficiently and effectively.
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**Introduction**

**Background**

Consumer health information technology (HIT) is exploding in popularity, attracting the attention of technology-oriented consumers, patients, caregivers, and entrepreneurs. Technologies such as disease management apps and “quantified self” tools [1-3] offer the potential to help patients track personal data, learn about their health, and manage chronic care needs [4-7]. Consumer HIT appears poised to help inform, motivate, and engage patients, all of which are known to improve management skills and health outcomes [5-8].

However, it is not yet known whether such technologies will diffuse broadly beyond tech-savvy early adopters such as “quantified self” advocates, and whether the technologies would produce benefits for people with complex medical conditions. To date, the measured impact of consumer HIT is still limited. Computerized interventions for diabetes self-management have shown only limited efficacy [9,10]. In practice, effects have generally been limited as a result of low adoption and usage. One in 5 smartphone users has downloaded a health app [11], yet most apps are abandoned after a few uses [12]. Studies of the effectiveness of apps and websites to promote health outcomes (such as a recent study of a phone app to assist in weight loss [13] or a self-management Web community for diabetes [10]) frequently find that participants stop using the technology after a short period of time. Having a chronic condition increases the chances that a patient will use certain forms of consumer HIT on average [2,11]. But this increased likelihood is often offset by other sociodemographic factors that decrease the likelihood of using technology. Of particular concern from a public health standpoint, the use of consumer HIT remains lowest among the groups that might be most likely to benefit from additional forms of low-cost disease management support: people who are elderly, less educated, or less affluent [2,11,14]. These disparities in uptake, as well as the low rate of sustained use among adopters, suggest mismatches between current consumer HIT and the goals, desires, or capabilities of many patients [15,16].

A population with particularly complex and ongoing health needs is the 90 million Americans who have multiple chronic conditions (MCC) [17]. Although any combination of chronic conditions qualifies as MCC, the most common combinations are diabetes plus hypertension, heart disease plus hypertension, and cancer plus hypertension [18]. Patients with MCC experience the challenges associated with living with chronic disease and also typically consult more different doctors and coordinate more different therapeutic regimens than those with single diseases [17]. Each additional chronic condition places the individual at higher risk of adverse drug events, out-of-pocket expenses, impaired functional status, hospitalization, and mortality [17]. It is estimated that two-thirds of health care spending is focused on patients with MCC [17]. These patients are in need of improved strategies and technologies to support health and medical care, creating a number of opportunities that could potentially be filled with health IT, yet the barriers to technology adoption might be particularly problematic for these patients as well. MCC disproportionately affects the elderly and the less affluent. The prevalence of MCC rises sharply with age, affecting 34% of those aged 45-64 and 62% of those age 65 and over [19]. Furthermore, the prevalence of MCC is highest among the lowest income brackets, affecting nearly 51% of seniors who live at or below the federal poverty level but only 39% of seniors living at four times the poverty level [18].

As an initial step to exploring the perspectives of individuals with multiple chronic conditions, with the goal of understanding potential applications of consumer HIT and barriers to its use, we conducted a semistructured interview study. This paper focuses on tracking or keeping diaries of personal data, a task that we will refer to as “personal health information tracking”. We focused on personal health information tracking because (1) it has been recommended for a variety of chronic conditions, and (2) it is a task potentially supported by consumer health IT. Self-monitoring tasks that have been promoted under different circumstances include blood glucose self-monitoring for certain patients with type 1 and type 2 diabetes [20,21], measuring blood pressure in hypertension and heart disease [22], keeping diet logs or food diaries for weight loss or digestive diseases [23], and self-monitoring medication adherence and side effects [24]. Patients also often receive the recommendation that they should check and be able to report certain laboratory values, such as CD4 count in human immunodeficiency virus (HIV) or hemoglobin A1c in diabetes. We therefore considered personal health information tracking to be a task that was likely to be encountered by patients with MCC, but we did not a priori assume a position on whether patients should self-track or whether it was likely to benefit them. Rather, our research questions were (1) How do individuals with MCC perform medical data tracking? and (2) How do patients and providers perceive and use patient-tracked data? We asked the questions broadly to encompass any sort of tool the patients were currently using, including electronic technologies, paper, or memory.
Theoretical Framework: Illness Work and Personal Health Information Management

This project was conducted from a human factors perspective influenced by the sociology of illness. This perspective recognizes that patients’ management of their health comprises a wide variety of different activities both inside and outside the medical encounter: taking medicines, refilling prescriptions, buying and cooking food, exercising or doing physical therapy, researching health issues, coping with medical crises, finding doctors and dentists, organizing and traveling to medical appointments, and keeping records. As these are all effortful, directed activities to attain goals, they may be conceptualized as work [25-27].

Corbin and Strauss identified “illness work” as activities directly involved with managing an illness, such as following medication regimens and using technologies such as glucose meters or sleep apnea machines [25,26]. Yet even in illness, “everyday life work” of shopping, paying bills, nurturing relationships, and managing a household continues [25,26]. “Articulation work” is the planning, coordinating, and managing that allows people to complete all their other work [25,26].

Those components of illness and articulation work that involve acquiring and managing information can be called personal health information management [27-30]. A growing body of research on personal health information management has identified tasks including tracking health events, obtaining information, and organizing information [27]; creating personal histories, making decisions, planning, and structuring activities (eg, creating medication reminders) [28]; and transferring personal data and records to the physician [31]. In the current project, we focus on the subset of personal health information management involved in monitoring and logging personal data (such as symptoms or laboratory values), sometimes called personal health information tracking [32].

Much of the recent work in personal health information tracking and management has focused on generally healthy individuals and families [27,28,31,32], on patients with cancer [33-36], or (in support of information technology design) on computer-literate participants [31].

In this project, we sought to apply the insights from this previous work while exploring the perspectives of an economically diverse sample of patients with MCC in more depth. In order to develop or adapt technologies for these patients, it is essential to understand practices and perspectives of the potential users and the attributes of the tasks they seek to perform, as well as the social and physical environments in which they will be performing these tasks [15]. Poor fit between individuals, tasks, and technologies is likely to be one of the reasons that self-tracking technologies have not yet spread widely within populations with multiple diseases.

Methods

Participants

For individual interviews, we recruited purposive samples of adult English-speaking patients with MCC, and of medical providers with experience providing care for patients with MCC. We adopted the Department of Health and Human Services definition of chronic conditions as conditions that last a year or more and that either require ongoing medical attention or limit activities of daily living [17]. Patient participants were recruited from outpatient clinics in internal medicine and endocrinology and from the patient information library, using both promotional flyers and individual referrals from physicians and nurse practitioners. One researcher (JSA) also attended six 90-minute sessions of a diabetes education support group as a means of triangulating emerging themes. We chose the diabetes education group because many of the study participants had type 2 diabetes.

Settings

Weill Cornell Physicians is a multispecialty academic medical practice in Manhattan, with a mix of privately insured, Medicaid, and Medicare patients. New York-Presbyterian Hospital is the largest academic medical center in Manhattan. The Institute for Family Health is a federally qualified health center with 18 sites in and around New York City, providing safety net primary care to patients regardless of insurance status.

Interview Methods

The researchers developed a semistructured interview instrument centered on three topics: personal health information tracking, personal health information management, and searching for health-related information. The current manuscript focuses on the first of these. The first author conducted interviews in person, using offices and conference rooms convenient to the clinics where patients were recruited. Interviews were audio recorded and professionally transcribed. The interviewer also took field notes, collected samples of artifacts and documents for patients such as educational brochures, and photographed other artifacts or documents such as log sheets used to record glucose values.

Analysis Methods

No existing theoretical framework appeared to be appropriate to these data, and therefore we applied methods to develop meaning inductively from the data. Although this family of approaches is sometimes known in the sociology literature as development of grounded theory [37], we adopt the newer term “inductive thematic analysis” to reflect the fact that our end product is a series of interrelated themes rather than a fully formed theory [38]. Qualitative analysis was conducted collaboratively by our multidisciplinary team, which included individuals with training in journalism, public health, informatics, psychology, human factors, nursing, and diabetes education. Two of the researchers (HOW and EW) also brought personal experience of long-standing chronic disease. The preliminary version of the codebook was developed by 2 of the researchers in reading the first three transcripts and was iteratively refined over the coding process. Each transcript and photograph was reviewed by at least 2 team members (the first author and one other team member), who independently coded the transcript and then met to reach consensus on it.

We followed a staged and iterative approach, first identifying preliminary codes through repeated reading and review of the data, then identifying relationships between codes and groupings
of codes, and finally identifying and refining larger underlying themes. Over the analysis, 47 open codes were developed. These were linked into 6 broad groups: (1) resources, skills, and factors patients need for disease management, (2) the health care system and its components, (3) thinking, feeling, and experiencing disease and health, (4) medical data and medical records, (5) evaluative judgments, and (6) attributions of responsibility. In the final stage, the themes presented in the results section were developed.

To improve internal validity, we conducted member checking [39] in two ways. First, several of the emergent groups and themes were presented to new informants during interviews for their feedback. Second, the resulting themes were presented at a meeting of the diabetes education group, whose members validated the themes while also providing additional feedback and nuanced interpretation.

Analysis and recruitment were conducted simultaneously until saturation was achieved (ie, no new concepts were arising from new interviews) [40].

This study was approved by the Institutional Review Boards of Weill Cornell Medical College and the Institute for Family Health. All participants gave written informed consent. Members of the diabetes education group provided oral consent.

Results

Participants

Interviews were conducted with 22 patients and 7 health care providers. An additional 3 patient interviews were excluded from analysis because the interviewees did not have multiple chronic conditions.

The included patients reported having an average of 3.5 chronic conditions (SD 1.5). The most common conditions mentioned were type 2 diabetes, hypertension, heart disease, chronic pain, and depression. Other conditions included asthma, HIV, hepatitis C, thyroid disorders, rheumatoid arthritis, glaucoma, cataracts, and sleep apnea. Two individuals were in follow-up after cancer treatment. Conditions reported by only one patient each included appendicitis, bee stings, and physical injuries. Participants sometimes mentioned taking drugs that implied other chronic conditions that they did not explicitly list: examples included antidepressants, blood pressure medications, lipid-lowering medications, drugs for prostatic hyperplasia, and anticoagulants. Many of the patients with type 2 diabetes were taking insulin one or more times a day, as was the individual with type 1 diabetes.

Half of patients were men and half were women; a third (n=7) were black. Ages ranged from 37-89 (mean 64.1; median 66). About two-thirds (n=15) were not currently married. Just over a third (n=8) used English as a second language. One third (n=7) were covered by Medicare (US public insurance for those over age 65); one third (n=7) by Medicaid (US public insurance for those with low income); and the remainder (n=8) by commercial insurance.

Multiple chronic conditions placed heavy and sometimes competing demands on patients. For example, one patient with diabetes recognized that his morning toast caused increases in his blood glucose, but on balance had decided not to stop eating toast because his morning medications for other conditions had to be taken with food. Several patients with diabetes or heart disease recognized that exercise might help but were prevented because of chronic pain or disability from injury. Patients taking anticoagulants encountered challenges when scheduling surgery for other conditions.

The diabetes education group was attended by an average of 5 patients each session (range 4-9). Most patient education group attendees had type 2 diabetes but a minority had type 1 diabetes or prediabetes.

The health care providers were 2 nurse practitioners, 2 internists, 2 family medicine physicians, and an emergency medicine physician.

Major themes pertaining to personal health information tracking are summarized in Table 1 and presented in detail in the results section.

Table 1. Major themes in personal health information tracking.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Summary</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Personal data can carry strong emotional and moral implications</td>
<td>Data are not merely objective facts but prompt strong positive and negative emotions as well as value judgments.</td>
<td>“You get reminded you’re a sick person” and “I’m not a good patient”.</td>
</tr>
<tr>
<td>2. Multiple purposes and uses for personal data</td>
<td>Patients use data for a variety of purposes, ranging from active self-management to making sense of their condition to reporting to the doctor.</td>
<td>“I’ll [check] it if I’m feeling lightheaded”.</td>
</tr>
<tr>
<td>3. (Un)reliability of personally tracked data</td>
<td>Patients often notice that physicians do not trust their self-tracked data.</td>
<td>“[The doctors] looked at [my logs] very superficially…they seem to rely on your A1c numbers”.</td>
</tr>
<tr>
<td>4. Tracking feels like work</td>
<td>Tracking is time-consuming and sometimes emotionally draining.</td>
<td>“It’s too cumbersome for me”.</td>
</tr>
</tbody>
</table>
Overview

Most patients paid attention to laboratory findings provided by their doctors, and a few kept records of selected values. For example, a woman with anemia created a table to track her blood test results over time, 2 patients with HIV kept records of their CD4 count values over time, and many patients checked on their cholesterol regularly.

However, fewer than half regularly tracked data by self-testing or recording daily activities. The most common example of self-tracking was patients with diabetes monitoring their blood glucose. Among the 16 patients with type 1 or type 2 diabetes, 11 mentioned self-monitoring blood glucose in some fashion (some were fairly regular, some checked values occasionally, and some said they used to monitor regularly but had stopped). Other examples of tracking mentioned by one or more participants included recording weight or blood pressure (n=7), tracking daily medication administration (n=3), keeping food diaries (n=2, in one case to investigate suspected lactose intolerance), collecting laboratory reports to manually compare trends over time (n=4), and recording potential side effects with a new medication (n=2). This sort of tracking was conducted on paper or electronically on a spreadsheet, or in one case on a paper calendar. All the patients interviewed who monitored blood glucose used monitors that tracked data electronically. In addition, some kept handwritten blood glucose logs. The numbers in parentheses above (n=) are provided for perspective, but these data were collected through open-ended interview questions rather than closed-ended survey methods, so the interviews may not have captured every instance of tracking.

Many of the patients older than 65 and most Medicaid patients did not use computers regularly or at all, and many did not have smartphones.

Theme 1: Personal Data Can Carry Strong Emotional and Moral Implications

Overview

Indicators such as blood glucose, weight, and lab values were not discussed as value-free facts but instead carried strong emotional and evaluative connotations. People recognized tracking as work, judged themselves as “good” or “bad” for their data and their diligence in collecting it, and noted that data should be considered within the patient’s personal context.

Negative Aspects of Illness

Medical data often reminded patients of the negative aspects of their illness. An individual who did not monitor her blood glucose regularly said her values were “depressing”, and another said they made her “scared”. Discussing tracking sometimes raised feelings of anger or injustice not only about the tracking but also about having chronic disease. “I hate to be focused on my health in every friggin’ second of the day...I don’t want to live like that every day”. A patient with HIV, hypertension, and other chronic illnesses said he avoided looking at his regular test results: “I don’t ask about no numbers. If anything is messing up, then [my doctor] tells me”. The physical experience could also be unpleasant. “Poking my finger, that was irritating to me,” said one person who had abandoned blood glucose self-monitoring. “I’m tired of sticking myself,” another said. Some patients with diabetes said they were frustrated to see their blood glucose values occasionally spike without a clear reason, undermining their confidence that they understood and could manage their disease.

The Moral Valence of Medical Data

Patients and providers frequently described the data with highly judgmental language, including terms suggesting moral transgression. For example, one explained a high blood glucose value because “I cheated and I had some McDonald’s”. Conversely, patients could feel extremely happy and proud when their values were good. Several of the health care providers said it was better to use nonjudgmental language such as “high/low” or “target/nontarget” because patients “get discouraged because they think they’re being graded or judged”. Yet in the interviews, many providers used more evaluative language such as “good/bad” and “better/worse”. A patient who had altered his diet and was able to lower his doses of hypertension and hyperlipidemia drugs said he felt satisfied when his doctors said, “Okay, we’re happy with you”.

The Moral Valence of Tracking

There was also a “good/bad patient” aspect to tracking itself. People with diabetes frequently called themselves a “bad patient” or “not a good patient” when they did not monitor blood glucose. One participant explained the fact that she did not track any of her health indicators (including diet and exercise) by calling herself “lazy”. Although providers most often expressed frustration about lack of monitoring, some occasionally perceived monitoring as excessive. Patients who tracked data very diligently (eg, detailed exercise logs, which clinicians saw as having little clinical relevance) were sometimes referred to as “obsessive and compulsive” or “fastidious”.

My Interpretation of My Data

Although in some cases patients and physicians were in close agreement about what data values were “good” or “bad”, other patients preferred to interpret their results in light of their own unique histories or symptoms. For example, several patients with diabetes said that they aimed for a blood glucose level or hemoglobin A1c that was appropriate “for me”. In some cases, these were values that made them feel well, or values that were high enough to minimize the risk of hypoglycemia. In other cases, patients wanted their personal history to be taken into account in interpreting data. For example, a person with a history of obesity took pride in the number of dress sizes she had gone down, rather than aiming for a particular target weight. One provider told an anecdote about a patient who had brought her hemoglobin A1c from 13% to below 8% with diet and medication. When urged to continue lowering it, the patient said, “I don’t want to be a poster child for perfect diabetes”. The doctor recalled saying, “Actually, you’re right. This is good for you...I should’ve been jumping up and down because that’s really great”.

http://www.jmir.org/2015/8/e202/
Theme 2: Multiple Purposes and Uses for Personal Data

**Overview**
Not all patients closely monitored their own data values. Patients who did track their own data through either self-monitoring or laboratory testing described a variety of purposes, which depended on aspects of their disease and on their own experience of their disease. They might use their tracked data for real-time decision making, for medium-term self-assessment, or for making sense of various elements of data, such as physical symptoms.

**Tracking for Action**
Some experienced patients with diabetes monitored blood glucose multiple times per day as “working data” [30] that they would use immediately to adjust their diet or their medication. For example, one woman described a highly effective routine of using thrice-daily glucose monitoring to adjust sliding-scale medication doses and diet. She had used these techniques to reduce her hemoglobin A1c level to 6.1% for nearly a year. Most health care providers perceived this active, real-time use of data for self-management as important for patients who were struggling to manage conditions in which data values were highly sensitive to behavior (such as a younger patient with new-onset diabetes), but less important for others (such as older patients with stable disease).

**Tracking for Goal-Checking**
A second approach was to use data periodically to assess progress toward a goal. Patients with this approach referred to the data for a holistic assessment of how “well” they were doing, but not necessarily for active, hour-to-hour self-management. This was also often the approach used by patients who were monitoring indicators that they themselves could not measure, such as cholesterol, blood count values in anemia, HIV viral load levels, and CD4 counts.

**Tracking for Sense-Making**
A different approach was to examine data values as part of trying to make sense of the disease. Several patients with diabetes who did not regularly monitor described checking glucose when they felt symptoms they suspected indicated hypoglycemia: “I’ll do it if I’m feeling lightheaded”. Another said he did it when he felt a “hunch”. This approach was sometimes encouraged by physicians for patients who seemed unlikely to monitor regularly: “Usually I tell them that if they’re not feeling well, check their blood sugar”. One patient with HIV asked his doctor for explanations whenever his lab values changed. “I saw this is different [from] last 2-3 months ago, and now something is wrong. And he explained to me if it’s something wrong or not [important]”. During visits, health care providers frequently explicitly linked lab values to patient behavior to encourage them to develop a more biomedical concept of the disease. For example, one provider used a patient’s headache as a teaching example to discuss the role of salt in her diet. Some also saw it as a useful short-term exercise for patients seeking an understanding of behavioral triggers for conditions such as asthma, irritable bowel syndrome, or migraine headaches. However, some patients described frustration (or even abandoning tracking altogether) after failing to see connections between their data values and their behavior.

**Tracking for the Doctor**
A few patients appeared to perceive self-monitoring as something done not for their own use but partly or largely to create records for the doctor. A few seemed confused that doctors rarely reviewed their logs. “They don’t monitor that part of it, I don’t know why”.

Theme 3: (Un)reliability of Personally Tracked Data
Providers often perceived patient-recorded data as unreliable. The lack of confidence was attributed to perceived lack of diligence, moral valence of the data (with patients unwilling to “admit” undesirable numbers), and fear of consequences. The most striking example, told by a provider, was a woman who faked her daughter’s blood glucose log to persuade the doctor to delay starting insulin therapy.

Providers sometimes described lab data as more trustworthy than data from self-tracking. “The hemoglobin A1c don’t lie [sic], so you can tell me whatever you want, but it’s going to tell me the truth of what’s going on in your body”. Another said: “For the most part a lot of this information I don’t really [need] because I can check the A1c and know what it’s like”. Current diabetes treatment guidelines recommend attention to self-monitored blood glucose for extreme values and trends, in addition to hemoglobin A1c as an indicator of overall control [20,21].

These perceptions on the part of providers were evident to many of the patients. “I remember when I used to go to the diabetes center up there with [a doctor] and she looked at it very superficially too, and they seem to rely on your A1c numbers,” said a patient who had abandoned logging his daily glucose values. Providers also sometimes perceived automated recording devices as more reliable than patient-recorded information, which was also noticed by some of the patients: “[My doctor] is like, ‘Please bring me the machine’”. One provider told an anecdote about a patient with a dangerous blood pressure increase; the patient’s spouse used a monitor to print out the previous week’s blood pressure readings, which were low enough to persuade the doctors to rule out their initial suspicion of “medication noncompliance”.

In only one case, a highly engaged patient said that her provider preferred reviewing her blood glucose logs rather than the glucose monitor because the log made it easier to link the readings to meals. “It was a lot of confusion with the doctor because I was just bringing the machine. So now [with the notebook] they know that first one, two, three is breakfast, lunch, and dinner”.

**Theme 4: Tracking as Work**
Patients said that tracking was effortful and time-consuming, sometimes explicitly describing it as work. A patient with diabetes said it was a waste of time to write down her values: “I’m not going to sit down and write a paper for the month to keep track of it”. One woman noted that she kept medical information about her multiple conditions, as well as her...
multiple health care providers, in her office rather than her home. Data tracking sometime was felt to conflict with the work of everyday living forcing trade-offs when patients did not have sufficient time or emotional resources. A diabetes patient who had given up self-monitoring of blood glucose said, “It’s too cumbersome for me”. A patient with heart disease who kept a diet log gave it up after it became “overwhelming”.

Discussion

Principal Findings

Developers of consumer health information technologies for data tracking (such as diet and exercise apps or blood glucose logs) often assume patients have unlimited enthusiasm for tracking their own health data via technology, that these data are objective facts with unambiguous interpretations and applications, and that health care providers welcome such data in their assessment of a patient’s health status. Potential users are believed to be “willing to assume a more participatory role in the management of their health, to learn how to use new tools, and to commit themselves to doing so constantly” [31].

By contrast, the concept of data tracking as patient work was strongly supported by our interviews with patients with multiple chronic conditions. Furthermore, personal medical data did not appear to be objective facts, interpreted in the same way by patients and their providers. The data provoke strong negative and positive emotional reactions, sometimes overwhelming ones that prevent people from wanting to track or access their data. These data can also make individuals feel judged by their health care providers or even by themselves. Patients may resist their physician’s interpretation of their data values as “one-size-fits-all” and may prefer to weight their own personal history and disease experience. Physicians often trust technologically measured data more than manual self-tracked data; their preference is apparent to patients and may inadvertently be sending patients mixed messages about the value of their data tracking efforts.

Our study also suggests that patients who do keep track of their data require it for different purposes. Some patients examine their data periodically for a holistic check on their own progress toward goals, and others use their data for real-time decisions about their behavior. Yet another group of individuals inspect and interpret this data as part of the process of developing an understanding of their disease.

Finally, we encountered many elderly and low-income patients who had limited experience with and access to electronic technologies. As our sample was fairly representative of the demographics of those with MCC (with a mean age of 64 and about one third covered by Medicaid), it is plausible that this reflects the experience of broader MCC populations.

These findings support the proposal that existing self-tracking technologies such as mobile phone apps may not provide a good fit to the needs and abilities of individuals with MCC and the tasks they are seeking to perform with them [15].

Comparison With Prior Work

Our work contributes to a growing body of research in personal health information management and personal health information tracking—research that has already identified a range of tasks frequently performed by patients, ranging from tracking health data to managing medical records to creating personal reminder systems [27-29,31,32]. However, much of the previous work in this field has focused on generally healthy individuals and families [27,28,31,32], on patients with cancer [33-36], or (in support of HIT design) on computer-literate participants [31].

The current project identifies different perspectives brought by an economically diverse group of patients with multiple chronic diseases. Our participants each had several chronic diseases, including diabetes, HIV, heart disease, depression, and many others, and about one third were covered by Medicaid. Their perspectives were in many cases different from what has been found in previous work with healthy families. For example, while healthy consumers in Canada rejected the idea that health information management was “work” [32], our patients with MCC frequently described managing data as time-consuming and tiring. There are several potential explanations for this contrast. First, keeping track of even a single chronic disease is likely to be more challenging than keeping track of preventive care or minor medical events among largely healthy individuals. Second, individuals with multiple chronic conditions are likely to have “illness work” connected to each of the diseases (our patients had an average of 3.5 chronic conditions). Third, MCC is disproportionately a condition of the elderly as well as the less affluent, meaning that an MCC patient may be conducting “illness work” while simultaneously facing challenges related to aging and poverty. Finally, the multiple chronic conditions included physically and emotionally challenging comorbidities such as depression, anxiety, and chronic pain—conditions that themselves might make it more difficult to conduct any “illness work”. This workload burden may have been particularly evident as many of our patients were unmarried and had primary responsibility for their own personal health information. By contrast, previous research with families often shows that one family member takes primary responsibility for the information needs of the household [27,28,31,32]. Such a division of labor within the family context might offer several advantages, including the ability for the information manager to specialize and develop expertise in information management, and might also alleviate the workload burden on more ill members of the household.

Our findings support previous work in the field of technology development for elderly patients or others who do not use electronic technologies regularly. The people we spoke with conducted personal health information management and tracking with a variety of paper and electronic tools, both custom-made and adapted, as has been found by other researchers [27,29,31]. As others have found, we found that older patients and those with Medicaid were frequently unfamiliar with electronic technologies. In addition to lack of access, some have found that elderly patients may find usability barriers discouraging them from adopting new technologies [41]. We additionally found that some adults with experience of chronic disease have already solved their own data management problems to their
own satisfaction and did not express much interest in novel technologies. Similarly, Grindrod et al found that older patients, when introduced to new technologies, “struggled to think of a need for the applications in their own lives” [41].

When combined with our finding that patients considered data tracking to be “cumbersome”, this suggests that novel technologies will succeed only if they are highly intuitive, easy to learn, and unambiguously reduce the burden of work on the patient. Uploadable device data [42] or mining of personal data traces from phones and other technologies [43,44] may be effective ways of accomplishing this, especially given the fact that both patients and providers in our study recognized the additional perceived credibility of technologically measured data. The gamification trend in the health promotion and disease management literature is also potentially relevant [42,45,46]. Games that provide motivation to track learning opportunities, social support, or emotional coping support for dealing with data could potentially be useful for patients with chronic disease. However, designers of games for self-tracking may wish to consider our findings that patients often see data tracking as work and may perceive the data as having moral meaning that could be positive or negative. As noted by others, patients can have strong emotional responses to learning their own numbers and can feel judged by themselves and others [47-49]. Turning information tracking into a game might appear to trivialize important tasks, and “losing” in a game might amplify negative emotions. It might even be that some patients might prefer less emotionally charged technologies inspired by office or financial management software, which are explicitly designed to make necessary activities efficient and even pleasant while still treating those activities as work.

Our findings also have relevance for the literature on patients’ mental models of disease. As others [50,51] have pointed out, individuals work to make sense of their disease and health experiences, seeking a label or name, identifying its cause, establishing its probable timeline and consequences, and learning the extent to which it is manageable or curable. Over time, people use these insights to construct what have been called “common-sense models of disease” or “illness representations”, that is, explanations of health conditions that are internally coherent but that may or may not coincide with the biomedical model of the disease [50,51]. These illness representations can affect risk perceptions, coping behavior, management, and disease outcomes. Data tracking clearly offers the possibility of demonstrating the link between behavior and disease indicators (eg, between diet, medication administration, and blood glucose), thereby encouraging patients to develop a more biomedical model of their disease.

However, not all patients wanted to examine their data for this purpose. Our findings are striking in the degree to which medical data were shown to have extremely serious emotional implications for patients with MCC, sometimes serious enough to be associated with abandonment of data tracking altogether. “Bad” data values can be extremely upsetting, especially when those “bad” values have or are perceived to have some link to behavior. Patients’ language revealed the extent to which they use judgmental terms of sin and transgression to describe both their data and themselves. Furthermore, some of our patients noted with some surprise that their health care providers did not seem very interested in their self-logged data; others have noted that diabetes patients can interpret their providers’ preference for lab-measured hemoglobin A1c as meaning that self-monitoring was not important [48]. Peel et al found that counterintuitive blood glucose values confused patients and could lead to discontinuation of monitoring, as was reported by one of our patients [49].

One highly relevant study reports a trial of an electronic diabetes diary and information app, which incorporates some of the concepts we have recommended here [52]. In that trial, blood glucose measurements were automatically uploaded via Bluetooth from an electronic monitor, although food and exercise data had to be manually input. Counseling, including motivational interviewing, was added in one of the two technology arms. Nevertheless, after 4 months the app (with or without supplemental counseling) was not associated with changes in hemoglobin A1c levels [52]. The 18% attrition rate in this study may have resulted from the relatively heavy work burden of self-tracking the electronic data.

Limitations

The sample was generally representative of the demographics of the MCC population. However, type 2 diabetes may have been more prevalent in our sample than in the national MCC population, in which type 2 diabetes occurs in three of the top nine pairs of chronic conditions and four of the top nine condition triads [53]. Interviews were also conducted in a US urban area and in English only, limiting the sample to patients comfortable in that language. These reasons may limit relevance to other populations, such as individuals in other countries with different health care systems, people in rural locations with different challenges in accessing health care, or people of other cultures or language groups.

Conclusions and Implications

Developers of consumer health information technologies for data tracking (such as diet and exercise apps or blood glucose logs) often assume that a wide variety of patients will have unlimited enthusiasm for tracking their own health data via technology. However, adoption of new technologies does not always rapidly spread beyond computer-literate, highly motivated early adopters. We suggest that to make a public health impact, developers should be prepared to engage creatively with a variety of pragmatic and emotional issues to reach a broader audience that includes patients with chronic disease.

One recommendation is to explore ways to engage directly with the emotional impact associated with medical data, exploring ways not only to motivate progress but also cope with negative feelings. Developers should seek not to exacerbate negative feelings or judgments, look at creative ways to support positive feelings, and facilitate personal goal setting rather than imposing external goals. Technologies could integrate techniques such as motivational interviewing [54] that have been demonstrated to help patients establish personally relevant goals and action plans, rather than seeking to persuade patients to adopt their providers’ priorities. The behavioral economics literature can...
provide valuable guidance in leveraging effects such as framing, defaults, and behavioral “nudges” to promote engagement and better decision making [55].

Another suggestion is to provide different formats for different purposes. Patients who are building a conceptual understanding of disease might benefit from data-driven links with explanatory material or even simulations. Patients who are using data to check on goals might benefit from progress bars or visualized target thresholds. A relatively small number of patients (such as those adjusting insulin doses or high blood pressure medications [22]) will be using data for self-management; these individuals are most likely to be interested in reminders or alerts. Developing systems with the wrong purpose in mind appears likely to irritate patients rather than support them. For example, patients who have not established personally relevant goals are unlikely to welcome visualizations that depict their “progress”, and patients who are already well educated about their disease processes may prefer emotional and practical support to basic educational material.

It must still be recognized that older generations are not universally comfortable with electronic technologies and that many low-income patients still do not have access to them. For the foreseeable future, a significant subset of patients will lack access to information technology. This creates tremendous opportunities for exploring improved paper technologies. For example, scannable paper forms might ease the burden of tracking data on paper and be more widely used than mobile apps by some groups. Technologies that benefit only younger or more technologically sophisticated patients could have the potential to widen health disparities rather than narrow them. This issue of equity must be addressed in health information technology broadly, but especially in technology intended for personal health information tracking and management.

Finally, the concept of data tracking as yet another piece of patient “work” resonated strongly with the participants. Novel technologies are likely to be successful only if they clearly reduce inconveniences and burden for patients, helping them to accomplish their “work” more efficiently and effectively.
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Abstract

Background: The quantified self, self-monitoring or life-logging movement is a trend to incorporate technology into data acquisition on aspects of a person’s daily life in terms of inputs (eg food consumed), states (eg mood), and performance (mental and physical). Consumer self-monitoring mobile phone apps have been widely studied and used to promote healthy behavior changes. Data collected through life-logging apps also have the potential to support clinical care.

Objective: We sought to develop an in-depth understanding of providers’ facilitators and barriers to successfully integrating life-log data into their practices and creating better experiences. We specifically investigated three research questions: How do providers currently use patient-collected life-log data in clinical practice? What are provider concerns and needs with respect to this data? What are the constraints for providers to integrate this type of data into their workflows?

Methods: We interviewed 21 health care providers—physicians, dietitians, a nurse practitioner, and a behavioral psychologist—who work with obese and irritable bowel syndrome patients. We transcribed and analyzed interviews according to thematic analysis and an affinity diagramming process.

Results: Providers reported using self-monitoring data to enhance provider-patient communication, develop personalized treatment plans, and to motivate and educate patients, in addition to using them as diagnostic and adherence tools. However, limitations associated with current systems and workflows create barriers to regular and effective review of this data. These barriers include a lack of time to review detailed records, questions about providers’ expertise to review it, and skepticism about additional benefits offered by reviewing data. Current self-monitoring tools also often lack flexibility, standardized formats, and mechanisms to share data with providers.

Conclusions: Variations in provider needs affect tracking and reviewing needs. Systems to support diagnosis might require better reliability and resolution, while systems to support interaction should support collaborative reflection and communication. Automatic synthesis of data logs could help providers focus on educational goals while communication of contextual information might help providers better understand patient values. We also discuss how current mobile apps and provider systems do, and do not, support these goals, and future design opportunities to realize the potential benefits of using life-logging tools in clinical care.

(J Med Internet Res 2015;17(8):e203) doi:10.2196/jmir.4364
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Introduction

Overview
People increasingly turn to mobile phone apps and wearable devices for health management. Nearly 70% of US adults track at least one health indicator for themselves or for a loved one, especially if they suffer from a chronic medical condition; 21% use some form of technology to do so [1]. This year, an estimated 500 million people worldwide will use a health care app [2]. There are already over 5000 self-monitoring apps in Apple’s iOS app store alone, including physical activity (eg, Moves [3]), sleep (eg, Sleep Cycle [4]), and food journaling (eg, MyFitnessPal [5]) apps.

Many companies promise to take advantage of cheaper, low-power sensors and ubiquitous connectivity to make patient data about everyday health factors, behaviors, and outcomes available to their health providers. This, they argue, will lead to higher quality and less expensive health care. Partnerships between consumer device manufacturers and health care systems, such as Apple’s HealthKit [6] in which Apple collaborated with hospital systems and electronic health record (EHR) vendors, also promise to make the vast array of data collected from these apps available to health providers. To achieve this potential, designers and administrators must consider provider goals, perceptions, and workflows.

Health Information Technology and Life Logs
Self-monitoring—using data manually entered by individuals or objectively collected with sensors in phones or other devices—has proven valuable for patients managing chronic diseases that require behavior change [7,8]. Prior work has identified barriers to using nonelectronic tracking tools, such as paper-based diaries, for managing chronic diseases, either individually or in consultation with providers [9,10]. Electronic diaries have resulted in improved compliance rates, more complete and higher quality entries, and greater user satisfaction in comparison to paper diaries [9,11,12]. Wearable devices and mobile phone apps that enable objective monitoring, such as wirelessly connected pedometers, can further reduce user burdens and improve the completeness and precision of data.

Consumer-focused life logs are a commonly used type of self-monitoring app; these may contain health and wellness data, such as food, physical activity, and mood, as well as nonhealth data, such as location and calendar information. Early life-logging prototypes were envisioned as systems that would capture every aspect of someone’s everyday life [13]. The consumer life-logging and personal informatics apps [14] on today’s market typically track one or two types of data (eg, the mobile phone app, Moves, records locations, how people travel between those locations, and physical activity) or are designed to help people inspect and manage a particular health concern or other aspect of their life. Mobile apps that track physical activity and increase user awareness of activity levels can increase motivation for behavior change [15,16]. Other systems have been designed to help end users identify factors that influence their wellness behaviors and outcomes, for example, as discussed in Bentley et al [17] and Kay et al [18]. These life-logging and tracking tools have the potential to make continuous, objective, and precise data available for clinical care. Integration of data that many people already collect using these apps may then enrich medical care without adding new burdens for patients.

While there is increasing interest in incorporating these data into electronic medical records [19], how to integrate these data into provider workflows without increasing provider burdens remains underexplored.

Provider-Patient Communication
Technology tools can also enhance patient-provider communication. Better communication in medical care correlates with better patient adherence [20] and other intermediate outcomes associated with improved health [21]. Many studies have identified important objectives of provider-patient communication, such as creating a good interpersonal relationship, exchanging information, and performing shared decision making [22]. Technology tools can support these objectives. Studies of patient-care management tools for cancer [23] and diabetes [24,25] have shown how technology can support communication around care. In these studies, symptom-tracking data helped patients promote conversations with clinicians and empowered patients to control their ways of interacting with doctors.

The use of technology during clinical visits can also harm provider-patient communication. While paper-based medical records can provide flexibility and a focus point during clinical conversations, the use of computer-based electronic medical records can create barriers to eye contact and communication [26-28].

In recent years, telemonitoring has shown promise for various health management programs, such as reducing readmission rates for heart failure patients [29,30] and for diabetes management [31,32]. However, most telemonitoring systems have been designed with providers as the primary users and designers have overlooked patient roles in providing context and interpreting symptom data [33].

Self-trackers, on the other hand, predominantly use one or more of a variety of consumer-focused life-logging apps and devices available in the marketplace; these have been designed with the self-tracker as the primary user, independent of medical professionals or other experts. Despite these tools not being designed for the patient-provider interaction, around one-third of current self-trackers have shared data from these apps with their health providers [34]. When shared, however, providers rarely engage with this data, which frustrates many of those self-trackers [34]. These aspirations and frustrations are likely to increase as mobile phones gain more sensors, and more people adopt wearable devices and health tracking apps [1,34]. Integrating data from these apps into clinical care may greatly
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expand the use of self-monitoring data by medical teams, but at the expense of disrupting current practices and routines.

Research Goals

Overview

In our study, we sought to build upon previous findings to identify specific opportunities and barriers for the use of personal informatics tools in clinical care. We focused on two chronic conditions that are affected by everyday choices: weight management and irritable bowel syndrome (IBS). Over time, both conditions result in high direct and indirect health care costs.

Overweight and Obesity

The prevalence of overweight and obesity are increasing in the United States [35] and worldwide [36]. Overweight and obesity are associated with increased risk of cardiovascular diseases, diabetes, hypertension, certain cancers, respiratory problems, and osteoarthritis [37].

Addressing barriers to change, self-monitoring and strategizing how to maintain lifestyle changes have proven to be effective techniques for weight management. Counseling about changes in diet and physical activity is desirable to patients [38], can promote increases in physical activity [39], and results in significant, sustained weight loss [8]. Despite ample evidence supporting behavior change programs in treating obesity, primary care providers report that inadequate training and lack of time are significant barriers to providing counseling for weight-loss patients [10].

To address the resource intensity of in-person behavioral weight-loss programs, technology-enabled approaches are increasingly common. Mobile phone apps that assist with goal setting and self-monitoring may help overweight and obese patients lose weight [12]. Integration of this consumer-collected data with health care providers’ routines may increase and reinforce the efficacy of behavior change efforts, but design and treatment practices to support use of this data are currently unknown.

Irritable Bowel Syndrome

IBS is a chronic functional disorder characterized by the presence of episodic abdominal pain associated with diarrhea and/or constipation. It affects up to 20% of the US population [40]. Each individual patient with IBS has a different set of potential behavioral factors that can trigger a symptom flare-up. Providers currently attempt to identify these individualized IBS symptom triggers by manually scanning paper diaries for food, sleep, activity, and symptom correlations. However, these diaries are typically handwritten with incomplete, disorganized, and unreliable data. Therefore, providers often do not have the time or ability to interpret data from patient diaries [11]. As a result, 62.5% of IBS patients are dissatisfied with the feedback they receive from providers regarding their diaries [41].

IBS patients and their providers need a more efficient and effective way to use the data in these diaries to identify individualized lifestyle modifications that result in bowel symptom reduction and improved quality of life. Limited research has been conducted on the perspectives of IBS providers on the goals for collecting, sharing, and representing life-log data.

Through interviews with 21 health care providers, including physicians, nurses, and dietitians, we contribute an understanding of providers’ current practices and constraints for reviewing life-log data and their concerns and needs with respect to this data. Most providers already have, and believe they should have, a role in reviewing patients’ life-log data; however, their opinions differ on specific roles and how much this review can support diagnosis, development of treatment plans, and the patient-provider relationship. Providers encounter this data when patients bring in their own journals, unsolicited, or after directing patients to track as part of the diagnosis and treatment process.

While many health providers recognize that patients prefer to use, or already use, consumer-focused life-log apps, these apps offer insufficient flexibility to meet provider needs and do not support collaborative use during patient visits. Consequently, providers rarely review data from patient apps, frequently delegate the review of data to others, and usually ask that patients use provider-preferred tools even if they are less convenient for patients. Finally, though it was not the focus of this study, we identified organizational and policy barriers to provider-preferred workflows for reviewing patient-collected data.

Methods

Overview

To answer these questions, we conducted interviews with medical providers. Our interviews covered their current use of patient-collected data, how they aspire to use this data (if they do), and what facilitates and inhibits such uses.

Participants

We recruited 21 primary care providers through word-of-mouth recruitment with colleagues. We focused on health providers in a large, university-affiliated health system (1). To gather perspectives from providers in other health systems, we also interviewed providers in a second university-affiliated health system (2), a health maintenance organization (1), and one independent dietitian. Many providers also had experience working in other university-affiliated health systems (participant IDs: D02, GM09, GM10, D13, D15, GM21, D17, FM18), another health maintenance organization (2) (participant ID: FM16), and other private practices (participant IDs: D02, FM05, FM06, D11, D12). Some of these organizations were in other states (participant IDs: D02, GM09, GM10, D15, FM16, FM18, D20). Participants included 6 family medicine physicians, 1 behavioral psychologist, 1 nurse practitioner, 5 gastroenterologists, and 7 dietitians (see Table 1). We compensated each participant with a US $30 gift card.
Table 1. Study participants.

<table>
<thead>
<tr>
<th>Affiliation</th>
<th>Specialty</th>
<th>Participant IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>University-affiliated health system (1)</td>
<td>Family medicine physician</td>
<td>FM01, FM05, FM06, FM07</td>
</tr>
<tr>
<td>Dietitian</td>
<td>D02, D11, D12, D13, D15</td>
<td></td>
</tr>
<tr>
<td>Gastroenterologist</td>
<td>GM09, GM10, GM14, GM19</td>
<td></td>
</tr>
<tr>
<td>Behavioral psychologist</td>
<td>BP03</td>
<td></td>
</tr>
<tr>
<td>Nurse practitioner</td>
<td>NP04</td>
<td></td>
</tr>
<tr>
<td>Health navigator</td>
<td>HN08</td>
<td></td>
</tr>
<tr>
<td>University-affiliated health system (2)</td>
<td>Dietitian</td>
<td>D20</td>
</tr>
<tr>
<td>Health maintenance organization (1)</td>
<td>Family medicine physician</td>
<td>FM16, FM18</td>
</tr>
<tr>
<td>Gastroenterologist</td>
<td>GM21</td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>Dietitian</td>
<td>D17</td>
</tr>
</tbody>
</table>

The family medicine physicians, dietitians, nurse, and behavioral psychologist we interviewed work with patients on a variety of concerns, including IBS and obesity/overweight, while the gastroenterologists work specifically with patients with digestive problems, such as IBS.

Our results describe practices, goals, and barriers experienced by a variety of health providers. We believe the results describe most US health systems, though we note where we identified differences between health systems. Further, because the providers we interviewed practice at a variety of clinic sites, we were able to learn about experiences providing care to patients with diverse backgrounds and socioeconomic statuses. This is important, as personal informatics tools are commonly critiqued, for the most part, as tools for technically savvy, well-off individuals.

Interviews

We conducted an hour-long (range 50-70 minutes) semistructured interview with each participant. We interviewed 10 participants in person and 11 by phone. The interview consisted of three segments intended to help us learn about provider experiences, goals, and concerns about using patient-collected life-log data during patient visits (see Multimedia Appendix 1). In the first portion, we asked whether providers currently review any patient-collected life-log data as part of patient visits. If they did, we probed for the type of data, the clinical conditions for which they use this data, the review process, and their best and worst experiences with the review process. If they did not review patient-collected life-log data, we explored why they did not use this data. Next, we followed up with questions exploring how patient-collected life-log data does and does not currently fit into provider workflows. These questions included inquiries into the benefits that the data and its review offers to the provider and their patients, challenges in reviewing data, provider goals in reviewing the data, and roles in the collection and review process.

To help providers react to specific examples of different types of data, including providers who were less familiar with personal informatics tools, we used three paper prototypes in the interviews. These included a dashboard for a physical activity tracking device currently on the market (Fitbit [42]), a mobile app to help IBS patients track symptoms and triggers (Gut Guru [43]), and Health Report [44], a conceptual app that allows patients to track symptoms between visits and then summarize their data before a clinic visit (see Figure 1, a and b). For remote interviews, we presented prototypes using video chat features or sent screenshots by email.

Figure 1. Patient-collected life-log apps (a, b) and a paper-based journal (c).

Analysis Techniques

We audiotaped and transcribed all interviews. The full research team conducted an affinity diagram analysis [45] to identify key themes. We transformed the interview transcripts into approximately 700 affinity notes. After several passes inductively organizing these notes into categories, we identified several themes regarding provider-perceived benefits and barriers to use of consumer-oriented, self-monitoring data (see Multimedia Appendix 2).

In addition to our affinity analysis, we coded each transcript through a mix of deductive (based on our research questions and themes identified in prior work) and inductive coding to
capture other emergent themes. Two researchers independently coded the same transcripts and met to resolve ambiguities in the codebook and to add and refine codes reflecting emergent themes. After coding the remaining transcripts, we rereviewed all transcripts to reflect the final codebook. In coding transcripts, we coded especially for goals and barriers to life-log data use.

**Results**

**Overview**

Overall, providers saw potential benefits for using life-log data, but rarely engaged with data from the apps many patients already use. Of the various types of everyday life-log data, providers were most familiar with symptom and performance diaries, such as an IBS symptom diary or a weight record. Most providers (except participants N04, HN08) were familiar with various forms of food journals. Some (all dietitians and participants BP03, FM01, FM05, FM16, FM17, GM18) had experiences with encouraging patients to track their physical activities or with patients bringing in their physical activity records. Providers also mentioned using or encountering other types of life logs, such as sleep logs (participants FM01, BP03, D12), stress logs (participants FM01, BP03, GM09, D15, FM16, GM18), or mood diaries (participants BP03, D15, D17). MyFitnessPal, Weight Watchers [46], and Fitbit were the most common apps that patients had asked providers to look at and review. Table 2 shows a summary of provider attitudes about the benefits and barriers of self-tracking and reviewing tracked data.

Providers noted that even patients tracking on their own—without review by providers—can be beneficial, but that their instruction and review can help patients overcome many obstacles to effective self-tracking. Providers also reported ways that their review of patient-collected data can help achieve their treatment and communication goals. Despite the many benefits that providers have experienced and perceived, barriers to integrating this data into their workflow remain, and these barriers deter them from fully adopting the practice.

**Table 2.** Summary of results showing provider attitudes about benefits and barriers of self-tracking and reviewing tracked data.

<table>
<thead>
<tr>
<th>Tracking by patient or provider</th>
<th>Benefits</th>
<th>Barriers and concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients tracking without provider involvement</td>
<td>Patients can learn about their behaviors, symptoms, progress, and health outcomes. Patients can identify trends and correlations from their data. Patients can become more independent in managing their conditions.</td>
<td>Self-tracking requires extensive patient time and commitment. Patients may not understand what to track and how to track well. Patients may have unrealistic expectations and lose motivation when they cannot immediately reap the benefits of tracking.</td>
</tr>
<tr>
<td>Tracking directed by medical team</td>
<td>Tracking overcomes some patient motivational barriers. Tracking provides opportunities for patient education.</td>
<td>Asking patients to track without having providers review the data can send mixed messages. Some providers doubt their ability to advise on tracking; many providers doubt patient ability to review tracking data. Providers may be unfamiliar with currently available tracking tools.</td>
</tr>
<tr>
<td>Tracking reviewed by health care providers</td>
<td>Tracking supports diagnosis. Tracking helps personalize treatment(s). Tracking increases patient motivation and accountability. Tracking supports the patient-provider relationship.</td>
<td>Providers have constrained time. Providers question additional health benefits from provider review of tracked data. There is a lack of tracking tool flexibility. There is a lack of tracking tool standardization. There are no established mechanisms for patients to share tracking data with providers.</td>
</tr>
</tbody>
</table>

**Benefits of Tracking, Even Without Provider Involvement**

Consistent with prior literature on the value of behavioral self-monitoring [8,39], many physicians considered tracking as an opportunity for patients to learn about their behaviors, symptoms, weight-management progress, or other health outcomes, and generally as a way to manage their health. If patients can track, review, and analyze what they do on a daily basis, it “will change how [they] do it” (participant GM10). Participant D15 described how tracking data becomes an “eye opener” for some of her patients. Tracking helps weight-management patients see if, and how, they need to change their food intake and can help IBS patients identify how certain symptoms correlate with specific foods.

Some physicians noted that as people develop good tracking practices, they become capable of identifying trends and correlations between their behaviors and symptoms, and become more “independent of physicians” (participant GM09). When people in a weight-loss program are already tracking their diet and activity, participant D12 worries less about their chances for success: “...they are a little bit more motivated, they are going to become more educated in that, and that is going to help them meet those goals.”

**Provider-Perceived Patient Barriers to Tracking**

Providers also described many barriers that prevent patients from effective tracking. Some tracking requires a regular commitment of time and effort, especially for data that cannot currently be logged automatically and unobtrusively, such as food intake. Therefore, many patients do not adhere to tracking.
with sufficient frequency or detail to make this data clinically useful. Patients might also not understand what to track and how to track well. Some patients may track the wrong data or may consistently not track well or accurately enough to gain benefits; these patients may lose their motivation for continued tracking.

Patients also sometimes have unrealistic expectations for how quickly they will receive benefits from tracking. They become discouraged when they do not achieve them. Even when patients track regularly and track the right factors, the apps they use do not always help them draw actionable conclusions from this data. For example, some IBS patients may expect to identify specific foods that are symptom triggers, when specific ingredients may be the trigger.

To address these barriers, patients may require alternative tools or guidance from health experts on deciding what to track, as well as how to interpret and act upon the data.

Benefits of Medical Team-Directed Tracking

Providers find that simply encouraging patients to track the data, and later asking them how it is going, overcomes some motivational barriers to tracking and managing chronic illness. As noted in the previous section, additional coaching on what to track, how to track, and how to review the data can help patients learn to track the right data in the right ways. This can also positively impact patients’ confidence in their ability to benefit from tracking. Many providers—physicians, nurses, and dietitians—considered themselves responsible for educating patients on how to track and make use of data:

> We play a role of educating patients about the use of the data, so that they don’t overreact or underreact. Putting them into our perspective, and then being able to use that across the board. [Participant N04, who uses symptom diaries]

Benefits of Reviewing Tracked Data

Overview

Provider review of patient-collected data can offer a variety of further benefits. Many providers reported using patient-collected life-log data to make, modify, or confirm diagnoses. Others use the data to tailor treatment plans to patients’ routines.

Supporting Diagnosis

For providers working with patients in weight-management or chronic disease-management programs, diagnosis and treatment is usually a multi-step and multi-provider process. They rely on patient-collected data across multiple visits to make and adjust their diagnosis and treatment plan. In most weight-management programs, primary care physicians often diagnose overweight or obesity by assessing body mass index (BMI), waist measurement, and other health risk indicators. After diagnosis, patients are often referred to a dietitian for diet and exercise management. Participant D15 described her process during weight-management dietary consultations:

> At an initial visit I probably spend 15-20 minutes on reviewing what they eat [using a diet recall] and pen that down. When they bring a food record in we’ll spend about the same amount of time going over that. Sometimes people will send me records then I follow up by emailing them and asking questions. Usually what I’ll do is look at the whole thing to pick typical days and a few other random days so that I can tell the difference between calories. [Participant D15]

Participant GM09 described a similar approach for using food and symptom journals with potential IBS patients:

> If I see a patient for an initial encounter and if I think that they have IBS, I would give them a task to collect some data then see them back in a couple of months. Then I’ll review it with them and see if together we can come up with some trends or interventions that might be beneficial for them. Once we have a diagnosis and institute a treatment plan then my goal in each visit is to see if that’s working or if we need to adjust our management plan. [Participant GM09]

Participant D2 described an experience working with a patient who had trouble determining the reason for her weight increase. After she started tracking her food intake and exercise, participant D2 and the patient reviewed the food log. Together, they found out how many calories came from the bottle of wine the patient drank each day. After identifying and acting on this opportunity for change, the patient began to lose weight.

With multidisciplinary teams becoming increasingly important in primary care, providers also use patient-collected data to support decisions about when to involve other medical team members. Participant FM01 imagined that noticing poor sleep hygiene from a patient’s sleep diary might lead him to refer the patient to a behavioral psychologist to evaluate any psychological etiology for insomnia. Participant D12 also believed that access to patient-collected data by all medical providers allowed for a more cohesive team approach for patient care:

> [If patient-collected data indicates that other psychological factors, not just dietary intake, are affecting symptoms] the dietitian gets support too. Because you got other providers working with the patient too. [Participant D12]

Personalizing Treatment

Reviewing self-monitoring data together also provides opportunities for providers to learn about their patients. Understanding patient preferences and routines helps providers shape care to individual needs. Participant D13 talked about her experience working with people who described dieting their whole lives, but who were still unable to lose weight. By working with them to understand their routines, she was able to tailor the diet suggestions based on their individual diet constraints or cooking habits.

IBS diagnosis and treatment is a complex process that requires excluding other conditions that produce similar symptoms, categorizing patient symptoms, and determining individualized, heterogeneous triggers. It also requires identifying which symptoms a patient most wants to address and what changes he or she is, and is not, willing to make to manage them. To help with this process, health providers want tracking tools that are
more flexible and that support tracking the symptoms most important to their patients:

*It would be helpful if the patient has another symptom that they think might be related and be able to track that symptom as well as [what they are already tracking].* [Participant GM10]

Communicating around shared symptom and behavior logs can also help providers learn about their patients’ priorities, both for symptoms and lifestyle.

**Increasing Motivation and Accountability**

Directing patients to track data and coaching them on what to track benefits many patients, but many others continue to struggle with motivation. Providers find that reviewing data with these patients can show them “why it’s valuable for [them] to collect those data” (participant D11), leading to increased patient engagement with the tracking activity, as well as with the overall treatment plan. This is especially the case when patients are unable to draw meaningful conclusions from the data on their own. Going to the effort of collecting data but not having it lead to improved health or a reduction in symptoms is a frustrating, tiring process. Participant D02 emphasized the importance of reviewing data with patients in this situation:

“It’s more helpful if you have someone to review it with, because otherwise it might look like “Why am I doing this to myself? I’m just taking all this time for nothing.”” [Participant D02]

Consistent with Mohr et al [47], providers also felt their review of patient data could increase patient accountability and adherence to the treatment plan. One of participant D12’s patients noted, “I know I have to turn it in so I’m going to eat healthier.”

**Supporting the Patient-Provider Relationship**

**Overview**

Reviewing self-monitoring data also helps providers communicate and build relationships with their patients. Effective provider-patient communication supports information exchange and shared decision making, which may increase patient knowledge about their health status and adherence to the treatment [22].

**Learning About Patients**

Many providers use patient-collected data and the review process to learn about their patients, to “get an idea of what’s going on in their life” (participant GM10). While this information can help identify alternative sources or triggers of certain symptoms, it also can reveal unarticulated patient values and goals. Data common in consumer life-log apps, but not in many provider-preferred tools—“What do you do? Do you live by yourself? How long is your commute? Who else lives with you? What kinds of obligations to your time do you have?” (participant D13)—reveal constraints and opportunities for change. Participant FM06 thought she could discover “what the patient cares about” from tracked data and conversations about that data, and then use this information to motivate the patient to stay in the program. For example, participant D20 asked a patient to record the context of eating and found he ate more when he had peer pressure from cousins and friends. Therefore, instead of just telling him to eat less, they brainstormed ways to improve his diet without sacrificing his social life.

**Facilitating Discussion and Managing Visits**

Many providers use patient-collected data to facilitate discussions during visits. If providers have access to the data prior to or at the beginning of the visit, they can plan the visit agenda around patient concerns or have a topic to initiate the conversation. For participant D02, the tracked data is particularly useful when patients do not have, or have trouble articulating, a clear reason for a visit:

*If they don’t know what the problem is, I at least have something to look at, and I can identify where to start to ask questions around rather than having a million things I can ask about but not knowing if any is relevant.* [Participant D02]

Some providers prefer to have the data ahead of time so they can better prepare for the visit, particularly when a patient collects a considerable amount of data between visits:

*If I had seen this [report] beforehand, this would be really nice for me to know what she is planning on coming in and what she wants to talk about so it doesn’t catch me by surprise, so I can prepare for it too.* [Participant D12]

Others felt they would rarely have time to review patient data before a visit, so they preferred to engage with this patient data only during visits.

Some providers use patient journals to facilitate and create a record of conversations during visits. Participant D13 showed us her favorite paper-based food journal (see Figure 1, c) and explained how she uses it to facilitate her conversations with patients. During a visit, she highlights certain columns to emphasize main points of the conversation or for follow-up. She crosses out other columns to alleviate unnecessary patient concerns and to help focus the conversation. Patients can then take the annotated record and use it to reflect on their behavior. This gives patients an artifact that supports their memory of the conversation and can help them journal more efficiently in the future.

Participant BP03 has his patients practice cognitive behavioral therapy at home and send him their thought records before visits. When they are together in the clinic, participant BP03 shares his computer screen with his patients and they review the data together. This helps participant BP03 and his patients better understand each other’s focus and correct any misunderstandings right away.

**Barriers to Using Tracked Data in Clinical Care**

**Overview**

Despite the benefits of reviewing patient tracking plans and patient-collected data in clinical care, providers encounter many challenges when they try to use this data in their current practice. Primary care and gastroenterology physicians found it challenging, if not impossible, to review large amounts of data
during short visits and they lack incentives to review it outside of office visits. They also questioned whether they have the appropriate expertise to review the data. Therefore, they prefer to delegate reviewing the data to other medical team members, such as dietitians. These providers typically have longer visits with patients and more expertise and experience in identifying problems using life logs, especially food diaries. However, dietitians experience their own time and workflow constraints to reviewing the data, complicated by electronic tools that do not support their needs. In the next sections, we review these barriers and concerns in detail.

**Lack of Time**

Across providers we interviewed, the common clinic appointment in family medicine or gastroenterology lasts 15 to 20 minutes, leaving less than 5 minutes—more often 1 to 2 minutes—for a provider to review self-tracked data. Many are skeptical about what they can meaningfully achieve in that time. For example, participant FM07 said she does not have enough time during a visit to explain what the data means, and so she chooses not to review it at all.

Some physicians we interviewed believe reviewing data between visits is valuable, but they also feel this work is not recognized and thus they cannot allocate much time to it. Participant FM05 reported he could only spend 5 to 10 minutes per day reviewing patient-collected data across all patients (around 20 patients per day). Current workflows and incentive structures pose “a time barrier that discourages me from reviewing” patient-collected data (participant GM09).

Compared to physician visits, the typical patient visit with a dietitian lasts 30 to 60 minutes. This causes many physicians to delegate the review of self-monitoring data to dietitians and focus on other topics during their short visits. Dietitians normally spend 15 to 20 minutes reviewing tracked data—predominantly food journals, sometimes along with a physical activity or symptom diary—with patients and consider it a valuable part of their consultation.

Many dietitians also work with patients on their tracked data outside of clinic visits. Patient portals and other tools for online communication enable dietitians to review data, discuss barriers to tracking, and recommend changes to a treatment plan on an ongoing basis. Many dietitians believe this is the most effective way to help people to manage their diet for either weight management or IBS symptom control; however, they are hesitant to encourage this practice because this work is unbillable and unpaid across hospital systems. Providers are not normally paid for phone calls, emails, or any electronic communication outside of patient visits. Participant BP03 said the incentive structure “has a perverse, mixed message: collect the data but you don’t have time to do it.”

**Questions About Expertise and Benefits Offered**

Most physicians reported that they are often the first person to see patient-collected data, even if they have doubts about their time and expertise to engage with it. Participant GM09 notes that there is often no alternative: “There is no one (to help me review the data). I review the data myself.”

Facing time constraints and a lack of expertise, many providers prefer to refer patients to dietitians, when possible. Dietitians have more expertise reviewing food journals and the review activity is “more in line with the normal interaction” (participant GM09). Participant GM14 shared that even though she has a degree in nutrition she does not consider it her strength to understand food types and nutrients efficiently:

> They (dietitians) ask all of those questions and I don’t. I’m not good at that. I could probably muddle my way through it but it wouldn’t be efficient and I wouldn’t get as good information out of it. [Participant GM14]

This support, though, is not always available. While participant FM18 used to refer patients to dietitians for food-related concerns, there are currently no dedicated dietitians in the health maintenance organization (1), so he conducts this review himself.

Other physicians, however, find it more effective to review the records themselves rather than to delegate to other providers. Now that he reviews the data himself, participant FM18 feels that, as the only member of the medical team with regular and consistent interaction with patients, he is in the best position to use the data to offer advice and to enhance his relationship with patients. Participant GM19 also used to refer patients to dietitians, but patients rarely followed up with them. Now he reviews patient-collected data and offers feedback himself.

**Lack of Flexibility**

Tailoring tracking activity and a treatment plan for an individual patient is important for both weight management and IBS. However, providers reported that current consumer apps and provider tools, including mobile phone and Web apps, do not provide sufficient flexibility to address the needs of both patients and providers. For example, for some patients it is necessary to track a myriad of factors and symptoms in detail, but others might only need to focus on a certain type of food. According to participant D13, systems that require or encourage patients to track and review more data than necessary often discourage patients from tracking. Participant FM01 said a system should “have the ability for the individual physicians to tailor it to the way they practice,” otherwise it is difficult for providers to integrate it into their clinical workflow.

**Lack of Standardization**

One way patients achieve some flexibility is by choosing among the many apps available in the marketplace. Paradoxically, this creates problems of data standardization when they try to share this data with their health providers. For some health data, such as glucose level, blood pressure, and symptom history, providers use standardized forms or applications. This standard, consistent presentation facilitates their accurate review of data in a short amount of time. However, consumer-oriented life logs often lack a standardized format, or when they do standardize the data, they reduce it to a factor neither the patient nor the health provider cares about (eg, calories for IBS patients). Participant FM16 wanted to use “physical activity as vital signs” in her practice, but found it difficult to compare or to define “activity level” among various types and levels of physical activities.
Some standardized forms for food journaling have been developed for provider use and have been adopted in practice. However, these forms are often difficult for patients to use (cf, Cordeiro et al [48] and Tsai et al [49]) in social settings and to carry around, which leads to incomplete records and recall bias. Participant D15 describes her frustrating experiences with standardized food journals:

> We had food records as little booklets...but the problem is, how do we get that back to us? They either had to mail it to us, or they had to come in and drop it off, or, if we were seeing them again they could bring it. Half the time people forget to bring it. So, it became easier to just say, “Okay, why don’t you record it in any format you want and then either send it to me or bring it to me.” [Participant D15]

Like participant D15, many providers do not provide patients with standardized forms unless patients request them. However, when patients track using their own paper or electronic diaries, this creates challenges for providers to review this free-form, inconsistently formatted data. Free-form data and consumer app that limits on data export also prevent providers from generating and viewing meaningful, actionable summaries.

While needs vary according to provider goals, providers all need different, typically more summarized, views of the data than do their patients. For example, while many patients ask providers to review exercise logs, most providers have difficulty efficiently interpreting heterogeneous, detailed physical activity logs. They find that having patients verbally summarize the logs is still a more efficient way to gain insights from it.

**Lack of Mechanisms for Sharing With Providers**

Many life-log apps do not offer data export features, other than application programming interface (API) access or sharing to social network sites. This creates barriers to integrating this data into provider practices, especially when they want to be able to review it on a day-to-day basis or during patient phone calls. Participant D15 has better experiences sharing data from paper-based diaries, which can be photographed or scanned, than with current mobile phone apps:

> [If it’s recorded on paper] I can keep it and look at it. If they email it to me I can go back and reference it. If it’s on somebody’s phone app then I can’t. [Participant D15]

While some providers prefer to conduct in-depth reviews of data only during clinic visits, they also report that the mere potential to access the data remotely would help them achieve more benefits from life-log data, such as increased accountability:

> [Patients] will not be held accountable for it because there would be no way I could see it before [the] appointment other than [if] they were emailing it in. [Participant D12]

As a result, some providers hesitate to encourage patients to use life-log apps and prefer that patients regularly email records or bring paper forms to visits.

**Discussion**

**Principal Findings**

Providers had varying goals and needs for using and reviewing life-log data (see Table 3). Everyday life logs can support diagnosis, prioritization for follow-up, patient education, patient engagement, and treatment. These data, particularly from provider-directed tracking, are typically used to determine symptom triggers, to guide patient self-monitoring and treatment, and to motivate patient adherence to diagnosis and treatment plans. This set of patient and provider goals, and corresponding design needs, for IBS and weight management is largely consistent with those identified in work with other chronic conditions [24,31,50].

Life-log data, however, also offer more insight into patients’ lives and priorities, and thus offer new opportunities to support patient-provider communication, better patient-provider relationships, and more patient-centered treatment plans. These data may include nonhealth data, such as location histories and calendar information, that can help providers learn about patient values, constraints, and goals, as well as help facilitate discussions and help patients and providers manage clinic visits. Currently, this use is almost exclusively at the patient's initiative, and is largely unsupported by current app design.

**Table 3.** Benefits providers achieve with life-log use in clinical care, as reported for irritable bowel syndrome and weight management.

<table>
<thead>
<tr>
<th>Provider-perceived benefits</th>
<th>Uses of life-log data</th>
<th>Initiators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis support</td>
<td>What and when do patients log?</td>
<td>Health providers</td>
</tr>
<tr>
<td></td>
<td>What triggers symptoms?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Do patients track the right things in the right ways?</td>
<td></td>
</tr>
<tr>
<td>Treatment design and planning</td>
<td>What are patient routines and priorities?</td>
<td>Patients</td>
</tr>
<tr>
<td></td>
<td>Do patients adhere to treatment plans?</td>
<td></td>
</tr>
<tr>
<td>Provider-patient relationship building</td>
<td>What do patients value in terms of lifestyle choices?</td>
<td>Health providers or patients</td>
</tr>
<tr>
<td></td>
<td>What are important aspects in the context of patient health behaviors?</td>
<td></td>
</tr>
</tbody>
</table>

Most of these goals are not well supported by currently available commercial apps, and each set of goals drives different design requirements and opportunities. In this section, we discuss how varying provider goals affect tracking activities and needs, and what design opportunities support each.
Provider and Patient Goals Affect Tracking Needs

Overview

Systems supporting the use of patient-collected data in clinical settings should take into account varying provider goals and tracking needs, such as diagnosis, education, motivation, and relationship goals. Standardization of data formats, accompanied by personalization of which data are collected and how they are presented, will help to support these goals while preventing data from overloading providers and patients [51].

The various patient and provider goals (eg, diagnosis, education, agenda setting, and relationship building) require different balances of personalization and standardization.

Supporting Diagnosis Versus Supporting Interaction

When developing potential treatment plans, providers look for detailed information during their review of patient self-monitoring data. If their goal is to identify specific triggers for symptoms, they look for correlations between factors, whereas if providers are monitoring a symptom or outcome, they try to identify trends and outliers in the data. For example, when working with patients in weight-management programs, providers need precise portion, nutrient, and calorie information to be able to make diet recommendations. When working with IBS patients, providers focus more on common food triggers for IBS symptoms: lactose, fiber, and fermentable, oligo-, di-, mono- saccharides and polyols (FODMAP) foods.

However, when providers use patient-collected data to support their interactions with patients, they often look to understand patient goals and priorities. For example, if a patient’s goal is to walk 10,000 steps per day, the provider may focus on how frequently the patient meets this goal. Then they can start a conversation about the patient’s experience, give suggestions, and discuss remaining barriers. What patients emphasize in symptom logs or food diaries can help providers identify patient priorities and routines about which patients are and are not flexible. Therefore, systems to support patient-provider interactions should provide different granularity of summaries of tracking data that helps providers effectively focus on important facts alongside patients’ subjective experiences of this data.

Educating Patients Versus Engaging Patients

Providers play a role in educating patients about their symptoms, health status, tracking, and outcome management. A system can support this educational role. Many traditional telemonitoring systems allow providers to leave feedback on patient-collected symptoms outside of visits [24,33] or to facilitate patients in making sense of their data [31]. Consumer life-log tools have rarely been designed to support this collaborative education, and there are exciting opportunities to do so. For example, automatic synthesis of food journal entries may help providers explain what FODMAP foods are to a newly diagnosed IBS patient, using example foods the patient commonly eats. They could also then discuss categories to focus on, and customize the app to provide feedback on this.

For weight management, many systems support automated calculation of calorie intake and expenditures within a day or over time, helping people see the effects of their choices [49]. These systems could better support patient-provider conversations around diet plans by allowing providers to demonstrate how small differences in choices in the prior weeks could have led to different calorie balances. Such an app could then allow providers to save these simulations as a nutrition plan for the upcoming week.

Providers also use their understanding of patient values, routines, life events, and how tracking fits in with these contextual factors to help keep patients motivated to follow their tracking or treatment plans. For example, participant D13 had an experience when her patient did not fill in the record because her daughter was sick and she did not have time to cook. Seeing this reflected in the record prompted participant D13 to have a supportive conversation to comfort the patient rather than reminding her of the importance of tracking. Therefore, systems to support this provider goal should be capable of collecting and communicating relevant contextual information. While systems to support diagnosis and disease management require high-reliability-tracking technology [52], use of engaging, but perhaps less reliable, consumer-centric tracking apps might offer better support for patient-provider communication around routines, values, and priorities. Prior work (eg, Grönvall and Verdezoto [53]) has noted the importance of routines and values. The ability to use current consumer-centric tools to identify this information, however, has not been previously articulated, at least not in support of some provider goals and for collecting the data; presenting data remains a barrier.

Limitations of Current Systems and Design Opportunities

Overview

Providers who have experience using various tracking tools report that some tools are better at supporting their goals than others. Traditional paper-based diaries still play an important role in many provider-patient interactions, while computer- and mobile phone-based systems provide features to support remote interaction and dynamic representation of data. By understanding the benefits of each system, designers can create life-logging and other self-monitoring apps that will better support provider needs.

Dynamic Representation Versus Flexibility

Computer-based systems have the potential to synthesize data automatically and present dynamic summaries. This helps providers and patients identify trends, correlations, and regular or irregular events during the tracking period. However, most current systems do not give providers the flexibility to adjust tracking plans for what to track and how records and summaries are presented; they do not generate summaries in formats that providers need. As a result, patients often spend considerable effort collecting irrelevant information or collecting potentially valuable information that providers never fully review. On the other hand, paper-based records preserve the flexibility for providers to adjust what data a patient tracks and how they view individual records. Without the resources to enter these records into a standardized database, however, it is impossible to generate summaries automatically or to correlate them with...
other data. When patients are diligent in tracking and they bring this data to visits, providers must quickly “eyeball” the data and summarize it themselves.

Future tracking systems should allow providers and patients to customize the data that they track and the ways in which it is presented. Many telemonitoring systems have been designed to allow patients to transmit tracked data to their remote health care team members in a standard format [54]. However, these systems have been designed primarily with the provider’s objectives in mind, collecting data and health outcomes at intervals that are meaningful and practical to health care providers. These systems rarely integrate with patient-preferred data collection tools—commercial mobile phone apps or wearable devices—and thus create unnecessary barriers for patients to integrate the tracking process in their everyday routines. Some do not even provide interfaces for patients to view their data. When patients cannot benefit from tracking without involving their health providers, it is difficult for them to stay engaged with the tracking activity [55].

Previous efforts to integrate consumer health data flexibly into health providers’ routines have largely failed. Google shut down Health [56] and Microsoft has not reached critical mass with HealthVault [57,58]. Weaknesses included a lack of integration of consumer data into these systems and lack of subsequent use in health care provider workflows [58,59]. Newer frameworks such as Apple HealthKit, Microsoft Health [60], and Google Fit [61] allow interoperability and data portability between different consumer apps and provider tools. They address some of the earlier concerns about poor integration, and may become an important enabling infrastructure by allowing patients and providers to customize tracking tools for an individual based on his/her routines, preferences, and needs while still presenting the data in a consistent, familiar interface for providers.

We caution, however, that while modern health data-sharing systems and frameworks may enable better data sharing for diagnosis and treatment, they are in many regards still less capable than paper-based tracking tools. Their highly standardized formats lose some of the contextual richness that supports patient-provider relationships, communication, and visit management. These formats are also less likely to support the collaborative interactions patients and their providers have around what and how to track using paper journals. For example, while new health frameworks enable consumers to import data from many different tracking tools and share with an app of their provider’s choice for review, this unidirectional process reduces opportunities for providers and patients to collaborate on how to use a tool which specific data to track.

PatientsLikeMe [62] tries to bridge digital and paper formats by allowing patients to track some health factors digitally and then print Doctor Visit Sheets [63,64]. One-third of respondents in a 2010 survey of PatientsLikeMe users reported using Doctor Visit Sheets to support health care visits [64], but none of the providers in our study had encountered one of these summaries. This suggests that the tracking and summarization in PatientsLikeMe works for some users and some conditions, but not those in our study. Tracking in PatientsLikeMe best supports medication and side-effect tracking, with diet tracking limited to recording vague, nonspecific changes such as “diet modification” for obesity or “low FODMAP diet” for IBS. It also only supports limited integration with other apps or devices, supporting only Fitbit. Similar to modern health data-sharing frameworks, the visit sheets can lose much of the context captured in consumer health and life-logging apps. While this tracking may be useful for understanding the efficacy of medications or broad treatment approaches at the population level, the current capabilities are of limited use to patients seeking to manage IBS, weight, or similar conditions.

Supporting Remote and Face-to-Face Interaction

Providers want self-monitoring tools and their organizations to provide better opportunities for patients and providers to communicate and review data in person and remotely. Patients typically bring the data to their office visits, where there are many challenges to reviewing the data together. In many clinic rooms, arrangement of computer screens does not allow both the provider and patient to review the data. When providers review data on their screen or on a borrowed mobile phone, it creates barriers to eye contact and communication similar to the challenges of using a computer to review electronic medical records (cf. Alsos et al [26] and Chen et al [27]).

Providers often need to discuss, review, and ask questions about life-log data in a collaborative fashion, which is different from when they interact with medical records by themselves and then explain the results to patients. Therefore, instead of designing interfaces and rooms to minimize attention to digital devices [26], designers wishing to support life-log use in clinical settings should provide mechanisms to support shared, collaborative review and interpretation. Sharing life-log app data on a mobile phone, as is often necessary when patients use consumer apps, also means that limited information can be displayed at one time. Paper-based diaries give providers and patients the flexibility to lay out and rearrange different pages during face-to-face interactions, but they limit synthesis or remote sharing and review.

Clinic administrators and app designers might explore screen-casting capabilities. Sharing mechanisms have been described in previous research [24] and by providers that we interviewed (participants D02, D15)—patients either bring their own device or share their passwords with providers. In contrast, screen casting would allow patients and providers to review more data on a shared screen and still allow patients to retain “ownership” and control of their data. Collaboratively annotated individual records or summaries would also provide patients with an artifact of the conversation that the patient could use to support their tracking and treatment between visits [24].

Organizational Support

Reviewing patient-collected life-log data can help providers manage visits and develop or adjust treatment plans. It can also support patient-provider communication. By helping providers learn about patient values, goals, and constraints, and by offering them real examples from patient data to use in conversations, life-log data supports patient-provider communication, which supports better patient outcomes [21]. On the other hand, health care decision makers report barriers to adopting
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technology-based tools, such as limited budget and resources or concerns about reimbursement policies [65]. Similar to the providers in our study, primary care teams in other recent studies report lacking the time, education, and compensation necessary for them to review dietary data and provide dietary consultation, creating barriers to adopting electronic-based dietary assessment tools [50]. To achieve the benefits and overcome the barriers associated with provider review of tracking data, policy makers and health system leaders should evaluate whether incentive structures and clinic visit workflows can be revised to enable potential benefits to be achieved more reliably.

Our study provides one of the first in-depth examinations of clinician attitudes toward, and experiences with, using life-log data in clinical care. The perspectives of these front-line providers will help guide the design of life-log tools, support providers and patients with accessing this data, and steer policies regarding integration of both into current processes. Future in situ observational studies could provide more-detailed insights into the process of reviewing life-log data and its influence on clinical workflow.

Conclusions
In this study, we characterized the benefits health providers gain through use of life-log data, as well as the barriers they face in achieving these benefits. In particular, we identified two broad categories of life-log data use in IBS and weight management: supporting diagnosis and treatment, as well as building patient-provider relationships in ways that support open communication and tailoring treatment plans to patient priorities and routines.

Regardless of goals, providers face many barriers to integrating life-log data into current practice. Even though many patients first bring their data to their physicians, physicians prefer to refer these patients to providers with more accommodating workflows and better-matched expertise. Dietitians, on the other hand, have to work with patients outside of clinic time, without extra reimbursement, to make the best use of the data. Current apps hinder effective tracking and data sharing by not offering flexibility to tailor tracking plans, by not supporting standard data types and summaries for provider review, and by not providing a mechanism for provider review on a day-to-day basis.

New health data-sharing frameworks, such as Apple HealthKit, Microsoft Health, and Google Fit, promise to integrate consumer-collected life-log data automatically, including data sensed by the companies’ own platforms. Apple has worked with the Mayo Clinic and other leading health care organizations to design for integration and summarization from the start [66], but these improvements may not be enough to ensure successful adoption. Designers of health apps should be aware of the range of benefits life-log data can offer, and of the different fidelity and presentation requirements for each goal.
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Abstract

Background: Some health websites provide a public forum for consumers to post ratings and reviews on drugs. Drug reviews are easily accessible and comprehensible, unlike clinical trials and published literature. Because the public increasingly uses the Internet as a source of medical information, it is important to know whether such information is reliable.

Objective: We aim to examine whether Web-based consumer drug ratings and reviews can be used as a resource to compare drug performance.

Methods: We analyzed 103,411 consumer-generated reviews on 615 drugs used to treat 249 disease conditions from the health website WebMD. Statistical analysis identified 427 drug pairs from 24 conditions for which two drugs treating the same condition had significantly and substantially different satisfaction ratings (with at least a half-point difference between Web-based ratings and $P<.01$). PubMed and Google Scholar were searched for publications that were assessed for concordance with findings online.

Results: Scientific literature was found for 77 out of the 427 drug pairs and compared to findings online. Nearly two-thirds (48/77, 62%) of the online drug trends with at least a half-point difference in online ratings were supported by published literature ($P=.02$). For a 1-point online rating difference, the concordance rate increased to 68% (15/22) ($P=.07$). The discrepancies between scientific literature and findings online were further examined to obtain more insights into the usability of Web-based consumer-generated reviews. We discovered that (1) drugs with FDA black box warnings or used off-label were rated poorly in Web-based reviews, (2) drugs with addictive properties were rated higher than their counterparts in Web-based reviews, and (3) second-line or alternative drugs were rated higher. In addition, Web-based ratings indicated drug delivery problems. If FDA black box warning labels are used to resolve disagreements between publications and online trends, the concordance rate increases to 71% (55/77) ($P<.001$) for a half-point rating difference and 82% (18/22) for a 1-point rating difference ($P=.002$). Our results suggest that Web-based reviews can be used to inform patients’ drug choices, with certain caveats.

Conclusions: Web-based reviews can be viewed as an orthogonal source of information for consumers, physicians, and drug manufacturers to assess the performance of a drug. However, one should be cautious to rely solely on consumer reviews as ratings can be strongly influenced by the consumer experience.

(J Med Internet Res 2015;17(8):e211) doi:10.2196/jmir.4396
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Introduction

When choosing among drugs to treat a patient’s condition, clinicians rely on published clinical trials, practice experience, and/or US Food and Drug Administration (FDA) drug labels. However, FDA trial results can be incomplete; 78% of drug trials subject to mandatory reporting did not report their results [1]. Furthermore, published results may be reported in a biased manner, favoring the trial sponsor, which is often also the drug manufacturer [2,3]. Finally, published trials and FDA labels can be challenging to read and inaccessible to patients.

The public is increasingly turning to the Internet for information about drugs and their side effects [4,5]. Three-quarters (73%) of adults with higher education use the Internet for health information [4]. Over a quarter (26%) of Americans read or watch someone else’s experience with health or medical issues online [5], and 16% of Internet users go online to find others who share the same health concerns [5].

Many of the health-related websites, such as WebMD [6] and AskAPatient [7], provide a public forum for consumers to post ratings and reviews on their drug experiences. For example, consumers can submit their reviews of drugs and rate the drugs on a scale of 1-5 at the WebMD website. The websites also ask users to share their disease condition, age, sex, the prescribed duration, and their comments; 3-4% of Internet users have shared their experiences with drugs online [5], which extrapolates to millions of drug experiences.

Various researchers have mined data from health websites to cull useful information from users’ comments [8-14]. Past research on health-related websites and communities has focused on text mining reviewers’ comments. One research group collected consumer reviews of statins from three health-related websites and were able to associate statin consumption with side effects that were not listed by the drug manufacturer but supported by other studies [10]. In another study, consumer reviews and professional drug descriptions reported similar efficacies and adverse effects for two psychotropic drugs [11].

A study on Parkinson’s disease showed that online forums may be a useful source of observational information to complement clinical trials [14]. Past studies have successfully compared drug performance with online resources, but on a case-by-case basis, by focusing on certain classes of drugs or drugs treating a single condition [10-13].

In this study, we investigate if Web-based review ratings can be used as a resource to compare drug performance on a global scale for a comprehensive set of drugs treating a variety of disease conditions. Web-based review ratings potentially provide a fast and easily accessible data source for drugs. We sought to determine if crowd-sourced review ratings are supported by published literature and if they can provide a complementary resource to clinical trials.

Methods

Drug Comparison Based on Web-Based Reviews

Consumer reviews are publicly available and anonymous, so it is ethically acceptable to conduct an analysis of the comments without seeking informed consent from their authors [15]. We obtained an exemption from the Institutional Review Board to analyze online consumer-generated reviews.

We downloaded 141,210 reviews of 1503 drugs treating 1123 conditions from WebMD on October 23, 2012. Drug and condition names were taken from the WebMD website. Each review had a user satisfaction rating. The satisfaction rating ranged from 1-5, where 1 is the lowest score for expressing dissatisfaction and 5 is the highest score for expressing satisfaction with the drug. In addition to these ratings, we downloaded the genders and ages of the reviewers and the text comments of the reviews.

We applied pre-processing steps prior to statistical analysis. First, drugs with different modes of deliveries for each individual condition were grouped separately (e.g., oral versus intravenous). Second, the reviews of drugs with the same active ingredient(s) were combined. Information about drugs’ brand names and active ingredients was downloaded from the Drugs@FDA database [16]. Of the 1503 drugs on the WebMD drug list, the active ingredients of 920 (61.21%) drugs were identified. For drugs whose active ingredient was not listed in the FDA drug database, the original drug name was kept in the subsequent analysis. Thus, the 1503 drugs were reduced to a total of 1215 groups of active ingredients/drugs, which were used for the analysis.

To be concise, we refer to an active ingredient group as a drug in this study. Drugs were required to have at least 30 reviews for the particular condition, and the condition was required to have at least two drug groups to be selected for analysis. This gave a final list of 249 conditions encompassing 615 drugs and 103,411 reviews.

We first tested whether drug ratings were significantly different within a disease condition, before examining drugs individually. We tested at the level of disease condition for two reasons: (1) to control for patient heterogeneity as much as possible, with the assumption that patients taking drugs for the same condition would have similar patient profiles, and (2) because testing for all pairwise drug combinations across all conditions would require a large Bonferroni correction factor, whereas testing for conditions bounds the correction factor to the smaller number of conditions (n=249). Analysis of covariance (ANCOVA) was applied to each condition to determine whether drug(s) account for significant differences in satisfaction ratings while controlling for the covariates of gender and age. For each condition, a linear model was constructed with drug, age, and gender as independent variables, and the satisfaction rating as the dependent variable. Age ranges were transformed into numeric values by taking the mean of the age range (e.g., a reviewer with an age range of 25-34 years was assigned 29.5). We computed ANCOVA for the linear model using the “car” library in R (ANOVA, type=“III”). We identified 24 conditions that had a statistically significant difference between their drugs’ ratings (P<.05, after Bonferroni correction for the 249 conditions tested).

For each of the 24 conditions, we focused on comparing drugs with significant and substantially different ratings. Because comparing two drugs with minor rating differences is difficult, we examined drug pairs where the two drugs’ adjusted drug...
ratings differed by at least 0.5 points. Adjusted drug ratings are controlled for gender and age because the two drugs may have slightly different patient distributions. An adjusted drug rating is computed by taking the predicted value of the drug’s score for the most common age and gender for the condition (using R’s predict function for the linear model). Additionally, the two drugs were required to have significantly different online satisfaction ratings (Mann-Whitney U test, \( P < .01 \)). In summary, 427 drug pairs with significantly and substantially different ratings were identified from the 24 conditions (see Figure 1 for an example and Multimedia Appendix 1 for the full table). For example, felodipine has an adjusted online rating of 3.2, which is 0.7 points higher than amlodipine (adjusted online rating 2.5), and the two drugs’ online ratings are significantly different from each other (\( P = .003 \)). Online trends can be deduced from each drug pair. In the aforementioned example, the deduced online trend is that felodipine is a better drug than amlodipine. Thus, 427 online trends are deduced from the 427 drug pairs.

Figure 1. Examples of drug pairs with significant and substantially different ratings, and a procedure flowchart for comparing online findings with scientific literature.

A) Drug pairs with significant and substantially different ratings

<table>
<thead>
<tr>
<th>Condition</th>
<th>First Drug (adjusted online rating)</th>
<th>Second Drug (adjusted online rating)</th>
<th>Difference between two ratings</th>
<th>Mann-Whitney ( P )-value</th>
<th>Adjusted drug rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>Amlodipine (2.5)</td>
<td>Felodipine (3.2)</td>
<td>0.7</td>
<td>( P = .003 )</td>
<td>Amlodipine &lt; Felodipine</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Amlodipine (2.5)</td>
<td>Telmisartan (3.1)</td>
<td>0.6</td>
<td>( P &lt; .0002 )</td>
<td>Amlodipine &lt; Telmisartan</td>
</tr>
</tbody>
</table>

Steps 2 & 3. Assess the better drug in a publication & compare the publication’s conclusion with the deduced online trend.

<table>
<thead>
<tr>
<th>Drugs being compared</th>
<th>Pubmed Identifiers</th>
<th>Publication finding</th>
<th>Deduced online trend</th>
<th>Verdict for each publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amlodipine vs. Felodipine</td>
<td>8312371</td>
<td>Amlodipine &gt; Felodipine</td>
<td>Amlodipine &lt; Felodipine</td>
<td>Disagree</td>
</tr>
<tr>
<td>Amlodipine vs. Felodipine</td>
<td>7785330</td>
<td>Amlodipine &gt; Felodipine</td>
<td>Amlodipine &lt; Felodipine</td>
<td>Disagree</td>
</tr>
<tr>
<td>Amlodipine vs. Felodipine</td>
<td>9657626</td>
<td>Amlodipine &gt; Felodipine</td>
<td>Amlodipine &lt; Felodipine</td>
<td>Disagree</td>
</tr>
<tr>
<td>Amlodipine vs. Telmisartan</td>
<td>22522403</td>
<td>Amlodipine &lt; Telmisartan</td>
<td>Amlodipine &lt; Telmisartan</td>
<td>Agree</td>
</tr>
<tr>
<td>Amlodipine vs. Telmisartan</td>
<td>3021369</td>
<td>Amlodipine &lt; Telmisartan</td>
<td>Amlodipine &lt; Telmisartan</td>
<td>Agree</td>
</tr>
</tbody>
</table>

Steps 4. For each deduced online trend, combine the publications into a single verdict.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Drugs</th>
<th>Agree/Total articles</th>
<th>Pubmed Identifiers</th>
<th>Verdict across all publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>Amlodipine (2.5) vs. Felodipine (3.2)</td>
<td>0/3</td>
<td>8312371;7785330;9657626</td>
<td>Disagree</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Amlodipine (2.5) vs. Telmisartan (3.1)</td>
<td>2/2</td>
<td>22522403;3021369</td>
<td>Agree</td>
</tr>
</tbody>
</table>
Comparison With Literature

Overview
The aim of this study is to see whether scientific literature supports the deduced online trends. This was done by mining the literature for a comparison of the two drugs from that particular online trend. Figure 1 shows an overview of the steps, using three drugs that treat hypertension as an example.

Step 1. Search the Scientific Literature
Literature searches were carried out for all 427 drug pairs with significantly and substantially different Web-based ratings. Because the WebMD condition’s name may not be standard, MedDRA’s preferred term for the condition name was used for the literature search [17] (see Multimedia Appendix 2 for condition mappings). The literature searches were conducted on Google Scholar and PubMed. Each search was limited to three publications for practicality, so the maximum number of publications each pairwise drug comparison could have is six (three for Google Scholar and three for PubMed). Occasionally, official regulatory bodies such as the FDA were also used as a source because their documents would be discovered by Google Scholar (eg, see Armour Thyroid vs levothyroxine; Multimedia Appendix 3).

Publications were required to have the drug name exactly and treat the same condition as the WebMD listing. We discarded publications that did not pertain to humans (eg, studies in rats) and case reports on single patients. For 82 out of the 427 pairwise comparisons, we found 152 pieces of scientific literature (132 head-to-head comparisons, 11 reviews, three meta-analyses, and six others).

Step 2. Assess the Better Drug in the Publication
The better performing drug was interpreted from a publication’s abstract. Two authors read the abstract and decided whether one drug performed better than the other, if the two drugs performed similarly, or if performance was unclear. An example of an unclear performance is if drug A is more effective but has worse side effects than drug B. If two authors disagreed on the classification, the abstract was discussed between the 2 authors until an agreement was reached. The decision-making process for head-to-head comparisons, meta-analyses, regulatory bodies, and review articles was identical.

Step 3. Compare a Publication’s Conclusion With the Corresponding Online Trend
A verdict was determined as to whether the better drug from a publication concurred with the better drug from the corresponding online trend. We classified each publication as “agree” when the publication’s abstract agreed with the online trend and “disagree” when the publication disagreed with the online trend (see Figure 1). An example of an “agree” publication is a paper that states: “Telmisartan was more effective than amlodipine in preventing AF [atrial fibrillation] recurrences” [18]. According to WebMD, telmisartan has a higher Web-based rating than amlodipine (3.1 vs 2.5). Therefore, the publication agrees with the online trend that telmisartan is the better drug. A “disagree” verdict is given when the publication states that the poorly rated WebMD drug has better or similar performance, or if the publication’s conclusion was unclear.

Step 4. For Each Deduced Online Trend, Combine the Publications Into a Single Verdict
Because a single online trend can have multiple publications, the publications’ agree/disagree statuses are summarized into a single verdict. The verdict was concluded as “agree” when the majority of the publications for that comparison agreed with the deduced online trend. The verdict was concluded to “disagree” when the majority of publications disagreed with the deduced online trend. For example, if a drug comparison had four published studies, of which three agreed with the deduced online trend and one did not, we concluded the verdict to “agree” with the deduced online trend. For five pairwise drug comparisons, an equal number of publications agreed and disagreed with WebMD ratings; these inconclusive drug comparisons were removed from consideration. In total, there were 77 online trends with .50 point difference that had verdicts summarized from 141 pieces of scientific literature. For these 77 online trends, 48 and 29 had “agree” and “disagree” verdicts with the scientific literature, respectively (Multimedia Appendix 3). Most (71/77, 92%) of the verdicts were unanimous verdicts, where all the publications agreed with each other as to which was the better drug (Multimedia Appendix 3).

To determine if the observed number of “agree” verdicts was more than expected by chance, the $P$ value for publication support was calculated by assuming a 0.50 probability of “agree” verdicts and a 0.50 probability of “disagree” verdicts. The probability of observing at least $n$ number of “agree” verdicts was calculated using a cumulative binomial distribution.

Information Extraction From Food and Drug Administration Labels
FDA labels were used to reconcile the disagree verdicts between publications and deduced online trends. A drug’s FDA label was used to determine the drug’s serious side effects, off-label use, and addictive properties. To investigate serious side effects, we inspected a drug’s FDA label for a black box warning, which is the strictest warning by the FDA. To see whether a drug is being used off-label, we looked at the conditions listed under the “Indications and usage” section. If the WebMD/MedDRA condition was not listed in the Indications section, we deemed this “off-label” use. To identify drugs with addictive properties, we inspected if a drug’s FDA label noted drug abuse and dependence as a side effect.

The purpose of examining FDA labels was to find differences between drugs. If both of the drugs in the pairwise comparison had black box warnings or both drugs had addictive properties, this was not recorded as an observation because the two drugs were similar for that aspect.

Text Mining of Reviews
For some drugs, we examined the reviewers’ comments to hypothesize why publications and deduced online trends might disagree. Frequencies of certain words were counted in the comment section of reviews. The number of drug reviews that contained the term was divided by the total number of drug reviews.
reviews. Statistical significance for difference in word frequencies was calculated using the chi-square test.

For type 2 diabetes, reviewers’ comments were searched for the word “heart” because the poorly rated drug pioglitazone had a black box warning for congestive heart failure. When looking at addictive drugs (carisoprodol, nefazodone hydrochloride, and diazepam), reviewers’ comments were searched for the words “abuse” and “addict”.

For asthma, we found the most frequent words among reviewers’ comments by using word clouds. Reviewers’ comments were fed to Voyant Tools [19], which removes stop words from the reviews and generates a word cloud from the remaining words. For the drug ProAir, “inhaler” was the most frequent word. For albuterol, ProAir’s generic equivalent, “asthma” was the most frequent word.

Results

Drug Differences Identified From Web-Based Reviews

Our study investigates the usefulness of Web-based rating differences between drugs. Over 140,000 drug reviews were downloaded from WebMD. To detect drug rating differences, ANCOVA analysis was applied to 249 disease conditions, of which 24 had different performances between drugs (see Methods). Within the 24 conditions, there were 427 drug pairs that had substantially and significantly different ratings, with at least .50 point difference between the two drugs’ ratings ($P<.01$ Mann-Whitney) (see Multimedia Appendix 1 and Methods).

For each drug pair, one can deduce an online trend because one drug rates significantly higher than the other drug. For example, felodipine has a higher online rating than amlodipine (3.2 vs 2.5, $P=.003$), so the deduced online trend is that felodipine is a better drug than amlodipine. Examples for two pairwise drug comparisons pertaining to the condition hypertension are found in Figure 1.

To assess if deduced online trends were concordant with scientific literature, we manually searched PubMed and Google Scholar for publications that compare the two drugs belonging to the online trend (see Methods and Figure 1). A verdict was determined as to whether the majority of the publications agreed with the online drug trend. Verdicts were determined for 77 (18.0%) of the 427 drug pairs (see examples in Figure 1 and the full table in Multimedia Appendix 3). Summarizing across the 77 pairwise drug comparisons with at least a half-point rating difference, 62% (48/77) of the literature verdicts are concordant with their deduced online trends ($P=.02$, binomial distribution) (Figure 2). When raising the cutoff to a 1-point rating difference between two drugs, the concordance rate between Web-based ratings and literature increases to 68% (15/22). The result for the higher cutoff is not significant, most likely due to low numbers ($P=.07$) (Figure 2).
Figure 2. Concordance between deduced online trends and scientific support at varying levels of point differences between 2 drugs’ online ratings. The solid line indicates the concordance of online trends with literature and the dashed line indicates the concordance of online trends with scientific literature and FDA labels. For each data point, the percentage concordance is shown and the number of drug pairwise comparisons agreeing with scientific support divided by the total number of drug pairwise comparisons are given in parenthesis. The asterisk indicates statistical significance with P<.05 according to the binomial test.

Investigating Online Trends That Are Discordant With Scientific Literature

While the majority of deduced online trends were in concordance with the literature, 38% (29/77) were not. We investigated why scientific literature was not consistent with Web-based ratings. We observed that (1) drugs with FDA boxed warnings or used off-label for the WebMD condition rated poorly among online reviews, (2) drugs with addictive properties had higher review ratings, and (3) patients rated alternative treatments higher. A problem with drug delivery was also discovered independently. The summary of these findings can be found in Table 1 (with additional details in Multimedia Appendix 4) and is further elaborated on in the following text.

Table 1. Summary of observations for drug comparisons where Web-based ratings disagreed with publications.

<table>
<thead>
<tr>
<th>Consistent with FDA label</th>
<th>Number of drug comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug with boxed warning rated lower</td>
<td>7</td>
</tr>
<tr>
<td>Drug used off-label rated lower</td>
<td>2</td>
</tr>
<tr>
<td>Addictive drug rated higher</td>
<td>5</td>
</tr>
<tr>
<td>Alternative or second-line drug rated higher</td>
<td>2</td>
</tr>
<tr>
<td>Unexplained</td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>29</td>
</tr>
</tbody>
</table>
Poorly Rated Drugs Have Food and Drug Administration Black Box Warnings

FDA drug labels can have black box warnings that inform of serious side effects. For seven drug comparisons, the drugs with FDA black box warnings were poorly rated among Web-based reviews even though they performed better according to publications (Multimedia Appendix 4). The corresponding competing drugs in the pairwise comparison did not have black box warnings. For example, the type 2 diabetes drug pioglitazone hydrochloride has a black box warning of increased risk of congestive heart failure [20]. Approximately 9.9% (56/568) of pioglitazone hydrochloride reviewers complained of heart problems, compared with 3.08% (55/1788) of the complaints from other drugs used to treat type 2 diabetes (chi-square $P<.001$) (see Methods). Sample comments for pioglitazone hydrochloride are “it is a killer!!! better choices are available. who needs bladder cancer or heart problems!!!” and “had very bad chest pains thought i was having heart failure. chest pains stop[ped] within 3 days of stop[ping] the drug will not try it again. it did lower blood sugars”. Thus poor Web-based ratings for certain drugs are supported by FDA black box warnings.

If one assumes FDA black box warnings are accurate and authoritative compared to scientific publications (which can be biased [2,3]), then the seven discordant comparisons may be considered correct for the deduced online trends. If we re-classify these seven to a verdict of “agreed”, then the support rate of online ratings is 71% ((48+7)/77) ($P<.001$) (see dashed line in Figure 2). This is an overestimate of the support rate because we investigated only pairwise comparisons with “disagree” verdicts. Future studies should include a more thorough analysis examining FDA labels for all drugs.

Off-Label Drug Use Is Rated Lower

Drugs are sometimes used to treat a condition that has not been approved by the FDA. The practice of off-label drug use is prevalent [21]. For two comparisons, the drug with a lower Web-based rating was not FDA-approved for the WebMD condition (Multimedia Appendix 4). For example, alprazolam has the highest rating compared to all other drugs for panic disorder and is one of the few drugs indicated for panic disorder on its FDA label. Most of the other drugs that have reviews on WebMD for panic disorder are indicated to treat depression (eg, citalopram) or anxiety disorder (eg, diazepam), and these other drugs have lower Web-based ratings. Therefore, even though the practice of off-label drug prescription is common, Web-based reviews can reveal user dissatisfaction with off-label drugs.

Addictive Drugs Are Highly Rated

Three drugs (diazepam for treating anxiety and muscle spasms, nefazodone hydrochloride for treating depression, and carisoprodol for treating muscle spasms) are addictive according to FDA labels. These drugs have poor performances according to the scientific literature, but higher Web-based ratings compared to other drugs treating the same condition. This suggests the possibility that patients may rate drugs with addictive properties higher.

For example, carisoprodol (adjusted rating 4.23) is rated higher than the other drugs that treat muscle spasm (Multimedia Appendix 1). Head-to-head comparisons showed that carisoprodol and cyclobenzaprine (adjusted rating 3.26) perform similarly, but carisoprodol’s usefulness is mitigated by its potential for abuse [22]. The drug has an FDA label that warns of its addictive properties. Interestingly, 12.6% (28/223) of the reviewers’ comments for carisoprodol contained the word “addict” or “abuse”, compared with 0% (0/371) for cyclobenzaprine reviews ($P<.001$) (see Methods). However, even though carisoprodol reviewers recognized the potential for abuse, they rated carisoprodol highly: 68% (19/28) of the reviewers that mentioned addictiveness gave a satisfaction score of 4 or higher. Some sample comments are “It’s a great medication but can easily become dangerously addicting” and “so far this has been the best medication to help give me almost complete relief. Just be careful using it, it is addictive.” Similarly, for the addictive drug diazepam, 87% (13/15) of the reviewers for anxiety and muscle spasm that mentioned “addict” or “abuse” still gave ratings 4 or higher. This suggests that patients, despite being aware of a drug’s potential for abuse, will still rate an addictive drug high. It highlights the importance of professional medical advice and FDA labels, and a caution when relying on consumer-generated reviews. Another possible explanation for why drugs with addictive properties are rated higher may be due to stronger drug efficacy and potency or psychoactive properties. A more systematic study of the impact on addictiveness in Web-based ratings should be conducted to see if these observations can be generalized.

Alternative Treatments Can Have Higher Ratings

Drug accessibility and past experience may influence reviewers’ drug ratings. There were two drug comparisons for which an alternative or second-line drug was rated higher than the commonly prescribed first-line drug (Multimedia Appendix 4). For hypothyroidism, online patients expressed greater satisfaction with the drug Armour (adjusted rating 3.92) than levothyroxine (adjusted rating 2.22) (Multimedia Appendix 1). Treatment with Armour is highly controversial. Armour is desiccated animal thyroid, and this natural treatment has been used to treat hypothyroidism since the 1890s [23], prior to the formation of the FDA. Levothyroxine is a synthetic form of the thyroid hormone and is FDA-approved [24-26]. Despite professional endorsements of the synthetic form because of its better stability and quality assurance (by United States FDA, Endocrine Society of Australia, and British Thyroid Association), there is a grassroots movement in support of using naturally desiccated thyroid [27]. Head-to-head comparisons exist, but interpretations of these comparisons are controversial [28]. In surveys, patients preferred natural desiccated thyroid over thyroxine alone [28], and the majority of patients who had tried conventional therapies but then switched to natural desiccated thyroid were more satisfied with the natural treatment [29]. Web-based patient reviews are consistent with surveys rather than the professional recommendations, and the higher rating may be due to subgroups that are satisfied with Armour as an alternative treatment.
These results suggest ratings can be influenced by a reviewer’s treatment history. If the first line of treatment is ineffective and the alternative treatment provides relief but is harder to obtain, reviewers may compensate with higher ratings for the alternative/second-line drug to confirm that the less popular or less common choice was effective for them. A more systematic study is necessary to see if this trend can be generalized.

In summary, Web-based ratings that disagree with scientific literature can be explained by (1) drugs with FDA boxed warnings rating poorly, (2) drugs used for off-label conditions rating poorly, (3) drugs with addictive properties rating higher, and (4) alternative treatments rating higher. These explanations account for over half (16/29) of the discordances between literature and deduced online trends (Table 1). The remaining 13 disagreements were designated as “Unexplained”. Further investigation is needed to reconcile the remaining cases.

Drug Delivery Design

Web-based reviews can lead to new findings; a drug delivery issue for an asthma inhaler was discovered. This came to our attention because the asthma inhaler ProAir had low Web-based ratings (average rating 1.46), yet its generic equivalent albuterol had high Web-based ratings (average rating 3.48). We observed this strange phenomenon when we had not yet combined the brand-name ProAir with its generic equivalent albuterol. To understand this unexpected discrepancy, we inspected the text of the reviews. The most frequent word in the ProAir reviews is “inhaler”, suggesting that dissatisfaction with ProAir was due to the inhaler’s design. Some comments on the inhaler include: “This inhaler continually clogs and I waste quite a bit of medication” and “ProAir frequently clogs and never really seems to dispense properly. Its effectiveness is a large step backwards from fast acting inhalers 10 years ago”.

The company responded by releasing a newly designed inhaler in 2012, which included a dosage counter capable of tracking the number of doses remaining in the inhaler [30]. Findings related to drug-delivery issues may not be assessed in clinical trials. Therefore, consumer input from Web-based reviews can extend beyond the efficacy of the active ingredient and can benefit the drug manufacturer.

Discussion

Principal Findings

Previous publications have studied drug reviews using online resources, but these approaches tend to examine drugs on a case-by-case basis [10-13]. To the best of our knowledge, this is the first study to analyze online drug satisfaction on a global scale for a comprehensive set of drugs across many disease conditions. We found 427 significantly different drug pairs where the drugs’ ratings had more than a half-point difference. For 77 of the drug pairs, we determined whether the scientific literature agreed or disagreed with the deduced online trends. For a 0.5-point rating difference, 62% (48/77) of the deduced online trends were concordant with scientific literature ($P=0.02$). The concordance increased to 68% (15/22) when drug pairs with a larger rating difference (at least 1-point) were considered, but this was not statistically significant ($P=0.07$), possibly due to small sample size. Further investigation of the remaining 29 that were discordant showed that seven inferred online findings were supported by FDA labels. Lower-rated drugs had FDA black box warnings indicating serious side effects. If one were to include the FDA black box warnings as supportive evidence for the deduced online trends, the scientific support for online trends increases to 71% (55/77) ($P<0.001$).

Examination of the discordant drug comparisons suggested reviewers may be rating addictive drugs and alternative drugs higher. Addictive and alternative drugs may have similar efficacy to non-addictive and standard drugs; high ratings could be an artifact of users’ subjectivity. These observations were found for a small number of drug comparisons and may be anecdotal. A more comprehensive study is necessary before generalizing if addictive drugs or second-line drugs tend to have higher ratings.

Web-based reviews also uncovered a new finding: the suboptimal design of an asthma inhaler. Such analyses can assess the satisfaction of a drug beyond the efficacy of its active ingredient as features like drug delivery may not always be assessed in clinical trials. A drug manufacturer can use this knowledge to improve the delivery design and manufacturing process.

Limitations

The use of Web-based reviews is independent, fast, and inexpensive, but it also poses some challenges. The reviewers themselves may be biased. People who write reviews may be different from the general population. Reviewers provide a subjective rating on “satisfaction” and do not have objective criteria to assess clinical benefit, unlike the “harder” endpoints that are evaluated in clinical studies. Users experience a drug’s effects on a broader spectrum than the narrowly defined efficacy endpoints of clinical drug studies. This could cause the differences between quantitative Web-based ratings and published drug efficiencies. Our study also suggests that reviewers may downplay certain side effects, such as addictiveness. Another disadvantage is that most review websites do not require information on important clinical input variables such as dosages, drug compliance, duration of treatment, additional drugs taken, strict diagnostic criteria, uniform disease severity stage, smoking status, and general health. Therefore, one cannot ensure that the patients receiving drug A have similar medical profiles to those receiving drug B. While an analysis based on consumer reviews may involve a certain degree of bias and caveats, it also measures the exposure of a drug in a more realistic and diverse setting. Another limitation of our study is that we used only one source for reviews; future work will be incorporation of other additional online sources.

Conclusion

A small number (3-4%) of Internet users have shared their experiences with drugs online [5], which extrapolates to millions of drug experiences. The large size and broad accessibility of this database has an advantage over controlled clinical trials that recruit a finite number of patients. This is counterbalanced by the fact that Internet users represent a diverse population, in contrast to controlled clinical trials, which consist of...
homogeneous patients who meet strict trial inclusion criteria. Nevertheless, our study characterizes the use of Web-based reviews for comparing performances of drugs. In conclusion, we have shown that consumer reviews can be used as an orthogonal source to reveal insights on drug performance.

Acknowledgments

The Agency for Science, Technology and Research (A*STAR) provided funding for this research. We thank Jayanthi Jayakumar for assisting with literature searches.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Literature searches for 427 drug pairs where the two drugs have substantially different online ratings that are significantly different. The adjusted online drug ratings are shown in columns 4 and 5, and P values for Mann-Whitney test are in column 6.

[XLSX File (Microsoft Excel File), 34KB - jmir_v17i8e211_app1.xlsx]

Multimedia Appendix 2

Search terms for the 24 conditions with drug differences.

[PDF File (Adobe PDF File), 5KB - jmir_v17i8e211_app2.pdf]

Multimedia Appendix 3

Drug pairs for which scientific literature was found, and their verdicts as to whether the scientific literature agreed or disagreed with online trends. The second column shows the two drugs being compared with their adjusted online ratings in parentheses. The third column shows the scientific literature that compares the two drugs, and whether it disagrees or agrees with the deduced online finding in parentheses. The fourth column lists the number of scientific studies that agree with the deduced online finding out of the total number of relevant scientific studies. An overall verdict summarizing the multiple scientific studies is shown in the fifth column. The sixth column specifies whether the verdict is unanimous. The last column lists the publication type for each piece of scientific literature.

[XLSX File (Microsoft Excel File), 19KB - jmir_v17i8e211_app3.xlsx]

Multimedia Appendix 4

Possible explanations for cases where scientific literature disagrees with deduced online findings.

[PDF File (Adobe PDF File), 5KB - jmir_v17i8e211_app4.pdf]
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Abstract

Background: Information sharing between providers is critical for care coordination, especially in health systems such as the United States Department of Veterans Affairs (VA), where many patients also receive care from other health care organizations. Patients can facilitate this sharing by using the Blue Button, an online tool that promotes patients’ ability to view, print, and download their health records.

Objective: The aim of this study was to characterize (1) patients’ use of Blue Button, an online information-sharing tool in VA’s patient portal, My HealtheVet, (2) information-sharing practices between VA and non-VA providers, and (3) how providers and patients use a printed Blue Button report during a clinical visit.

Methods: Semistructured qualitative interviews were conducted with 34 VA patients, 10 VA providers, and 9 non-VA providers. Interviews focused on patients’ use of Blue Button, information-sharing practices between VA and non-VA providers, and how patients and providers use a printed Blue Button report during a clinical visit. Qualitative themes were identified through iterative rounds of coding starting with an a priori schema based on technology adoption theory.

Results: Information sharing between VA and non-VA providers relied primarily on the patient. Patients most commonly used Blue Button to access and share VA laboratory results. Providers recognized the need for improved information sharing, valued the Blue Button printout, and expressed interest in a way to share information electronically across settings.

Conclusions: Consumer-oriented technologies such as Blue Button can facilitate patients sharing health information with providers in other health care systems; however, more education is needed to inform patients of this use to facilitate care coordination. Additional research is needed to explore how personal health record documents, such as Blue Button reports, can be easily shared and incorporated into the clinical workflow of providers.
Introduction

Care coordination can be defined as the deliberate organization of patient care activities among people involved in a patient’s care to facilitate the appropriate delivery of health care services [1]. The Institute of Medicine identified care coordination as one of 20 priorities to improve the quality of health care in the United States [2]. The accurate and timely sharing of information is a critical component for effective coordination. In 2013, a survey conducted by the Office of the National Coordinator revealed that 1 in 3 individuals reported a gap in information exchange when seeking care for a medical problem. In addition, half of those who experienced a gap reported they had to tell the provider about their medical history because records were not received by another provider [3]. When information is lacking, patient safety may be compromised, duplicate services received (ie, unnecessary repeat laboratory testing), and health care costs increased [4-10].

One challenge to effective information sharing is that medical records are controlled and managed by health care organizations often resulting in a fragmented record for patients who receive care from multiple health care systems [11]. Electronic health records (EHRs) and health information exchanges (HIEs) are organizational health information technology solutions that are intended to help improve communication within and between care settings [12,13]. Although there has been was significant progress in EHR implementation, adoption of HIEs is variable across states and organizations [14]. In a study by Furukawa et al [15], only 14% of providers stated that they exchanged health information electronically with providers practicing outside of their health care system.

In contrast, electronic personal health records (PHRs) are managed by individuals [16,17]. Patient PHRs (patient portals) tethered to EHRs can help patients access information easily. The ability to do so has increased in recent years, in part due to meaningful use criteria that require health care systems to provide patients with access to their own health information [18-20]. Stage 2 of the meaningful use criteria further expands this mandate with requirements to provide patients the ability to transmit information securely [21]. Consumer-mediated exchange complements organizational HIE between care providers and systems. Given the requirements for consumer access to their health information, many organizations have adopted the Blue Button [22]. However, little is known about patient and provider attitudes about consumer-mediated exchange.

The Blue Button concept emerged in January 2010 at a Markle Consumer Engagement Workgroup with the goal of empowering consumers by providing them the ability to generate and download a single electronic file that contains their personal health information [23]. In August 2010, the Department of Veterans Affairs (VA) launched their Blue Button in My HealtheVet, VA’s combined patient portal and PHR [24]. Blue Button allows patients to easily view, print, and download their VA medical record data and self-entered information to create a report of their health information. Patients are able to customize the information they choose to include in their report by date range and data class. To date, more than 500 payers, providers, health-related associations, and others have taken the Blue Button Pledge to promote patient access to their own health data [25]. Although Blue Button awareness has grown, there is still a significant need for education because one-third of providers in a 2014 survey reported no familiarity with the Blue Button initiative [26]. With growing consumer access to their health information, it is important to examine patients and providers perceptions and experiences with Blue Button adoption and how it may be used to improve care coordination.

Recipients of VA health care benefits routinely receive care from both VA and non-VA providers. The 2011 Survey of Veteran Enrollees’ Health and Reliance upon VA found that 77% of Veterans had alternative health insurance (ie, Medicare) [27]. In a study of rural Veterans, 75% indicated receiving care outside of the VA in the last year [28]. The 2014 Veterans Access, Choice, and Accountability Act [29] is also expected to increase care in civilian sectors making the need for effective care coordination even more critical for VA patients.

This study sought to understand how VA patients were adopting the Blue Button, information-sharing practices between VA and non-VA providers, and providers’ thoughts about patients as the mediators of HIE. Further, with Blue Button and consumer-mediated sharing of health information as newer concepts, this study explored (1) if a report printed using the Blue Button could facilitate information sharing to support clinical care and (2) patient and provider preferences regarding receipt of this information.

Methods

Study Design

Qualitative interviews were conducted in 2012 as part of a larger evaluation of Blue Button adoption and use [30]. The focus of this study was on patient and provider experiences with PHRs and specifically the My HealtheVet Blue Button feature to identify (1) barriers and facilitators to adoption of Blue Button and (2) use of the Blue Button printout to improve coordination of care among all members in a Veteran’s treatment team.

Participants

A rural Midwest and an urban Northeast VA health care system participated to represent both rural and urban locations. VA patients registered with a My HealtheVet account were identified and invited to participate by letter. For select sampling, interested participants were asked about prior Blue Button use.
and if they received care from a non-VA provider. At the Midwest VA, non-VA providers were recruited through letter invitation from the local state association. Non-VA and VA providers were also identified with the assistance of project coinvestigators (CT, SS). Participants completed an informed consent process and all study procedures were approved by both Institutional Review Boards.

Using Rogers’ Diffusion of Innovation theory [31] and the Unified Theory of Acceptance and Use of Technology (UTAUT) [32] as models, researchers formed interview questions (see Textbox 1 for examples of interview questions). These theories provided a flexible framework for determining key components influencing patients’ adoption and use of Blue Button, and providers’ perspectives toward use of Blue Button and PHRs for information sharing. Interview questions addressed how participants learned about Blue Button (knowledge/awareness), experiences using Blue Button (ease of use), and whether information printed from Blue Button was brought to health care visits (implementation), etc. Patients were asked about communication between their providers and completed a baseline questionnaire about demographics and prior experience with My HealtheVet. Providers were asked about their experience coordinating care between organizations for VA patients, preferences for patients sharing information, and for input on the essential information to be included in a health summary. At the end of the interview, all participants were provided a sample 20-page Blue Button printout (Multimedia Appendix 1) based on a test patient with both VA EHR data (appointments, medication history, allergies, laboratory results, wellness reminders) and self-entered data (demographics, emergency contacts, health care providers, treatment facilities, health insurance, medications and supplements, allergies/adverse reactions, labs and tests, medical events, immunizations, vitals and readings, family health history, military health history). Participants critiqued the content and display and were asked for their opinions on using the document during a clinical visit. Interviews were conducted by trained research personnel primarily by phone and, when feasible, some provider interviews at the Midwest VA occurred in-person.

Textbox 1. Examples of semistructured interview questions for VA patients and providers.

<table>
<thead>
<tr>
<th>VA Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do your doctors coordinate your medical care? How do they communicate?</td>
</tr>
<tr>
<td>Tell me a little bit about your experience using My HealtheVet. What do you know about the Blue Button? Tell me about your experience using Blue Button.</td>
</tr>
<tr>
<td>What do you think of the format of the information in the printout? Is it easy to understand?</td>
</tr>
<tr>
<td>Have you ever brought information that you printed from Blue Button to a health care visit?</td>
</tr>
<tr>
<td>If you were able to delegate your access to your personal health record / My HealtheVet account to your health care provider would you? (Meaning would you give your doctor the ability to log in to your My HealtheVet account?)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Providers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tell me about your experience giving and receiving information from [VA or non-VA] providers about patients’ treatment (eg, medications).</td>
</tr>
<tr>
<td>Are you familiar with personal health records / patient portals? Have you heard of the Blue Button?</td>
</tr>
<tr>
<td>What is the essential information you want in a health summary? What do you think of the format of the Blue Button printout?</td>
</tr>
<tr>
<td>Have you had experiences with patients who have brought in information from their personal health record, such as My HealtheVet?</td>
</tr>
<tr>
<td>For patients who receive care from both VA and non-VA providers, what are your preferences on the best way for patients to share their health information with you?</td>
</tr>
<tr>
<td>If a patient brought in a printout like this, what would you do with it?</td>
</tr>
<tr>
<td>If a patient was able to delegate you access to their personal health record, do you think you would access it?</td>
</tr>
</tbody>
</table>

Analysis

Interviews were audio recorded, manually transcribed verbatim, and entered into the qualitative data software, NVivo 8 (QSR International Pty Ltd, Victoria, Australia) for coding. Codes were developed a priori based on concepts from Diffusion of Innovation [31] and UTAUT [32] theories. Additional, emergent themes were identified through grounded thematic approaches [33]. The research team (GF, CT, DK) developed codebooks specific to each participant group: non-VA providers, VA providers, and patients. For each codebook, the team systematically reviewed 2 to 3 interviews together and discussed key concepts. Codebooks were iteratively developed until no new codes were identified and saturation was reached. For the provider interviews, fewer interviews were needed to reach saturation because their perspectives tended to be more similar whereas there was greater variability among patients. All interviews were then coded by a trained research assistant who worked closely with the team to consistently code the data. If there was clarification needed to address or revise codes, a team meeting was held to reach consensus.

Results

Participant Characteristics

A total of 34 patients completed interviews. See Table 1 for sample characteristics of participants. Of these, 24 VA patients reported using Blue Button previously and 22 received care...
from a non-VA provider in addition to their VA provider. In all, 19 providers (9 non-VA and 10 VA) participated. Of the 10 VA providers interviewed, all were medical doctors (3 family practice, 4 internal medicine, 2 specialty care, 1 hospitalist). Of the 9 non-VA providers, 2 were nurses and 7 were medical doctors (3 family practice, 4 internal medicine/primary care).

Table 1. Patient characteristics (N=34).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>61.6 (10.2)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>33 (97)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school or some technical/college</td>
<td>20 (58)</td>
</tr>
<tr>
<td>College graduate or more</td>
<td>14 (42)</td>
</tr>
<tr>
<td>Income (US $; n=33), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;$25,000</td>
<td>7 (21)</td>
</tr>
<tr>
<td>$25,000-$50,000</td>
<td>13 (39)</td>
</tr>
<tr>
<td>&gt;$50,000</td>
<td>13 (39)</td>
</tr>
<tr>
<td>How long registered for My HealthVet, n (%)</td>
<td></td>
</tr>
<tr>
<td>≤1 year</td>
<td>13 (38)</td>
</tr>
<tr>
<td>2-3 years</td>
<td>15 (44)</td>
</tr>
<tr>
<td>≥4 years</td>
<td>6 (18)</td>
</tr>
<tr>
<td>How often use My HealthVet, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than once a month</td>
<td>11 (32)</td>
</tr>
<tr>
<td>About once a month</td>
<td>16 (47)</td>
</tr>
<tr>
<td>About once a week or more</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Comfort using My HealthVet</td>
<td></td>
</tr>
<tr>
<td>Very comfortable</td>
<td>13 (38)</td>
</tr>
<tr>
<td>Somewhat comfortable</td>
<td>12 (35)</td>
</tr>
<tr>
<td>Neither comfortable/uncomfortable</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Somewhat or very uncomfortable</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Self-rated health, n (%)</td>
<td></td>
</tr>
<tr>
<td>Excellent or very good</td>
<td>13 (38)</td>
</tr>
<tr>
<td>Good</td>
<td>10 (29)</td>
</tr>
<tr>
<td>Fair or poor</td>
<td>11 (32)</td>
</tr>
</tbody>
</table>

Seven themes were identified: (1) knowledge of Blue Button; (2) ease of use, content, and readability of the Blue Button printout; (3) relative advantage of using Blue Button to access and share VA information; (4) perceived value of Blue Button; (5) patient experiences sharing VA health information; (6) provider perspectives on workflow and data quality; and (7) preferences sharing and receiving information. Table 2 (patient) and Table 3 (providers) summarize these themes with illustrative quotes. Of note, several themes for clinicians were similar regardless of organizational affiliation and these are indicated with “all” in Table 3.
Table 2. Summary of themes by patient responses with illustrative quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Patient quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge of Blue Button</strong></td>
<td>“...looking at My HealthVet one day and then it just caught my eye...so I tried it.”</td>
</tr>
<tr>
<td><strong>Ease of use, content, and readability of Blue Button printout</strong></td>
<td>“It’s easy to use and it’s self-explanatory.”</td>
</tr>
<tr>
<td></td>
<td>“Frustrating.”</td>
</tr>
<tr>
<td></td>
<td>“It’s complicated.”</td>
</tr>
<tr>
<td></td>
<td>“What I don’t like is how much paper it takes up.”</td>
</tr>
<tr>
<td><strong>Relative advantage of Blue Button for accessing and sharing VA information</strong></td>
<td>“...it’s up to me to move the information back and forth.”</td>
</tr>
<tr>
<td>Sharing information between providers relies on the patient</td>
<td>“It’s easier than the phone and it’s a timesaver as well.”</td>
</tr>
<tr>
<td>Online access is easy and saves time</td>
<td>“It’s better than me sending a release to [VA administrative office] and having them mail me...I could just go online [to get results] instead of having to wait for this giant document to come.”</td>
</tr>
<tr>
<td><strong>Perceived value of Blue Button</strong></td>
<td>“...the first time I used it I was really happy because I was participating in my health care. I mean you can actually see real time what’s going on...which is really good. So it makes you part of the process.”</td>
</tr>
<tr>
<td><strong>Patient experience sharing VA health information</strong></td>
<td>“Saves a stick in the arm... saves them...the money and the time and effort...your lab results are just as good from 2 months ago, as they were from today to 3 weeks away.”</td>
</tr>
<tr>
<td>Value in sharing information for time and money</td>
<td>“Typically just print the labs...here’s the copy of my VA lab work...”</td>
</tr>
<tr>
<td>Selective in what information is shared</td>
<td></td>
</tr>
<tr>
<td><strong>Preferences for sharing and receiving information</strong></td>
<td>“I would prefer...[to] make the PDF from the Blue Button and then put it on my...iPad...rather than printing off a bunch of paper.”</td>
</tr>
<tr>
<td>Mixed response for preference to print or electronically share and preference based on what they perceive may be better for their provider</td>
<td>“Just bring in a copy...it’s faster.”</td>
</tr>
<tr>
<td></td>
<td>“For [provider] I’d prefer to give her the paper copy because of her time...that way she can look it over when she’s ready.”</td>
</tr>
<tr>
<td>Value sharing self-reported information</td>
<td>“…with the over-the-counter medication and stuff like that they need to be aware of what was going on…the better treatment that I can get out of my provider is based on the more knowledge that they have, not out of an educated guess...”</td>
</tr>
<tr>
<td>Supportive of delegate access to VA providers; mixed support for delegate access to non-VA providers</td>
<td>“I’m confident in my providers and know they would maintain proper amount of security and are very ethical health care providers.”</td>
</tr>
<tr>
<td></td>
<td>“I don’t know how many...non-VA providers you want snoopin’ around in a VA record...I trust my doctor, but I don’t know, it’s a security type of thing with me.”</td>
</tr>
</tbody>
</table>
Table 3. Summary of themes by provider responses with illustrative quotes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Provider quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Knowledge of Blue Button</strong></td>
<td>“I’ve not seen that...this is not what I get from a VA patient. What I get from him is akin to an office visit summary.” (non-VA)</td>
</tr>
<tr>
<td><strong>Ease of use, content, and readability of Blue Button printout</strong></td>
<td>“...it’s not that the information is not useful, it’s just that it’s displayed over too many pages.” (non-VA)</td>
</tr>
<tr>
<td><strong>Non-VA: useful information; missing patient VA visit information (last visit note)</strong></td>
<td>“You’re not showing me the ‘patient visit’ here. The one thing that’s missing.” (non-VA)</td>
</tr>
<tr>
<td><strong>Relative advantage of Blue Button for accessing and sharing VA information</strong></td>
<td>“I will print out stuff and give it to the patient, I say, ‘Here, go give this to your urologist, okay?’...and sometimes ...we tell the patients, ‘You could have anything you want sent to whomever you want. Just go out to the business desk and those folks will take care of it.’” (VA)</td>
</tr>
<tr>
<td><strong>Non-VA: difficult to get information from VA and patients sharing this information can help bridge the gap</strong></td>
<td>“With VA, we get nothing...[W]e need something we have to call the VA or have the patient acquire it...Nothing is ever sent automatically from VA...and most of the time I don’t even know that they see the VA...” (non-VA)</td>
</tr>
<tr>
<td><strong>Non-VA: improved efficacy</strong></td>
<td>“…we haven’t had real good luck getting information from VA, so I think this is...better, the Blue Button.” (non-VA)</td>
</tr>
<tr>
<td><strong>Perceived value of Blue Button</strong></td>
<td>“Because people who are really reading or going through their records they are more involved in their health...they will learn more about their own health and their own medication.” (VA)</td>
</tr>
<tr>
<td><strong>Non-VA: abstract and incorporate relevant information in own electronic medical record</strong></td>
<td>“It’s not just this sort of scanned PDF, but rather something that becomes useable and actionable.” (non-VA)</td>
</tr>
<tr>
<td><strong>Provider perspectives on workflow and data quality</strong></td>
<td>“It would help...I don’t think it would add a lot of time...to have the information is important.” (non-VA)</td>
</tr>
<tr>
<td><strong>All: mixed response to how it would impact workflow of clinical encounter, however information was valued</strong></td>
<td>“If they’re very knowledgeable and could tell me all this verbally, then it probably doesn’t necessarily save time...if this was a very long printout, it could take longer, but I don’t think that’s necessarily a bad thing. Because if you you’re getting a fuller picture...then I think that would be beneficial.” (VA)</td>
</tr>
<tr>
<td><strong>All: generally trust Blue Button report and self-entered information; however, may depend on the data reported and patient</strong></td>
<td>“We ask patients to give us their history of what’s happened to them, and we trust that. There are times we have to go corroborate that, so I see no reason why I wouldn’t trust this any less than my encounter when I ask, ‘So what’s happened in the last year?’” (non-VA)</td>
</tr>
<tr>
<td><strong>Preferences for sharing and receiving information</strong></td>
<td>“[the self-entered information] I get a little nervous...did they enter right? ...it’s a data quality issue.” (VA)</td>
</tr>
<tr>
<td><strong>All: prefer electronic receipt of data and easy sharing between systems</strong></td>
<td>“What would be really ideal is if there were an interface between the community and the VA system where if a patient gets lab work done at the VA, or diagnostic studies done at the VA, or a colonoscopy done at the VA, right? Then, that stuff would come in and integrate with my system.” (non-VA)</td>
</tr>
</tbody>
</table>
Knowledge of Blue Button
Most patients learned of the Blue Button simply seeing it on the My HealtheVet website. At the time of the study, VA and non-VA providers were generally unaware of the term “Blue Button” and had limited experience with patients using PHRs to share information with them. Among those who had heard of Blue Button, one non-VA provider did not know any details about it and a VA provider knew that patients could print a report using Blue Button, but had not actually received a printout from a patient.

Ease of Use, Content, and Readability of the Blue Button Printout
This theme focused on patients’ ease of downloading a Blue Button file, content, and readability of the report. Patients primarily taught themselves how to use it with no specific training and there was variability with experiences in the ease of using the Blue Button. They liked the convenience of accessing their information online and that it was consolidated in one document, albeit the length of the printout was a concern for some.

Provider interviews focused on the sample Blue Button printout, critiquing the content and display of information. Overall, non-VA providers found the content useful; however, it was noted that some changes in formatting may improve the document. However, non-VA providers acknowledged that having the information outweighed the inconvenience of what they perceived as a cumbersome document due to its length.

When asked about the most important information to include in the Blue Button printout to inform clinicians, non-VA providers wanted a current medication list, laboratory test results, wellness reminders, immunizations, and allergies. In addition, there was interest in having the clinical note from the last visit available. VA providers reported much of the content redundant with information in the VA medical record and concurred with non-VA providers that the presentation of information could be improved.

Relative Advantage of Using Blue Button to Access and Share Information
For patients, this theme emerged in their discussion of the advantage of online access to their health information. This access could then facilitate information sharing. All interviewees (patients, VA providers, and non-VA providers) indicated that communication between providers primarily relies on the patient. Non-VA providers reported great difficulty getting health information from the VA and saw Blue Button as a possible solution to this problem. One non-VA provider, after viewing the sample printout, reported a preference for the Blue Button printout over other records from VA. VA providers already have access to much of the information in the Blue Button, so the relative advantage of Blue Button for information sharing was not evident. In contrast, non-VA providers who struggled to access VA information saw clear value.

Perceived Value of Blue Button
Two themes emerged under this domain: patient engagement and use of the Blue Button printout for clinical care and the health care system. With regards to patient engagement, patients liked having access to their health information. VA and non-VA providers reinforced this and expressed use of the printout as a tool that could help to identify gaps in understanding. Being better informed of all care can, in turn, help prevent errors or medication/test duplication and provide benefit from a cost perspective.

Non-VA providers were positive about the utility of the information for clinical decision making and indicated they would incorporate the information within their own medical records. One provider detailed the data sections (ie, allergies, medications) that he would integrate as structured data in their electronic record. In contrast to non-VA providers, VA providers saw little value in the printout for VA health information because...
it would be redundant with information already accessible in VA’s EHR. However, there was interest in reviewing the information that patient had self-entered into their PHR.

Patient Experiences Sharing Health Information From Blue Button

Patients reported mainly using the Blue Button for their own knowledge and most often reviewed laboratory results and appointments. There was limited experience sharing it with providers; however, for those who did share their Blue Button information with a non-VA provider, it was most often laboratory results. Those Veterans who have used the Blue Button for sharing information, tended to only print specific data rather than a long report. Most reported a favorable response sharing it, but one patient did have a negative experience that resulted in his perception that “nobody wants this...a doctor wants their own opinion.”

Provider Perspectives on Workflow and Data Quality

The non-VA and VA providers interviewed had little to no experience with patients sharing a Blue Button printout; thus, to address the concept of using this document for clinical care, providers were asked for their perspectives on workflow and time burden if a patient were to present with a Blue Button printout at a visit. Results were mixed. Some expressed it would add time with others indicating it would be a time saver. Overall, providers expressed that having the information outweighed concerns about added workload and time.

There was also discussion if providers would “trust” a Blue Button document received from a patient and self-reported information in the report. Many providers indicated they would trust the accuracy of information accessed using Blue Button. In regards to patient self-reported information, some added the stipulation that similar to any self-report of information, it may depend on the patient and type of information reported. However, a few providers did note concern related to data quality for self-report.

Preferences for Sharing and Receiving Information

All patient and provider interviewees were also asked questions to explore their preferences for how information is shared to inform future guidance to VA patients using the Blue Button; this included receiving a printed hard copy either before or during a medical visit, electronic receipt, delegate access (assigning permission to allow the provider to sign into the patient’s My HealtheVet account), or the patient logging in to their My HealtheVet account during an appointment.

Patients tended to want to share their information in a way that would be convenient for the provider. The majority were comfortable delegating My HealtheVet access to their VA providers, but some indicated it would be duplicative for VA information. Despite this, they saw value in sharing their self-entered data. For delegating access to non-VA providers, there was not consensus and patients expressed conflicting views. One patient who noted the value of self-entered data and stated he would delegate access to his VA provider reported that he would not delegate access to his non-VA provider due to privacy concerns about sensitive health information. However, he would share a hard copy printout of selected information from his VA medical record if he deemed it necessary.

Patients who favored electronic information sharing (including logging in at an appointment to access their Blue Button) wanted to avoid unnecessary printing or misplacing of the document. Those who favored printing indicated that it was easier or faster.

Non-VA and VA providers expressed a desire for electronic receipt of information so that ideally it could be integrated into their EHR. Although it was often the preference, there was awareness that the exchange needed to be secure and a perception that this was not yet feasible with current technology. Some providers also wanted to receive the information in advance of an appointment. For others, hard copies shared during a visit were viewed as easier and one VA provider thought it could be used as a tool for patient education.

Provider support among both provider groups for delegate access was split. A non-VA provider agreed he would access the patient’s My HealtheVet account if authorized and a VA provider also supported access depending on the patient situation. Alternatively, time and liability were significant concerns. Providers seemed more open to having a patient log in to their PHR during an appointment; however, workflow barriers included time and lack of computer access in exam rooms.

Discussion

In this sample of patients, VA providers, and non-VA providers, information sharing between providers relied primarily on the patient. Reports generated by the Blue Button feature of a PHR portal that contain both EHR data and patient self-entered information have great potential to facilitate care coordination in such contexts. Patients indicated some usability issues with the My HealtheVet Blue Button; however, they generally had favorable opinions of the technology. Providers recognized the need for improved information sharing. In particular, non-VA providers felt that having access to more VA health information would be of significant benefit. Many providers we spoke with expressed interest in a way to share information electronically across health care delivery settings. Although this study focused on VA patients receiving care from non-VA providers, meaningful use Stage 2 criteria promotes comparable consumer-mediated health information sharing between all health care settings.

These findings are consistent with other studies that found patients are responsible for sharing health information between providers [30,34-36] and limited use of the Blue Button printout despite its potential to improve information sharing [30]. The review of a sample Blue Button printout provided valuable insight about the potential impact of patients sharing their health information during a clinical encounter. Although the length of the report and time to review were potential barriers, in practice, patients who shared information using the Blue Button tended to be selective in choosing what they provided to their non-VA providers, consistent with other research [36,37]. Patients indicated they want to share information specifically relevant to their care and in a way convenient to the provider. One
Provider-focused HIE and consumer-mediated HIE can complement each other and provide benefit in different use cases. For example, in emergency department care, the immediate need for information may be served best by query or direct-based HIE models; whereas, in outpatient chronic care management, in which patients are often seen by multiple providers in different settings, consumer-mediated HIE can also effectively support care coordination. It is critical to educate patients about opportunities to participate in all types of HIE so they can make informed decisions about their preferences for sharing of their health information. As reflected by some participants in this study, some patients may not want to share all their health information with all providers. Expanding efforts in these areas supports the National Quality Strategy that focuses on patient engagement and effective communication as priorities to help meet the 3 broad aims of better, more affordable care for individuals and communities [44]. In a complex health care environment, multiple strategies are necessary to ensure information is available to provide safe and improved health care regardless of how the information is exchanged.

Limitations of this study include interviewing only patients who currently used My HealtheVet. Participants were asked to hypothesize how they would use the Blue Button printout for information sharing and clinical care, but it is unknown what they might do in actual practice. However, there is promising research reporting positive benefits of PHR use and patient engagement for health outcomes [45-49]. In addition, it was not required that patients have a non-VA provider; nevertheless, their use of the Blue Button to share self-reported information back to VA was relevant. The patients were predominantly older, white, male Veterans; younger or female patients may have different perspectives.

Although this study focused on the VA health care system, the results may be transferable to other settings where patients receive care from multiple health care systems and other organizations using Blue Button. In speaking to patients, VA providers, and non-VA providers, we gathered the perspectives from a range of stakeholders who are engaged in information sharing and use of tools such as Blue Button. Participants from geographically different regions of the country and different kinds of provider expertise (ie, family medicine, specialty care, and nursing) were included. In addition, meaningful diversity is also evident in the patient sample (ie, income, self-reported health status, and My HealtheVet experience). This variety of perspectives increases transferability [50] of findings across contexts.

More research is needed to examine whether patients sharing their health information with providers from different systems improves health care processes and outcomes. For example, does this consumer-mediated sharing improve medication reconciliation, reduce therapeutic duplication of medications, and/or reduce duplicate laboratory services or costs? In addition, future research should examine the impact on workflow for the provider receiving the information and, as transmit requirements from meaningful use 2 are implemented, examine how information is received and incorporated into the EHR of the receiving provider or organization. As technology advances, effective processes must be developed in all care settings to...
enable all providers engaged in a patient’s care to effectively share information for care coordination.
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Abstract

Background: Patterns in general consumer online search logs have been used to monitor health conditions and to predict health-related activities, but the multiple contexts within which consumers perform online searches make significant associations difficult to interpret. Physician information-seeking behavior has typically been analyzed through survey-based approaches and literature reviews. Activity logs from health care professionals using online medical information resources are thus a valuable yet relatively untapped resource for large-scale medical surveillance.

Objective: To analyze health care professionals’ information-seeking behavior and assess the feasibility of measuring drug-safety alert response from the usage logs of an online medical information resource.

Methods: Using two years (2011-2012) of usage logs from UpToDate, we measured the volume of searches related to medical conditions with significant burden in the United States, as well as the seasonal distribution of those searches. We quantified the relationship between searches and resulting page views. Using a large collection of online mainstream media articles and Web log posts we also characterized the uptake of a Food and Drug Administration (FDA) alert via changes in UpToDate search activity compared with general online media activity related to the subject of the alert.

Results: Diseases and symptoms dominate UpToDate searches. Some searches result in page views of only short duration, while others consistently result in longer-than-average page views. The response to an FDA alert for Celexa, characterized by a change in UpToDate search activity, differed considerably from general online media activity. Changes in search activity appeared later and persisted longer in UpToDate logs. The volume of searches and page view durations related to Celexa before the alert also differed from those after the alert.

Conclusions: Understanding the information-seeking behavior associated with online evidence sources can offer insight into the information needs of health professionals and enable large-scale medical surveillance. Our Web log mining approach has the potential to monitor responses to FDA alerts at a national level. Our findings can also inform the design and content of evidence-based medical information resources such as UpToDate.
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Introduction

Searching and consuming medical information resources on the Web occupies an increasingly important place in both consumer and health care professionals’ day-to-day information-seeking activities [1-6]. Methods for mining Web search logs to characterize user behavior and to perform large-scale surveillance—such as Google Flu Trends [7] and similar efforts using Wikipedia Web traffic [8]—are gaining traction. Studies have sought to characterize the search behavior of specific user groups, for example those who search for information about cancer [9] or varicose vein treatment [10], as well as the effect of significant large-scale events like the recession [11] or the time of year [12] on searches related to health concerns. Patterns in search logs have also been used to predict health-related activities, including visits to medical facilities [13] and the onset of searches about mood-stabilizing drugs [14], as well as to track changes in drug use over time [15].

A challenge inherent in the analysis of Web search behavior generally is the diversity of users. Web search logs capture a broad range of online behavior from a largely uncharacterized user group performing searches with unknown context(s). Most efforts at analyzing Web logs focus on consumer search behavior. In fact, recent methods attempt to discern and separate out searches from health care professionals in the analysis [16].

In contrast, the analysis of search behavior of health care professionals has typically focused on literature review or survey-based approaches [4,7-20]. To directly study information seeking by health care professionals “in the wild” we present an analysis of activity logs from a widely used online medical resource called UpToDate [21]. UpToDate is a source of expert-authored health information provided by Wolters Kluwer that includes detailed descriptions of approaches to investigating specific symptoms, management of diseases, drug usage recommendations, and treatments to support evidence-based medicine. UpToDate is used on a subscription basis by institutions and individuals who purchase a license, including physicians, researchers, and students. Its use in hospitals is known to be associated with fewer patient complications and adverse events, shorter hospital stays, reduced mortality rates, and higher quality performance measures [22,23]. Given the challenges in analyzing general Web search behavior, the UpToDate logs are a unique resource—they capture the search behavior of a limited and well-defined user group. UpToDate logs have been previously used to predict flu trends in a timely manner [24], demonstrating the utility of this resource as an alternative data source for medical surveillance.

Logs of UpToDate usage capture the source institution and a unique deidentified session, the search string entered, the time, and date of the search, the type of search, and topic pages visited as a result of a search. Using these access logs, we analyzed both the free-text searches users performed as well as how they navigated UpToDate topic pages. We profiled how UpToDate is used nationally and we quantified the relationship of medical conditions to cost and utilization as seen from an information-seeking perspective. We also characterized information-seeking behavior via the relationship between search terms and subsequent page view duration—a well-studied indicator of user interest [25,26]. We identified patterns in UpToDate page view sequences and the search terms that initiated them. We also present results on the use of UpToDate logs to monitor uptake of a Food and Drug Administration (FDA) alert.

In the following sections, we describe our methods for analyzing the free-text searches and page view sequences from UpToDate search logs. We then present findings of seasonal distributions of UpToDate free-text searches, as well as the distribution of searches by body systems, health conditions and symptoms, drugs, medical devices, and procedures. We also describe the uptake of an FDA drug alert as reflected by changes in the frequency and duration of UpToDate searches and page views. Lastly, we discuss the implications of our findings, describe the limitations of our approach, and propose future work.

Methods

Overview

To profile the online search behavior of health care professionals, we used 2 years of usage logs from UpToDate, spanning from January 2011 to December 2012. We analyzed these logs using a combination of text mining and statistical methods to identify general trends in searches, to discover associations between search terms and the duration of subsequent visits to UpToDate topic pages (“topic views”) as well as patterns in topic view sequences, and to monitor the uptake of an FDA alert by health care professionals. In the following sections, we describe the structure of the search logs, our text-mining approach, and methods for analyzing UpToDate user behavior as well as identifying patterns in searches and topic views.

Structure of UpToDate Search Logs

The log for a single UpToDate user event consists of the following parts: (1) query string, (2) unique session ID, (3) search location, (4) time stamp of the search, and (5) the type of action (e.g., a string search in the search bar of the website, a topic view, or a subtopic view, which is recorded when a user clicks on a link within an UpToDate page).

We restricted this dataset to consider only searches or page views performed at sites in the United States that purchased an UpToDate license (i.e., we have excluded users of trial or marketing versions of UpToDate, as well as those searches performed on computers outside of the United States). The dataset used contains 212 million search queries and their corresponding topic views.

Text Processing of Search Logs

We processed all free-text searches using a variation of our previously described text-processing workflow [27,28]. We
used the Unitex corpus processor to annotate search strings with a lexicon of more than 3 million terms compiled from biomedical ontologies and terminologies, in which terms and concepts are mapped by synonymy and parent-child relationships. The output of this annotation process is a list of terms for each query string, each of which is mapped to one or more biomedical concepts. Concepts in the lexicon are in turn mapped to one of four semantic types, where applicable—diseases and symptoms, drugs, medical devices, and procedures.

**Analyzing Free-Text Searches**

Using the output of our text-processing pipeline, we computed the frequency of occurrence of each term across all usage logs, and used these frequencies to profile how health care professionals search UpToDate. We first profiled search behavior using the following features: seasonality, search session length, body system, medical concept category, and national statistics on the costs and discharge rates of medical conditions in 2011 and 2012. We used the time stamp associated with each search to aggregate searches by month and year. We used the concept mappings in our terminology to identify term sets for the 10 major body systems: cardiovascular, respiratory, digestive, endocrine, hemic and immune, integumentary, musculoskeletal, mouth and jaw, nervous, and urogenital. Using these term sets, we counted the number of searches containing any of the terms associated with a given body system. Using the concept mappings in our terminology, we determined the most frequently searched-for disease/symptom, drug, device, and procedure terms, and quantified the distribution of these categories for each body system to assess the comprehensiveness of search logs as a data source.

To explore relationships between the search behavior and national trends of medical conditions in the US, we created custom term sets from our lexicon corresponding to the Healthcare Cost and Utilization Project (HCUP) clinical classification system (CCS) codes. We started with the International Classification of Diseases, 9th Revision (ICD-9) codes that make up each CCS code, and collected the Unified Medical Language System (UMLS) Metathesaurus concepts for each of the ICD-9 codes. We then extended the terms sets associated with these concepts by leveraging the term-concept mappings in our much larger lexicon (see Figure 1), and manually reviewed the terms sets to remove overly broad or incorrect terms. We used these curated term sets to identify searches in UpToDate that are related to medical conditions or procedures for which national data are available from the HCUP National Inpatient Sample.

**Figure 1.** Example of term expansion for HCUP CCS codes; each code is represented as its set of ICD-9 codes. The ICD-9 code for essential hypertension is expanded using the UMLS Metathesaurus to identify the n terms mapped to that concept. Each of the n terms (e.g., "essential hypertension nos," red) is used as a seed query to our custom lexicon to identify additional concepts and their terms. Here, “essential hypertension nos” maps to the concept hypertensive disease, and its additional m-1 terms (green) are used in combination with the n seed terms to identify searches corresponding to the HCUP CCS codes for hypertension.

---

**Analyzing Information-Seeking Behavior**

We used time stamps for all searches and topic views to determine duration of topic views immediately following a given search. Topic view duration was calculated by taking the difference between the time stamp of a topic view event and the time stamp of the next event that followed it—either a search or view of a completely different topic. If the final event within a session was a topic view, that topic view event was excluded from this part of our analysis because it was not possible to calculate the duration of this topic view without the logged time stamp of a subsequent user action. From the log-normalized distribution of time spent on all topic pages following a search, we categorized the amount of time spent on a given topic page using the mean of the log-normalized duration values (converted back to seconds) as the decision boundary. Durations less than this boundary were categorized as *short clicks*, and durations above this boundary were categorized as *long clicks*.

We grouped all searches that initiated a given topic view to calculate the proportion of long clicks and short clicks for each topic, and to determine the number of unique search terms resulting in a topic view. We also grouped all topics resulting from a unique search term to calculate the proportion of long clicks and short clicks originating from the search term and the number of topics each search term initiated.
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Mining Patterns of Topic View Sequences

UpToDate content is structured as topics, each of which has a dedicated page with subsections containing more specific information. In addition to analyzing the search text, we used the logs to study how UpToDate users progress from topic to topic within a session, and to profile the search terms that initiate sequences of topic views. Figure 2 summarizes our method. We first grouped searches by their unique session identifier and ordered the entries by the time stamp. For each sequence of two or more topic views, we counted the number of times that sequence occurred, as well as the search terms that occurred just prior to the sequence and their frequency.

Figure 2. Overview of the method used to analyze sequences of queries and topic views in UpToDate. Using unique session identifiers, we grouped queries and topic views, and ordered them by time of occurrence (green table). Frequently occurring sequences of topic views (orange boxes) were identified, as well as the search terms that initiated them (blue boxes). The numbers in parentheses show the frequency of occurrence of the specific term.

Mining UpToDate Logs to Measure Food and Drug Administration Alert Uptake

On August 24, 2011, the FDA published an alert describing the risk of adverse cardiovascular events associated with higher doses of citalopram (trade name Celexa). We examined the uptake of this alert in the UpToDate logs relative to consumer online media activity from the same time period. We used a large online media collection to compare the relative frequency of terms related to Celexa in the UpToDate search logs and in online news media. The online media collection consisted of over 6 billion online news articles, news wires, and blog posts published on the Web between 2009 and 2014 [29,30]. A single entry included the title, time stamp, URL of the article, as well as the article content. To obtain the documents, we used Spin3r Web service [31] that monitors over 20 million Internet sources to retrieve approximately 3.2 million new documents each day. The collection represents a near-complete picture of US online media space.

We obtained the daily counts of the mentions of Celexa-related search terms in the news media collection and a cumulative daily count of all Celexa-related search queries on a specific day from the UpToDate logs. Using these counts, we calculated a 7-day moving average of the fraction of total daily search queries that were Celexa related. Similarly, we calculated daily counts and a 7-day moving average of the number of online media articles that contained Celexa-related terms. To enable an overlay of the UpToDate and online news counts, we scaled the UpToDate counts by $10^7$. We considered a deviation from the mean number of occurrences over the 2-year time period as a signal.

Results

Overview

UpToDate use was dominated by searches for disease conditions and symptoms and showed significant seasonal variation. The conditions and symptoms that had a high query volume were
not those with the greatest burden on the US health care system. For example, headache and viral infections were in the top 20 medical conditions searched for in the study period, but have low relative aggregate cost and discharge rates. We also found that several medical conditions and procedures with high overall expenditures had low query volumes, such as heart attack and mood disorders. The top 1% of institutions by query volume were responsible for about 21% of queries in the United States, and issued an average of 1.7 million queries each. The rest of the queries were widely distributed nationally with some queries coming from each of the fifty states.

We summarized searches and the topic views that followed them in three ways. For topics, we found that topics with longer-than-average dwell times (also known as long clicks) had significantly fewer initiating search terms than those with shorter-than-average dwell times (short clicks). For search terms, we found that topic views initiated by a given search term were either, on average, longer than the mean topic view duration (ie, that search term always results in long clicks) or were, on average, shorter than the mean topic view duration (ie, that search term always results in short clicks). Finally, we elucidated patterns of frequently occurring search and topic view sequences, which typically started with a search for a disease term and ended with topics related to therapies for that disease.

We then characterized the "response" of the health professionals to a 2011 FDA drug alert—about the risk of abnormal heart rhythms when taking high doses of citalopram (Celexa)—in terms of the change in information-seeking behavior. Our comparison of the volume of searches about citalopram (Celexa) in UpToDate versus mentions of these terms in news sites following a 2011 FDA alert found that the uptake of alerts by health care professionals in their daily work differed markedly from that of the general public. Searches in UpToDate related to citalopram peaked more than 10 days after the FDA alert and the initial spike in mentions at news sites, but persisted for much longer.

Seasonal and Topic Trends in UpToDate User Search Behavior

Seasonal Distribution of UpToDate Searches

We measured the monthly frequency of the 10 most searched diseases and drugs in any month of 2011 and 2012 (see Figure 3). There were similar spikes in searches for influenza and Tamiflu (the trade name for oseltamivir, a flu medication) in the early winter of 2011, and winter to early spring of 2012. Searches for pneumonia also peaked in the winter months of both years. There was a sharp increase in the number of searches for diabetes insipidus in November of 2012, representing the disease with the highest search volume within a single month. The most searched-for drugs were vancomycin and Bactrim (the trade name for trimethoprim/sulfamethoxazole), antibiotics that are used to treat a variety of bacterial infections.

![Figure 3. Most frequently searched diseases (top) and drugs (bottom) in 2011-2012.](http://www.jmir.org/2015/8/e204/)

Distribution of Searches Across Organ Systems

Figure 4 shows the distribution by type of queries about each of the 10 major organ systems. The digestive system had the highest percentage of searches, followed closely by the cardiovascular system, while the mouth and jaw system had the lowest percentage of searches. Queries about all body systems were dominated by searches for diseases and symptoms. Searches about the endocrine system included a greater percentage of drugs. In general, queries related to medical
procedures were much lower in percentage, and were most represented in queries about the hemic and immune system, digestive system, and urogenital system. Figure 4 also lists the 10 most frequently and least frequently occurring terms related to each organ system (note that the categories are not exclusive, because the same term may be related to multiple systems). Characterizing the relative search volume related to the major organ systems is important for assessing the feasibility of using the UpToDate search logs for large-scale surveillance.

Figure 4. Distribution of searches across organ systems. Each organ system name is followed by the percentage of queries related to that system. Each pie chart shows the distribution of searches for that organ system grouped by their term category, followed by the 10 most frequent and 10 least frequent terms searched for related to that system. Searches about diseases and symptoms (dark blue) dominated most systems. Searches about the endocrine system included a significant number of drug searches, followed by the cardiovascular system.

Distribution of Searches Across Medical Conditions

The query volume for the medical conditions with the most significant burden on the US health care system (quantified as being ranked within the top 10 mean aggregate costs and/or discharge volumes in 2011-2012) varied significantly across conditions (see Figure 5). Some of these medical conditions had very low query volumes in UpToDate—for example, live births, heart attack, and mood disorders—while others, such as septicemia and pneumonia, were frequently searched for. It is not surprising that conditions such as live birth or heart attack have low query volumes—these are medical events that have well-understood management protocols, and thus it is expected that there is relatively little information need associated with them.

The most-searched medical conditions (the triangles in Figure 5) ranged from low aggregate cost and low discharge volume to high aggregate cost. Inflammatory skin conditions and infections had high query volume, but low aggregate cost and number of discharges. Septicemia and pneumonia were high on all three axes of cost, discharge, and query volume. These conditions with high query volume and burden represent surveillance opportunities for both public health and drug safety.
Figure 5. Medical conditions with the highest mean aggregate cost, discharge volume, and/or UpToDate query volume over 2011 and 2012. Each point is a single medical condition and the size of the point represents the query volume. The shape of the point indicates if it was ranked in the top 10 by aggregate cost, discharge volume, and/or query volume. Cost and discharge data were taken from the HCUP National Inpatient Sample.

UpToDate User Behavior

To characterize how users search and consume UpToDate content, we analyzed the relationship between searches that users performed and the amount of time spent looking at the UpToDate topics returned as results for those searches. As described in the Methods section, we used the distribution of topic view durations to decide the cutoff duration (143.79 seconds) to categorize each topic view as a short click or a long click. We then determined the proportion of long clicks for each topic. The left panel of Figure 6 shows the distribution of long-click proportion across topics. We used the Hampel identifier for outliers to determine the threshold for high (0.70) and low (0.19) proportions of long clicks (shown as dotted lines in the left panel of Figure 6).

Topics with a high proportion of long clicks originated from significantly fewer unique searches than topics with mostly short clicks. Topics with a high proportion of long clicks had an average of 10.37 unique initiating search terms (SD 22.13) and a median of 4 (interquartile range [IQR] 2) unique initiating search terms. This is significantly lower than the average of 29.29 (SD 50.22) and median of 12 (IQR 8) unique initiating search terms for topics with a high proportion of short clicks (P<.001; Mann-Whitney U test).

In contrast, the distribution of long-click proportion for searches (the proportion of topic views with a long click initiated by a given search term) was distinctly bimodal (right panel of Figure 6). Searches tended to have either no long clicks following them, or mostly long clicks following them. This indicates that while topics typically had a number of search terms that landed the user on that topic and kept them reading for a long period of time, a given search term either always resulted in long clicks or always resulted in short clicks. Table 1 lists the top 10 search terms (by frequency in the logs) that always resulted in short clicks. Search terms that always result in short clicks may be terms that are too specific to return useful content or contain a typographical error (eg, “phenochromocytoma” and “probencid” are misspellings of the disease pheochromocytoma and the drug probenecid, respectively), but some may be candidates for addition to UpToDate content. Table 2 lists the top 10 search terms (by frequency in the logs) that always resulted in long clicks.
Figure 6. Distribution of long clicks in UpToDate topics (left) and search terms (right). The dotted lines in the left panel indicate the threshold for low and high long-click proportions determined using the Hampel identifier for outliers.

Table 1. Top 10 search terms (by volume) that did not initiate any long clicks for subsequent topic views.

<table>
<thead>
<tr>
<th>Term</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>gad7</td>
<td>187</td>
</tr>
<tr>
<td>adriamycin patient info</td>
<td>144</td>
</tr>
<tr>
<td>doxorubin patient info</td>
<td>109</td>
</tr>
<tr>
<td>phenoctromocytoma</td>
<td>106</td>
</tr>
<tr>
<td>lab values in pregnancy</td>
<td>105</td>
</tr>
<tr>
<td>augment</td>
<td>86</td>
</tr>
<tr>
<td>probencid</td>
<td>79</td>
</tr>
<tr>
<td>dilaudid in pregnancy</td>
<td>71</td>
</tr>
<tr>
<td>parovirus</td>
<td>66</td>
</tr>
<tr>
<td>kidney ston</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 2. Top 10 search terms (by volume) that initiated only long clicks for subsequent topic views.

<table>
<thead>
<tr>
<th>Term</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>abrevia</td>
<td>3411</td>
</tr>
<tr>
<td>bullous myringitis</td>
<td>3392</td>
</tr>
<tr>
<td>subchorionic hemorrhage</td>
<td>1904</td>
</tr>
<tr>
<td>choroid plexus cyst</td>
<td>1270</td>
</tr>
<tr>
<td>cerefolin</td>
<td>1258</td>
</tr>
<tr>
<td>estropipate</td>
<td>1207</td>
</tr>
<tr>
<td>moexipril</td>
<td>1181</td>
</tr>
<tr>
<td>postpartum hypertension</td>
<td>1153</td>
</tr>
<tr>
<td>tinactin</td>
<td>1152</td>
</tr>
<tr>
<td>flucon</td>
<td>1114</td>
</tr>
</tbody>
</table>
Sequences of Searches and Topic Views

Table 3 lists the most frequently observed topic sequences of lengths 3 and 4, and the searches that initiated them. We found that topic sequences longer than 4 had a high proportion of topic "switching" (alternating repeatedly between two topics) and are thus not shown. These topic sequences had a common pattern: a topic view for a disease or condition concept was followed by topic views for drugs or treatments for the disease.

Table 3. The 10 most frequently observed topic view sequences of size 3 or 4, and the search terms that initiated them.

<table>
<thead>
<tr>
<th>Topic view sequence (frequency)</th>
<th>Initiating search terms (frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellulitis and erysipelas → Clindamycin: drug information → Clindamycin (systemic): drug information (14,463)</td>
<td>cellulitis (10,434), cellulitis treatment (2055), erysipelas (260), skin infection (219), facial cellulitis (171)</td>
</tr>
<tr>
<td>Onychomycosis → Terbinafine: drug information → Terbinafine (systemic): drug information (8234)</td>
<td>onychomycosis (3421), onychomycosis treatment (1433), onychomycosis (531), toenail fungus (524), nail fungus (476)</td>
</tr>
<tr>
<td>Onjunctivitis → Erythromycin: drug information → Erythromycin (ophthalmic): drug information (5938)</td>
<td>conjunctivitis (2738), conjunctivitis treatment (801), pink eye (603), bacterial conjunctivitis (422), conjunctivitis (292)</td>
</tr>
<tr>
<td>Treatment of clostridium difficile infection in adults → Metronidazole: drug information → Metronidazole (systemic): drug information (5923)</td>
<td>c diff (1947), c diff treatment (454), clostridium difficile treatment (439), clostridium difficile (416), c. diff (357)</td>
</tr>
<tr>
<td>Treatment of acute pancreatitis → Predicting the severity of acute pancreatitis → Calculator: Ranson criteria for pancreatitis prognosis → Calculator: Apache II scoring system (1219)</td>
<td>pancreatitis (731), acute pancreatitis (303), pancreatitis treatment (73), acute pancreatitis treatment (52), gallstone pancreatitis (23)</td>
</tr>
<tr>
<td>Management of acute exacerbations of chronic obstructive pulmonary disease → Management of infection in acute exacerbations of chronic obstructive pulmonary disease → Azithromycin: drug information → Azithromycin (systemic): drug information (565)</td>
<td>copd exacerbation (350), copd (98), copd exacerbation treatment (80), copd exacerbation antibiotics (24), copd exac (8)</td>
</tr>
<tr>
<td>Overview of diaper dermatitis in infants and children → Nystatin: drug information → Nystatin (topical): pediatric drug information (522)</td>
<td>diaper rash (350), diaper dermatitis (71), diaper rash treatment (36), diaper candidiasis (19), candidal diaper rash (18)</td>
</tr>
<tr>
<td>Acute uncomplicated cystitis and pyelonephritis in women → Ciprofloxacin: drug information → Ciprofloxacin (ophthalmic): drug information → Ciprofloxacin (systemic): drug information (416)</td>
<td>uti (276), urinary tract infection (52), cystitis (31), uti treatment (26), pyelonephritis (16)</td>
</tr>
<tr>
<td>Overview of acute pulmonary embolism → Diagnosis of acute pulmonary embolism → Treatment of acute pulmonary embolism → Anticoagulation in acute pulmonary embolism (392)</td>
<td>pulmonary embolism (311), pe (50), pulmonary embolus (31)</td>
</tr>
</tbody>
</table>

Monitoring Response to a Food and Drug Administration Alert Using UpToDate and Online Media Activity

Finally, we used user search activity as seen in UpToDate logs to monitor the response of health care professionals to FDA alerts. Specifically, we measured the relative volume of searches about the antidepressant drug citalopram (trade name Celexa) prior to and following the August 24, 2011 FDA warning about the risk of abnormal heart rhythms when using citalopram. As described in the Methods, we compared the relative query volume in UpToDate to the relative volume of mentions for the drug in online media (see Figure 7 and Multimedia Appendix 1).

Online media showed a small surge in Celexa-related terms on the same day as the alert, and showed a sharp rise in the following days peaking at approximately 10 days. In contrast, the UpToDate query volume for Celexa did not increase until 10 days after the FDA alert but had sustained high query volumes for approximately the next 60 days, long after Celexa-related activity in the general online media returned to a baseline level.

The number of unique search terms that initiated Celexa-related topic views was much higher after the alert (see Table 4), but the proportion of long clicks for those topics was lower after the alert. This difference was even more pronounced when considering only the 2 months prior to and after the alert (data not shown). The average topic view duration for Celexa pages was also significantly lower after the FDA alert (842.31 seconds in the ~9 months before the alert compared to 744.36 seconds in the ~9 months after the alert).

Search specificity also increased following the FDA alert. The number of searches for “citalopram” or “Celexa” with terms “long qt,” “heart,” or “rhythm” was only 2 before the alert and 34 after the alert, demonstrating the effect of the FDA alert.
Figure 7. Scaled 7-day moving average of UpToDate query volume (red), 7-day moving average of media activity (blue), and raw media activity volume (grey) related to Celexa prior to and following the August 24, 2011 FDA warning (date indicated by the green dotted line).

Table 4. Number of unique search terms that initiated Celexa (citalopram) topic views, and the proportion of long clicks for those topics before and after the August 24, 2011 FDA warning.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of unique search terms</th>
<th>Proportion of long clicks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before alert</td>
<td>After alert</td>
</tr>
<tr>
<td>Citalopram: Drug information</td>
<td>489</td>
<td>683</td>
</tr>
<tr>
<td>Citalopram: Patient drug information</td>
<td>183</td>
<td>303</td>
</tr>
<tr>
<td>Citalopram: Pediatric drug information</td>
<td>43</td>
<td>63</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This is the first study profiling the online search behavior of medical professionals using a dedicated evidence-based medical information resource. Our findings can inform changes in the design of resources such as UpToDate. For example, search terms that only resulted in short clicks (indicating that the results were not useful to the searcher) potentially identify the need for new content or new search terms, while search terms and topics that have only high proportions of long clicks represent well-covered topics. Searches that have a seasonal variation in volume, such as searches for influenza and related medications, could be highlighted in the appropriate season to make the content more accessible. Such analyses can improve the utilization of the content by taking into account user behavior—an activity that consumer Web companies routinely undertake.

Recent work on mining Web logs in the medical domain has been concerned with pharmacovigilance using consumer logs [13,16,32]. These studies use statistical methods to detect significant single- and multi-drug adverse event association signals from consumer search logs, taking into consideration the length of time between searches for drugs and adverse events and using known drug-induced adverse events as gold standards to evaluate the performance of their methods. For example, an analysis of consumer search logs showed that evidence of a multi-drug adverse event association between hyperglycemia, pravastatin, and paroxetine could be detected by quantifying the disproportionality of searches about hyperglycemia occurring with searches about both pravastatin and paroxetine, as compared to its co-occurrence with searches for only one of the drugs [32]. A second study demonstrated that combining data...
from the FDA Adverse Event Reporting System (FAERS) with consumer search logs improved accuracy of adverse drug event detection by 19%, compared with using either source alone [16]. Our findings in this work and in a recent preliminary study [33] indicate that incorporating search logs of health care professionals for pharmacovigilance is a promising approach.

The uptake of the 2011 FDA alert for citalopram was clearly reflected in UpToDate logs, demonstrating the potential of this data source as a means to assess the efficacy and measure uptake of FDA alerts by health care professionals. This finding is also supported by previous work demonstrating the analysis of UpToDate usage logs to monitor influenza epidemics [24]. In combination with a recently published time-indexed reference set of adverse drug reactions extracted from recent FDA label changes and warnings [34], UpToDate logs could enable a large-scale analysis of physician response to FDA label changes and alerts. Our data extract (from 2011-2012) does not overlap with the time-indexed label changes. However, with access to recent data, such an analysis has the potential to inform the FDA of the effectiveness of their alerts more broadly.

Search log analysis may offer additional opportunities for surveillance by measuring changes in search volume about organ systems, diseases, and drugs over time, as well as by quantifying the relationship between changes in search volume and associated events. Such surveillance can monitor infectious disease outbreaks or watch for changes in the prevalence of health conditions that are a significant burden on the health care system. Development of methods to monitor such changes is possible and has been previously demonstrated by the use of consumer Internet search logs to predict health care utilization, detect flu outbreaks, and to track prescription drug use. The use of health professional search logs to improve upon such use cases is a research area with the potential to improve public health through earlier warning of disease outbreaks and to improve drug safety surveillance by monitoring physician response to FDA communications to assess their efficacy.

Limitations

There are several limitations to our approach. While the location, time, and associated user license of UpToDate searches and topic views are known, we do not have information on the identity of UpToDate users. We expect that the vast majority of licensed UpToDate users are health care professionals (ie, medical doctors, nurse practitioners, and/or researchers), but it is possible that some of the logs capture UpToDate use by patients or other types of consumers. Similarly, a unique session identifier relates searches and topic page views, but it is possible that within a single session there were multiple users with distinct information needs and behavior. Relying on the raw logs, we are unable to identify user switching within sessions, and as a result may have associated searches and topic views that were actually performed by different users and are therefore unrelated. However, research has been dedicated to developing methods for automatically determining session boundaries in Web log data (including user switching)—for example, in work by Göker and He [35] and Murray et al [36]—which may be used to address this potential shortcoming. Also, as noted in the Methods, we ignored topic view events that were the final event in a session because it was not possible to calculate page view duration for those topic views. This reduced the number of topic view events available for analysis by 22%; the remaining 78% of topic views spanned 63% of all sessions. Finally, our findings are based on a relatively short surveillance period of 2 years—an analysis of logs from a longer period could reveal new associations or associations of differing strength.

More generally, data mining approaches applied to Web-scale search data may have methodological shortcomings. In early 2013 it was found that the Google Flu Trends system was overestimating flu prevalence, predicting values much higher than estimates from the Centers for Disease Control. Such inaccuracies may occur when methods are not recalibrated to adjust for temporal fluctuations that have an external cause, such as media coverage of the unusual 2012-2013 flu season resulting in more flu-related searches [37]. An analysis of Google Flu Trends data found that its prediction errors from week to week were correlated to each other and exhibited seasonality [38], suggesting that additional confounding variables (including changes to Google search algorithms themselves) may be partly responsible for changes in observed search term prevalence. Such potential confounders should be considered when interpreting our FDA alert findings, but could not be included in our analysis because we do not have access to UpToDate search engine features or ranking algorithms.

Conclusions

Our results demonstrate that mining UpToDate search logs offers unique insight into the information-seeking behavior of health care professionals, and the relationship between this behavior and health care utilization associated with disease states. Our results allow us to understand the information needs of health professionals in their day-to-day practice and the relationship between search terms and topic views—a large fraction of which include a disease or condition concept followed by drugs or treatments for the disease. Lastly, we were able to use UpToDate to quantify the uptake of the FDA alert for a serious drug adverse event, illustrating a novel use of analyzing search behavior to monitor responses to FDA alerts at a national level.
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Scaled 7-day moving average of UpToDate query volume (red), 7-day moving average of media activity (blue), and raw media activity volume (grey) related to Celexa for all of 2011-2012, prior to and following the August 24, 2011 FDA warning (date indicated by the green dotted line).

[PNG File, 792KB - jmir_v17i8e204_app1.png]

References


Abbreviations

- CCS: clinical classification system
- FAERS: Food and Drug Administration Adverse Event Reporting System
- FDA: Food and Drug Administration
- HCUP: Healthcare Cost and Utilization Project
- ICD-9: International Classification of Diseases, 9th Revision
- IQR: interquartile range
- NIGMS: National Institute of General Medical Sciences
©Alison Callahan, Igor Pernek, Gregor Stiglic, Jure Leskovec, Howard R Strasberg, Nigam Haresh Shah. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 20.08.2015. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Assessing Electronic Cigarette-Related Tweets for Sentiment and Content Using Supervised Machine Learning

Heather Cole-Lewis¹, MA, MPH, PhD; Arun Varghese¹, MEng, MPA; Amy Sanders¹, MA; Mary Schwarz¹; Jillian Pugatch¹, MPH; Erik Augustson², MPH, PhD

¹ICF International, Rockville, MD, United States
²National Cancer Institute, Tobacco Control Research Branch, Bethesda, MD, United States

Abstract

Background: Electronic cigarettes (e-cigarettes) continue to be a growing topic among social media users, especially on Twitter. The ability to analyze conversations about e-cigarettes in real-time can provide important insight into trends in the public’s knowledge, attitudes, and beliefs surrounding e-cigarettes, and subsequently guide public health interventions.

Objective: Our aim was to establish a supervised machine learning algorithm to build predictive classification models that assess Twitter data for a range of factors related to e-cigarettes.

Methods: Manual content analysis was conducted for 17,098 tweets. These tweets were coded for five categories: e-cigarette relevance, sentiment, user description, genre, and theme. Machine learning classification models were then built for each of these five categories, and word groupings (n-grams) were used to define the feature space for each classifier.

Results: Predictive performance scores for classification models indicated that the models correctly labeled the tweets with the appropriate variables between 68.40% and 99.34% of the time, and the percentage of maximum possible improvement over a random baseline that was achieved by the classification models ranged from 41.59% to 80.62%. Classifiers with the highest performance scores that also achieved the highest percentage of the maximum possible improvement over a random baseline were Policy/Government (performance: 0.94; % improvement: 80.62%), Relevance (performance: 0.94; % improvement: 75.26%), Ad or Promotion (performance: 0.89; % improvement: 72.69%), and Marketing (performance: 0.91; % improvement: 72.56%). The most appropriate word-grouping unit (n-gram) was 1 for the majority of classifiers. Performance continued to marginally increase with the size of the training dataset of manually annotated data, but eventually leveled off. Even at low dataset sizes of 4000 observations, performance characteristics were fairly sound.

Conclusions: Social media outlets like Twitter can uncover real-time snapshots of personal sentiment, knowledge, attitudes, and behavior that are not as accessible, at this scale, through any other offline platform. Using the vast data available through social media presents an opportunity for social science and public health methodologies to utilize computational methodologies to enhance and extend research and practice. This study was successful in automating a complex five-category manual content analysis of e-cigarette-related content on Twitter using machine learning techniques. The study details machine learning model specifications that provided the best accuracy for data related to e-cigarettes, as well as a replicable methodology to allow extension of these methods to additional topics.

(J Med Internet Res 2015;17(8):e208) doi:10.2196/jmir.4392
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Introduction

As evidenced by the announcement of “vape” as the Oxford dictionary word of the year in 2014, electronic cigarettes (e-cigarettes) are relevant and of interest to the general public [1]. Although the topic is pervasive to the general public, there is no definitive scientific evidence on the safety or effectiveness of e-cigarettes [2]. Furthermore, there is limited evidence on public knowledge, attitudes, and behaviors related to e-cigarettes [3-5]. This information is critical to guiding the development of public health communication, policies, and interventions regarding e-cigarettes.

With 74% of online adults using some form of social media [6], the digital landscape is continuing to evolve, and social media platforms such as Twitter have become platforms for public discourse at a local and global level on a variety of topics and events, including health and politics [7]. These discussions generate a massive amount of data that represent unfiltered public opinion and provide a unique opportunity for social science and public health research, especially for rapidly evolving topics, such as e-cigarettes.

Behavioral science and public health researchers traditionally turn to surveys, focus groups, and in-depth interviews to explore a particular topic. However, these techniques often require considerable resources, such as time and money. Additionally, these methodologies are subject to biases related to querying a person in a research setting that can affect the validity of findings (e.g., social desirability bias). Furthermore, the landscape on some topics evolves rapidly and thus requires research that can be conducted quickly and with minimal resources in order to ensure that public health efforts are abreast of public knowledge, attitudes, and behaviors. Twitter analysis is currently a very active research area that offers an abundance of data for the behavioral and social sciences. The examination of this data can uncover trends in knowledge, attitudes, and behavior; inform public health and public policy; and pave the way for interventions delivered via social media, especially in the case of tobacco use and cessation [8-12]. The breadth of social media data available allows researchers to circumvent the aforementioned issues and explore opportunities to analyze this data, thus giving rise to infodemiology and infoveillance—the analysis of Internet content and electronic data sources to identify health-related trends and disease outbreaks [13]. This field may also be referred to as digital epidemiology or digital disease detection [14].

In 2009, Google Flu Trends aggregated search engine queries to track influenza activity in the United States, which strongly correlated with official surveillance data from the Influenza-like Illness Surveillance Network [15]. Google Flu Trends was able to detect regional outbreaks before conventional Centers for Disease Control and Prevention surveillance systems, bringing infoveillance and infodemiology closer to true real-time public health surveillance [16]. However, the methodology used was subject to biases and its influenza incidence predictions have often fallen short of reality [17]. Similarly, Chew and Eysenbach used infodemiology methods to monitor Twitter trends surrounding H1N1 in 2009, which included the adoption of the WHO-recommended term “H1N1” over “swine flu”, the use of retweets to disseminate information (versus opinions and personal experiences), and an early attempt at implementing automated analysis to monitor and analyze tweets in real-time [18]. Paul and Dredze [19] found that Twitter data correlate with public health metrics and knowledge such as syndromic surveillance to identify flu outbreaks, sentinel surveillance to identify the correlation of geographic behavioral risk factors and disease such as tobacco use and cancer, and the combination of both types of surveillance to identify seasonal allergies by geographic region, which lends further support for the use of social media data as cheaper and faster to obtain in comparison to survey data. Infodemiology via Twitter has also been used in studies tracking sentiment and informedness during natural disasters, misuse of antibiotics, and other public health issues and patterns [12,20-22].

Despite the widespread application of Twitter data for infodemiology, skeptics warn that the signal-to-noise ratios from sources like Twitter are very low and the demographics represented on Twitter represent younger voices with a larger proportion of minorities, making Twitter results less representative of the general public [23]. Nonetheless, as this area of research and application advances, there is increasing attention paid to the ethical challenges that arise from use of publicly available data and how to conduct research that acknowledges and addresses those challenges [14]. For example, Yin et al [24] developed a method to detect whether tweets originate from accounts run by individuals or accounts run by companies or organizations, thus providing opportunities to improve the signal-to-noise ratio when using Twitter data for infodemiology and infoveillance.

Given the growing opportunities for infodemiology in public health, it is important to continue improving upon existing methodologies for behavioral science and public health in order to increase accuracy and efficiency, as well as determining how best to utilize computational techniques to support traditional public health methods. Recent studies have implemented manual content analyses of data obtained via Twitter in order to assess public sentiment on the emerging topic of e-cigarettes [25] and the extent of e-cigarette marketing via Twitter [26]. Building on this, our research team developed a five-category coding scheme to classify and identify trends in public conversations about e-cigarettes based on information culled from Twitter over a 1-year period.

This research extended the science on previous manual content analyses for e-cigarettes because the five categories included in the manual content analysis were crafted specifically to inform public health communication, intervention, and research by focusing not only on sentiment about e-cigarettes and content of messages, but also important details such as characterization of the speaker. Findings from the manual content analysis and subsequent correlational analyses study revealed trends in e-cigarette conversations via Twitter. Results showed not only sentiment of tweets, but also the type of Twitter user discussing various categories of content, and how the conversation (and types of Twitter users driving that conversation) shifted over time. For instance, advertising and promotion-related tweets were the single largest content theme category, followed by...
policy-related and then health-related tweets. Additionally, everyday users of Twitter generated a greater percentage of marketing-related tweets than retailers or tobacco companies, and everyday users of Twitter were also the top producers of tweets demonstrating first-person use or intent to use e-cigarettes with e-cigarette use.

While findings from this study are informative, the e-cigarette landscape continues to grow and thus, the manual content analysis would need to be replicated over time in order to continue to discover trends. Manual annotation of data requires considerable resources and time [27]. There is an opportunity to utilize computational methods such as machine learning to enhance and extend traditional public health methods. However, it is critical to explore the best computational models to support the task of automating the classification of Twitter data.

The purpose of this study was to determine feasibility of using computational natural language processing-based supervised machine learning techniques to replicate findings of a five-category manual content analysis of Twitter data related to e-cigarettes by using the manually coded data as a training set to train machine learning algorithms. This research builds on that of the tri-axial coding scheme used by Myslín et al [25]; however, the current study is unique in that it uses a more complex five-category coding scheme. Findings from the current study stand to provide insight into specific methodological considerations (eg, type of classification algorithm, size of word grouping analysis unit, and amount of information necessary) that enhance the performance of computational models designed to identify specifics of e-cigarette-related content on Twitter such as relevance, type of Twitter user, sentiment towards e-cigarettes, and more. Study findings stand to inform the development of public health-related infodemiology tools that may be deployed retrospectively and in real-time to explore public opinion on rapidly developing topics such as e-cigarettes.

Methods

Overview

In this study, supervised machine learning was used to build predictive classification models that assess Twitter data for a range of e-cigarette–related factors. Multiple classification models were created that varied by underlying machine learning classification technique and word-grouping units (ie, n-grams). Performance of classification models was assessed using 10-fold cross validation. Additionally, adequacy of sample size for manually coded content was determined by plotting model performance against varying sample sizes to build learning curves.

Data Collection and Manual Annotation

The corpus of tweets that formed the basis of this analysis was acquired from Gnip, a provider of historical Twitter data. Strategic keywords were used to collect historic tweets potentially related to e-cigarettes between May 1, 2013, and May 1, 2014. Keywords were selected by building on keyword lists used for similar research in the literature and adapted based on information of interest for the purposes of this study (Multimedia Appendix 1) [25]. Gnip provided all tweets meeting the keyword search during the time frame, which yielded 3.7 million tweets. Manual content analysis was conducted for a randomly selected subset of tweets, thus creating the dataset to be used in this analysis. Tweets were coded according to a codebook developed based on previous literature and adapted for the purposes of this study [12,18,25]. Six analysts independently coded a subset of 250 of the same tweets until an acceptable interrater reliability score was reached for each of the five categories detailed in Table 1. Interrater reliability was determined using the Fleiss’ kappa statistic and a score of at least 0.64 was obtained for each category, indicating substantial or good agreement [28,29]. Definitions of the categories (relevance, sentiment, user description, genre, theme) can be found in Table 1 and Multimedia Appendix 2.

A total of 17,098 tweets were coded for relevance, of which 10,128 (59.23%) were found to be relevant and interpretable and therefore coded for the additional categories of sentiment, user description, genre, and theme. Of the 6970 non-relevant tweets, 2384 (34.20%) were found to be entirely non-relevant, whereas the remainder were retweets with no additional context, conversations without context, or duplicated tweets from a user account that had since been suspended or was primarily being used for spam or unwanted solicitations.
Table 1.  Supervised machine learning-based e-cigarette tweet classification categories (intrater reliability score for manual annotation).

<table>
<thead>
<tr>
<th>Classification (Fleiss’ kappa)</th>
<th>Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td></td>
</tr>
<tr>
<td>Subcategory: retweet with no additional information</td>
<td></td>
</tr>
<tr>
<td>Subcategory: original tweets that were part of a conversation and require greater context to be interpreted</td>
<td></td>
</tr>
<tr>
<td>Subcategory: duplicated tweets from a user account that had since been suspended or was primarily being used for spam or unwanted solicitations</td>
<td></td>
</tr>
<tr>
<td>Not relevant</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
</tr>
<tr>
<td>Celebrity</td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td></td>
</tr>
<tr>
<td>Foundations or organizations</td>
<td></td>
</tr>
<tr>
<td>Reputable news source</td>
<td></td>
</tr>
<tr>
<td>Everyday people</td>
<td></td>
</tr>
<tr>
<td>E-cigarette community movement</td>
<td></td>
</tr>
<tr>
<td>Retailers</td>
<td></td>
</tr>
<tr>
<td>Tobacco company</td>
<td></td>
</tr>
<tr>
<td>Bots/hacked</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td></td>
</tr>
<tr>
<td>First person e-cig use or intent</td>
<td></td>
</tr>
<tr>
<td>Second/third person experience</td>
<td></td>
</tr>
<tr>
<td>Personal opinion</td>
<td></td>
</tr>
<tr>
<td>Marketing</td>
<td></td>
</tr>
<tr>
<td>News/update</td>
<td></td>
</tr>
<tr>
<td>Cessation</td>
<td></td>
</tr>
<tr>
<td>Health and safety</td>
<td></td>
</tr>
<tr>
<td>Underage usage</td>
<td></td>
</tr>
<tr>
<td>Craving</td>
<td></td>
</tr>
<tr>
<td>Other substances</td>
<td></td>
</tr>
<tr>
<td>Illicit substance use in e-cigs</td>
<td></td>
</tr>
<tr>
<td>Policy or government</td>
<td></td>
</tr>
<tr>
<td>Parental use of e-cigs</td>
<td></td>
</tr>
<tr>
<td>Advertisement/promotion</td>
<td></td>
</tr>
<tr>
<td>Flavors</td>
<td></td>
</tr>
</tbody>
</table>

Relevance\(^a\): Identifies tweets that are related to e-cigarettes (0.70)

Sentiment\(^b\): Indicates whether the stance in the tweet is positive, neutral, or negative towards e-cigarettes and users of e-cigarettes (0.65)

User description\(^b\): Characterizes the sender of the tweet based on information gleaned from the user profile (0.66)

Genre: Represents the format of the tweet (0.64)

Theme: Refers to the topical domain of the content in the tweet (0.65)

\(^a\)Binary version of this category was created in addition to multiclass version for the purposes of the analysis.

\(^b\)Categories were mutually exclusive and thus analyzed as multiclass.

**Tweet Classification Model Construction**

Machine learning classification models were built for each of the five categories (relevance, user description, sentiment, genre, theme). In order to determine the best performing classifier model, several variations of classification techniques and word-grouping units (n-gram) were used (see [Multimedia Appendices 3 and 4](#)). In order for the classification model to distinguish relevant tweets from non-relevant tweets, the entire dataset of manually coded 17,098 tweets was used. All relevant tweets (10,128) were used to build classification models for the sentiment, user description, genre, and theme.

A mathematical representation of the tweet corpus was created based on the term frequency inverse document frequency (TF-IDF).
transformation, which was preceded by the removal of stopwords and tokenization of text features established on count-based vectorization. For the final models, no attempt was made to reduce the feature space by using feature selection algorithms because exploratory analyses suggested no significant gain in performance and a potential decrease in predictive accuracy from implementing feature selection.

Three machine learning classification techniques—each based on alternative underlying statistical pattern recognition philosophies—were tested for each classifier: Naïve Bayes, k-Nearest Neighbors, and Support Vector Machines. In addition, word groupings (n-grams) ranging from unigrams to 5-grams were used to define the feature space for each classifier. The key attributes of the classification techniques used in this analysis are discussed in Multimedia Appendix 3 [30,31].

Assessment of Model Performance and Sample Size

The preferred measure of predictive performance of the classification models implemented and reported in this analysis was the accuracy score, defined as the percentage of observations that were correctly classified in the validation dataset. This method was chosen due to its simplicity in interpretation, measure of overall effectiveness of a classification model [32], neutrality with respect to the weighting of false positive and false negatives, ease of comparison with other studies in the field, and suitability for multiclass variables.

The analysis implemented 10-fold cross validation as a means to avoid bias in the estimation of the accuracy score. This involved dividing the manually classified data into 10 groups, iteratively using combinations of nine distinct groups to fit the model and the remaining group to validate the performance of the model, and averaging the predictive performance score.

Performance scores were evaluated for each of the three classification techniques described above for feature spaces described by n-grams between unigrams and 5-grams. A total of 15 classification models were thus evaluated for each classifier (3 classification techniques x 5 n-gram specifications=15 classification models). Classifier refers to the categorical labels that were assigned during the manual annotation process that the machine classification models seek to correctly label. Classifiers resulting from mutually exclusive categories (ie, user description, sentiment) were analyzed as multiclass (could assume one of many class values) (see Table 1). Classifiers resulting from non-mutually exclusive categories—multilabel categories (eg, genre, theme) where one tweet could be assigned any one or more of many class values—were each assessed in terms of binary prediction performance for each constituent class (could assume only one of two class values). The relevance category was analyzed in the form of both binary and multiclass classifiers, given that data for subcategorization of the relevance category was also available. A total of 20 classifiers were assessed, each with 15 classification models.

Random accuracy baselines were computed for each binary and multiclass classifier to provide a point of performance comparison. The random baseline reflects how well a classification model would perform based on pure guesswork combined with knowledge of the true occurrence fraction of each class.

We assessed sample size adequacy by sequentially including 20%, 40%, 60%, 80%, and 100% of manually coded tweets and plotted a learning curve to visually examine where, if at all, the improvement in performance score begins to level off. As noted earlier, we also quantitatively assessed the feasibility of feature selection based on the chi-square method in improving efficiency and accuracy for a limited number of classifiers. This exploratory analysis concluded it was better to proceed without feature selection for the final models. The Python programming language version 2.7, in particular the Scikit Learn library version 0.15.1, was used for these analyses.

Results

The predictive performance scores from the supervised machine learning–based analyses are presented in Table 2. The table reports accuracy scores for the best performing classification model, with consideration to the best performing classification technique and best word-grouping unit (n-gram) for each classifier. As a method of normalization, accuracy scores were additionally evaluated in terms of the percentage improvement achieved of the maximum possible improvement over the random baseline. A more complete table of results, which includes all classification models (all combinations of classification techniques and n-grams evaluated for each classifier), is included in Multimedia Appendix 4.
Table 2. Supervised machine learning-based e-cigarette tweet classification performance results.

<table>
<thead>
<tr>
<th>Classifier labels</th>
<th>Best n-gram</th>
<th>Accuracy score</th>
<th>% achieved of possible improvement over random baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance category&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1</td>
<td>0.75</td>
<td>57.25</td>
</tr>
<tr>
<td>Relevance</td>
<td>1</td>
<td>0.94</td>
<td>75.26</td>
</tr>
<tr>
<td>User description&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2</td>
<td>0.68</td>
<td>41.59</td>
</tr>
<tr>
<td>Sentiment&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2</td>
<td>0.76</td>
<td>46.05</td>
</tr>
<tr>
<td>News</td>
<td>1</td>
<td>0.93</td>
<td>52.26</td>
</tr>
<tr>
<td>Info</td>
<td>4</td>
<td>0.86</td>
<td>41.75</td>
</tr>
<tr>
<td>Personal experience</td>
<td>2</td>
<td>0.84</td>
<td>50.17</td>
</tr>
<tr>
<td>Second person</td>
<td>2</td>
<td>0.92</td>
<td>47.09</td>
</tr>
<tr>
<td>Personal opinion</td>
<td>2</td>
<td>0.79</td>
<td>48.93</td>
</tr>
<tr>
<td>Marketing</td>
<td>1</td>
<td>0.91</td>
<td>72.56</td>
</tr>
<tr>
<td>Cessation</td>
<td>1</td>
<td>0.95</td>
<td>58.43</td>
</tr>
<tr>
<td>Health and safety</td>
<td>1</td>
<td>0.90</td>
<td>56.29</td>
</tr>
<tr>
<td>Underage usage</td>
<td>1</td>
<td>0.97</td>
<td>58.92</td>
</tr>
<tr>
<td>Craving</td>
<td>2</td>
<td>0.97</td>
<td>58.43</td>
</tr>
<tr>
<td>Other substances&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td>0.99</td>
<td>49.42</td>
</tr>
<tr>
<td>Illicit substances</td>
<td>2</td>
<td>0.98</td>
<td>48.24</td>
</tr>
<tr>
<td>Policy or government</td>
<td>1</td>
<td>0.94</td>
<td>80.62</td>
</tr>
<tr>
<td>Parental use</td>
<td>1</td>
<td>0.99</td>
<td>54.40</td>
</tr>
<tr>
<td>Ad or promotion</td>
<td>1</td>
<td>0.89</td>
<td>72.69</td>
</tr>
<tr>
<td>Flavor</td>
<td>1</td>
<td>0.97</td>
<td>62.52</td>
</tr>
</tbody>
</table>

<sup>a</sup>Classifiers were multiclass. All other categories were binary.

<sup>b</sup>k-nearest neighbors (kNN) was the best performing classification technique; for all other cases, linear support vector machine (SVM) was best.

Predictive performance scores for classification models ranged between 0.68 and 0.99 indicating that the models correctly labeled the tweets with the appropriate variables between 68.40% and 99.34% of the time, and the percentage of maximum possible improvement over a random baseline that was achieved by the classification models ranged from 41.59% to 80.62%. The average performance score was 0.90 and the average improvement over a random baseline was 56.64%. Classifiers with the highest performance scores that also achieved the highest percentage of the maximum possible improvement over a random baseline were Policy/Government (performance: 0.94; % improvement: 80.62%), Relevance (performance: 0.94; % improvement: 75.26%), Ad or Promotion (performance: 0.89; % improvement: 72.69%), and Marketing (performance: 0.91; % improvement: 72.56%).

All classifiers performed best using the linear support vector algorithm with the exception of Other Substances, which performed best with the k-Nearest Neighbors algorithm. The most appropriate word-grouping unit (n-gram) was 1 for the majority of classifiers. Twelve classification models performed best with a unigram sequence, while seven performed best with a bigram sequence, only one performed best with a four-gram sequence, and none performed best with tri-gram or 5-gram sequences.

Figures 1 and 2 display learning curves for a selection of classifiers. These curves indicate that performance continues to marginally increase with the size of the training dataset of manually annotated data but begins to level off at approximately 14,000 observations for relevance classification and approximately 8000 (relevant) observations for topic classification. However, even at low dataset sizes of 4000 observations, the performance characteristics are fairly sound. All classifiers, including those not displayed, followed this same pattern. Besides providing insight into how performance characteristics relate to sample size, these data suggest that an adequate training set of manually annotated data was deployed for the current analysis.
Figure 1. Learning curve for tweet relevance classification.

![Learning curve for tweet relevance classification](image1)

Figure 2. Learning curve for tweet topic classification.

![Learning curve for tweet topic classification](image2)
Discussion

Principal Findings

This work adds to the growing body of literature that highlights the importance of machine learning for large, language-based datasets of publicly available data. Using social media allows for exploration into conversations occurring outside of the traditional public health space, and machine learning provides an opportunity to keep abreast of these conversations in a more rapid fashion. The results of this study provide an example of the use of supervised machine learning methods to assess the vast social media landscape around e-cigarettes. This study used a five-category manually coded training set to train machine learning classification algorithms, thus categorizing e-cigarette-related content on Twitter with relative accuracy and detail. The findings provide insight into machine learning techniques that are most appropriate for assessing e-cigarette data around particular topics such as sentiment, speaker, and genre. The study provides a methodology that can be replicated to determine similar information about other public health-related trends and topics. Particular aspects of this methodology contribute to efforts to improve ethical use of Twitter data for public health, such as improving the signal-to-noise ratio [14]. For example, identification of the type of Twitter account allows information to be considered in context as opposed to considering all information disseminated via Twitter to be equal.

Of the classification techniques examined, linear support vector machines generally had the highest levels of predictive performance, which is consistent with the results of some previous text classification studies [25]. Unigrams were generally found to be the most successful word grouping for tweet classification, which is consistent with the short nature of tweets and their relative performance observed in previous studies [25,33].

The absolute performance scores from these models compare favorably to those reported in the literature for similar short text classification tasks [25,33]. For instance, Agarwal et al report classification accuracy ranging from 56.31% to 60.83% for a tertiary (positive, negative, neutral) sentiment analysis of manually annotated Twitter data [33], with a chance baseline of 33.33%, thus realizing from 34.47% to 41.25% of the total achievable improvement over the chance baseline. By comparison, our study realized 46.05% of the total achievable improvement over the chance baseline for a tertiary (positive, negative, neutral) sentiment classifier. For the 20 binary or multiclass variables considered in this study, this metric ranged between 41.59% and 80.61%.

Findings from learning curve assessments classifying model performance by sample size of manually annotated data show that the sample size used in this study was sufficient to observe maximum performance of the classification models. Additionally, learning curve findings provide insight to future research to assess the optimal sample size of manually annotated data necessary to build such supervised machine learning algorithms. As Figueroa et al note, manual annotation (ie, manual content analysis) of data for supervised machine learning can be cumbersome; thus, knowledge such as that provided by this study can aid future researchers in making decisions related to optimization of the sample size for manually annotated training sets [27].

Further analyses of the rich dataset created as part of this work may contribute to the development of novel methods that could enhance the performance of automated surveillance tools. Unsupervised topic classification techniques could potentially be used in creative ways to improve the performance of the supervised learning classifier models. Machine learning–based image classification may add an additional dimension to automated surveillance tools assessing social media for insights and trends. The learning curve data developed for various combinations of algorithms and n-grams may be fitted with generalized mathematical functions that may potentially provide a basis for manual annotation sample size decision rules in other contexts.

Methods used in this study may find potential extensions in the development of automated social media infodemiology tools that could provide insight into the evolving social media landscape around e-cigarettes and other public health–related topics in real-time, thus providing valuable information for researchers, policy makers, and public health officials. Findings obtained from tools such as these could be used to inform interventions, policy, and communication strategies with up-to-date and time relevant information. Additionally, methods from this study can be used to support exploratory analysis and hypothesis generation on more nuanced aspects of a particular topic or to focus on a particular demographic or user group. Furthermore, the discoveries that this type of infodemiology yields could potentially be used to inform the public and test communication strategies to influence behavior in the interest of public health. Public health officials and researchers engaged in behavior change interventions, such as smoking cessation support, may even consider potentially developing custom applications based on the detection of and responses to particular tweet topics (eg, youth initiation of e-cigarette use).

Even though the Twitter analysis automation was successful, it is based on a manual content analysis, which may be subject to bias. Despite this, the coding scheme used for the manual content analysis was based on an existing scheme supported by the literature [25], and our coders had acceptable interrater reliability. For these reasons, we are confident in the validity of the results and the replicability of the methodology to further understand Twitter trends over time for e-cigarettes as well as other health topics. The implications of replication are far-reaching, especially as social media and other digital platforms continue to be a venue for unfiltered, real-time discourse.

Conclusion

There is great potential for using new forms of data in social science and public health. As the world transitions to sending and receiving information online, social media outlets like Twitter hold the potential to uncover real-time snapshots of personal sentiment, knowledge, attitudes, and behavior that is not as accessible, at this scale, through any other offline platform. This medium is arguably one of the quickest and
easiest means to identify trends or outbreaks and allow researchers, public health officials, and policy makers to respond in a collaborative way to inform the public about issues that can improve the quality and longevity of their lives. Despite the benefits of infodemiology, this nascent field presents unique ethical challenges as well as challenges that are inherent to the study of public health [21].

As we seek to understand the vast amount of data available via social media, social science and public health methodologies must adapt and use computational methodologies to enhance and extend research and practice. This study was successful in automating a complex five-category manual content analysis of e-cigarette–related Twitter content using machine learning techniques. The study detailed machine learning model specifications that provided the best accuracy for data related to e-cigarettes, as well as a replicable methodology to allow extension of these methods to additional topics. In the future, additional research will be needed to continue to enhance these methodologies and demonstrate their cost-effectiveness and feasibility as tools for intervention and real-time surveillance.
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Abstract

Background: The Internet contains a plethora of nutrition information. Health organizations are increasingly using the Internet to deliver population-wide health information and interventions. Effective interventions identify their target population and their needs; however, little is known about use of the Internet as a source of nutrition information.

Objective: The aim was to assess the change in prevalence and demographic characteristics of Western Australian adults accessing the Internet as a source of nutrition information and identify specific information needs.

Methods: Data were pooled from the Western Australian Department of Health’s 3-yearly Nutrition Monitoring Survey Series telephone survey between 1995 and 2012 of 7044 participants aged 18 to 64 years. Outcome variables were the main sources of nutrition information used in the last year and yes/no responses to 4 suggestions to what would make it easier to eat a healthy diet. Sociodemographic variables were collected.

Results: The proportion of respondents using the Internet for nutrition information increased from <1% in 1995-2001 to 9.1% in 2004 and 33.7% in 2012. Compared to 2004, logistic regression showed that the odds of using the Internet for this information increased significantly in 2009 (OR 2.84, 95% CI 2.07-3.88) and 2012 (OR 5.20, 95% CI 3.86-7.02, P<.001). Respondents using the Internet as a source were more likely to be female (OR 1.30, 95% CI 1.05-1.60, P=.02), live in a metropolitan area (OR 1.26, 95% CI 1.03-1.54, P=.03), born in countries other than Australia/UK/Ireland (OR 1.41, 95% CI 1.07-1.85, P=.02), more educated (university: OR 2.46, 95% CI 1.77-3.42, P<.001), and were less likely to be older (55-64 years: OR 0.38, 95% CI 0.25-0.57, P<.001). The majority of respondents agreed the following information would assist them to make healthier choices: more ways to prepare healthy foods (72.0%, 95% CI 70.7-73.3), quicker ways to prepare healthy foods (79.0%, 95% CI 77.8-80.1), how to choose healthy foods (68.8%, 95% CI 67.5-70.1), and knowing more about cooking (54.7%, 95% CI 53.3-56.1). Those using the Internet for nutrition information were more likely than nonusers to want to know quicker ways to prepare healthy foods (83.0% vs 78.1%, P=.005) and information on choosing healthy foods (76.3% vs 67.3%, P<.001).

Conclusions: Use of the Internet as a main source of nutrition information has grown rapidly since 2004; one-third of Western Australian adults reported using the Internet for this purpose in 2012. Information on preparing healthy foods (ideas, quicker ways, choosing ingredients, and knowing more about cooking) would make it easier to eat a healthy diet. For Internet users, emphasis should be on quicker ways and choosing ingredients. These findings have implications for policy makers and practitioners and suggest that traditional health promotion tactics should continue to be used to reach the broader population.
Introduction

Use of technology for communication has increased and traditional sources of information have changed in importance over time. Use of the Internet in Australian homes has risen dramatically from 3.4% of households in 1996 to 80% in 2012 [1,2]. Searching for health information is the third most popular use of the Internet [3]. Recent research in the United States, Norway, and Canada estimates that almost half of Internet users search for information on diet and nutrition [4-7]. The Norwegian research estimated that 40% of online health seekers are willing to change their diet or other lifestyle aspects [5]. The size and scale of the Internet raises concerns about the credibility and reliability of the nutrition and dietary information available [8].

In Australia, diet is a significant factor contributing to the burden of disease [9], accounting for 43% of the total risk factor burden [10] at an estimated cost of AUS $67 billion per year in 2010 [11]. The general population is bombarded with misleading or inaccurate nutrition messages [12]. Population-wide health interventions aim to improve the quality and quantity of dietary choices by providing sound nutrition and dietary information. Interventions that provide accurate and balanced information enable the target population to make well-informed, healthy choices [13]. The World Health Organization encourages countries to develop food-based dietary guidelines and most nutrition interventions are based on these [14]. Australian Dietary Guidelines have provided evidence-based recommendations for a healthy diet over several decades [15-18]. The challenge for health authorities is to promote changes in dietary intake, replacing eating patterns predominated by energy-dense nutrient-poor “discretionary” foods with eating patterns that are in-line with the dietary guidelines [19].

Online health interventions have the capacity to influence voluntary behavior change and have the advantage of lower costs and increased reach when compared with more traditional channels, such as print media, with similar impact [20]. In addition, the Internet offers the ability to individually tailor intervention messages or provide interactivity that is not available with other channels [21]. Web 2.0 features have been demonstrated to have great potential for Internet-based health interventions [21]. Social media apps utilizing Web 2.0 allow for the creation and exchange of user-generated content [22] that moves beyond one-directional read-only website content [23]. More than half of US adults use social media [24] and two-thirds of Australian adults who used the Internet at home went online for social networking [2]. A third of online health seekers in the United States used social media to source health-related information in 2008 [25]. Evidence suggests that people using social media for health information are more likely to read rather than create or contribute [26]. The fastest growing source of information about health and nutrition for younger adults is social networking sites such as YouTube, Facebook, and Twitter [27].

As use of the Internet has grown, the potential to reach a large number of people has made it appealing for dissemination of nutrition interventions. Government and not-for-profit health organizations increasingly use the Internet for population-wide health interventions [20,21,28]. Effective nutrition interventions require use of timely and appropriate delivery channels for dissemination. An understanding of the population and their current media use assists with selecting appropriate social marketing communication channels [29]. At the time of conducting this research, little was known about use of the Internet as a source of nutrition and dietary information in Australia and the types of information sought.

The primary aim of this paper was to assess the change in prevalence and demographic characteristics of those using the Internet as a source to obtain nutrition and dietary information among Western Australian adults over 2 decades. To assist with the development of population-wide nutrition interventions, the association between use of the Internet as a source of nutrition and dietary information and the respondents’ perception of what would make it easier for them to eat a healthy diet was explored.

Methods

Sample

The data were part of the Department of Health in Western Australia’s Nutrition Monitoring Survey Series (NMSS), which aims to investigate the nutrition knowledge, attitudes, and behaviors of Western Australian adults related to the Dietary Guidelines to prioritize and monitor the impact of nutrition interventions. Computer-assisted telephone interviews with 7044 Western Australian adults aged 18 to 64 years were conducted from July to August in 1995, 1998, 2001, 2004, 2009, and 2012. The 1995 sample was stratified by geographic area and the 1998, 2001, and 2004 samples were quota sampled by gender and geographic area. The telephone numbers were selected randomly by a computer-generated random digit dialing program. In 2009 and 2012, the samples were randomly drawn from the 2008 and 2011 Electronic White Pages for Western Australia, respectively, and stratified according to area of residence. The details of survey and sampling strategies can be found elsewhere [30].

Outcome Measurements

The main purpose of this study was to assess change in prevalence and demographic characteristics of Western Australian adults using the Internet as a source of nutrition and dietary information. To answer the main purpose, respondents were asked an open-ended question: “In the last 12 months, what have been your main sources of nutrition and dietary information?” After first responses were given, the interviewer...
probed “anything else?” The main sources of nutrition information used were television advertising and programs, magazine articles, books, and the Internet; this study reports on respondents’ use of the Internet. We compared respondents who used the Internet as the main source of nutrition and dietary information with those who did not mention using the Internet. The secondary aim of the study was to explore the association between use of the Internet as a source of nutrition and dietary information and the respondents’ perception of what would make it easier for them to eat a healthy diet to assist with the development of population-wide nutrition interventions. To answer the secondary aim, respondents were asked “Which of the following would make it easier for you or your family to eat a healthy diet?” with the following options: (1) knowing more ways of preparing healthy foods, (2) knowing quicker ways of preparing healthy foods, (3) having more information to help me decide if foods are healthy, and (4) knowing more about cooking (all answered “yes” or “no”). The response options for making it easier to eat a healthy diet were identified during the development stages for the NMSS tool in which open-ended questions were used and typical responses identified. Participants’ sociodemographic information (gender, age, education, area of residence, household income, employment status, country of birth, area of residence, height, and weight) was also collected.

### Statistical Analysis

The data were collected to be representative of the Western Australian population. Data for all the years were pooled and weighted to account for sampling design and adjusted for age, sex, and geographic area to a single standard population to allow for comparisons over time. The standard population used was the 2011 estimated resident population of Western Australia because it was the most recent census year.

The descriptive statistics report the prevalence and 95% confidence interval (95% CI) of using the Internet to obtain nutrition and dietary information by survey year, gender, and age. Binary logistic regression was used to assess the association between respondents using the Internet as a source of nutrition and dietary information and sociodemographic characteristics. The covariates in the full model included survey year as a measure of time, gender, age, education, household income, employment status, country of birth, area of residence (metropolitan vs nonmetropolitan), body mass index (BMI) categories, and Socioeconomic Indexes for Areas (SEIFA) quintile. Variables with \( P \) value <.05 were retained in the final model and reported. Data from surveys administered in 2009 and 2012 were compared for Internet use by gender and age to provide a more recent analysis.

All analyses were performed using Stata 12.0 (StataCorp LP, College Station, TX, USA) under the survey module and a \( P \) value <.05 was regarded as statistically significant.

### Results

Between 1995 and 2012, a total of 7044 adults participated in the NMSS. Details of the sample and demographic information are shown in Table 1.

The main purpose of this study was to assess change in prevalence and demographic characteristics of Western Australian adults using the Internet as a source of nutrition and dietary information. Table 2 shows that there was a significant increase in the proportion of the population using the Internet as a source of nutrition and dietary information between 1995 (0.2%, 95% CI 0.0-1.2), 2004 (9.1%, 95% CI 7.3-11.4), and 2012 (33.7%, 95% CI 30.8-36.8, \( P \)<.001). Across all surveys, more females (19.6%, 95% CI 17.9-21.5) used the Internet than males (14.2%, 95% CI 12.5-16.1, \( P \)=.005) and no significant difference was found by age. The top 5 main sources of nutrition information in 2012 were the Internet (33.7%, 95% CI 30.8-36.8), television programs (23.7%, 95% CI 21.2-26.2), magazine articles (22.5%, 95% CI 20.1-25.0), television advertising (22.0%, 95% CI 19.6-24.6), and books (19.0%, 95% CI 16.7-21.5).
Table 1. Sample demographics of the Nutrition Monitoring Survey Series, Western Australia, 1995-2012.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Survey year, n</th>
<th>Total, %&lt;sup&gt;a&lt;/sup&gt;</th>
<th>N=7044</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>631</td>
<td>502</td>
<td>502</td>
</tr>
<tr>
<td>Male</td>
<td>371</td>
<td>502</td>
<td>502</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>119</td>
<td>110</td>
<td>118</td>
</tr>
<tr>
<td>25-34</td>
<td>257</td>
<td>210</td>
<td>245</td>
</tr>
<tr>
<td>35-44</td>
<td>291</td>
<td>305</td>
<td>296</td>
</tr>
<tr>
<td>45-54</td>
<td>207</td>
<td>234</td>
<td>212</td>
</tr>
<tr>
<td>55-64</td>
<td>128</td>
<td>145</td>
<td>133</td>
</tr>
<tr>
<td>Area of residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>748</td>
<td>751</td>
<td>75</td>
</tr>
<tr>
<td>Remote areas</td>
<td>51</td>
<td>63</td>
<td>62</td>
</tr>
<tr>
<td>Rural areas</td>
<td>203</td>
<td>190</td>
<td>18</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>376</td>
<td>336</td>
<td>303</td>
</tr>
<tr>
<td>High school</td>
<td>251</td>
<td>237</td>
<td>265</td>
</tr>
<tr>
<td>Trade/certificate/diploma</td>
<td>90</td>
<td>95</td>
<td>77</td>
</tr>
<tr>
<td>University degree</td>
<td>284</td>
<td>336</td>
<td>344</td>
</tr>
<tr>
<td>Missing</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Household income (AUS $)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤$60,000</td>
<td>748</td>
<td>603</td>
<td>558</td>
</tr>
<tr>
<td>&gt;$60,000</td>
<td>174</td>
<td>305</td>
<td>340</td>
</tr>
<tr>
<td>Missing</td>
<td>80</td>
<td>96</td>
<td>106</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently not in paid employment</td>
<td>330</td>
<td>263</td>
<td>278</td>
</tr>
<tr>
<td>Currently in paid employment</td>
<td>669</td>
<td>741</td>
<td>726</td>
</tr>
<tr>
<td>Missing</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Country of birth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>656</td>
<td>665</td>
<td>668</td>
</tr>
<tr>
<td>UK/Ireland</td>
<td>189</td>
<td>209</td>
<td>193</td>
</tr>
<tr>
<td>Other countries</td>
<td>157</td>
<td>130</td>
<td>143</td>
</tr>
<tr>
<td>Missing</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentages were weighted for probability of sample selection and adjusted by age, sex, and geographic area to the 2011 Estimated Resident Population of Western Australia.
Table 2. Prevalence of using the Internet as a source to obtain nutrition and dietary information, the Nutrition Monitoring Survey Series, Western Australia, 1995-2012.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Yes, % (95% CI)a</th>
<th>No, % (95% CI)a</th>
<th>P b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey year</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>0.17 (0.02, 1.16)</td>
<td>99.83 (98.84, 99.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1998</td>
<td>0.57 (0.27, 1.22)</td>
<td>99.43 (98.78, 99.73)</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>0.16 (0.02, 1.11)</td>
<td>99.84 (98.89, 99.98)</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>9.14 (7.30, 11.38)</td>
<td>90.86 (88.62, 92.70)</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>22.91 (20.04, 26.05)</td>
<td>77.09 (73.95, 79.96)</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>33.73 (30.82, 36.77)</td>
<td>66.27 (63.23, 69.18)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>19.64 (17.91, 21.49)</td>
<td>80.36 (78.51, 82.09)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14.20 (12.53, 16.05)</td>
<td>85.80 (83.95, 87.47)</td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td>0.21</td>
</tr>
<tr>
<td>18-24</td>
<td>20.08 (15.70, 25.31)</td>
<td>79.92 (74.69, 84.30)</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>16.07 (13.53, 18.99)</td>
<td>83.93 (81.01, 86.47)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>16.78 (14.81, 18.96)</td>
<td>83.22 (81.04, 85.19)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>17.11 (14.96, 19.49)</td>
<td>82.89 (80.51, 85.04)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>14.86 (12.71, 17.30)</td>
<td>85.14 (82.70, 87.29)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>16.87 (15.65, 18.17)</td>
<td>83.13 (81.83, 84.35)</td>
<td></td>
</tr>
</tbody>
</table>

a Percentages were weighted for probability of sample selection and adjusted by age, sex, and geographic area to the 2011 Estimated Resident Population of Western Australia.

bP values were derived from survey design–based Pearson chi-square test.

The logistic regression results showed a sharp increase in using the Internet for obtaining nutrition and dietary information from 2004 (Table 3 and Figure 1). After adjustment for the model covariates, gender showed a difference in the odds of using the Internet as a source. Females were more likely to use the Internet as a nutrition information source than males (OR 1.30, 95% CI 1.05-1.60, P=.02). Respondents living in metropolitan areas (OR 1.26, 95% CI 1.03-1.54, P=.03); born in countries other than Australia, United Kingdom, or Ireland (OR 1.41, 95% CI 1.07-1.85, P=.02); and with more than high school level education (tertiary educated: OR 2.46, 95% CI 1.77-3.42, P<.001) were more likely to use the Internet as a source (Table 3). Respondents aged between 35 and 64 years were less likely to use the Internet as a source compared to those aged between 18 and 24 years (P<.001) (Table 3 and Figure 2).
Table 3. Factors associated with using the Internet as a source of obtaining nutrition and dietary information, the Nutrition Monitoring Survey Series, Western Australia, 1995-2012.

<table>
<thead>
<tr>
<th>Factor</th>
<th>OR (95% CI)</th>
<th>P (^{a})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey year</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1995</td>
<td>0.02 (0, 0.12)</td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>0.06 (0.03, 0.13)</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>0.02 (0.00, 0.11)</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>2.84 (2.07, 3.88)</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>5.20 (3.86, 7.02)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.30 (1.05, 1.60)</td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>0.78 (0.51, 1.20)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>0.64 (0.43, 0.95)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>0.51 (0.34, 0.76)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>0.38 (0.25, 0.57)</td>
<td></td>
</tr>
<tr>
<td>Education attainment</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1.16 (0.76, 1.76)</td>
<td></td>
</tr>
<tr>
<td>TAFE/trade/diploma</td>
<td>1.80 (1.29, 2.52)</td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>2.46 (1.77, 3.42)</td>
<td></td>
</tr>
<tr>
<td>Country of birth</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Australia/UK/Ireland</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Other countries</td>
<td>1.41 (1.07, 1.85)</td>
<td></td>
</tr>
<tr>
<td>Residential area</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Nonmetropolitan</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>1.26 (1.03, 1.54)</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Results were derived from a binary logistic regression under survey module. P values were derived from Wald test.

The secondary aim of this study was to explore the association between use of the Internet as a source of nutrition and dietary information and the respondents’ perception of what would make it easier for them to eat a healthy diet to assist with the development of population-wide nutrition interventions. A high proportion of all respondents agreed that the following information would make it easier for them to eat a healthier diet: knowing more ways of preparing healthy foods (71.99%, 95% CI 70.67-73.27), knowing quicker ways of preparing healthy foods (78.96%, 95% CI 77.80-80.08), more information to help decide if foods are healthy (68.80%, 95% CI 67.49-70.07), and knowing more about cooking (54.68%, 95% CI 53.25-56.11). Table 4 shows that when compared to respondents who did not use the Internet to obtain nutrition and dietary information, a statistically significantly greater proportion of people who used the Internet agreed that knowing quicker ways of preparing healthy foods (83.03% vs 78.14%, P=.005) and having more information to help decide if foods are healthy (76.28% vs 67.27%, P<.001) would make it easier for them to eat a healthier diet.

When comparing survey results for 2009 and 2012, Table 5 shows that a significantly higher percentage of females aged between 25 and 54 years used the Internet as a source of nutrition and dietary information in 2012 with the highest users being females aged between 25 and 34 years (58.8%, 95% CI 46.4-70.1, P<.001). There were also higher numbers of males aged between 35 and 44 years using the Internet as a source of nutrition and dietary information in 2012 compared to 2009 (36.6%, 95% CI 27.1-47.2 vs 17.0%, 95% CI 10.8-25.8, P=.002).
Table 4. Association between using the Internet as a source to obtain nutrition and dietary information and perception of whether it would be easier for respondents to eat healthy diet.

<table>
<thead>
<tr>
<th>Would make easier to eat healthy diet</th>
<th>Participants, % (95% CI)</th>
<th></th>
<th>Total, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not using Internet</td>
<td>Using Internet</td>
<td></td>
</tr>
<tr>
<td><strong>Knowing more ways of preparing healthy foods (n=7007)</strong></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>No</td>
<td>28.65 (27.29, 30.05)</td>
<td>24.88 (21.45, 28.65)</td>
<td>28.01 (26.73, 29.33)</td>
</tr>
<tr>
<td>Yes</td>
<td>71.35 (69.95, 72.71)</td>
<td>75.12 (71.35, 78.55)</td>
<td>71.99 (70.67, 73.27)</td>
</tr>
<tr>
<td><strong>Knowing quicker ways of preparing healthy foods (n=7019)</strong></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>No</td>
<td>21.86 (20.65, 23.12)</td>
<td>16.97 (14.27, 20.07)</td>
<td>21.04 (19.92, 22.20)</td>
</tr>
<tr>
<td>Yes</td>
<td>78.14 (76.88, 79.35)</td>
<td>83.03 (79.93, 85.73)</td>
<td>78.96 (77.80, 80.08)</td>
</tr>
<tr>
<td><strong>More information on healthy foods (n=6996)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>32.73 (31.35, 34.15)</td>
<td>23.72 (20.58, 27.18)</td>
<td>31.20 (29.93, 32.51)</td>
</tr>
<tr>
<td>Yes</td>
<td>67.27 (65.85, 68.65)</td>
<td>76.28 (72.82, 79.42)</td>
<td>68.80 (67.49, 70.07)</td>
</tr>
<tr>
<td><strong>If I knew more about cooking (n=7011)</strong></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>No</td>
<td>45.69 (44.19, 47.20)</td>
<td>43.49 (39.42, 47.64)</td>
<td>45.32 (43.89, 46.75)</td>
</tr>
<tr>
<td>Yes</td>
<td>54.31 (52.80, 55.81)</td>
<td>56.51 (52.36, 60.58)</td>
<td>54.68 (53.25, 56.11)</td>
</tr>
</tbody>
</table>

a Percentages were weighted for probability of sample selection and adjusted by age, sex, and geographic area to the 2011 Estimated Resident Population of Western Australia.

b P values were derived from survey design–based Pearson chi-square test.

Table 5. Prevalence of using Internet as a source obtaining nutrition and dietary information, the Nutrition Monitoring Survey Series, Western Australia, 2009 and 2012.

<table>
<thead>
<tr>
<th>Age range</th>
<th>2009 Yes, % (95% CI)</th>
<th></th>
<th>2012 Yes, % (95% CI)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
<td>P</td>
<td>Female</td>
</tr>
<tr>
<td>18-24 years</td>
<td>31.58 (18.15, 49.01)</td>
<td>34.56 (19.05, 54.23)</td>
<td>.81</td>
<td>56.81 (38.09, 73.77)</td>
</tr>
<tr>
<td>25-34 years</td>
<td>28.40 (20.12, 38.44)</td>
<td>32.83 (21.07, 47.22)</td>
<td>.59</td>
<td>58.77 (46.40, 70.13)</td>
</tr>
<tr>
<td>35-44 years</td>
<td>24.19 (18.99, 30.27)</td>
<td>16.98 (10.76, 25.76)</td>
<td>.13</td>
<td>39.66 (33.37, 46.31)</td>
</tr>
<tr>
<td>45-54 years</td>
<td>16.91 (12.42, 22.62)</td>
<td>18.21 (11.58, 27.45)</td>
<td>.79</td>
<td>33.19 (27.41, 39.52)</td>
</tr>
<tr>
<td>55-64 years</td>
<td>13.48 (9.14, 19.45)</td>
<td>18.21 (11.64, 27.34)</td>
<td>0.32</td>
<td>23.39 (18.58, 29.01)</td>
</tr>
</tbody>
</table>

a Percentages were weighted for probability of sample selection and adjusted by age, sex, and geographic area to the 2011 Estimated Resident Population of Western Australia.
Figure 1. Proportion of participants using the Internet as a source of obtaining nutrition and dietary information over the survey period, the Nutrition Monitoring Survey Series, Western Australia, 1995-2012 (derived after the logistic regression).

Figure 2. Proportion of respondents using the Internet as a source of nutrition and dietary information over the survey period by gender and age, the Nutrition Monitoring Survey Series, Western Australia, 1995-2012 (derived after logistic regression).
Discussion

Prevalence and Characteristics
This study is unique because it examines characteristics of Australian adults’ use of the Internet for nutrition and dietary information and changes in usage over 2 decades. The study found dramatic growth in use of the Internet as a main source of nutrition and dietary information from 9.1% in 2004 to 33.7% in 2012 when it became the most popular main source of nutrition information. This is consistent with overall growth in Internet use in Australian homes, which increased from 3.4% in 1996 to 56% in 2004 and to 83% in 2012 [1,2,33]. However, only one-third of the Western Australian population reported using the Internet as a source of nutrition and dietary information in 2012, which was a smaller proportion than expected. A similar study in Canada found that 51% of the adult population reported using the Internet for nutrition information in 2008 [6]. The proportion of US adults using the Internet to source diet, weight, and physical activity information was 42.8% in 2011 [7]. The Pew Internet & American Life project found that 49% of Internet users had searched for information about diet and nutrition in 2006 [4] (which is equivalent to 34% of the US population [34]). There is limited Australian population research regarding sources of nutrition and dietary information. A 1999 South Australian study of 603 adults did not reveal the Internet as a commonly used source of nutrition information [35]; however, a Queensland convenience sample of 94 adults in 2013 reported that the Internet (63%) was the most utilized source of nutrition information [36]. These findings may reflect cultural differences in requirements for nutrition information. Further research is recommended to understand the implications of the differences in use of the Internet as a resource for nutrition and dietary information.

Comparison of the most recent data available from Australia, the United States, and Canada shows that a similar proportion of the adult population use the Internet overall. In Australia, 83% of adults used the Internet at home in 2012 [2], 81% of US adults used the Internet in 2012 [34], and 83% of Canadian adults used the Internet at home in 2012 [37]. In addition, most Western Australian households reported using the Internet every day (85%) and using a high-speed broadband connection (79%) [2]. A similar proportion of US households accessed the Internet at home using broadband (70%) [38,39] and almost all Canadian Internet users (97%) connected via high-speed broadband [37]. Recent statistics show 80% of US adult Internet users [3] and 70% of Canadian adult Internet users [40] searched for health information online. Improvements in search engine technology have been a key factor in increased online health information seeking over the past decade [41]. Given the rapid increase in use of the Internet in recent years in this study, it is important that governments continue to monitor the prevalence of searching for nutrition and dietary information online.

Western Australian adults using the Internet as a source of nutrition and dietary information were significantly more likely to be female; living in a metropolitan area; born in countries other than Australia, the United Kingdom, and Ireland; more educated; and younger. This is consistent with other studies from the United States, Switzerland, and Canada, which found that adults using the Internet as a source of dietary information are more likely to be female [7,35], more educated [6,7,35], and younger [6,7,35]. Canadian adults who earned a higher income were more likely to use the Internet for nutrition information [6]; however, in this study, household income was not associated with using the Internet for this purpose. Further, online seekers of general health information from the United States, France, and Germany were more likely to be of higher social class [36,42], women [42,43], and more educated [43]. Our findings reinforce the importance of sociodemographic differences when targeting and developing nutrition interventions, particularly gender and education. Reasons for these differences and implications for engagement need further exploration.

Weight status was not associated with using the Internet for nutrition and dietary information in this study. This is surprising because the Internet has been identified as an important source of information and support for individuals with stigmatized health conditions [44,45], including obesity [46]. American adults using the Internet to help with diet, weight, and physical activity were more likely to have a higher BMI [7] and Canadian adults using the Internet for nutrition information were more likely to have tried a popular diet in the past year [6]. Obese adults from Australia report using the Internet to search for information to assess their likelihood of developing a serious disease as a result of their obesity and ways to minimize the health risks, including healthy recipes and ideas to increase physical activity [45]. Use of the Internet as a source of nutrition and dietary information by obese adults remains an important area to monitor in Australia to provide input to future public health interventions.

Internet-Based Information That Would Make it Easier to Eat Healthily

Western Australians who used the Internet as a source of nutrition and dietary information were more likely than nonusers to agree that quicker ways of preparing healthy foods and help deciding if foods are healthy would help them to eat more healthily. The majority of all respondents also agreed that information about preparing healthy foods and cooking would assist. These findings are consistent with identified barriers to healthy eating. Barriers typically include time pressures, the desire for convenience, and lack of motivation to cook, rather than a lack of skills or knowledge [47]. The US Food Hero social media nutrition intervention, which focused on the importance of serving healthy meals, aimed to provide healthy recipes that overcame time and cost barriers [48]. The US Supplemental Nutrition Assistance Program (SNAP) participants reported that the activities that would motivate them to continue to use an Internet resource for food and nutrition included recipe or product ratings, blogs, and discussion boards [49].

Recent Survey Results

Data from the 2009 and 2012 surveys were examined to explore recent changes in prevalence and the demographic profile of Internet users to guide current nutrition program development. Results showed that more than half of females aged between 18 and 34 years used the Internet as a source of nutrition and dietary information in 2012. The percentage of female users
aged between 25 and 34 years doubled between 2009 and 2012 as did the percentage of male users aged between 35 and 44 years (to 37%). These results suggest that the Internet is increasing in importance for males and females. The opposite trend was seen for males aged between 18 and 24 years. One possibility is that younger males, typically the early adopters of newer technologies, are using other sources of information (eg, smartphone apps) and this should be investigated in further research. The demographic characteristics of US Internet users were also found to change significantly between 2007 and 2011 [7].

The recent increase in use of the Internet for nutrition and dietary information by younger females aged between 18 and 34 years and males aged between 35 and 44 years shows the dynamic nature of the resource. Although the overall proportion of Western Australians using the Internet as a source was relatively lower than results of similar studies, there are subgroups emerging that rely on the Internet more heavily. Changes in the demographic characteristics of users over time is an important area to continue to monitor.

Quality of Information

The NMSS is a government survey that contributes evidence of prevalence of use and demographic information to Western Australian policy and programs. It is critical that high-quality information is used to guide population dietary decision making. The size and scale of the Internet raises concerns about the credibility and reliability of the nutrition and dietary information available [8]. Most people use general search engines to find health information online [43] that present search results based on a page ranking system that is open to manipulation through website design [41]. Analysis of selected Canadian websites commonly used for nutrition information found that commercial websites typically contained some poor and misleading advice [50]. The Internet information most likely to be viewed for weight loss and weight management was also found to contain inaccurate information [41]. More accurate information was provided by medical, government, and university websites; however, they appeared in the second and third pages of the website searches so were less likely to be viewed [41]. Some research suggests that Internet users do not discriminate much in terms of quality of information for nutrition information [4,6,50,51]. A large proportion of online health seekers do not consistently check the source and date of the health information they find online [4] and use commercial websites to seek health and nutrition information [50]. Less than half of Canadians rated the Internet as a source of nutrition information that was very or extremely credible [6]. Recognition of health brands that are trusted in the non-Internet world have been shown to assist with identifying which Internet information to trust [51]. Health organizations need to ensure quality nutrition and dietary information is widely available and accessible on the Internet, which could include introducing certification of websites that provide trustworthy information.

Use of the Internet for Population-Wide Nutrition Interventions

Use of the Internet as a source of nutrition and dietary information has shown recent rapid uptake by Western Australian adults making it appealing for dissemination of public health interventions. Internet-based nutrition and dietary interventions should incorporate good practice characteristics [52] including identifying and understanding the target audience [29] and then customizing and tailoring communications to meet their needs [53]. For Internet-based interventions to be effective, they need to address issues including levels of participation and adherence [22], and fully utilize the interactive nature of Web 2.0 social media platforms [23]. Organizations that choose to engage in social media should maintain content and participate regularly [29], monitor poor quality health information, and provide the credible alternative [23], which can be time consuming to manage [54]. The increasing use of the Internet by health organizations for population-wide health interventions highlights the need for guidelines for effective communication strategies, such as the toolkits from the Centers for Disease Control and Prevention in the United States [28].

In this study, the majority of the population did not report that they used the Internet as a main source of nutrition and dietary information. It is important for population-wide education, such as nutrition interventions, to be inclusive and reach the majority of the population, in this case, reaching adults that report using sources other than the Internet. Australian adults living in regional areas, older than 65 years, living alone, or with low household income are less likely to use the Internet in general [55]. Use of multiple channels as appropriate to the intervention and target population is advised [56]. Messages are reinforced when communicated across a number of channels; for instance, integrating traditional public health intervention tactics with social media [53].

Another important consideration for Internet-based nutrition and dietary interventions is the level of literacy required. Almost half of Australians aged between 15 and 74 years have literacy skills below the level deemed suitable to meet societal demands, including using the Internet [57]. For Internet-based interventions to be inclusive, they should be designed to meet the needs of those with limited literacy [23] by introducing non-text-based social media, including use of images, illustrations, video, and sound [58]. Use of traditional health intervention tactics to engage with groups identified as hard to reach via the Internet can remain effective. For example, an Australian telephone-based nutrition intervention has successfully recruited participants from more disadvantaged and regional areas [59,60]. The intervention recently incorporated an interactive website to assist with recruiting new participants and engaging existing participants [61].

Limitations

There are strengths and limitations to the current study. The results can be generalized to Western Australia due to the high response rate and representative sample selection. Development of survey question terminology including “the Internet” was completed in 1995. Due to the recent rapid uptake of the Internet and other developments, including Web 2.0 social media platforms and smartphone technology, terminology may need to be updated in future surveys to reflect commonly used language to ensure usage is captured fully. Use of the Internet to source nutrition and dietary information has been reported
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for the Western Australian adult population, not of Western Australian Internet users. In future, collecting data on use of the Internet, device used, and other relevant technology may help to provide context to use of the Internet to source health and nutrition information. Frequency of use of the Internet to source nutrition and dietary information, the websites that were used, and quality of information sourced were not measured and more information is urgently needed in this area. The study does not specifically investigate the information sources used depending on the information required; for example, information sources for how to feed a toddler a healthy diet may differ to seeking advice on losing weight or healthy recipe ideas for family eating. The cross-sectional survey results are self-reported and are not validated against objective measures; however, it provides useful evidence to measure public attitudes. Height and weight measures are self-reported; however, the use of a correction formula attempted to account for possible underestimation of weight status. This is a population study but there may be differences between Western Australia and other Australian states and territories; for example, more Western Australian households are connected to broadband Internet using mobile broadband (41% vs national average of 33%) [2], which could lead to differences in use of the Internet for nutrition and dietary information. Further research is needed to explore population use of the Internet for nutrition and dietary information and how to deliver public health interventions effectively.

Conclusions

This study found that there had been dramatic growth in using the Internet as a source of nutrition and dietary information since 2004; however, the majority of the adult population still obtain their information from other sources. Relatively fewer Western Australians used the Internet for this purpose when compared with other Western countries, but their demographic characteristics were broadly consistent. This study found that increased weight was not associated with use of the Internet as a source, which was surprising because the Internet has been identified as an important resource for individuals with stigmatized health conditions, including obesity. Given the rapid increase in use of the Internet in recent years, it is likely that prevalence of using the Internet to source nutrition and dietary information will continue to change. Changes in the prevalence and characteristics of users over time are important areas to continue to monitor to inform future development of nutrition interventions.

The Internet provides a cost-effective platform to reach the identified users with nutrition and dietary interventions, but should be integrated with traditional health promotion tactics to reach the broader population. Policy makers and practitioners delivering Internet-based nutrition interventions should ensure they identify and understand the target population, and customize and tailor communications to meet their needs. Use of non–text-based social media, including images, illustrations, video, and sound, should be included to meet the needs of those with limited literacy. Provision of credible, reliable, and practical information is recommended, including quicker ways to prepare healthy foods and how to choose healthy foods. It is also important for policy makers to improve provision of quality nutrition and dietary information on the Internet generally, which could include certification of websites that provide trustworthy information.
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Abstract

Background: The prevalence and value of patient-generated health text are increasing, but processing such text remains problematic. Although existing biomedical natural language processing (NLP) tools are appealing, most were developed to process clinician- or researcher-generated text, such as clinical notes or journal articles. In addition to being constructed for different types of text, other challenges of using existing NLP include constantly changing technologies, source vocabularies, and characteristics of text. These continuously evolving challenges warrant the need for applying low-cost systematic assessment. However, the primarily accepted evaluation method in NLP, manual annotation, requires tremendous effort and time.

Objective: The primary objective of this study is to explore an alternative approach—using low-cost, automated methods to detect failures (eg, incorrect boundaries, missed terms, mismapped concepts) when processing patient-generated text with existing biomedical NLP tools. We first characterize common failures that NLP tools can make in processing online community text. We then demonstrate the feasibility of our automated approach in detecting these common failures using one of the most popular biomedical NLP tools, MetaMap.

Methods: Using 9657 posts from an online cancer community, we explored our automated failure detection approach in two steps: (1) to characterize the failure types, we first manually reviewed MetaMap’s commonly occurring failures, grouped the inaccurate mappings into failure types, and then identified causes of the failures through iterative rounds of manual review using open coding, and (2) to automatically detect these failure types, we then explored combinations of existing NLP techniques and dictionary-based matching for each failure cause. Finally, we manually evaluated the automatically detected failures.

Results: From our manual review, we characterized three types of failure: (1) boundary failures, (2) missed term failures, and (3) word ambiguity failures. Within these three failure types, we discovered 12 causes of inaccurate mappings of concepts. We used automated methods to detect almost half of 383,572 MetaMap’s mappings as problematic. Word sense ambiguity failure was the most widely occurring, comprising 82.22% of failures. Boundary failure was the second most frequent, amounting to 15.90% of failures, while missed term failures were the least common, making up 1.88% of failures. The automated failure detection achieved precision, recall, accuracy, and F1 score of 83.00%, 92.57%, 88.17%, and 87.52%, respectively.

Conclusions: We illustrate the challenges of processing patient-generated online health community text and characterize failures of NLP tools on this patient-generated health text, demonstrating the feasibility of our low-cost approach to automatically detect those failures. Our approach shows the potential for scalable and effective solutions to automatically assess the constantly evolving NLP tools and source vocabularies to process patient-generated text.
Introduction

The Internet pervades our everyday life, including health care [1]. For instance, patients increasingly use the Internet for health information and peer support. In 2005, 80% of Internet users searched for health information online [2]. Just 6 years later, a quarter of Internet users living with a chronic condition sought information online from a peer with a similar condition [3]. Similarly, applications that make use of data generated by patients are increasing [4]. For example, micro-blogging (eg, Twitter) has been used to improve natural disaster and emergency response situations [5], and patient-generated data on the PatientsLikeMe website has been used to evaluate the effectiveness of a drug [6]. Moreover, patients have voiced great potential benefits of such patient-generated data with respect to their treatment decisions, symptoms management, clinical management, and outcomes [7,8]. However, in these instances, the use of patient-generated data required manual analysis of textual data. Although these methods provide value, manual analysis does not scale to the growing size of patient-generated health data online. Moreover, for many research activities, the overwhelming amount of data remains a challenge.

One scalable approach to process text-based patient-generated data is natural language processing (NLP). An increasing number of researchers studying patient-generated text, such as in online health communities, have used statistical methods based on manually annotated datasets [9-15]. Utilizing statistical methods, researchers extracted cancer patient trajectories from patients’ posts [9], estimated the level of social support in an online breast cancer community [10], predicted adverse drug reactions from health and wellness Yahoo! Groups [11], identified medically relevant terms [12], classified addiction symptoms did not map to the UMLS due to issues like misspellings and slang [26]. Although Keselman et al [27] reported fewer cases of unmapped terms from patient-generated online community posts than Smith and Wicks [26], the researchers recognize this remaining challenge as a significant problem.

Recognizing the differences in vocabulary, a number of efforts to expand the UMLS to include patient-generated text have been reported [25,27-31]. One of the biggest challenges in applying these biomedical NLP tools to a different type of text is the difference in vocabulary. For example, Zeng et al recognize differences in the vocabulary used by patients and clinicians [25]. Smith and Wicks manually evaluated patient-generated text from PatientsLikeMe and found that over 50% of patient-submitted symptoms did not map to the UMLS due to issues like misspellings and slang [26]. Although Keselman et al [27] reported fewer cases of unmapped terms from patient-generated online community posts than Smith and Wicks [26], the researchers recognize this remaining challenge as a significant problem.

Recognizing the differences in vocabulary, a number of efforts to expand the UMLS to include patient-generated text have been reported [25,27-31]. One of the biggest efforts is the open-access Collaborative Consumer Health Vocabulary Initiative (CHV) [25,27,31]. CHV is a collaborative effort to address differences in terminology by including layman-friendly terminology that is familiar to patients [25]. Although the terminology difference could theoretically be addressed by expanded vocabularies, it is questionable whether CHV can fully address other issues of patient-generated text, such as misspellings, community nomenclature, and Internet-oriented writing styles. To address this issue, Elhadad et al applied an unsupervised, semantics-based methods to detect community nomenclature
including typical misspellings [32]. Although the method is domain-independent, it accounts for only three semantic types.

The effort to process patient-generated text, such as email [29,30] and search queries [27,28], using biomedical NLP tools has also been reported. For example, Brennan and Aronson processed patient-authored emails using MetaMap and showed the potential of processing this patient-generated, informal text to identify UMLS concepts [29]. However, Brennan and Aronson identified only three types of errors: (1) overly granular parsing of phrases into separate terms (eg, splitting of the phrase “feeling nauseous”), (2) inappropriate mappings that are simply nonsensical or incorrect for the context (eg, a verb “back” being mapped to “body location or region back”), and (3) mismatches resulting from terms and semantic types having more than one meaning (eg, confusion between “spatial concept right” and “qualitative concept right”) [29]. Zeng et al have mapped the UMLS concepts to patients’ Internet search queries [28], and the study highlighted the difference between terminology structures in UMLS and mental model of patients.

These prior studies show that many have worked to improve biomedical NLP tools to process patient-generated text. As NLP technologies and source vocabularies continue to evolve, we need easy, low-cost methods to systematically assess the performance of those tools. Traditionally in NLP, evaluations involve a great deal of manual effort, such as creating a manually annotated dataset. Moreover, a new evaluation for different types of text requires additional annotated datasets, thus maintenance can often be difficult. Recognizing the potential benefits of performing a low-cost assessment of NLP tools, we explore automated methods to detect failures without producing annotated datasets. Given MetaMap’s long history of use in biomedical contexts, its configurability, and its scalability, we apply our failure detection tool to MetaMap in processing patient-generated text from an online cancer community to demonstrate the feasibility of automatically detecting occurrence of failures. We first present the dataset and MetaMap configuration, followed by the specific methods and results for (1) characterizing failure types, (2) automated failure detection, and (3) manual performance evaluation of our automated failure detection approach.

**Methods**

### Online Community Dataset and MetaMap Configuration

Our dataset consists of community posts from the CancerConnect website, an online cancer community for cancer patients, their families, friends, and caregivers to exchange support and advice. The dataset consists of a total of 2010 unique user members and 9657 user member–generated posts from March 2010 to January 2013.

We processed the online community posts with MetaMap version 2011A-A and configured the word sense disambiguation feature and included only the top-ranked concept from the output. In the default setting, MetaMap suggests a number of candidate concepts with candidate scores indicating relationships among concepts found in the text. However, in real-world usage on large amounts of text, considering multiple suggestions for each processed term could be overwhelming to assess manually. Thus, we assessed only the top-ranked scored concept to simulate how MetaMap would be used in real-world settings. However, we used default settings for all other options for generalizability. A single mapped term/concept served as the unit of analysis.

### Methods for Characterizing Failures

To characterize the types of failures, we assessed MetaMap’s output collaboratively through iterative rounds of manual review among the five authors. We reviewed the output following an open coding process [33] to identify emerging themes grounded in data. Because we did not know all possible failure types, we chose to use an inductive coding process, rather than a structured, reductive content analysis approach. In each iteration, we processed different patient-generated posts, and each author independently and manually evaluated the same sets of mapped terms by examining the corresponding UMLS concept definitions and semantic types. Then as a group, we reached a consensus through discussion when different verdicts were made. Based on the list of inaccurate mappings, we grouped each inaccurate mapping into failure types and went on to identify potential causes within each failure type through the open coding process. This second step addressed the gaps in previous literature by identifying a number of causes of the failure types and providing information needed to detect these failures automatically.

### Results for Characterizing Failures

#### Overview

From our manual review, we characterized three types of failure: (1) boundary failures, (2) missed term failures, and (3) word ambiguity failures. A boundary failure occurred when a single coherent term was incorrectly parsed into multiple incomplete terms. A missed term failure occurred when a relevant term had not been identified. A word sense ambiguity failure occurred when a relevant term was mapped to a wrong concept. Within these three failure types, we discovered 12 causes of failures. In the sections below, we describe each type of failure and then identify potential causes within each failure type.

### Boundary Failures

Boundary failures, in which a single coherent term is incorrectly parsed into multiple terms, are well documented in biomedical NLP literature [26,29,34-36]. In this literature, boundary failures are referred to as overly granular parsing [29] or split phrasing [34]. Our analysis expands our understanding with boundary failures associated with patient-generated text.

Our patient-generated text contained extensive descriptive phrases (eg, “feeling great”) and colloquial language (eg, “chemo brain”), contrasting with typical biomedical text that usually contained concepts from standard terminologies. Theoretically, boundary failures can result from standard medical terminologies. However, descriptive phrases and colloquial language highlight the parsing problem of biomedical NLP because colloquial language and descriptive phrases that patients use in online health communities cannot all be included.
in the UMLS. For instance, UMLS included “feeling sick” as a synonym of a concept, although a similar descriptive phrase “feeling great” was not included in the UMLS. Consequently in our analysis, “feeling sick” was recognized as one concept, while “feeling great” was parsed into two separate terms “Emotions” and “Large” delivering different interpretations than intended.

Boundary failures also occurred even when proper concepts were available in the UMLS. For instance, a colloquial term “chemo brain” was commonly used to describe the single concept of cognitive deterioration of cancer patients after chemotherapy. In our analysis, the term was recognized as two UMLS concepts—“chemotherapy” and “brain-body part”—even though UMLS contained a concept for “chemo brain”. From our experience, we inferred that the lack of colloquial language and descriptive phrases concepts in the UMLS as well as standard medical terminologies parser were causing boundary failure when processing patient-generated text.

**Missed Term Failures**

**Overview**

Missed term failures occurred when a relevant term was not identified [26,34]. We extended the literature by identifying two causes of missed term failures associated with patient-generated text: (1) community-specific nomenclature and (2) misspellings.

**Community-Specific Nomenclature**

Community-specific nomenclature refers to members of a community using terms that either are commonly used in a different way elsewhere or not commonly used at all. In online communities, members frequently create their own nomenclature that, over time, can become vernacular that is well understood in the community [37]. Community nomenclature poses unique challenges and opportunities for NLP.

In particular, community nomenclature regularly referred to relevant health-related content but resulted in three major challenges. First, many of the community-specific terms were not found in the UMLS. For instance, “PC” referred to “Prostate Cancer”; however, this acronym was not contained in UMLS. Second, community nomenclature was typically context and community-specific. For instance, the acronym “BC” was used for “before cancer”, “blood count”, or “breast cancer” depending on the context. This type of ambiguous usage was also seen with commonly accepted abbreviations. For instance, “rad” was a common abbreviation for “radiation therapy” in the cancer community, but “rad” could also be used for “radiation absorbed dose”, “reactive airway disease”, “reactive attachment disorder”, or “RRAD gene” depending on the community. Third, novel abbreviations and acronyms commonly showed up in our data, similar to what researchers of online communities found [37]. For instance, our dataset included newly emerged acronyms that were not included in the UMLS, such as “LLS” and “PALS” for “Leukemia and Lymphoma Society” and “Patient Advice and Liaison Service”, respectively.

**Misspellings**

Previous research showed that patients made more medically related misspellings at a significantly higher rate compared to clinicians [25]. Misspellings in our dataset included typographical errors (eg, “docotor”), phonetic errors that could be associated with lack of familiarity with medical terms (eg, “byopsi” and “methastasis”), and colloquial language errors (eg, “hooooooot flash”). Biomedical NLP techniques were typically developed using the correct spelling in training models, thus relevant but misspelled terms were often unrecognized. These unrecognized terms comprised a type of missed exact match [34] that consequently become false negatives—terms that should have been recognized but were missed. Although previous research in health information query investigated methods to address misspellings of patient-generated medical terms [38,39], those methods had limitations because they required correctly spelled medical terms in the database and manual selection of terms among recommended terms.

**Word Sense Ambiguity Failures**

The most prevalent failure was word sense ambiguity, which occurred when a term was mapped to the wrong concept because the two concepts are spelled the same way, share the same acronym (eg, “apt”, an acronym used for appointment was mapped to organic chemical “4-azido-7-phenylpyrazolo-(1,5a)-1,3,5-triazine”), or were spelled the same as one of their acronyms (eg, a verb “aids” was mapped to “Acquired Immunodeficiency Syndrome”). This failure had been identified in previous research [26,29,34-36], but these studies did not examine the causes of this failure. From our analysis, we identified nine causes of failure associated with processing patient-generated text: (1) abbreviations and contractions, (2) colloquial language, (3) numbers, (4) email addresses and Uniform Resource Locators (URL) s, (5) Internet slang and short message service (SMS) language, (6) names, (7) the narrative style pronoun “I”, (8) mismapped verbs, and (9) inconsistent mappings (by word sense disambiguation feature). In the following sections, we describe each cause of word sense ambiguity failures in detail and identify associated semantic types where applicable.

**Abbreviations and Contractions**

Frequent use of standard abbreviations and contractions was common in our online health communities. Online community members frequently used contractions such as “I’d” or abbreviations such as “i.e.” in their text. Although the use of these shortened forms was common in informal text, it could be a source of errors for many NLP tools. For example, MetaMap maps “I’d” to “Incision and drainage” and mapped “i.e.” to “Internal-External Locus of Control Scale” due to partial matches with synonyms. Also, MetaMap was inconsistent with some of its correct mappings for abbreviations. For instance, abbreviations for some US states were mapped correctly (eg, “AK” and “WA”), whereas others were often missed even though they were in the UMLS (eg, “CA” and “FL”) or were mismapped (eg, Virginia was mapped to “Alveolar gas volume” when written as “V.A.”).
Colloquial Language

Colloquial language, such as “hi” was prevalent in our dataset and caused many failures. Although these terms are obvious to human readers, we found they were often mapped to incorrect terms in the UMLS. For instance, our previous example “hi”, rather than being left unmapped, was mapped to “Hawaiii”, “ABCC8 gene”, or “AKAP4 gene” because “hi” was a synonym for all three concepts. In our analysis, this failure was found with many semantic types; however, terms mapped to the semantic type of “Gene or Genome” were particularly troublesome because of their unusual naming conventions.

Numbers: Dates, Times, and Other Numbers Not Indicating Disease Status

Our online community posts often contained numbers that convey important information, such as a patient’s disease status (eg, “stage 3 breast cancer”). Other times, numbers conveyed more logistical information, such as time of day and dates, which were misinterpreted. For instance, in the phrase, “I got there at 4:12pm”, “12pm” was mapped to “Maxillary left first premolar mesial prosthesis” because it was a complete match for one of its synonyms in the UMLS. Numbers that were used to convey diagnostic information were crucial for the identity of many community members, and such information was often included in an automated signature line (eg, “stage 2 grade 3 triple negative breast cancer”) at the end of posts. Numbers indicating dates and times often resulted in false positives, whereas health status numbers often resulted in a different failure type (ie, boundary failure caused by splitting a phrase). We saw this type of failure across many different semantic types, including “Amino Acid, Peptide, or Protein”, “Finding”, “Gene or Genome”, “Intelectual Product”, “Medical Device”, “Quantitative Concept”, and “Research Activity”.

Email Addresses and URLs

Online community members frequently mentioned URLs and email addresses in our dataset. They often pointed to websites that they found useful and gave out email addresses to start private conversations. Parts of email addresses and URLs were incorrectly mapped in our analysis. For instance, “net” at the end of an email address was often mapped to the “SPINK5 gene” because one of its synonyms was “nets”. Also, “en”, a language code that referred the English language in URLs, incorrectly mapped to “NT5E gene” because one of its synonyms was “en”.

Internet Slang and SMS Language

Internet slang and SMS language, such as “LOL” (ie, “laugh out loud” or “lots of love”) or “XOXO” (ie, hugs and kisses) are highly prevalent in online community text but not in typical biomedical texts. Although these terms should be obvious to human readers, our analysis showed that Internet slang and SMS language were often mapped to incorrect biomedical terms in the UMLS. In particular, Internet slang and SMS language were often mistaken for gene names, such as the mapping of “LOL” to the LOX1 gene and “XO” to the XDH gene. To manage the different variations of concepts, the UMLS included many synonyms of terms. Varieties of these synonyms overlapped with commonly used Internet slang and SMS language resulting in word sense ambiguity failure.

Names: First, Last, and Community Handles

The use of names is also prevalent in online community posts, particularly when posts address specific individuals. Community members also often include their first names in a signature line and call out other members by first names or community handles. In our analysis, common first names were often mistaken for UMLS concepts, such as “Meg” being mistaken for “megestrol”, “Rebecca” for “becatecin”, “Don” for “Diazooxonorleucine”, and “Candy” for “candy dosage form”. Each individual name was a complete match for one of the UMLS concepts. We identified these mismatches across multiple semantic types, including “Antibiotic”, “Biomedical or Dental Material”, “Clinical Attribute”, “Diagnostic Procedure”, “Disease or Syndrome”, “Finding”, “Hormone”, “Injury or Poisoning”, “Laboratory Procedure”, “Mental Process”, “Pathologic Function”, “Pharmacologic Substance”, and “Sign of Symptom”.

Narrative Style of Pronoun “I”

Patients share a wide variety of personal experiences in narrative form in online health communities. Thus, the use of the pronoun “I” is prevalent in community posts but is a source of misinterpretation. For example, over the course of the study we discovered that “I” is typically mapped to either “Blood group antibody F” or “Iodides”, which belong to “Amino Acid, Peptide, or Protein”, “Immunologic Factor”, or “Inorganic Chemical” semantic types.

Mismapped Verbs

One of the most fundamental components of NLP tools is a part-of-speech (POS) tagger, which marks up words with their corresponding POS (eg, verb, noun, preposition) in a phrase, sentence, or paragraph. POS taggers are commonly used in NLP and have many different applications, such as phrase parsers. In our analysis, we discovered that MetaMap uses a POS tagger called MedPost SKR (Semantic Knowledge Representation) [40] to split text into phrases. However, it did not use the resulting POS information when mapping to the UMLS. Such POS failures could have been overlooked in previous studies using biomedical text due to the fact that words like “said” or “saw” were less prevalent in biomedical literature or even in clinical notes. For our online community dataset, MetaMap improperly mapped terms without discriminating between verbs and nouns. For instance, simple verbs used in past tense, like “said” and “saw”, were mapped as the acronym, “SAID” (ie, Simian Acquired Immunodeficiency Syndrome) and “saw” (ie, a medical device). Verbs in the present tense were also problematic. For instance, “bow” and “snap” were mapped to “Genu varum” and “Snap brand of resin”, respectively. We observed this type of failure across different semantic types, including semantic types where verbs were unexpected, such as “Antibiotic”, “Biomedical or Dental Material”, and “Pharmacologic Substance”.

Inconsistent Mappings

Two great strengths of the UMLS are its broad coverage of concepts and its capacity to distinguish among concepts in fine detail. This ability to provide the precise meaning of concepts is valuable for many applications. However, this feature also became a source for inconsistent mappings despite similar usage...
of terms in our analysis. For instance, the term “stage” was mapped to multiple concepts in our dataset. Community members often used the term “stage” to describe their cancer status (eg, “stage 4 ER+ breast cancer”). Despite the seemingly similar sentence structures and usage of the term in the sentence, our findings showed that MetaMap inconsistently mapped “stage” to different UMLS concepts. Six different semantic types were identified for the UMLS concepts mapping to “stage” (Table 1). This is a known failure of MetaMap [34]; however, the severity of the failures shows that addressing word sense disambiguation in patient-generated text may require particular attention.

<table>
<thead>
<tr>
<th>Sample sentence</th>
<th>Mapped term</th>
<th>UMLS concept</th>
<th>Concept unique identifiers</th>
<th>UMLS semantic type</th>
</tr>
</thead>
<tbody>
<tr>
<td>“My father was diagnosed with stage 2b pancreatic cancer”</td>
<td>stage 2b</td>
<td>Stage 2B</td>
<td>C0441769</td>
<td>Classification</td>
</tr>
<tr>
<td>“I'm stage 4 SLL and stage 2 CLL”</td>
<td>stage</td>
<td>Tumor stage</td>
<td>C1300072</td>
<td>Clinical attribute</td>
</tr>
<tr>
<td>“I was dx last year at age 46 with Stage 1”</td>
<td>Stage 1</td>
<td>Stage level 1</td>
<td>C0441766</td>
<td>Intellectual product</td>
</tr>
<tr>
<td>“Almost seven years ago I was diagnosed with stage I breast cancer at age 36 1/2”</td>
<td>Stage breast cancer</td>
<td>malignant neoplasm of breast staging</td>
<td>C2216702</td>
<td>Neoplastic process</td>
</tr>
<tr>
<td>“My friend was just diagnosed with Stage IV cancer”</td>
<td>stage</td>
<td>Stage</td>
<td>C1306673</td>
<td>Qualitative concept</td>
</tr>
<tr>
<td>“My mom was diagnosed 11/07 with stage IV inoperable EC”</td>
<td>stage</td>
<td>Phase</td>
<td>C0205390</td>
<td>Temporal concept</td>
</tr>
</tbody>
</table>

Table 1. Word sense ambiguity failures: inconsistent mappings of stage by MetaMap.

Methods for Automated Failure Detection

Overview

To explore automated methods for detecting the three types of failures we identified, we created a tool that applies combinations of dictionary-based matching [41-43] and NLP techniques [44-47]. We describe this detailed automatic detection process in the following sections.

Detecting Boundary Failures

Our tool detected failures caused by incorrectly splitting a phrase through a comparison of MetaMap’s MedPost SKR parser [40], a biomedical text parser, and the Stanford Parser [45] (a general-purpose parser). First, we collected all adjacent terms that MetaMap mapped but MedPost SKR had parsed separately. Second, we used the Stanford Parser to determine whether adjacent mapped terms were part of the same phrase. If adjacent mapped terms were part of the same phrase, the combined term could deliver a more precise meaning, while individually they often deliver different meanings [29,34]. We found this especially problematic if the combined term was a valid UMLS concept. For instance, we would collect “chemo brain” as a boundary failure caused by splitting a phrase. “Chemo” and “brain” were terms that appeared adjacent to one another in a sentence, and their combination—“chemo brain”—was a valid UMLS concept, but MetaMap split it into two separate terms. However, we also collected combined terms that were not in the UMLS because they were also cases of improperly splitting terms. Furthermore, the missing combined terms could provide valuable insight to completeness of the UMLS. For instance, both “double mastectomy” and “chemo curls” are important concepts that are frequently used by patients; however, these concepts are missing from the UMLS as shown in Table 2. The aforementioned steps to compare MetaMap’s MedPost SKR parser with the Stanford Parser can detect these important but missing terms. In our detection, we used the shortest possible phrase identified by the Stanford Parser. The Stanford Parser parsed phrases as structure trees to indicate grammatical relations. In the structure tree, a shorter phrase was often part of a longer phrase and delivered more coherent meanings compared to a longer phrase.
Detecting Missed Term Failures

Overview
We identified two causes of missed term failures associated with processing patient-generated text. The following sections describe automatic detection of missed terms, specifically due to community-specific nomenclature and misspellings.

Community-Specific Nomenclature
Our tool detected missed terms due to abbreviations and acronyms in four steps. First, it ran MetaMap on the original text and then counted the total number of mappings. Second, it extracted common abbreviations and acronyms and their definitions using a simple rule-based algorithm [46], but where we manually verified the extracted terms. Third, it ran MetaMap again after replacing the extracted abbreviations and acronyms with their corresponding fully expanded terms. Finally, it calculated the difference in the total mappings between the original text and the updated text.

The simple rule-based algorithm by Schwartz and Hearst [46] has performed well in finding abbreviations and acronyms in documents [48,49]. We modified the algorithm to reflect typical writing styles of online community posts. The algorithm by Schwartz and Hearst uses (1) order of characters, (2) distance between abbreviations/acronyms and their definitions, and (3) presence of parentheses to find candidates for abbreviations/acronyms and their definitions. Our tool first identified completely capitalized words (with an exception of the last character due to pluralization) as candidate abbreviations/acronyms and then applied the algorithm to find its fully expanded form. Because online community members adopted community’s abbreviations/acronyms, we saved this information and applied to other posts written in the same community even when the definition was not available. For instance, in the sentence, “My mother was diagnosed with Stage 3 Esophageal cancer (EC) earlier this year - EC also counts smoking and alcohol as two major aggravating factors and is an aggressive cancer”, the poster defined EC once and then continued to use the acronym in place of esophageal cancer. MetaMap could map esophageal cancer but not EC. Our tool used this algorithm to detect EC and its fully expanded form, esophageal cancer, then replaced EC with “esophageal cancer” to ensure the concept could be identified by MetaMap.

Misspellings
Our tool detected the prevalence of missed terms due to misspelling using three steps. First, it ran MetaMap on the original text and counted the total number of mappings. Second, it ran MetaMap again after correcting possible misspellings using Google’s query suggestion service [50]. Finally, it calculated the difference in the mappings between the original text and the corrected text.

Detecting Word Sense Ambiguity Failure
We identified nine causes of word sense ambiguity failure associated with processing patient-generated text. In the following sections, we describe how to automatically detect the word sense ambiguity failures.

Abbreviations and Contractions
To detect word sense ambiguity failures due to abbreviations and contractions, we used an NLP tool called the Stanford POS Tagger [44], which assigns POS to terms in text. Our tool processed the data using the Stanford POS Tagger to count cases where a single mapped term was tagged with multiple POS. For instance, the Stanford POS Tagger would accurately tag “I’d” with two different POS, that is, the personal pronoun and modal.

Colloquial Language
Detecting word sense ambiguity failure caused by colloquial language is particularly challenging. We identified many of these failures by narrowing our focus to consider only the “gene or genome” semantic type because colloquial language failures were frequently mapped to this semantic type. Our tool automatically detected improperly mapped colloquial language by using an existing cancer gene dictionary—a list of genes known to be associated with cancer [43]—and counting the number of terms categorized as a “gene or genome” semantic type that were not in the cancer gene dictionary.
Numbers: Dates, Times, and Other Numbers Not Indicating Disease Status

To automatically detect improperly mapped dates and times, we implemented a number of rule-based regular expressions to detect times and dates that were not mapped as “Quantitative Concept” semantic type concepts. “Quantitative Concept” is the most appropriate semantic type based on how patients typically used numbers in our dataset. This resulted in counting the numbers mapped to “Amino Acid, Peptide, or Protein”, “Finding”, “Gene or Genome”, “Intellectual Product”, “Medical Device”, and “Research Activity”.

In our approach, we recognized two types of date or time expression that are problematic for MetaMap. The first type was a time expression containing the term “pm”. The second type was a string of numbers that has been typically used to describe age, date, or time duration. For instance, “3/4” indicating March fourth was mapped to a concept describing distance vision: concept unique identifier (CUI) C0442757. We used specific regular expressions that focused on numbers with “am” or “pm”, as well as a string of numbers with or without non-alphanumeric characters in between numbers to identify dates, times, and other numbers that do not indicate disease status.

Email Addresses and URLs

Our detection process for email addresses and URLs was completed using regular expressions to identify all the email addresses and URLs, and then we counted the number of terms that were mapped from email addresses or URLs. In our approach, we used specific regular expressions matching “@” and a typical structure of domain name (ie, a dot character followed by 2-6 alphabetic or dot characters) for identifying email addresses and “http” or a typical structure of domain name for identifying URLs.

Internet Slang and SMS Language

We detected improperly mapped Internet slang and SMS language using a 3-step process. First, we identified an Internet dictionary with a list of chat acronyms and text shorthand [41]. Second, we manually reviewed the list to remove terms that were also medical acronyms. In this process, we identified only three medical acronyms, “AML”, “CMF”, and “RX” and removed them from the list. Third, our tool automatically identified the terms in the text by matching them with the Internet slang/SMS language list.

Names: First, Last, and Community Handles

To identify improperly mapped names, we first combined a number of name dictionaries that consist of first names [42] with a list of community handles from our online community, CancerConnect. Then, our tool counted the number of mapped terms that matched one of the names in the combined list.

Narrative Style of Pronoun “I”

We identified a number of cases where the pronoun “I” was improperly assumed to be an abbreviation, such as for Iodine, because the NLP tool did not consider the contextual knowledge from the term’s POS. One of the most fundamental components of NLP tools is a POS tagger, which marks up words with their corresponding POS (eg, verb, noun, preposition) in a phrase, sentence, or paragraph. “I” as an abbreviation for Iodine should be recognized as a noun, whereas “I” meaning the individual should be recognized as a pronoun by a POS tagger. Our tool used data derived from the Stanford POS Tagger [44] to count cases where the pronoun “I” was mapped to either the “Blood group antibody” or “Iodides” concepts. We noticed that the pronoun “I” was sometimes tagged as a foreign word. We included those cases in our counts because it was a failure of the Stanford POS Tagger.

Mismapped Verbs

To identify the improperly mapped terms without discriminating between verbs and nouns, we used POS information from the Stanford POS Tagger [44] to count cases where a mapped verb term belonged to a semantic type that did not contain verbs. The 34 semantic types (eg, “Activity” and “Behavior”) listed under the “Event” tree of the UMLS ontology could contain verbs; thus, we excluded verbs from these semantic types from our analysis. We considered all verbs in the “Entity” tree of the UMLS ontology as incorrect mappings. The “Entity” portion includes semantic types, such as “Biomedical or Dental Material”, “Disease or Syndrome”, “Gene or Genome”, “Medical Device”, “Pharmacologic Substance”, for which we do not expect verbs. Thus, our tool detected cases where verbs were associated with the “Entity” tree of the UMLS ontology.

Inconsistent Mappings

Detecting word sense ambiguity failures leading up to this section consisted of cases where terms were consistently mapped improperly. However, for other word sense ambiguity failures, MetaMap consistently mapped terms, both correctly and incorrectly. The inconsistency was the result of poor performance by MetaMap’s word sense disambiguation feature that was designed to select the best matching concepts out of many candidate concepts available in the UMLS. We detected inconsistent mappings by (1) assuming that patients used terms consistently, and (2) MetaMap accurately selecting the best matching concepts the majority of the time. For instance, in our online cancer community dataset, we assumed that patients always used the term “blood test” to convey the “Hematologic Tests” concept (CUI: C0018941), which was how MetaMap interpreted this term two thirds of the time, rather than the less frequent mapping to the “Blood test device” concept (CUI: C0994779). Based on these assumptions, we detected inconsistent mappings in two steps. First, we created a term frequency table based on a term’s spelling and its CUI. Second, assuming the most frequently mapped CUI was the correct concept, we counted the number of cases where the term was mapped to less frequent CUIs.

Results for Automated Failure Detection

The automated methods detected that at least 49.12% (188,411/383,572) of MetaMap’s mappings for our dataset were problematic. Word sense ambiguity failures were the most widely occurring, comprising 82.22% among the total detected failures. Boundary failures were the second most frequent, amounting to 15.90% among the total detected failures, while missed term failures were the least common, making up 1.88% of the detected failures. Table 3 summarizes the identified...
failures as well as their causes and prevalence for automatic detection of MetaMap’s failure on processing patient-generated text. Our process showed the feasibility of automated failure detection; hence showing the types of failures that our tool could identify in similar datasets processed with biomedical NLP tools.

We found that word sense ambiguity failures were not mutually exclusive, and several cases had multiple causes. Thus, in Table 3, the sum of percentages for individual failures exceeded 100%. For instance, an acronym “OMG” used for “Oh My God” was incorrectly mapped to “OMG gene”. This particular failure was detected as both colloquial language as well as Internet slang and SMS language failures. To avoid redundant counts, we detected 154,904 unique counts of word sense ambiguity failure, making up 82.22% of failures. In Table 3, we show both individual counts/percentages as well as the total unique counts/percentages to provide a precise overview of word sense ambiguity failures. Although these failures were recognized in prior studies on MetaMap [26,29,34-36], the studies had not presented automated methods for detecting these failures.

We manually evaluated the performance of our failure detection tool in two parts: overall performance evaluation and individual component level performance evaluation.

Table 3. Detecting MetaMap’s failures on processing patient-generated text.

<table>
<thead>
<tr>
<th>Failure type</th>
<th>Causes of failure</th>
<th>Count</th>
<th>Percentage of failure, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Boundary failures</td>
<td>1.1 Splitting a phrase</td>
<td>29,965</td>
<td>15.90</td>
</tr>
<tr>
<td>2. Missed term failures</td>
<td>2.1 Community specific nomenclatures</td>
<td>1167</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>2.2 Misspellings</td>
<td>2375</td>
<td>1.26</td>
</tr>
<tr>
<td>3. Word sense ambiguity failures</td>
<td>3.1 Abbreviations and contractions</td>
<td>416</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>3.2 Colloquial language</td>
<td>4162</td>
<td>2.21</td>
</tr>
<tr>
<td></td>
<td>3.3 Numbers</td>
<td>143</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>3.4 Email addresses and URLs</td>
<td>1448</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>3.5 Internet slang and SMS language</td>
<td>3442</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>3.6 Names</td>
<td>10,061</td>
<td>5.34</td>
</tr>
<tr>
<td></td>
<td>3.7 Narrative style of pronoun ‘I’</td>
<td>61,119</td>
<td>32.44</td>
</tr>
<tr>
<td></td>
<td>3.8 Mismapped verbs</td>
<td>51,193</td>
<td>27.17</td>
</tr>
<tr>
<td></td>
<td>3.9 Inconsistent mappings</td>
<td>29,308</td>
<td>15.56</td>
</tr>
<tr>
<td>Total number of unique failures</td>
<td></td>
<td>154,904</td>
<td>82.22</td>
</tr>
<tr>
<td>Total number of unique failures</td>
<td></td>
<td>188,411</td>
<td></td>
</tr>
</tbody>
</table>

Methods for Performance Evaluation of Automated Failure Detection

We randomly selected 50 cases (ie, mappings) that our tool identified as incorrect mappings from each of the 12 causes of failures, totaling 600 cases that served as positive cases. We then randomly selected another 600 cases from the rest of the mappings not detected as incorrect mappings according to our tool to serve as the negative cases. We then mixed up the selected 1200 cases and manually assessed the accuracy of mappings through a blind procedure.

We also measured individual performance on each of the 12 detection techniques. We used the previously selected 600 negative cases and individual technique’s 50 positive cases to assess the performance. For boundary failure, we examined whether the mapped terms could deliver precise conceptual meaning independent of additional phrases. For missed term failure, we investigated whether the tool had accurately corrected the spellings and verified the results of the new mappings. For word sense ambiguity failures, we examined whether MetaMap appropriately mapped terms based on the rest of the context. The unit of analysis was a single mapping, and we evaluated our results using precision, recall, accuracy, and F1 score. Precision measures the proportion of predicted positive instances that are correct. Recall measures the proportion of positive instances that were predicted. Accuracy measures the percentages of correctly predicted instances among the total number of instances examined. F1 score is the weighted harmonic mean—reflecting both performance and balance—of precision and recall. In all measures, higher scores reflect better performance.

Results for Performance Evaluation

Overview

Table 4 shows the performance of the automatic failure detection tool. The failure detection tool achieved overall precision, recall, accuracy, and F1 score of 83.00%, 92.57%, 88.17%, and 87.52%, respectively. At the individual component level, methods using dictionary-based matching or regular expression matching performed more accurately than methods using existing NLP techniques. In the following sections, we discuss findings of individual component of the automatic failure detection tool and its performance.
Table 4. Performance (in %) of automatic failure detection and its individual component.

<table>
<thead>
<tr>
<th>Failure type</th>
<th>Causes of failure</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Boundary failures</td>
<td>1.1 Splitting a phrase</td>
<td>82.00</td>
<td>78.85</td>
<td>96.78</td>
<td>80.39</td>
</tr>
<tr>
<td>2. Missed term failures</td>
<td>2.1 Community specific nomenclatures</td>
<td>88.00</td>
<td>100.00</td>
<td>99.02</td>
<td>93.62</td>
</tr>
<tr>
<td></td>
<td>2.2 Misspellings</td>
<td>80.00</td>
<td>93.02</td>
<td>97.88</td>
<td>86.02</td>
</tr>
<tr>
<td>3. Word sense ambiguity failures</td>
<td>3.1 Abbreviations and contractions</td>
<td>82.00</td>
<td>95.35</td>
<td>98.20</td>
<td>88.17</td>
</tr>
<tr>
<td></td>
<td>3.2 Colloquial language</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3.3 Numbers</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3.4 Email addresses and URLs</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3.5 Internet slang and SMS language</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3.6 Names</td>
<td>66.00</td>
<td>100.00</td>
<td>97.21</td>
<td>79.52</td>
</tr>
<tr>
<td></td>
<td>3.7 Narrative style of pronoun “I”</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>3.8 Mismapped verbs</td>
<td>32.00</td>
<td>100.00</td>
<td>94.43</td>
<td>48.48</td>
</tr>
<tr>
<td></td>
<td>3.9 Inconsistent mappings</td>
<td>66.00</td>
<td>53.23</td>
<td>92.80</td>
<td>58.93</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>83.00</td>
<td>92.57</td>
<td>88.17</td>
<td>87.52</td>
</tr>
</tbody>
</table>

**Boundary Failure**

Our automatic failure detection tool identified 15.90% of the total failures as due to splitting a phrase. The performance evaluation of this task achieved precision, recall, accuracy, and F1 score of 82.00%, 78.85%, 96.78%, and 80.39%, respectively. It is important to note that a single concept can produce multiple split phrase failures. For instance, the phrase “stage 4 Melanoma” was mapped to three concepts: “stage”, “4”, and “Melanoma”. Two boundary failures occurred in this phrase. The first failure occurred between “stage” and “4”; the second failure occurred between “4” and “Melanoma”. By focusing on a pair of mapped terms at a time, we correctly identified two failures that occurred in the phrase “stage 4 Melanoma”. We considered only adjacent paired mappings because splitting a single coherent phrase into two or more UMLS concepts was clearly a more significant problem. However, split phrase failures could occur in non-paired mappings as well, and we are underestimating the prevalence of split phrases.

**Detecting Community-Specific Nomenclature**

Less than 1% of failures were due to community-specific nomenclature, and the automatic detection system achieved precision, recall, accuracy, and F1 score of 88.00%, 100.00%, 99.02%, and 93.62%, respectively. It should be noted that we underestimated the number of missed terms because the algorithm [46] can identify abbreviations or acronyms only if they were previously defined by members at some point. In addition, we would not recognize cases where MetaMap still missed the fully expanded term.

**Detecting Misspellings**

We automatically assessed that misspellings were responsible for 1.26% of failures. However, we observed few cases of incorrect assessment due to failures of Google’s query suggestion service. For instance, some medications were incorrectly recommended. “Donesaub”, a misspelling of “Denosumab” was mapped to “dinosaur”. Furthermore, even with correct recommendation, MetaMap did not always map to the right concept. For instance, “Wishing” was correctly recommended to be “Wishing”, but MetaMap mapped it to “NCKIPSD gene”. Despite a few cases of incorrect assessment, the misspelling component performed relatively well, achieving precision, recall, accuracy, and F1 score of 80.00%, 93.02%, 97.88%, and 86.02%, respectively.

**Detecting Abbreviations and Contractions**

Improperly mapped abbreviations comprised less than 1% of failures. Although this was seldom, the automatic detection system performed relatively well, achieving precision, recall, accuracy, and F1 score of 82.00%, 95.35%, 98.20%, and 88.17%, respectively.

**Detecting Colloquial Language**

Incorrectly mapped “gene or genome” semantic types comprised 2.21% of failures, and the automatic detection system achieved precision, recall, accuracy, and F1 score of 100.00%, 100.00%, 100.00%, and 100.00%, respectively. With this process, we also detected terms like “lord” and “wish” that may not be perceived as colloquial language. Nevertheless, they were improperly mapped as “gene or genome” semantic type. It is also important to note that different disease-specific communities should utilize different gene dictionaries.

**Detecting Numbers: Dates, Times, and Other Numbers Not Indicating Disease Status**

Our automatic failure detection tool identified less than 1% of failures as improperly mapped numbers. The performance evaluation of this task achieved precision, recall, accuracy, and F1 score of 100.00%, 100.00%, 100.00%, and 100.00%, respectively. However, we are underestimating this failure prevalence because MetaMap improperly mapped more than half of the “Quantitative Concept” semantic type concepts in our dataset. We did not include this semantic type and underestimated this particular failure because few cases were correctly mapped.
Detecting Email Addresses and URLs
Improperly mapped email addresses or URLs comprised less than 1% of failures, and the automatic detection system achieved precision, recall, accuracy, and F1 score of 100.00%, 100.00%, 100.00%, and 100.00%, respectively. It is important to note that the basis for our manual assessments was how patients had intended to use the term. For instance, MetaMap mapped “org” at the end of a URL to “Professional Organization or Group” concept. Although assessment of such cases can be subjective, we followed the basic rule of reflecting patients’ intentions.

Detecting Internet Slang and SMS Language
A total of 1.83% of failures resulted from Internet slang and SMS language terms. Like other dictionary-based matching techniques, our automatic detection system performed relatively well, accomplishing precision, recall, accuracy, and F1 score of 100.00%, 100.00%, 100.00%, and 100.00%, respectively.

Detecting Names: First, Last, and Community Handles
We automatically assessed that names accounted for 5.34% of failures. However, the name dictionary matching did not perform as well as other dictionary-based matching components. We discovered that unique but popular names, such as “Sunday”, “Faith”, and “Hope” were incorrectly mapped when used as nouns in a sentence. The name dictionary component achieved precision, recall, accuracy, and F1 score of 66.00%, 100.00%, 97.21%, and 79.52%, respectively.

Detecting Narrative Style of Pronoun “I”
We found that 32.44% of failures resulted from pronoun “I”. Although the use of the pronoun “I” could be considered a part of colloquial language, we noted it as a different cause of failure due to its high frequency. The automatic detection system accomplished precision, recall, accuracy, and F1 score of 100.00%, 100.00%, 100.00%, and 100.00%, respectively.

Detecting Mismapped Verbs
We automatically assessed that mismapped verbs accounted for 27.17% of failures; however, the detecting mismapped verbs component performed poorly, achieving precision, recall, accuracy, and F1 score of 32.00%, 100.00%, 94.43%, and 48.48%, respectively. We discovered that although Stanford POS Tagger has identified verbs correctly, we made the false assumption that verbs did not belong to the entity part of the UMLS ontology. However, verbs like “lost” and “wait” belong to the “Functional Concept” semantic type, which is under the entity part of the UMLS tree. Thus, the detecting mismapped verbs component of our automatic failure detection tool incorrectly identified such verbs as failures.

Detecting Inconsistent Mappings
Our automatic failure detection tool identified 15.56% of the total failures due to inconsistent mappings. The performance evaluation of this task achieved precision, recall, accuracy, and F1 score of 66.00%, 53.23%, 92.80%, and 58.93%, respectively. We found two reasons for the relatively low precision. First, we did not account for cases where the most commonly mapped concept is not the correct mapping. For instance, in our dataset “radiation” was mapped to “radiotherapy research” (CUI: C1524021) two-thirds of the time when community members actually meant “therapeutic radiology procedure” (CUI: C1522449). We incorrectly assessed if less frequent mappings were accurate. Second, we missed cases when correct mappings do not exist. For instance, the verb “go” was incorrectly but consistently mapped as “GORAB gene”. In our automated failure detection analysis, our tool overlooked terms like “go” that were consistently mismapped.

Results
We characterized (1) boundary failures, (2) missed term failures, and (3) word ambiguity failures and discovered 12 causes for these failures in our manual review. We then used automated methods and detected that almost half of 383,572 MetaMap’s mappings were failures. 82.22% of failures were word sense ambiguity. 15.90% of failures were boundary failure. 1.88% of failures were missed term failures. The automated failure detection achieved precision, recall, accuracy, and F1 score of 83.00%, 92.57%, 88.17%, and 87.52%, respectively.

Discussion
Principal Considerations
We first discuss challenges of using out-of-the-box biomedical NLP tools, such as MetaMap, to process patient-generated text. We then discuss the contributions and wider implications of our study for research activities that need to manage the constantly changing and overwhelming amount of patient-generated data. We end with summarizing our contributions to the medical Internet research community.

Figure 1 illustrates the challenges of processing patient-generated online health community text and the common failures of biomedical NLP tools on that text. In an example sentence, “Hi Meg, I wish my docotor would haven’t said I’d have chemo brain. It’s 12PM and I’m signing off! LOL Don”, MetaMap produced 12 mappings, all of which were incorrect, and overlooked one misspelled term, “docotor”, thus producing 13 failures.

Some of these failures are already known problematic failures of MetaMap [26,29,34-36]. Our findings extend prior work by identifying the causes for each failure type. Leveraging our understanding of those causes, we developed automated techniques that identified these previously highlighted failures effectively without having to produce manually annotated datasets. In demonstrating the feasibility of our automated failure detection tool, we delineated the use of easily accessible NLP techniques and dictionaries. These techniques can independently examine each failure type. We provided a detailed demonstration of our failure detection tool to allow researchers to select the parts of our approach that meet the focus of their NLP tool assessment. Additionally, our detection approach can be modified and used to rectify failures in NLP tools.

We focused our research on MetaMap; however, findings from our study can apply to other NLP tools in a similar manner. Few failure causes, such as inconsistency of word sense disambiguation feature, pertain more to MetaMap than other tools. However, any NLP tools that provide semantic...
connections require a similar word sense ambiguity feature. Moreover, different NLP tools could excel in different areas, and our automated failure detection can cost-effectively highlight problematic areas. Similarly, our techniques for detecting failures could strengthen the performance of other NLP tools to process patient-generated text and more traditional types of text. For instance, the word sense ambiguity failure caused by neglecting POS information can also be problematic in different types of text, including biomedical literature. That failure might surface less frequently due to differences in sentence structure between the biomedical literature and patient-generated text. Nevertheless, it is a significant problem that applies to both types of text. Applying such POS information when mapping a term could increase the accuracy of the mappings from a variety of texts. Another example is the missed term failure caused by community nomenclature. MetaMap or other NLP tools will miss terms if particular synonyms are missing from the vocabulary source. Researchers could use the algorithm by Schwartz and Hearst [46] to collect various synonyms that are used in different domains and frequently update the vocabulary sources, such as UMLS. Furthermore, researchers could use the splitting-a-phrase detection technique to not only prevent boundary failures, but collect new medical jargon (e.g., “chemo curls”) and identify important concepts missing in the UMLS (e.g., “double mastectomy”).

The dictionary-based matching and NLP techniques used in our detection process were evaluated in previous studies [44-46]. However, these studies were conducted in different domains and have been shown to produce errors. Moreover, these tools were not evaluated for patient-generated text. In addition, the automated detection techniques are generally limited to the coverage of the UMLS and MetaMap’s capability to map when accurate and full spellings were provided. To strengthen our findings, we evaluated each detection method as well as the overall performance (Table 4). However, our findings could be biased towards cancer community text and could be further strengthened by generalizing our results in different platforms or patient groups. It is also plausible that we have not encountered all failure types or causes for other patient-generated health data contexts.

Moreover, a number of updates were made for both the UMLS and MetaMap [51] since the beginning of our study. To maintain consistency, we continued to use the same versions of the UMLS and MetaMap. However, we used the latest version of MetaMap (2013) and the UMLS (2013AB) to process a sample of 39 posts that were illustrated here and then compared the results to our findings. Although some of these causes were amended in the new version of MetaMap, the majority (33/39, 85%) of the outcomes remained unchanged or changed but still problematic. All the improvements (6/39, 15%) were word sense ambiguity failures. The improved cases included (1) colloquial languages, (2) email addresses and URLs, (3) Internet slang and SMS language, (4) mismapped verbs, and (5) two cases of inconsistent mappings. Despite these improvements, none of the described 12 causes of failures had been completely addressed. The lack of significant improvement further illustrated the magnitude of the challenges of processing patient-generated text. Because technologies, source vocabularies, and characteristics of text continue to be updated in the field of NLP, the need for low-cost automated methods to assess the updates will continuously increase. We demonstrate the feasibility of such automated approaches in detecting common failures using MetaMap and patient-generated text.

Although our study focused on online health community text, the insights inform efforts to apply NLP tools to process various types of patient-generated text, including blogs or online journals, which share similar narrative writing styles and colloquial language. Moreover, Facebook and email provide conversational interactions similar to the interaction in online health communities. Tweets about emergency responses [5], public health trends [52], or clinical notes from electronic medical records (EMR) could contain a host of abbreviations that NLP tools could incorrectly map. Thus, our failure detection techniques could be applied in these other contexts to assess the capability of processing different types of patient-generated text.
Conclusion
Processing patient-generated text provides unique opportunities. However, this process is fraught with challenges. We identified three types of failures that biomedical NLP tools could produce when processing patient-generated text from an online health community. We further identified causes for each failure type, which became the basis for applying automated failure detection methods using pre-validated NLP and dictionary-based techniques. Using these techniques, we showed the feasibility of identifying common failures in processing patient-generated health text, at a low cost. The value of our approach lies in helping researchers and developers quickly assess the capability of NLP tools for processing patient-generated text.
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CHV: Consumer Health Vocabulary
cTakes: Clinical Text Analysis and Knowledge Extraction System
CUI: concept unique identifiers
EC: esophageal cancer
EMR: electronic medical records
LOL: laugh out loud or lots of love
MedLEE: Medical Language Extraction and Encoding System
NLM: National Library of Medicine
NLP: natural language processing
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Rad: radiation absorbed dose
SAID: Simian Acquired Immunodeficiency Syndrome
SKR: semantic knowledge representation
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XOXO: hugs and kisses