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Abstract

Background: Previous research on the effectiveness of online alcohol interventions for college students has shown mixed results. Small benefits have been found in some studies and because online interventions are inexpensive and possible to implement on a large scale, there is a need for further study.

Objective: This study evaluated the effectiveness of national provision of a brief online alcohol intervention for students in Sweden.

Methods: Risky drinkers at 9 colleges and universities in Sweden were invited by mail and identified using a single screening question. These students (N=1605) gave consent and were randomized into a 2-arm parallel group randomized controlled trial consisting of immediate or delayed access to a fully automated online assessment and intervention with personalized feedback.

Results: After 2 months, there was no strong evidence of effectiveness with no statistically significant differences in the planned analyses, although there were some indication of possible benefit in sensitivity analyses suggesting an intervention effect of a 10% reduction (95% CI –30% to 10%) in total weekly alcohol consumption. Also, differences in effect sizes between universities were seen with participants from a major university (n=365) reducing their weekly alcohol consumption by 14% (95% CI –23% to –4%). However, lower recruitment than planned and differential attrition in the intervention and control group (49% vs 68%) complicated interpretation of the outcome data.

Conclusions: Any effects of current national provision are likely to be small and further research and development work is needed to enhance effectiveness.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 02335307; http://www.isrctn.com/ISRCTN02335307 (Archived by WebCite at http://www.webcitation.org/6ZdPUh0R4).
Introduction

College and university students in Sweden, as in other parts of the world, drink alcohol heavily [1-2]. Because alcohol is responsible for substantial adverse health consequences and social problems [3-4], there is a need for effective interventions. Swedish universities offer preventive services aiming at reducing drinking among students through 26 local student health care centers nationally. Human resources (ie, staff numbers) are not sufficient to offer face-to-face brief interventions to all risky (hazardous) or problem (harmful) drinkers, although such interventions have been shown to have small beneficial effects [5-6]. Even if offered, take-up can be expected to be low and the Internet offers promise for wider-reaching and cost-effective interventions [6,7].

Existing evidence of the effectiveness of online interventions with students is mixed [6-8] partly because of unresolved methodological challenges including attrition prevention and assessment reactivity [9]. In a narrative review in 2008 on online alcohol interventions targeting students, Elliott et al [10] found an effect that was better than no intervention and equivalent with other alcohol interventions. In another review in 2009, Carey et al [6] reviewed the effect of online alcohol intervention including 26 studies targeting students and found an overall short-term reduction in alcohol consumption with weighted mean effect sizes for various alcohol measures from approximately 0.13 to 0.29 that decreased over time. A significant variability in efficacy was seen due to a heterogeneity of content, tailoring, and method of access to the intervention (ie, logging on to a website on home computer or performing the intervention in an office-based setting) [6]. In a later meta-analysis in 2009 of 43 online interventions to student populations, the interventions were found to reduce both quantity and frequency measures of consumption with small effect sizes (0.09 to 0.28) over short (5 weeks or less) and long-term intervals (6 weeks or more) [11]. In a review in 2011 including 19 randomized controlled trial (RCT) studies where the student population represented the largest proportions of participants, a significant reduction in weekly alcohol consumption and binge drinking were found in student populations, but the findings were tentative because of methodological weaknesses in the studies [8]. In the most recent review in 2014 including 23 studies in which most were performed among student populations, online alcohol interventions were found effective in reducing consumption up to a 12-month period with a mean difference in consumption of approximately 1.5 to 2 standard drinks of alcohol [7].

After a large pilot study that successfully addressed study design issues [12-14], the AMADEUS-1 trial in Sweden [15-16] targeted both risky and nonrisky drinkers in a nontreatment-seeking student population and showed small but beneficial effects of assessment in comparison with a no-contact control group, with little additional impact of feedback [16].

AMADEUS-1 used an unconventional trial design with students unaware they were participating in a trial [15]. We preferred not to alter the intervention content of the national system based on this single evaluation study with an unconventional trial design. These considerations led us to design the subsequent study, AMADEUS-2, as a conventional 2-arm RCT design targeting hazardous and harmful drinkers only, using a single screening question and no baseline assessment to minimize assessment reactivity [4,17]. AMADEUS-2 [18] aims to provide a further evaluation of the national system for online alcohol intervention used in routine practice among the student health care centers in Sweden, specifically among the key target population of hazardous and harmful drinkers.

Methods

Study Design and Hypothesis

The study was a 2-arm parallel group RCT in which routine provision of single-session online alcohol assessment and feedback intervention (Group 1) was compared with nonintervention (Group 2) by delaying access to the intervention for 2 months until research follow-up was completed. Sweden is the first country to implement a national system of proactive alcohol intervention for students via student health care services. However, the timing of intervention delivery varies across Sweden and we took advantage of this lack of standardization of timing to implement random allocation at the individual level in this effectiveness evaluation study. The primary hypothesis was that the intervention group would reduce their total weekly alcohol consumption compared to the control group after 2 months. Ethical approval for the study was granted by the Regional Ethical Committee in Östergötland, Sweden (no: 2013/46-31).

Study Procedures Including Recruitment and Randomization

The study was undertaken in 9 of 26 student health care centers in Sweden, each providing services to one university or college. These centers were selected on the basis that they had not previously been involved in RCTs in our research program. All students in their 2nd, 4th, or 6th terms (n=54,507) at the 9 colleges/universities were sent an email in March 2013 inviting them to answer a single question about their drinking. If eligible for trial participation, they were provided with information permitting fully informed consent, making this study unlike AMADEUS-1. The number of students invited varied across the colleges/universities according to their size from 831 in the smallest college (Gävle) to 13,102 in the largest university (Lund). The single screening question used was the third item of the Alcohol Use Disorders Identification Test (AUDIT) questionnaire on the frequency of heavy episodic drinking (HED) [19], used here with a 3-month timeframe. Single alcohol screening questions have been validated as identifying hazardous and harmful drinkers in different settings [20-21] and this type
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of drinking is particularly important in this population [22]. Students who were drinking 5 standard drinks (12 grams of alcohol in Sweden) or more for men or 4 standard drinks or more for women twice a month or more often were deemed eligible for trial participation. This approach was previously used by Walters and colleagues [23] who were similarly concerned to avoid reactivity to screening. The key underlying problem to be avoided was that assessment and intervention effects could interact to bias estimates of the effects of behavioral interventions in trials [15,16,24].

The initial email routinely sent from the participating student health care center was altered to invite study participation. Eligible consenting students were immediately randomized to intervention or control conditions. Randomization was done using Java’s built in random number generator (java.util.Random); thus, randomization was fully computerized, did not employ any strata or blocks, and all subsequent study processes were fully automated (programmed by MB). Unlike the AMADEUS-1 trial [14], there was no blinding in this study. The former group gained immediate access to the intervention and the latter group were informed that they would be able to access the intervention in 2 months’ time. Two months later, both groups were sent an identical email by the researchers. This email contained an invitation to participate in the follow-up survey, which included the same questions and type of feedback used in the baseline intervention received by the intervention group 2 months earlier. There were a total of 4 reminders (making 5 opportunities to respond in all), initially at weekly intervals, then at shorter intervals, with the final email making clear that this was the last opportunity to respond and allowing 2 days to do so. There were no incentives used to encourage study participation or retention.

**Intervention Content**

Immediately after randomization, the intervention group only were asked to complete an assessment. Four questions were asked about sex, age, domestic situation, and faculty of study. Alcohol consumption was calculated as total number of standard drinks for each of the 7 days in a typical week during the last 3 months (this intervention component was also later used as the primary outcome in the trial and note was unavailable for the control group to minimize reactivity); other questions explored frequency of HED, the largest amount of alcohol intake in standard drinks on a single occasion during the last 3 months, negative experiences perceived to be related to alcohol, and motivation to reduce alcohol consumption (Figures 1-3). Participants then received feedback consisting of 3 statements summarizing their weekly consumption, their frequency of HED, and their highest blood alcohol concentration during the last 4 weeks, comparing drinking patterns against the safe drinking limits established by the Swedish Institute for Public Health [25]. Also, a graphic illustration of their level of risk was given using green, yellow, and red colors to indicate risk status. After this followed comprehensive normative feedback with information describing participants’ alcohol use compared to their peers in Swedish universities (adjusted for sex and age group) and, if applicable, personalized advice on reducing unhealthy levels or patterns of consumption. The feedback was shown on the screen and could also be printed out by the student. A PDF version of the feedback was also emailed to the students immediately after closing this page. A demonstration version in English of the assessment and feedback intervention can be viewed online [26].
Figure 1. Screenshot of AMADEUS: assessment of heavy episodic drinking.
Figure 2. Screenshot of AMADEUS: assessment of weekly drinking.

Figure 3. Screenshot of AMADEUS: assessment of negative consequences.
Sample Size

The marginal costs involved in delivering online interventions to large numbers of participants in both routine practice and in scientific studies are low and much lower than other brief interventions after the developmental costs are met [21-22]. Therefore, even very small effects are likely also to be highly cost effective above the basic threshold cost involved in providing the service. These observations led us to believe that the sample should be as large as possible in order to detect very small effects. To assist study planning, we undertook an illustrative power calculation. To detect an effect size of $d=0.1$ standard deviations between the 2 groups with 5% significance level and 80% power required 1600 individuals analyzed per group. Assuming a follow-up rate of 50%, we aimed at recruiting 3200 individuals per group (ie 6400 in total). We had no data on the number of screen positives who might be willing to participate in the trial, but assumed approximately 70% would do so, meaning that we would need to identify approximately 8000 hazardous and harmful drinkers. In order to identify these number of participants, we needed to send emails to approximately 40,000 students with an average response rate of 40% (ie, n=16,000) and a 50% prevalence rate. We could not be confident of these estimates because, for example, patterns of email use vary considerably between colleges, being compulsory in some institutions and rarely used in others. Therefore, we decided to undertake the study in 9 colleges/universities with a total student enrollment of 54,507 students.

Outcome Evaluation

This study used a single 2-month follow-up assessment interval, after which the control group gained access to the intervention. Thus, this study provides direct information only on the short-term effects of the intervention, although we stated a priori that if we found no short-term effects, we would not expect any longer-term effects [18].

The primary outcome was total weekly alcohol consumption. This was computed as the sum of alcohol consumed in standard drinks for each of the 7 days in a typical week, with data on each day of the week provided separately. Secondary outcomes were the proportions of students still drinking above national guidelines [25], frequency of drinking (number of days per week), quantity of drinks per drinking day, frequency of HED as defined in the screening question, highest estimated blood alcohol concentration (eBAC), and motivation to change.

Because there was no research assessment at study entry, information at this point was restricted to university, term, time from sending of invitation email to consent, and the frequency of HED from the screening question. At follow-up, we obtained additional information that was not possible, or not likely, to have been altered or altered differentially during the study period and which we used to examine equivalence: age, gender, weight, faculty of study, domestic status, and language used to answer the assessment and feedback language (Swedish or English). We also used measures of engagement with the study (device used, number of follow-up emails sent, and elapsed time before follow-up was completed).

Statistical Methods

All outcomes were compared between randomized groups under the intention-to-treat principle (ie, including all randomized individuals in their originally randomized groups). The characteristics of responders at follow-up were compared between groups using chi-square tests or Fisher’s exact test for comparison of proportions and Student’s t test for comparison of means. Wilcoxon rank sum test was used to compare groups regarding time to follow-up. A linear trend test was applied to detect a possible trend in proportion of responses in relation to the number of email reminders before responding. Continuous outcome measures were assessed for skewness by visual inspection of histograms and Q-Q plots. Skewed continuous outcome were analyzed by negative binomial regression, and results are reported as percent reduction. Drinking above national guidelines was analyzed by logistic regression and reported as percentage reduction in odds. Frequency of HED occasions was analyzed by ordered logistic regression and reported as a percentage reduction in odds for exceeding any level. All regression analyses were performed first unadjusted and then adjusted for frequency of HED at baseline, age, university, and gender using the first 2 as continuous variables (thus allowing for dependence between individuals in the same university); the adjusted analysis was specified a priori as the primary result. A sensitivity analysis excluded 3 outliers in the follow-up assessment with extreme reported weekly consumption values.

Missing outcome data were initially handled by a complete-case analysis assuming that the data were missing at random (MAR). If data were not MAR, then nonresponders differed systematically from responders and early responders were likely to differ systematically from late responders, who were likely to be more similar to nonresponders [23]. Therefore, we explored the plausibility of the MAR assumption by regressing the primary outcome on the number of follow-up emails needed before an individual responded using a negative binomial regression in responders: a significant association would cast doubt on the MAR assumption. To allow for the possibility of data being missing not at random, we fitted the repeated attempts model of Jackson et al [27]. This model was not available in standard software for negative binomial regression, so we applied it to a linear regression of log (alcohol consumption + k), where k=24 units/week was chosen to eliminate skewness.

Tests for whether the intervention effect was modified by frequency of HED at baseline, age, university, and gender were undertaken for the primary outcome only and the first 2 were used as continuous variables. A post hoc sensitivity analysis accounted for possible heterogeneity between universities of treatment effects on weekly alcohol consumption using a 2-stage approach. The treatment effects on weekly alcohol consumption were first estimated in each university separately by negative binomial regression (adjusted for frequency of HED at baseline, age, and gender using the first 2 as continuous variables) and were then combined in a random effects meta-analysis.
### Results

#### Study Population Characteristics

Figure 4 depicts the flow of participants from the invitation to the follow-up. In total, 1605 risky (both hazardous and harmful) drinkers agreed to participate in the study and were randomized to the intervention arm (n=825) or control arm (n=780). In Table 1, the intervention and control groups are compared at baseline for frequency of HED, term, and time to consent. Some of the smaller participating college/universities only managed to recruit a few risky drinkers. For one college (Gävle), none of the 4 recruited participants were randomized to the control group, so this college was necessarily excluded from the remaining analyses including college. Two large universities (Lund and Uppsala) contributed approximately two-thirds of all participants. There were no differences between the intervention and control groups with regard to baseline characteristics.

<table>
<thead>
<tr>
<th>Table 1. Comparison of groups at baseline (N=1605).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline data</td>
</tr>
<tr>
<td><strong>HED a occasions, n (%)</strong></td>
</tr>
<tr>
<td>2-3 times a month</td>
</tr>
<tr>
<td>1-2 times a week</td>
</tr>
<tr>
<td>≥3 times a week</td>
</tr>
<tr>
<td><strong>University, n (%)</strong></td>
</tr>
<tr>
<td>Blekinge</td>
</tr>
<tr>
<td>Linné</td>
</tr>
<tr>
<td>Malmö</td>
</tr>
<tr>
<td>Lund</td>
</tr>
<tr>
<td>Gävle</td>
</tr>
<tr>
<td>Halmstad</td>
</tr>
<tr>
<td>Mälardalen</td>
</tr>
<tr>
<td>Skövde</td>
</tr>
<tr>
<td>Uppsala</td>
</tr>
<tr>
<td><strong>Term, n (%)</strong></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td><strong>Time to consent (hours), median (IQR)</strong></td>
</tr>
<tr>
<td>93 (4-200)</td>
</tr>
</tbody>
</table>

a HED: Heavy episodic drinking assessed by the question “How often, during the past 3 months, have you consumed 4 (women) or 5 (men) standard drinks on 1 occasion?”

The control group were much more likely to participate at follow-up (67.8% vs 49.0%, P<.001). Table 2 compares the characteristics of these responders in the intervention and control group at follow-up. None of the characteristics unlikely to have been altered since baseline differed between the 2 groups. There was a statistically significant decrease in the proportion of responses in relation to the number of email reminders before responding (P=.02).
Table 2. Comparison of groups at follow-up\(^a\) (N=931).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=402)</th>
<th>Control (n=529)</th>
<th>(p) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%) (^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>198 (49.3)</td>
<td>276 (52.2)</td>
<td>.38</td>
</tr>
<tr>
<td>Female</td>
<td>204 (50.7)</td>
<td>253 (47.8)</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%) (^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>62 (15.4)</td>
<td>81 (15.3)</td>
<td>.60</td>
</tr>
<tr>
<td>18-20</td>
<td>271 (67.4)</td>
<td>366 (69.2)</td>
<td></td>
</tr>
<tr>
<td>21-25</td>
<td>49 (12.2)</td>
<td>65 (12.3)</td>
<td></td>
</tr>
<tr>
<td>26-30</td>
<td>20 (5.0)</td>
<td>17 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Faculty of study, n (%) (^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science and engineering</td>
<td>128 (31.8)</td>
<td>168 (31.8)</td>
<td>.90</td>
</tr>
<tr>
<td>Humanities</td>
<td>213 (53.0)</td>
<td>286 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>61 (15.2)</td>
<td>75 (14.2)</td>
<td></td>
</tr>
<tr>
<td>Language used, n (%) (^c)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swedish</td>
<td>387 (96.3)</td>
<td>511 (96.6)</td>
<td>.79</td>
</tr>
<tr>
<td>English</td>
<td>15 (3.7)</td>
<td>18 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Domestic status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone without kids at home</td>
<td>267 (66.4)</td>
<td>360 (68.1)</td>
<td>.06</td>
</tr>
<tr>
<td>Living alone with kids at home</td>
<td>3 (0.7)</td>
<td>1 (0.2)</td>
<td></td>
</tr>
<tr>
<td>Living with somebody without kids</td>
<td>74 (18.4)</td>
<td>101 (19.1)</td>
<td></td>
</tr>
<tr>
<td>Living with somebody with kids</td>
<td>15 (3.7)</td>
<td>6 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Have a partner but not living together</td>
<td>43 (10.7)</td>
<td>61 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Domestic status (3 categories), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>270 (67.2)</td>
<td>361 (68.2)</td>
<td>.75</td>
</tr>
<tr>
<td>Living with somebody</td>
<td>89 (22.1)</td>
<td>107 (20.2)</td>
<td></td>
</tr>
<tr>
<td>Have a partner but not living together</td>
<td>43 (10.7)</td>
<td>61 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD) (^d)</td>
<td>71.53 (13.35)</td>
<td>70.92 (12.24)</td>
<td></td>
</tr>
</tbody>
</table>

**Characteristics specific to follow-up**

| Device used, n (%)                    |                      |                |          |
| Mobile phone                           | 85 (21.1)            | 129 (24.4)     | .39      |
| Laptop                                 | 302 (75.1)           | 376 (71.1)     |          |
| Tablet                                 | 15 (3.7)             | 24 (4.5)       |          |
| Time to follow-up (hours), median (IQR)| 71 (279)             | 48 (207)       | 0.31     |

| Number of follow-up emails before response, n (%) |                      |                |          |
| 1                                                   | 222 (55.2)           | 315 (59.6)     | .07\(^e\) |
| 2                                                   | 82 (20.4)            | 103 (19.5)     |          |
| 3                                                   | 51 (12.7)            | 70 (13.2)      |          |
| 4                                                   | 27 (6.7)             | 23 (4.3)       |          |
| 5                                                   | 20 (5.0)             | 18 (3.4)       |          |

\(^a\) Without university of Gävle; this is the population used for the primary analyses in Table 3.

\(^b\) Chi-square test

\(^c\) Fisher’s exact test

\(^d\) Student’s t-test

\(^e\) Mann-Whitney test
Main Findings
The main outcomes are displayed in Table 3. Small differences indicative of lower risk consumption were observed for the intervention group for all primary and secondary outcomes. However, none of these differences were statistically significant in the primary adjusted analyses.
Table 3. Trial outcomes (n=931).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Intervention (n=402)</th>
<th>Control (n=529)</th>
<th>% Reduction in mean or odds&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Unadjusted</th>
<th>Adjusted&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P</th>
<th>% (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly alcohol consumption (g/week), mean (SD)</td>
<td>113.4 (81.1)</td>
<td>120.8 (86.4)</td>
<td>6% (–3%, 14%)</td>
<td>.18</td>
<td>6% (–2%, 13%)</td>
<td>.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion drinking above national guidelines&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>370 (92.0)</td>
<td>492 (93.0)</td>
<td>13% (–42%, 47%)</td>
<td>.58</td>
<td>5% (–59%, 43%)</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of drinking (days/week), mean (SD)</td>
<td>2.30 (1.52)</td>
<td>2.34 (1.53)</td>
<td>2% (–7%, 10%)</td>
<td>.67</td>
<td>1% (–8%, 9%)</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of drinks per drinking day,&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>4.5 (2.6)</td>
<td>4.7 (2.7)</td>
<td>5% (–2%, 12%)</td>
<td>.14</td>
<td>4% (–3%, 11%)</td>
<td>.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of HED occasions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
<td>14% (–10%, 33%)</td>
<td>.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>11 (2.7)</td>
<td>8 (1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 time a month</td>
<td>22 (5.5)</td>
<td>29 (5.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximately once a month</td>
<td>64 (15.9)</td>
<td>82 (15.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3 times a month</td>
<td>169 (42.0)</td>
<td>207 (39.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>128 (31.8)</td>
<td>187 (35.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3 times a week</td>
<td>8 (2.0)</td>
<td>16 (3.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest eBAC, mean (SD)</td>
<td>1.16 (1.08)</td>
<td>1.31 (1.14)</td>
<td>11% (0%, 21%)</td>
<td>.05</td>
<td>11% (–1%, 20%)</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation to change,&lt;sup&gt;e&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.71</td>
<td>2% (–24%, 23%)</td>
<td>.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have had no thoughts about decreasing</td>
<td>175 (43.6)</td>
<td>225 (42.6)</td>
<td>4% (–21%, 25%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have thought about decreasing, but I am not thinking about it right now</td>
<td>87 (21.7)</td>
<td>108 (20.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am thinking about how I will decrease</td>
<td>28 (7.0)</td>
<td>50 (9.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have started decreasing</td>
<td>105 (26.2)</td>
<td>135 (25.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have tried to decrease, but failed</td>
<td>6 (1.5)</td>
<td>10 (1.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Of intervention compared to control. Reduction in mean by negative binomial regression: weekly alcohol consumption, frequency of drinking, number of drinks per drinking day, and highest eBAC; reduction in odds by logistic regression: proportion drinking about national guidelines; reduction in odds of exceeding any cutoff by ordered logistic regression: frequency of HED occasions, motivation to change.

<sup>b</sup> Adjusted for frequency of heavy episodic drinking at baseline, age, university, and gender, using the first 2 as continuous variables.

<sup>c</sup> Risky drinker: heavy episodic drinking (HED) >once per month and/or total weekly consumption >14 standard drinks (men) or 9 (women).

<sup>d</sup> Intervention: n=395; control: n=523.

<sup>e</sup> Intervention: n=401; control: n=528.

**Additional Analyses**

Effect modification analyses did not reveal any statistically significant findings. However, the interaction between university and randomized group had a P-value of .07. Therefore, we explored this in a post hoc sensitivity analysis allowing the treatment effect to vary by university. The random effects meta-analysis (Figure 5) showed a 7% reduction in weekly alcohol consumption that was not statistically significant (95% CI –16% to 4%, P=.20). The confidence intervals of the analysis adjusted by cluster were somewhat wider than in the unadjusted analysis.

We also considered the statistically significant between-group difference for Uppsala (n=365), where weekly alcohol consumption was approximately 14% lower (95% CI –23% to –4%, P=.009 adjusted) in the intervention group than the control
Further analysis of 3 secondary outcomes for Uppsala University also showed a significant difference in number of drinks per drinking day with 13% fewer (95% CI –23% to 3%, \( P = .01 \) adjusted), but no significant differences for frequency of drinking and highest eBAC.

In the assessment for skewness of the continuous variables, we found 1 outlier in the treatment group (with weekly alcohol consumption of 1044 g/week) and 2 outliers in the control group (with weekly alcohol consumption of 1128 and 1524 g/week). The maximum reported weekly alcohol consumption of those not excluded was 552 g/week in the treatment group and 456 g/week in the control group. Therefore, we performed a sensitivity analysis without these outliers. In this analysis, which was not specified a priori, the between-group difference in the primary outcome, weekly alcohol consumption, in the primary adjusted analysis, crossed the conventional threshold for statistical significance (8% reduction, 95% CI –15% to 0%, \( P = .049 \) adjusted; 10% reduction, 95% CI –17% to –1%, \( P = .02 \) unadjusted). No statistically significant differences were seen for the secondary outcomes in the primary adjusted analyses, although eBAC was statistically significant in the unadjusted analysis (11% reduction, 95% CI 0% to 21%, \( P = .047 \)) but did not meet significance in the adjusted analysis (11% reduction, 95% CI –21% to 1%, \( P = .06 \)).

The preceding analyses assumed the data were MAR. There was no statistically significant association between the primary outcome and the number of email reminders before answering the follow-up (\( P = .71 \)), so the data are consistent with the MAR assumption. Another post hoc analysis assessed time to consent and found no association and thus no evidence that data were not MAR. Analyses using the repeated attempts model and linear regression suggested an intervention effect of a 10% reduction (95% CI –30% to 10%).

**Figure 5.** Forest plot of ratio of means in weekly alcohol consumption comparing intervention to control.

**Discussion**

The study found no strong evidence of short-term effectiveness of the Swedish national system of proactive online alcohol intervention for university and college students. However, inspection of the confidence intervals for the primary outcome (in **Table 3**) reveals that this study does not rule out an intervention effect of up to 13% reduction in total weekly alcohol consumption. The sensitivity analysis excluding outliers suggests an intervention effect on reduced total weekly alcohol consumption, although the statistical significance attained in that analysis should be treated with caution because that particular analysis was not prespecified. We have no reason to anticipate later occurring effects because brief intervention effects generally wane with time [5] and the short-term nature of this evaluation study is important to note in interpreting study findings. The best estimate of the intervention effect in Uppsala is larger (14% reduction in total weekly alcohol consumption compared to 6% across Sweden as a whole) and is statistically significant. This finding should be interpreted as hypothesis generating because, although prespecified, the differences in intervention effect across the universities as a whole were not statistically significant.

We did not have statistical power to detect the effect size that we believed was worth obtaining in the planning of this study and this is a clear study limitation. We succeeded in recruiting only one-quarter of our target sample size and the best estimate of the effect obtained on the primary outcome (a 6% reduction in alcohol consumption) is of clear public health significance. For example, it is very close to the size of effects considered appropriate for the implementation of face-to-face brief intervention programs [28] and measures to increase the price of alcohol [29]. Although we set out to evaluate a national system, we only managed to recruit 3% of all individuals invited, although many of those who did not respond will have simply
ignored the email invitation as not relevant to them (eg, because they did not drink much or at all).

The contrast with AMADEUS-1 in rates of participation is very striking. Conventional trial recruitment in AMADEUS-2 resulted in less than 1000 hazardous and harmful drinkers providing follow-up data from more than 54,000 initial invitations to consider participation in 9 universities and colleges. In AMADEUS-1, more than 1500 hazardous and harmful drinkers in 2 of the 3 arms provided follow-up data after completing baseline assessments, among approximately 7800 providing follow-up data from less than 15,000 targeted for study in 2 universities. Even allowing for differences in use of email between universities, the conventional study design with informed consent clearly impacts on participation in detrimental ways. However, other differences between the studies should be borne in mind. AMADEUS-2 provides an intention-to-treat evaluation of effects among hazardous and harmful drinkers, whereas a per-protocol analysis only was possible in AMADEUS-1 for this group due to the nature of the study design. Participation rates in AMADEUS-2 nevertheless expose the limitations of unblinded conventional trials designed to detect small effects of public health significance; it is not possible to undertake a fully powered study among student risky drinkers in Sweden, a country of approximately 10 million people. The external validity of the current findings, bearing in mind the low participation rate, warrants careful consideration.

Reliably detecting small effects is challenging and subject to the play of chance, and likely also to be influenced by a number of contextual factors that are difficult to capture. For example, the timing of follow-up within the academic year might be relevant because campus activities involving alcohol may both vary and influence study findings. Initial follow-up in this study was undertaken as exams approached.

The extent of differential attrition provides additional reasons for avoiding strong conclusions because the potential for selection bias exists, even though our analysis revealed no evidence to contradict our MAR assumption in relation to the missing data. It is also important to note that this intervention is not designed to meet the needs of problem drinkers [30] and online interventions extending over several sessions or contacts and/or person-to-person interactions are likely to be needed.

Previous online alcohol studies among college and university students have shown mixed results [6,7,29]. Apart from AMADEUS-1, there have been few randomized studies capable of dismantling components of effective interventions in this or similar populations. The content of this Swedish intervention is broadly similar to the THRIVE intervention evaluated in one university in Australia [31] and the New Zealand e-SBINZ trials intervention in comprising normative feedback, criterion feedback (on guidelines), and brief advice [32]. The effects are also broadly similar, for example with THRIVE showing a 17% reduction in alcohol consumption in comparison with controls after 1 month and decreasing to 11% after 6 months [31]. Some effects among Maoris were somewhat larger, although effects among non-Maori in the parallel e-SBINZ trial were smaller [32,33]. AMADEUS-1 [16] found that feedback added little to the effects of assessment and detailed investigations of intervention content are urgently needed in order to ascertain whether it may be possible to develop novel interventions or intervention components capable of larger effects than have been identified to date. This underdevelopment of online study is similar to that which pertains for face-to-face brief interventions [34].

The study has attempted to evaluate the effectiveness of an existing national service provision across a sizable number of institutions. Although it does not provide strong evidence of benefit, it is unclear how far the existing intervention should be redesigned, if at all, on the basis of these findings and those of AMADEUS-1. Further research and development work is needed, particularly in light of the low costs involved and the consequent likelihood of high levels of cost-effectiveness being associated with even very small effects. The key research challenge is to robustly identify and control for biases that interfere with reliable estimation of small effects [24,25,27-35]. Randomized controlled trials that directly compare the performance of the existing online intervention with novel candidates to augment or replace it are appropriate in this situation. Further investment in such work should not detract from the need for other population-level alcohol interventions, such as increasing price, better controlling availability, and restricting marketing to change the cultural acceptability of heavy drinking. The existing evidence suggests that these types of alcohol policies are most likely to be effective and we do not know whether or how far individual-level interventions in whole populations such as that evaluated here may enhance the anticipated effects [36].
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Abstract

Nowadays, technology is increasingly used to increase people’s well-being. For example, many mobile and Web-based apps have been developed that can support people to become mentally fit or to manage their daily diet. However, analyses of current Web-based interventions show that many systems are only used by a specific group of users (eg, women, highly educated), and that even they often do not persist and drop out as the intervention unfolds. In this paper, we assess the impact of design features of Web-based interventions on reach and adherence and conclude that the power that design can have has not been used to its full potential. We propose looking at design research as a source of inspiration for new (to the field) design approaches. The paper goes on to specify and discuss three of these approaches: personalization, ambient information, and use of metaphors. Central to our viewpoint is the role of positive affect triggered by well-designed persuasive features to boost adherence and well-being. Finally, we discuss the future of persuasive eHealth interventions and suggest avenues for follow-up research.
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Introduction

Health Today

Our society faces severe problems when it comes to securing health for the public at large. First of all, unhealthy lifestyles, leading to diseases like obesity, are responsible for an unrelenting rise in health care costs. Secondly, long-term diseases like chronic obstructive pulmonary disease (COPD) and diabetes require life-long management of illness and attention from care professionals for a growing group of people. And thirdly, an aging population demands more intensive care. Next to (predominantly) physical health problems, a substantial number of people suffer from mental illnesses like burnout and stress disorders that likewise affect physical health in the long run.

Technology can play a role in stimulating people to take responsibility for their own health and well-being. Before we give examples of how technology can support people in taking this responsibility we will explain the relationship between health and well-being, and define the term well-being as we will use it throughout this paper.

Well-Being, Health, and Technology

Several researchers have found that there is a two-way relationship between well-being and health: health influences well-being and well-being itself influences health. Both physical
health and mental health influence well-being [1,2] and there are a number of correlations between well-being and physical health outcomes, such as improved immune system response, higher pain tolerance, increased longevity, cardiovascular health, slower disease progression, and reproductive health [3,4]. A meta-analysis even showed that emotional well-being predicts long-term prognosis of physical illness [5].

Different perspectives on the term well-being can be differentiated. Following Seligman’s [6] well-being theory, we see well-being as a multi-componential concept comprising positive emotions, engagement, meaning, positive relationships, and accomplishment. We will further elaborate on how these different elements can contribute to well-being in the following sections.

As said, technology can play an important role in helping people to take responsibility for—and, for that matter, to give them more control over—their own health and well-being; and it can do so in several ways. Firstly, technology can play a role in helping people to manage their disease(s). Web-based platforms offer a way to communicate with health professionals and/or to manage health conditions. For example, people who suffer from diabetes can make use of apps that help them understand what makes blood sugar levels rise and fall, and thus how to control such fluctuations. Next to this, medical technology has been introduced that supports people to take physiological measurements at home and automatically send these to a medical professional. For example, people who need regular blood pressure monitoring can now use certified devices at home. For many people, this is a more acceptable way of continuous regular monitoring [7]. Furthermore, technology can provide health treatment; in the area of mental health, a variety of Web-based interventions have been shown to be effective in providing (guided) self-help therapy to reduce complaints, as in Barak et al [8], or to lead a more flourishing life. Chitarro and Vianello [9] explored how technology can support mindfulness exercises and found that technology-supported mindfulness may be more effective than traditional (paper-based) exercises. Technology can also play a role in helping people to lead a healthier lifestyle in order to prevent diseases. In this area, devices that track physical behavior and provide feedback are often combined with a range of mobile and Web-based interventions that help people to lose weight, to be more physically active, or to adopt a healthier diet.

Reach and Adherence: The Role of Design

The developments and examples above show that technology and, more specifically, Web-based interventions have a huge potential in (preventive) health and well-being. However, Web-based interventions often suffer from nonadherence: many people do not follow a treatment online as it was intended by the therapist. A systematic review of 83 Web-based interventions on lifestyle, chronic disease, and mental health found that, on average, around 50% of the participants adhere fully to an intervention [10]. This seems to reduce treatment effectiveness [11]. On top of this, most interventions reach a limited group only, while aiming for a broad audience. This does not have to be a problem; a strength of Web-based interventions may be that they can reach groups that are harder to reach by regular, face-to-face interventions, as seen in Postel et al [12] where e-therapy for problem drinking reached higher-educated females, while this group is underrepresented in regular care. However, several researchers have shown that current Web-based interventions often reach higher-educated women, as seen in several studies [13-17], while they fail to reach other groups in society. In some cases, these findings may have been influenced by the topic of the intervention under study, for example, the studies of Rothert et al [13], Binks and van Mierlo [14], and Kelders et al [15] were all aimed at weight management, a topic that may be of particular interest to higher-educated women. However, the overrepresentation of this specific group was also found for areas like alcohol abuse [12], depression [16], and smoking [17]; topics that seem at least relevant to many more groups in society. It seems there is something about current Web-based interventions themselves that attracts one specific group, and that in spite of their large potential, Web-based interventions miss out on helping the public at large. Kelders [10] argues that the design of interventions is an important factor for adherence and shows that there are persuasive features (eg, dialogue support, reminders and praise) when implemented in Web-based interventions that predict higher adherence. Moreover, in their review study on the effectiveness of eHealth interventions for physical activity and dietary behavior change, Norman et al [18] claim that interventions that feature interactive technologies in particular need to be refined to fully live up to their potential. In line with this claim, several researchers have proposed that the affective experience of persuasive technologies is the key to their effectiveness [19,20]. They reasoned that if the experience of, for example, a Web-based intervention is a pleasant one, people are inclined to keep using the intervention or to use the intervention again at a later point in time. In other words, a better design that is not only functionally effective but also desirable, compelling, and delightful could improve acceptance of, and adherence to, Web-based interventions. Introducing a "better" design to increase the affective experience of using a Web-based intervention could have a positive effect on well-being because it triggers positive emotions (the first element abbreviated as "P" in positive emotions, engagement, positive relationships, meaning, and accomplishment [PERMA]). However, this is a rather limited view on design’s impact on well-being. In an effort to further specify how design can contribute to well-being, Pohlmeier [21] constructed a design well-being matrix that specifies how design can have an impact on the different elements in Seligman’s [6] well-being theory. As described, in this theory Seligman distinguishes five elements that can each contribute to a general feeling of well-being: positive emotions, engagement, positive relationships, meaning, and accomplishment. Pohlmeier argues that design can take different roles that designers can use to intentionally design for well-being: source, symbol, enablement, and support. As examples, she describes how a product such as Paro the therapeutic robot seal, which is being used in care homes with dementia patients, can be the direct source of a relationship (R in PERMA) and how products can have an indirect effect on elements of PERMA by serving as a symbol. Think, for example, of a wedding ring (symbol of a relationship) or of a trophy (symbolizing achievement).
Influencing Well-Being via Two Routes

In the context of the design of a Web-based intervention, we would like to argue that design can have a positive effect on well-being following two different routes. First of all, a design aimed at a positive user experience by inducing, for example, positive emotion and/or engagement (P and E in PERMA) could positively influence well-being. Secondly, well-being during use could have an indirect effect on overall well-being because it can have a positive effect on adherence (ie, using the intervention as intended by the therapist). And better adherence to a Web-based intervention eventually has a positive effect on health, and thus on well-being. Next to this, successfully using the Web-based intervention could lead to a feeling of accomplishment (A in PERMA), again directly positively influencing well-being. Figure 1 shows how technology-supported health interventions can influence overall well-being via two routes.

The idea here is that, whereas the first route has a direct impact on the specific health problem (ie, people adhere and thus can manage and cure the focal health problem), the second route stimulates overall well-being by promoting states of mind that are conducive to a general feeling of well-being.

In this paper, our aim is not to test the relationships suggested in Figure 1. Rather, it should serve as an illustration that underlines the importance and the power of design. In the following sections, we will present a design research viewpoint to Web-based interventions and discuss new—to the field of designing Web-based interventions—design tools and approaches. We will explain and discuss how implementing these approaches could have a positive effect on reaching target groups and on adherence. To start, we will zoom in on Web-based health interventions and give a short overview of the types that are currently used. Next, we will illustrate with three examples how design could influence the experience of these interventions and contribute to an increased level of well-being when using such interventions. Finally, we discuss the future of Web-based health interventions and other technology-based, well-being interventions.

Figure 1. Schematic representation of how the design of a Web-based intervention can influence general subjective well-being following two different routes. Route 1 indicates the impact of design on adherence and thus on the focal health problem. Route 2 indicates how overall well-being is stimulated by elements of PERMA.

Web-Based Interventions

Overview

Web-based interventions can be categorized within the second generation of health interventions that make use of technology to transfer information [18]. Third generation interventions include mobile and remote devices such as mobile phones. We will include this third generation in some of our examples and in the discussion, but we will for now focus on the design of Web-based interventions because these form a widely used platform to implement technology-based health interventions.

Current Design of Web-Based Interventions

Design of Web-based interventions is often content driven and text based, and aimed at education, information, and goal setting.
via modules or programs that have to be followed in a strict or fixed order. In many cases, content for a Web-based intervention was developed earlier as a fixed (offline) program that should later be “placed” on the website or mobile phone app. This often results in a text-driven, handout app, with the look and feel of a self-help book. Research on nonadherence indicates that reasons for dropout relate to dissatisfaction with the intervention, mismatch of goals of the intervention and those of the users, and low flexibility to adjust to different situations and user characteristics [15,22,23]. As a consequence, irritation rather than positive emotion (P in PERMA), and frustration rather than feelings of accomplishment (A in PERMA) could be triggered. Seen in this light, it should come as no surprise that low adherence is inherent to such interventions. However, it is precisely this “adherence” factor that is so essential for a positive effect of an intervention on health and well-being to transpire [11].

To further illustrate how low adherence may follow from ill-suited design, consider the Web-based intervention in Figure 2, aimed at reducing alcohol consumption. This intervention consists of six lessons, which are intended to be completed during 6 weeks [24,25]. Although some of the capabilities of technology are employed (eg, the provision of tailored feedback), the intervention is text based and technology seems to be mostly used as a medium to deliver the text. An analysis revealed that only 16.5% (of the first 10,000 registered users of the intervention) completed all 6 weeks of this intervention. A reason for nonadherence may well relate to a lack of attention to design and the resulting dissatisfying user experience. Limited reach of mobile and Web-based interventions could be explained by the fact that many of these interventions are aimed at a wide demographic group (eg, men and women, young and old, highly and less educated). Think, for example, of the range of track-and-trace systems aimed at keeping a healthy diet, losing weight, or increasing physical activity (eg, Lifesum, LosIt, MyFitnessPal). However, as we have argued in our introduction, most interventions reach a limited group only, mainly highly educated women—see, for example, Kelders et al [15]. In one way, this is a good thing, since this group in particular can be hard to reach with traditional treatment. However, this selective reach is not intended and, in many cases, seems to strengthen the “inverse care and information law” (ie, people in urgent need for care are the ones who are least likely to receive care [26,27]).

Consider another example of an intervention facing problems with reach and adherence (see Figure 3). The Healthy Weight Assistant is aimed at adults with healthy weight or who are slightly overweight. However, users were mainly female and highly educated [15]. Moreover, adherence to this intervention was as low as 3%, which the authors attribute to a mismatch between the goals of the intervention—long-term weight management—and the goals of the users—gain insight into their behaviors. This mismatch may have led to the low satisfaction and adherence found in the study.

Figure 2. The Web-based intervention, Down Your Drink.
Effect of Design on Adherence

There have been multiple attempts to investigate the influence of characteristics of interventions on adherence. Two qualitative systematic reviews investigated the influence of specific characteristics on adherence and indicated that increased personal relevance, an individualized approach (eg, involving tailored advice and feedback), and including clinicians are promising avenues [28]. In terms of PERMA, these characteristics are most directly related to engagement. Perceived relevance promotes engagement (E) and positive relationships (R), furthermore, including clinicians introduces a relationship (R). Additionally, peer support, counselor support, email/phone contact with visitors, and updates of the intervention website—direct means to trigger relationship (R) perceptions—resulted in improved reach [29]. Note that introducing such personal elements to trigger relationships is a costly and possibly time-consuming way to improve adherence. From a design point of view, it would be interesting to introduce relationship perceptions through design elements (eg, by color, layout, and typeface) connoting relationship-related meanings, such as involved, empathic, and dedicated. Alternatively, one could think of introducing relationships with digital avatars.

A third systematic review investigated the influence of persuasive technology features and characteristics of Web-based interventions [10], demonstrating the importance of increased interaction with a counselor, more frequent updates, and more extensive employment of dialogue support. This latter aspect...
in particular seems to provide a starting point for designing for well-being. The concept of dialogue support stems from the persuasive systems design model [30] and refers to supporting the interaction between user and system to facilitate progress toward goal fulfillment. These principles include social and cognitive prompts, such as praise, rewards, reminders, and suggestions.

There have also been studies that investigate the influence of one or more features on adherence in a single intervention. For example, telephone reminders have been shown to increase adherence to a Web-based treatment of social phobia without clinician guidance [31], and emailed messages have been shown to lead to a modest increase in usage of a disease prevention website by some adults [32]. Although these studies suggest a relationship between the design of an intervention and adherence, only a few of these interventions were actually, and purposefully, designed with adherence in mind [10]. This suggests that adapting Web-based interventions to promote adherence is done in an ad hoc manner or is considered as a task for the counselor involved in the intervention. Studies that have tried to design for adherence have mainly focused on adding or adjusting features without explicitly considering the user experience as a means to improve reach and adherence.

**Design Approaches to Increase Reach and Adherence**

**Overview**

This short overview and discussion of Web-based interventions showed that while key works in the field are beginning to address reach and adherence challenges through increased interactivity and some possibilities for personalization, using a design strategy that effectively increases reach and/or adherence remains challenging. At the same time, technology offers many opportunities here; for example, it enables different means of communication simultaneously (eg, text, speech, video, and graphics) and provides access to situations and settings (eg, the bathroom) in which human persuaders would not be allowed in, or have no access to (eg, sensors in clothes) [33,19]. Therefore, we argue that for the design of Web-based interventions, it is worthwhile to look at how the field of design research is incorporating design strategies to design technology for well-being that delights people during use.

While seeking inspiration in the field of design research, it must be mentioned that a mere focus on expressive, creative design may result in technology that is likewise hard to understand and that has no fit with users’ mental models. As such, creative designs can overshoot the mark because users do not experience such designs as supportive. On the other hand, the more traditional approach of carrying out a needs-and-demand assessment provides information about some functionalities of a design, but may not reveal that much about motivational cues for adherence and experience. Therefore, we propose to use other design approaches that go beyond the mere “design creativity-based approaches” as well as requirements engineering.

In the following sections, we discuss three design strategies—personalization, use of ambient information, and use of metaphors—that have been particularly well explored in design research as strategies to attract and involve people. These can have a positive effect on how someone experiences a Web-based intervention, thereby increasing both well-being during use and overall well-being. Cooperation among experts from different disciplines and discussion along these lines may help in creating technology-based interventions that contribute to well-being by targeting the three dimensions of happiness as discussed by Seligman [34]: the pleasant life, the good life, and the meaningful life (or positive affect, flow, and meaning). Thus, technology should render Web-based apps more appealing, engaging, and fun (positive affect), stimulate flow by paving the way for smooth and intuitive interaction—for example, by providing ambient rather than in-your-face or, reversely, completely hidden information—and create meaning by giving users a sense of control, direction, and purpose.

**Design Approach 1: Personalization**

In different application fields, researchers have shown that personalization of systems’ functionalities and content can improve people’s satisfaction with services and can increase users’ efficiency and convenience. In PERMA terms, we would like to argue that personalization, foremost, promotes engagement (E) as it involves users and heightens personal relevance. Halko and Kientz [35] revealed significant relationships between personality and different types of persuasive technologies. Kaptein et al [36] measured susceptibility to persuasion and studied effects of tailored, persuasive text messages to reduce snacking. Results showed that tailored messages lead to a higher decrease in snacking consumption. In line with these findings, Lee et al [37] demonstrated that in the design of persuasive technologies for healthy eating, planning strategies worked differently depending on whether the participants had already adopted healthy dietary lifestyles.

These examples suggest that effects of design on adherence vary depending on users’ personal needs and that personalization is therefore important, as it enables connecting to specific needs of different people. There are three ways to personalize a Web-based intervention and create larger reach. The first way is in line with the examples mentioned above and involves tailoring of messages or (persuasive) approach. Secondly, a designer can set out to design for a specific target group. To do this effectively, knowing what a specific group needs and wants, and what motivates them is essential. A designer can use this knowledge to inspire and direct the creative processes leading to an intervention that creates engagement for a specific group of people. An excellent example of a Web-based intervention that is aimed at a specific target group and was designed with the needs, habits, and desires of this target group in mind is the game Na-Aapje that was released by the Dutch Voedingscentrum (The Netherlands Nutrition Centre) a few years ago. Na-Aapje (loosely translated as little copy-cat) is a children’s game that is designed to raise children’s awareness of fruits and vegetables as healthy diet choices. The monkey in the game has to collect food items resulting in a higher overall score if many fruits and vegetables are collected (see Figure 4).
In this way, Na-Aapje links a, perhaps, not pleasurable (i.e., eating fruits and vegetables) but necessary activity for its user—the child—to a more pleasurable one. Many children like to play computer games and by connecting to their preferred activities, adherence to this intervention (and awareness of the importance of eating fruits and vegetables) is probably increased.

A third way to personalize a Web-based intervention could be to design an intervention in such a way that it can be changed or set up at the start to match user preferences. This could be done at both the content level and at the system (design) level. From a psychological point of view, this user-controlled type of personalization is particularly interesting as it gives users a sense of control or dominance which may contribute to general well-being. For instance, in Mehrabian and Russell’s [38] framework addressing emotional experiences in environmental settings, dominance is, next to pleasure and arousal, considered an essential factor in explaining approach-avoidance behavior, with higher degrees of control generally related to increases in approach behaviors—a notion similar to adherence in the online context—and hence, increased well-being.

Of further interest in this context is Averill’s [39] discussion of “decisional control,” defined as the degree to which a specific action results from choice among various alternatives. For instance, a much-cited study by Mills and Krantz [40] showed that allowing blood donors a choice over which arm to use had a positive effect on donors’ experiences in blood transfusion centers. Extending these findings to consumer settings, Hui and Bateson [41] showed that conditions of crowding—generally related to decreases in control as other people in store environments lengthen shopping time and may block access to aisles and products therein—sorted fewer negative effects on control and pleasure for consumers who had a choice to enter a retail setting than for consumers who had no choice.

Translated to the current context, these findings suggest that giving users a choice (via personalization) over how they will be addressed by a Web-based app, or what the app looks like, may increase feelings of control and, thereby, well-being. Moreover, giving people active control may transform otherwise passive patients at the mercy of hostile technology into active citizens responsible for their own well-being.

Personalization at the content level has been used in Web-based interventions only sparsely. An example is the study of Andersson et al [42] where users of a Web-based treatment of anxiety disorders could choose which modules they wanted to engage in.

Figure 4. The Web-based intervention, Na-Aapje (The Netherlands Nutrition Centre).

Design Approach II: Ambient Information
We live in a world of continuous information overflow. A reasonable part of the information we receive is aimed to influence us in some way. Guadagno and Cialdini [43] report how a colleague counted over 500 influence appeals over an hour. Due to the large amount of (influential) information that reaches us during our busy daily routines, we can easily miss...
out on the information that we did want to notice. Not overburdening users and spreading feedback through multiple modalities reduces cognitive workload, rendering interactions with health interventions more pleasurable (P in PERMA) and effective, triggering feelings of accomplishment (A in PERMA). A huge drawback of Web-based interventions in our current information-dense world is that they are for the most part not visible to their users. People may, therefore, easily forget to go online to use the intervention. Moreover, when they do think about going online, they may want to ignore this thought because they did not enjoy working with the intervention before and may not feel the need to go online. The design of a Web-based intervention should accommodate for this need or desire. Designers of Web-based interventions should consider the information overflow that their users will inevitably face, and think carefully about what information they have to give, and at what point or in which context. At the same time, users may need status/progress information that is at hand or in sight in order to evoke a sense of urgency to use the Web-based intervention. Providing information in different places or providing feedback through other modalities than the often-used visual modality could accommodate for this.

Designers have explored both of these approaches in research on the design and effect of ambient information and in explorations on peripheral interaction. The concept of peripheral interaction deals with how technology and interactions that people have with technology is integrated throughout our everyday activities. Peripheral interaction entails that the attention that we pay to technology can at times take place in the periphery of attention. Bakker et al [44] explored how different modalities can be used for peripheral interaction and used both physical (ie, tangible) interaction and auditory displays. The concept of peripheral interaction is similar to approaches that have been used earlier in the design of so-called awareness systems. Such systems have been targeted at displaying one type of information—that of presence of other people at another location—in isolation on a physical object, making this information much more accessible and prominent. An example of such a system is the SnowGlobe [45] that displays movement of a remote user by glowing brighter and that also offers direct opportunities for interaction.

In their work on lifestyle behavior change technologies, Consolvo et al [46] define four design strategies and argue that presenting "abstract" information rather than specific information would have a positive effect on the effectiveness of persuasive systems. This is in line with what Nelson [47] incorporated in his design of Bouncers (see Figure 5). Bouncers is a wallpaper on mobile phones of a group of friends that visualizes everyone’s activity through moving circles. In this abstract way, it tells its users about their movements in relation to that of their friends. As another example of more abstract information display, Ham and Midden [48] compared reactions toward factual (ie, numeric) information and ambient information—light changing color—in the case of information about energy consumption and argue that giving ambient (ie, less specific) information can be more influential because it requires less cognitive capacity to process this information.

In summary, the experience of Web-based interventions can benefit from using different ways to communicate information. Depending on the situation someone is in, and on the importance of the information, designers can choose whether specific or more abstract information is the better choice, and can decide on the specific location of the information (ie, within the Web-based interventions or through a different device or location).
Design Approach III: Use of Metaphors

One of the key challenges in designing Web-based apps is how to give shape in words and visualizations to challenges, goals, and feedback provided during interaction in order to provide a meaningful and engaging "story" (M and E in PERMA). In many traditional apps, emphasis is on concrete textual input (ie, instructions or numbers signifying scores or tasks left to accomplish) or concrete images (eg, wallpapers or avatars). However, in addition to such concrete elements, much of everyday thought and experience is inherently metaphorical in nature as originally demonstrated by Lakoff and Johnson in their first joint effort, Metaphors We Live By [49]. The central claim therein was that the way we think about abstract concepts, such as accomplishment, challenge, and perseverance, are metaphorical in nature and are rooted in everyday bodily experiences [49-51]. Of special relevance to the current undertaking was the finding that these embodied metaphors are by no means restricted to language use, but are highly "visual" in nature, as demonstrated by Forceville [52].

For instance, in metaphorical expressions such as "we've made it to the top," "we have a long way to go," and "she was keeping me at a distance," abstract meanings (ie, achievement, lack of communication, psychological support) are talked about in terms of visual-spatial patterns (ie, "rising to the top" or "being close or far away from an end goal"). Such couplings are embodied because they are grounded in everyday bodily interactions in and with our environments.

With respect to object perception, Van Rompay et al [53] showed that verticality or "relative height" is not only the basis of figurative expressions conveying dominance (eg, "He's on top of his game"), but that it also steers meaning perception in design. For instance, in the latter study, everyday products of great vertical size were perceived as more dominant, proud, and impressive compared to products of lesser height.

Furthermore, recent studies have demonstrated that metaphor use or having people behave in line with employed metaphors may also impact feelings and behaviors [50,54,55]. For instance, Gibbs [50] recently showed that a successful relationship metaphor (eg, "Your relationship was moving along in a good direction") prompted people to walk further and longer afterward compared to when they were cued with an unsuccessful relationship metaphor (eg, a metaphor stressing thwarted progress along the road). Another study stressing embodied features of motivation and decision making showed that merely watching a series of squares expanding, versus contracting, prompted participants to feel more self-confident and capable of self-actualization [55].

In design research, various authors have explored metaphor use in relation to affect product experience [56,57]. For instance, Ludden et al [57] showed that product designers can create products incorporating metaphors that people understand by making mind maps revealing common associations from source to target, such that motivating aspects of a source domain (eg, excitement of a journey) can be transferred to the target domain (ie, the product).
Taken together, these examples and insights suggest that employing metaphors in Web-based apps may not just be fun or trivial, but that it may actually contribute to adherence in the long run by creating meaning and fostering engagement. Indeed, metaphors have been used for the design of mobile apps that seek to motivate people toward certain types of behavior. A well-known example in literature on persuasive design is the design of a flourishing garden that was used by Consolvo et al [58] as a metaphor for a flourishing (i.e., active and satisfying) life.

In summary, depending on the type of app and the goals set out for the app, different types of metaphorical mappings may be drawn upon that may become ever more influential as we move from static, to dynamic, to fully interactive apps in the years to come. Not only can such visual metaphors enhance fun and engagement (positive emotions, P), they may also render goals that people set out for, and make the activities they undertake to achieve them, more meaningful and worthwhile, precisely because they connect to people’s intuitive understanding of the world around them.

A nice example of an endeavor to use a metaphor in a Web-based intervention context is the intervention, This Is Your Life!, that was based on an existing positive psychology intervention [59], and designed for a specific target group: teachers at a primary school (see Ludden et al [60] for a full report of the design process). The designers of the interactive part of the intervention worked in close collaboration with the psychologists who designed the content of the intervention, and in close interaction with the proposed target group. A set of three concept designs was made in which different types of source domains (i.e., a library, tree, and journey, respectively) were used (see Figure 6).

The concept of the intervention presented as a journey on a map—favored by all 8 participants in a focus group—was further developed into a working prototype (see Figure 7). For the final prototype, the metaphor of the journey was further developed into details of the intervention. For example, the typical terminology from training or school-like activities (i.e., lessons, exercises, chapters) was changed into terminology that was more relevant to the metaphor of the journey. For instance, chapters are locations on the map and each location has challenges which are the exercises of the training. When a user completes the challenges for a specific location, he or she can get the "key" to the next location. Locations also have names that are related to the "life is a journey" metaphor, such as "The island of broken dreams" and "The river of flow."

From short, individual, evaluative sessions with primary school teachers, the developers of this intervention found that the metaphor that was used for the design of the intervention was seen as motivating and stimulating by users.
Figure 6. Three concept designs from the Web-based intervention, This Is Your Life! Concepts: library, tree of happiness, and journey on a map.
Discussion

The Role of Design(ers)

We have argued that designers of technology for well-being could stimulate well-being in two ways: by designing a positive experience during use and by developing persuasive effective interventions that positively influence adherence, leading to a higher level of overall well-being for the user. To specify how design can contribute, we have introduced three approaches that have recently gained particular attention in design research. In doing so, we have tried to broaden the discussion on the role of design in the development of Web-based interventions and eHealth in general. So far, this discussion has been mainly focused on the need to involve users and usability experts in the design process [61,62], as well as on transferring knowledge from behavioral sciences about persuasion techniques [63]. This has in most cases lead to detailed "design guidelines" about the organization and specific features of eHealth systems, factors that are, of course, of influence on how the interventions will be experienced. However, design guidelines that are more focused on the different ways in which these factors can eventually take shape and how this can have an effect on the experience of the user have so far mainly been neglected. That said, next to the three approaches introduced here, various other design approaches could also contribute to one of the elements of PERMA. We have chosen the three discussed here because they seem to be prevalent choices in recent design research in the eHealth domain. Inspiration for other approaches could, for example, be found in literature on how to apply elements of gaming in a therapy context [64]. However, the best way to ensure that all aspects contribute to a desired experience for an eHealth intervention is to facilitate cooperation between designers of the content of this technology (e.g., the therapists developing health interventions), designers of the system (e.g., human-computer interaction [HCI] developers), and designers of the form of the technology (e.g., interaction designers or product designers) from an early stage of development, and discuss which design features and organization can enrich the presentation of the content. Together, this team of designers can reflect on questions such as “What seem to be the most promising new approaches/theories/tools?” “How will we apply these to practice?” “What is the future of Web-based health interventions?” and “How to incorporate more interactive and persuasive features?” This last question is also reflected in one of the principles of the holistic framework to improve the uptake and impact of eHealth technologies as described by van Gemert-Pijnen et al [64]. As we have argued and illustrated throughout this paper, involving users at an early stage of the design process can certainly be a valuable way to make informed design decisions on which persuasive/motivational elements to use.

Future Research

In this paper, three approaches that have gained particular attention in design research were introduced and their possibilities to serve the design of Web-based interventions were discussed. Clearly, follow-up research is needed to further pinpoint the shortcomings in the current design of Web-based interventions, to test whether the approaches discussed indeed are effective, and to suggest how they may be applied in ever more advanced and interactive technologies.

For example, application possibilities of the design tools discussed here may also lie in third generation eHealth interventions. In this context, design can play an important role in, for example, the way feedback on behavior is offered to people through mobile and/or wearable coaching systems. Next to this, as Web-based apps or games are becoming more interactive—think, for instance, of serious gaming apps making...
use of a Wii or PlayStation Move controller—means for enriched metaphor portrayal are growing all the time. Hence, in addition to watching expanding stimuli (eg, expanding circles on a water surface) and feeling more self-confident—compare with Ludden et al [57]—such interactive game controllers may also prompt people to take in specific postures. Hence, when cultivation of open-mindedness is at stake, people may be prompted to take in an expansive, as opposed to a contracted, posture. This is again in line with linguistic expressions in which openness and intellectual growth are coupled, for example, "open up to others," "that blew my mind," and "her world is so small." Interestingly, the latter relationship between taking in an expansive posture and feeling more confident was recently demonstrated by Carney et al [54]. Specifically, they showed that people taking in an expansive bodily posture displayed more self-confidence and were less likely to seek compromise in a negotiation task. Hence, future research could address means by which "priming" characteristics, such as open-mindedness and self-confidence, may contribute to adherence in the long run.

As for reach and tailored communication with specific target groups, it is important to keep in mind that different target groups may react differently depending on metaphor choice and personalization options. Recently, Halko and Kientz [35] showed that the type of appeal exerted by persuasive technologies may indeed sort different effects dependent on target group personalities, with a more authoritarian style of interaction, for instance, faring better with some target groups than others.

As for personalization and feelings of control, numerous studies have likewise shown that people vary in the extent to which they seek and appreciate control over events in their lives [65,66]. People high in desire for control generally seek influence over others and desire control over events, and hence react with a strong (negative) emotional response when opportunities for control are lacking. In the online context, this may thus lead to nonadherence and dropout. People low in desire for control, on the other hand, are less likely to react with negative affect when faced with a perceived inability to control events, and may appreciate it when decisions are made by others.

Prior to metaphor selections and making decisions on how specific feedback information should be, on whether to incorporate nonvisual information, and on whether or not to incorporate personalization options in Web apps, insight into the values and needs of different target groups is a prerequisite. In the online context, such insights may come in the form of short intake questionnaires, based on which such decisions can be made. In conclusion, using design research as a source of inspiration for the design of Web-based interventions, as outlined in this paper, is a promising means to optimize the reach of, and adherence to, such interventions. Moreover, cooperation between different types of designers of interventions is, next to involving the envisioned users of an intervention, essential to come to a design that incorporates all aspects (ie, content, form, organization) that can contribute to a desired experience for the end user. Moreover, this cooperation should start in early phases of the development, not after a "who, what, and why" has been proposed for an intervention. Early involvement of all types of designers will allow for more innovative designs in which the different elements of the intervention can be experienced in an integrated way.
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Abstract

Background: Online social networks offer considerable potential for delivery of socially influential health behavior change interventions.

Objective: To determine the efficacy, engagement, and feasibility of an online social networking physical activity intervention with pedometers delivered via Facebook app.

Methods: A total of 110 adults with a mean age of 35.6 years (SD 12.4) were recruited online in teams of 3 to 8 friends. Teams were randomly allocated to receive access to a 50-day online social networking physical activity intervention which included self-monitoring, social elements, and pedometers (“Active Team” Facebook app; n=51 individuals, 12 teams) or a wait-listed control condition (n=59 individuals, 13 teams). Assessments were undertaken online at baseline, 8 weeks, and 20 weeks. The primary outcome measure was self-reported weekly moderate-to-vigorous physical activity (MVPA). Secondary outcomes were weekly walking, vigorous physical activity time, moderate physical activity time, overall quality of life, and mental health quality of life. Analyses were undertaken using random-effects mixed modeling, accounting for potential clustering at the team level. Usage statistics were reported descriptively to determine engagement and feasibility.

Results: At the 8-week follow-up, the intervention participants had significantly increased their total weekly MVPA by 135 minutes relative to the control group (P=.03), due primarily to increases in walking time (155 min/week increase relative to controls, P<.001). However, statistical differences between groups for total weekly MVPA and walking time were lost at the 20-week follow-up. There were no significant changes in vigorous physical activity, nor overall quality of life or mental health quality of life at either time point. High levels of engagement with the intervention, and particularly the self-monitoring features, were observed.

Conclusions: An online, social networking physical activity intervention with pedometers can produce sizable short-term physical activity changes. Future work is needed to determine how to maintain behavior change in the longer term, how to reach at-need populations, and how to disseminate such interventions on a mass scale.
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Introduction

Physical inactivity is a leading modifiable cause of death and disease worldwide and causes as many deaths as smoking [1]. Just 30 minutes a day of moderate-intensity physical activity halves the risk of leading causes of morbidity and mortality, such as cardiovascular disease, type 2 diabetes, and obesity, and reduces the risk of breast and bowel cancer, depression, and anxiety [2]. Despite this, many people in developed countries are insufficiently active to achieve these benefits. For example, a recent nationally representative survey of 20,426 Australians found that 67% of adults self-reported that they got less than 30 minutes of physical activity a day [3]. Population-based interventions are needed to assist the general adult population to become more physically active.

Web-based physical activity interventions offer an opportunity to reach a large number of people at a relatively low cost. Systematic reviews and meta-analyses of Web-based physical activity interventions demonstrate they are effective in changing behavior [4,5], however, typically they have not been adopted by large numbers of users and appear to have difficulty sustaining user engagement over an extended period [4,5]. New intervention approaches capitalizing on recent technology trends, such as online social networks [6] and gamification, may assist in overcoming these issues. Our recent review of online social networks for delivery of health behavior interventions found fledgling, but promising, evidence of effectiveness [7].

Online social networks reportedly account for one-quarter of all time spent online [8,9], and appear to offer considerable potential for delivery of public health campaigns for several reasons. Like the Internet in general, they can reach very large audiences (eg, Facebook, the world’s largest social networking website, had 1.32 billion users each month as of June 2014 [10]). They also offer some key advantages over conventional online delivery, including that messages can be delivered via existing social contacts, which may be more influential than health messages delivered via traditional marketing strategies [11]. Furthermore, unlike traditional Web-based interventions [4], online social networks typically achieve high levels of user engagement and retention [12].

Another online trend that has emerged in recent years is gamification. Gamification refers to the application of video game elements, such as fun, challenges, competition, and rewards, in nongaming situations [13]. In the commercial sector, such techniques have reported to markedly increase engagement (eg, a software company reported an 8-fold increase in user engagement after introduction of gamification features) [14]. A recent systematic review of health behavior change interventions delivered using online social networks [7] found that compared to studies which did not incorporate gamification features, the one study that did—in the form of competition between users [15]—achieved substantially larger intervention effects and higher levels of user engagement.

To date, only a handful of studies have attempted to use existing popular online social network platforms, such as Facebook and Twitter, to intervene on physical activity. The most common approach has been the use of a Twitter feed or private Facebook groups to share content regarding physical activity and facilitate discussion between study participants [7]. In most cases, the online social network intervention has been provided as a component, complementing a more comprehensive intervention package, for example, involving access to a physical activity self-monitoring website with personalized feedback from a health professional [16]; provision of pedometer, digital scales, cooking equipment, and personalized feedback [17]; or access to a series of podcasts, advice from an expert moderator, and a calorie-counting app [18]. To our knowledge, only one previous study [15] has utilized a Facebook app (ie, software created by third party developers to function within the Facebook platform and access data in Facebook) to intervene on physical activity.

The primary objective of this study was to determine whether a team-based 50-day social networking physical activity intervention delivered via Facebook app and incorporating gamification features was effective in changing weekly moderate-to-vigorous physical activity (MVPA) in adults aged 18 to 65 years. The secondary objectives were (1) to determine whether the intervention impacted other physical activity (ie, weekly walking, vigorous physical activity, and moderate physical activity time) and quality of life (in particular, mental quality of life), (2) to determine usage, and (3) to examine the feasibility of the online intervention.

Methods

Overview

Ethical approval for this cluster randomized controlled trial (RCT) was obtained from the University of South Australia Human Research Ethics Committee, and the study was registered with the Australian and New Zealand Clinical Trials Registry, protocol number: ACTRN12614000488606. Data collection took place between September 2013 and July 2014. Participants provided informed consent online prior to commencing the study. The study was designed, and the manuscript prepared, following CONSORT guidelines [19].
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**Intervention**

Active Team is a new, free, 50-day team-based Facebook app, developed to assist adults to increase their physical activity levels. The content and features of the program were developed by a team at the University of South Australia led by Dr Carol Maher, following a series of interviews with 20 adults regarding the potential for developing a physical activity intervention delivered via online social networks (unpublished). Commercial software developers were engaged to produce the software platform, and extensive pilot-testing and usability testing was undertaken for the first version of the software [20]. Participants are provided with a pedometer, and encouraged to achieve 10,000 steps per day [21], working in teams of 3 to 8 existing Facebook friends. Active Team is designed to encourage friendly rivalry within friendship groups, offer peer encouragement and support, and be quick, social, and enjoyable to use. It includes a calendar to log daily step counts (steps can be logged up to 7 days in arrears) (see Figure 1); a dashboard showing step-logging progress, awards, and gifts (see Figure 2); a team tally board to allow users to monitor their own and their teammates’ progress; a team message board for team members to communicate with one another; daily tips for increasing physical activity; gamification features, such as awards for individual and team step-logging and step-count achievements; and the ability to send virtual gifts to teammates. Automated computer-tailored weekly emails are sent to participants summarizing their progress and encouraging continued participation. Apart from provision of a pedometer, the Active Team intervention approach was designed to be minimally resource intensive and, therefore, did not include provision of extensive instrumental support, expert moderation, or feedback from a health professional.

Following consideration of numerous behavior change theories, the theory of planned behavior [22,23] and fun theory [24] were selected to inform development of the content and features of Active Team. The theory of planned behavior posits that a person’s decision to perform a particular behavior is influenced by three factors: attitude, subjective norms, and perceived behavioral control [22,23]. Fun theory advocates that people will be more motivated to do routine activities if they are adapted to be fun [24]. The Active Team app attempts to address each of these factors by providing daily tips for physical activity, written by a comedian (theory of planned behavior—attitudes and perceived behavioral control; fun theory); use of teams for peer encouragement and support (theory of planned behavior—subjective norms; fun theory); and setting small achievable goals (ie, daily step count), which are recorded and contribute to a long-term/overall goal (500,000 steps) (theory of planned behavior—attitude and perceived behavioral control), unlockable awards, named by a comedian (fun theory), and the ability to send virtual gifts, such as a high five and a pink leotard (theory of planned behavior—subjective norms; fun theory).
Figure 1. Active Team step-logging calendar.
Participants and Procedures

An overview of the randomized controlled trial methodology is shown in Figure 3. Participants were recruited through a Facebook advertising campaign, media stories in the local newspaper and television news bulletin, and distribution of flyers at the University of South Australia campuses. Participants were eligible if they met the following criteria: (1) were between the ages of 18 and 65 years, (2) considered themselves insufficiently active (ie, not currently achieving the Australian guidelines of 150 min of MVPA/week), (3) were current Facebook users, (4) did not have an existing medical condition for which they had been advised by a doctor to avoid exercise, and (5) were able to speak English.

Interested participants could access the app by typing “Active Team” into the Facebook search function, or by following a link included in the Facebook advertisement. The first page of the app was a welcome page, containing an information video and a detailed participant information sheet. Participants could then use the app to register interest in the study and complete baseline surveys. The app guided participants through the process of inviting eligible Facebook friends to form a team, which resulted in an invitation being posted on relevant friends’ Facebook newsfeeds, along with a link to the app. Participants were formally enrolled into the study if they completed baseline surveys and were part of a team comprising 3 to 8 members. Once a team was finalized, the whole team was randomly allocated to either the intervention or the control condition, using a computer-generated randomization sequence with blocking (block size = six) with allocation concealment. Participants received an automated email informing them of which condition they were enrolled in and when their Active Team challenge would begin.

Teams allocated to the intervention condition received access to the full Active Team app and were mailed a pedometer. Teams allocated to the control condition were placed on a waiting list to receive access to the intervention (app and pedometer) at completion of the study and were told that their health would be monitored over the ensuing 5 months.
Assessments and Outcome Measures

There were three assessment points for all participants: (1) baseline (at recruitment), (2) 8 weeks (coinciding with the final week of the intervention), and (3) 20 weeks (3-months postcompletion of the intervention). All measurements were completed online. Blinding of participants was not possible, however single blinding was achieved, in that the outcome measures were administered by computer. Thus, the potential for introducing bias was eliminated compared with a scenario where the outcome measures were administered by a person who was aware of the participants’ group allocation.

The primary outcome measure was self-reported total weekly MVPA. This was assessed using the Active Australia Survey (AAS) [25], which records physical activities over the previous 7 days. The validated instrument includes eight items relating to the frequency (four items) and duration (four items) of the following: walking (for exercise, recreation, or transport), vigorous physical activities (such as jogging, cycling, aerobics, and competitive sport), and moderate physical activity (such as gentle swimming, tennis, and golf; excluding walking). As per AAS protocol, total weekly MVPA was calculated as walking time + moderate time + (2 x vigorous time), with each individual item being truncated at a maximum of 840 minutes per week, and total physical activity (PA) being truncated at a maximum of 1680 minutes per week in order to reduce the risk of overreporting [25]. The AAS has been shown to have moderate reliability (rho=.56 to .64) [26] and moderate validity when compared with weekly pedometer step counts (rho = .43) and accelerometry (rho = .52) [26].

Secondary outcomes included examining the physical activity types/intensities separately (ie, weekly walking time, other moderate physical activity, and vigorous physical activity; all derived from the AAS) and quality of life. The impact of the intervention on overall quality of life (and mental health quality of life, in particular), was determined using the Assessment of Quality of Life-6D (AQoL-6D) scale [27], a 20-item instrument assessing six health-related domains. The AQoL-6D has been shown to demonstrate strong test-retest reliability (baseline and 2 weeks, \( r_{\text{ICC}} = .88 \); baseline and 1 month, \( r_{\text{ICC}} = .85 \)) [28] and acceptable internal consistency (gamma coefficients [equivalent to standardized correlation coefficients] ranging from .73 to .96 for each subscale; except for sensory perception = .51) [27]. The mental health subscale has good concurrent validity when compared to the 36-item Short Form Health Survey (SF-36) (Pearson’s \( r = .72 \)) [29].

Figure 3. Overview of participant recruitment, assessment, and flow.
missing data were imputed for the small number of individuals from the commencement of the trial were retained for analysis [30].

For data analysis whereby all participants randomized at the intervention and control group (ie, intervention vs control), time (ie, baseline, 8 weeks, and 20 weeks), and a group x time interaction term were entered as fixed effects. The intention-to-treat principle was used for the analysis, with baseline observations carried forward, which is more conservative and less susceptible to bias than last observation carried forward [31]. Where variables were right skewed (ie, physical activity variables), a log-linear distribution correction was applied.

Usage and feasibility data were analyzed descriptively using frequencies, means, and standard deviations. A small number of predefined subgroup analyses were undertaken to determine whether intervention effectiveness was related to key sociodemographic characteristics (ie, age and sex), baseline physical activity levels, and intervention dosage. Further subgroup analyses were not undertaken to prevent capitalization on chance. Baseline activity levels were categorized as sufficient or insufficient activity, according to the Australian physical activity guideline of ≥150 minutes of MVPA per week. Dosage was determined by dichotomizing the number of log-in occasions into low (<18, 25/51, 49%) and high (≥18, 26/51, 51%) based upon a median split. The subgroup analysis was undertaken among the intervention participants only, using Generalized Linear Mixed Models, with total physical activity time entered as the target variable; individual and team entered as random effects; and age, sex, baseline adherence to MVPA guidelines, and intervention dosage entered as fixed effects. Significance for all analyses was set at P<0.05 without adjustment for multiple comparisons, however exact P values have been reported.

### Results

#### Participants

A total of 142 potential participants registered their interest for the study, however, only 110 were in teams that successfully formed, and were formally enrolled into the study. Of the 110 participants, 51 (46.4%) were randomized to the intervention group (12 teams) and 59 (53.6%) to the control group (13 teams). Retention at follow-up was high, with 96 of the 110 participants (87.3%) participants completing the 20-week follow-up. Out of 110 participants, 4 (3.6%) formally withdrew from the study citing the following reasons: needing to undergo elective surgery for a preexisting condition (intervention group, n=1), lack of time (control group, n=1), overseas vacation (control group, n=1), and too physically active (control group, n=1).

Participants' demographic and baseline characteristics are shown in Table 1. Of the 110 participants, 78 (70.9%) participants were female, and 46 (41.8%) were within the normal BMI range. There was a relatively even spread of participants across the age group categories. The majority (71/110, 64.5%) of participants were undertaking, or had completed, university education. A total of 59.1% of the sample (65/110) were insufficiently physically active (ie, achieving less than 150 min/week MVPA).
Table 1. Descriptive characteristics of the study sample at baseline (n=110).

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Intervention (n=51), n (%) or mean (SD)</th>
<th>Control (n=59), n (%) or mean (SD)</th>
<th>Total (n=110), n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 to &lt;25</td>
<td>12 (24)</td>
<td>14 (24)</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>25 to &lt;35</td>
<td>17 (33)</td>
<td>15 (25)</td>
<td>32 (29.1)</td>
</tr>
<tr>
<td>35 to &lt;45</td>
<td>12 (24)</td>
<td>17 (29)</td>
<td>29 (26.4)</td>
</tr>
<tr>
<td>45 to 65</td>
<td>10 (20)</td>
<td>9 (15)</td>
<td>19 (17.3)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (27)</td>
<td>12 (20)</td>
<td>26 (23.6)</td>
</tr>
<tr>
<td>Female</td>
<td>37 (73)</td>
<td>45 (76)</td>
<td>82 (74.5)</td>
</tr>
<tr>
<td><strong>BMI a, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>3 (2.7)</td>
</tr>
<tr>
<td>Normal</td>
<td>23 (45)</td>
<td>23 (39)</td>
<td>46 (41.8)</td>
</tr>
<tr>
<td>Overweight</td>
<td>12 (24)</td>
<td>18 (31)</td>
<td>30 (27.3)</td>
</tr>
<tr>
<td>Obese</td>
<td>13 (25)</td>
<td>15 (25)</td>
<td>28 (25.5)</td>
</tr>
<tr>
<td><strong>Highest education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>5 (10)</td>
<td>11 (19)</td>
<td>16 (14.5)</td>
</tr>
<tr>
<td>Some post-high school (eg, trade or diploma)</td>
<td>11 (22)</td>
<td>10 (17)</td>
<td>21 (19.1)</td>
</tr>
<tr>
<td>University</td>
<td>35 (69)</td>
<td>36 (61)</td>
<td>71 (64.5)</td>
</tr>
<tr>
<td>Insufficient PA b (&lt;150 min/week), n (%)</td>
<td>33 (65)</td>
<td>32 (54)</td>
<td>65 (59.1)</td>
</tr>
<tr>
<td>Baseline total PA (min/week), mean (SD)</td>
<td>279 (320)</td>
<td>278 (313)</td>
<td>279 (314)</td>
</tr>
<tr>
<td>Baseline weekly total AQoL-6D c, mean (SD)</td>
<td>0.80 (0.14)</td>
<td>0.82 (0.14)</td>
<td>0.81 (0.14)</td>
</tr>
</tbody>
</table>

aBMI: body mass index  
bPhysical activity (PA)—calculated as the sum of weekly walking, moderate, and vigorous physical activity.  
cAssessment of Quality of Life-6D (AQoL-6D) scale.

Changes in Physical Activity and Quality Of Life

The results for the primary and secondary outcome measures are shown in Table 2 and 3.

Both the intervention and control groups increased their MVPA time from baseline to 8 weeks (primary outcome) (see Table 2). This increase was considerably larger in magnitude for the intervention group relative to the control group—135 minutes of increase relative to the control group (treatment effect size = 0.39, P=.03). At 20 weeks, both groups’ physical activity time remained elevated compared with baseline. Relative to the control group, the intervention group appeared to maintain a 41-minute increase (treatment effect size = 0.11), however this was not statistically significant (P=.26) (see Table 3).

The secondary physical activity outcomes revealed that the change in overall physical activity at 8 weeks was primarily driven by a change in time spent walking. Relative to the control group, the intervention group increased their walking time by an average of 155 minutes (treatment effect size = 0.69, P<.001). There were no significant group x time differences for walking at week 20, and no significant group x time effects for other types of moderate physical activity and vigorous physical activity at either time point.

There were no significant group x time effects for overall quality of life or mental health quality of life at either time point.
Table 2. Outcome measures at baseline and at 8-week follow-up.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Assessment period, mean (SD)</th>
<th>Baseline to 8 weeks</th>
<th>Treatment effect, effect size (95% CI)</th>
<th>Group-by-time interaction, $F_{1,324} (P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline 8 weeks</td>
<td>Mean change (SE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intervention</td>
<td>Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overall PA</strong>&lt;sup&gt;a&lt;/sup&gt; time&lt;sup&gt;b&lt;/sup&gt;↑&lt;sup&gt;c&lt;/sup&gt;</td>
<td>279 (320) 528 (391)</td>
<td>248 (59) 113 (43)</td>
<td>0.39 (0.01, 0.76) 0.69 (0.30, 1.07)</td>
<td>4.93 (.03) 13.01 (&lt;.001)</td>
</tr>
<tr>
<td>Intervention</td>
<td>278 (313) 391 (371)</td>
<td>113 (43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>110 (124) 160 (185)</td>
<td>50 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Walking time</strong>↑</td>
<td>127 (198) 332 (289)</td>
<td>205 (38)</td>
<td>0.69 (0.30, 1.07) 13.01 (&lt;.001)</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>110 (124) 160 (185)</td>
<td>50 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>127 (198) 332 (289)</td>
<td>205 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vigorous PA time</strong>↑</td>
<td>52 (102) 78 (138)</td>
<td>26 (20)</td>
<td>0.12 (-0.25, 0.50) 0.89 (.35)</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>63 (110) 83 (117)</td>
<td>19 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>63 (110) 83 (117)</td>
<td>19 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other moderate PA time</strong>↑</td>
<td>50 (127) 73 (154)</td>
<td>23 (29)</td>
<td>0 (-0.37, 0.38) 0.09 (.77)</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>46 (128) 68 (171)</td>
<td>22 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>46 (128) 68 (171)</td>
<td>22 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overall AQoL-6D</strong>&lt;sup&gt;d&lt;/sup&gt;↑</td>
<td>0.80 (0.14) 0.81 (0.14)</td>
<td>0.01 (0.01)</td>
<td>0.04 (-0.34, 0.41) 0.26 (.61)</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.82 (0.14) 0.83 (0.14)</td>
<td>0.01 (0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.82 (0.14) 0.83 (0.14)</td>
<td>0.01 (0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mental health AQoL-6D</strong>↑</td>
<td>0.59 (0.23) 0.62 (0.23)</td>
<td>0.03 (0.03)</td>
<td>0.10 (-0.27, 0.48) 0.02 (.90)</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.62 (0.25) 0.63 (0.23)</td>
<td>0.01 (0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.62 (0.25) 0.63 (0.23)</td>
<td>0.01 (0.02)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity

<sup>b</sup>Time is in minutes/week.

<sup>c</sup>Arrows (↑) indicate the desired direction (increase) of change.

<sup>d</sup>Assessment of Quality of Life-6D (AQoL-6D) scale.
Table 3. Outcome measures at baseline and at 20-week follow-up.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Assessment period, mean (SD)</th>
<th>Baseline to 20 weeks</th>
<th>Treatment effect, effect size (95% CI)</th>
<th>Group-by-time interaction, $F_{1,324}$ ($P$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean change (SE)</td>
<td>Treatment effect, effect size (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2 weeks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall PA $^a$ time $^b$ $^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>279 (320)</td>
<td>376 (377)</td>
<td>97 (50)</td>
<td>0.11 (-0.26, 0.49) 1.29 (.26)</td>
</tr>
<tr>
<td>Control</td>
<td>278 (313)</td>
<td>335 (342)</td>
<td>56 (47)</td>
<td></td>
</tr>
<tr>
<td>Walking time $^d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>127 (198)</td>
<td>165 (186)</td>
<td>38 (29)</td>
<td>0.08 (-0.29, 0.46) 1.55 (.21)</td>
</tr>
<tr>
<td>Control</td>
<td>110 (124)</td>
<td>133 (137)</td>
<td>23 (20)</td>
<td></td>
</tr>
<tr>
<td>Vigorous PA time $^e$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>52 (102)</td>
<td>89 (139)</td>
<td>37 (16)</td>
<td>0.15 (-0.23, 0.52) 1.41 (.24)</td>
</tr>
<tr>
<td>Control</td>
<td>63 (110)</td>
<td>82 (138)</td>
<td>18 (18)</td>
<td></td>
</tr>
<tr>
<td>Other moderate PA time $^f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>50 (127)</td>
<td>38 (100)</td>
<td>-12 (21)</td>
<td>-0.07 (-0.44, 0.31) 0.01 (.94)</td>
</tr>
<tr>
<td>Control</td>
<td>46 (128)</td>
<td>43 (95)</td>
<td>-3 (16)</td>
<td></td>
</tr>
<tr>
<td>Overall AQoL $^g$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.80 (0.14)</td>
<td>0.83 (0.15)</td>
<td>0.03 (0.01)</td>
<td>0.36 (-0.02, 0.73) 0.15 (.70)</td>
</tr>
<tr>
<td>Control</td>
<td>0.82 (0.14)</td>
<td>0.82 (0.15)</td>
<td>0.00 (0.01)</td>
<td></td>
</tr>
<tr>
<td>Mental health AQoL $^h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>0.59 (0.23)</td>
<td>0.64 (0.23)</td>
<td>0.05 (0.02)</td>
<td>0.36 (-0.02, 0.73) 0.44 (.51)</td>
</tr>
<tr>
<td>Control</td>
<td>0.62 (0.25)</td>
<td>0.61 (0.26)</td>
<td>-0.02 (0.02)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$PA: physical activity

$^b$Time is in minutes/week.

$^c$Arrows (↑) indicate the desired direction (increase) of change.

$^d$Assessment of Quality of Life-6D (AQoL-6D) scale.

Usage

Of the 51 participants in the intervention group, 48 (94%) used the app at least once. Usage rates were reasonably high: 28 (55%) logged steps for all 50 days of the program as intended, while 35 (69%) logged steps for 36 days or more. These steps were logged across a mean of 18 unique log-in occasions (SD 13.3, range 0-46). On average, intervention participants logged 8867 (SD 2850) steps per day, and one-third of participants (16/51, 31%) met or exceeded the intervention target of 500,000 steps in 50 days. Participants sent a mean of 4.8 gifts (SD 6.3, range 0-27) to their teammates, and made a mean of 2.7 wall posts to their team discussion wall (SD 3.4, range 0-13).

Feasibility

A total of 47 of the 51 (92%) original intervention participants completed the participant feedback questionnaire at 8 weeks. Feedback about the app overall was generally positive: 32 out of the 47 respondents (68%) either agreed or strongly agreed that the app was user friendly, 32 (68%) liked the overall presentation of the app, and 35 (74%) reported they were able to navigate easily around the app.

Feedback was also sought on the specific features of the app: 38 respondents out of 47 (81%) reported that they found the “My steps” page useful (where participants logged their daily step counts); however, there was less agreement that the daily tips were useful (18/47, 38% agreed/strongly agreed), that the virtual gifts were motivating (14/47, 30% agreed/strongly agreed), or that the unlockable awards were motivating (12/47, 26% agreed/strongly agreed).

Approximately half of the 47 respondents reported that they felt their teammates influenced them to improve their exercise regimen (27/47, 57%) and that the app provided them with social support (21/47, 45%).

Subgroup Analysis

Subgroup analyses were undertaken to determine whether, within the intervention group, change in MVPA was related to age or sex, intervention “dosage” (high vs low), and achievement of physical activity guidelines at baseline. Results showed that participants’ success in the program was unrelated to sex ($F_{1,41}=0.10, P=.91$) and age ($F_{1,41}=1.17, P=.32$), however, it was associated with intervention dosage, with “high dose” participants increasing their MVPA significantly more than “low dose” participants ($F_{1,41}=3.06, P=.04$). Furthermore, participants who were insufficiently active at baseline were more likely to increase their MVPA using the program ($F_{1,41}=...$
466.71, \(P<.001\). Of the 33 intervention participants who were insufficiently active at baseline, 21 (64%) were sufficiently active at 8 weeks, and 13 (39%) continued to be sufficiently active at the 20-week follow-up.

No adverse events were reported throughout the trial period.

**Discussion**

**Principal Findings**

This study found that a 50-day team-based online social networking physical activity intervention incorporating pedometers produced a large and significant change in MVPA (the study’s primary outcome) during the course of the intervention. The change was primarily driven by an increase in time that intervention participants spent walking (155 min/week relative to the control group). However, the intervention participants’ improvements over those of the control participants were not maintained 3 months after the stimulus was removed. There was a pattern for the intervention to favorably impact on overall quality of life and mental health quality of life at the 20-week follow-up, however, this was not statistically significant. The intervention achieved reasonably high rates of engagement and retention, and participant feedback was generally positive.

To our knowledge, this is the first randomized controlled trial evaluating a physical activity intervention delivered via Facebook to report a significant improvement. Two other studies, both utilizing Facebook groups [16,32] to deliver and/or complement a physical activity intervention, reported significant time effects, but not group-by-time effects (ie, in those studies, both the intervention and control groups improved across the course of the intervention, but the degree of improvement did not significantly differ between intervention and control groups). The difference in findings may be due to the way in which Facebook was used between these two studies and our current study. Cavallo and colleagues [16] and Valle and colleagues [32] set up private Facebook groups that were intended to facilitate discussion and sharing of information between intervention participants. In contrast, our intervention involved a Facebook app (ie, standalone software, delivered via the Facebook platform) that focused on assisting participants to log, track, and compare their daily physical activity with other users. Furthermore, in both the Cavallo and colleagues [16] and Valle and colleagues [32] studies, participants who were strangers to each other offline were intended to communicate with each other via the online groups. In contrast, our study drew upon existing online social networks, so that study participants were interacting within teams of people with whom they shared an existing online connection, and presumably an offline connection as well. This is arguably more consistent with the use of online social networks, given that people typically use Facebook to interact with people with whom they share an offline connection [33]. The approach used in our study was somewhat similar to that reported by Foster and colleagues [15], whereby a group of workmates compete in a pedometer-based challenge. Similar to our study, they reported physical activity behavior change of a large magnitude.

As with many Web-based physical activity interventions [4], recidivism was apparent in the current study. At the end of the program, there was a more than 2-hour difference in weekly physical activity between groups, yet 12 weeks later at the 20-week follow-up assessments, the intervention participants’ physical activity levels had returned to within 40 minutes of those of the control group (note that the study was insufficiently powered for a 40-minute difference to be statistically significant). Despite the lack of statistical significance, the trend for change provides insight for a future, larger study, as a change of this magnitude is likely to be of clinical significance. Furthermore, the subgroup analysis, which showed that around 40% of participants who were insufficiently active at baseline successfully met physical activity guidelines at the 20-week follow-up, suggests that the population impact of the app may be considerable if the intervention was to be implemented at a large scale.

Further work is required to determine how to maintain physical activity behavior change achieved by the Active Team intervention in the longer term. Fjeldsoe and colleagues [34] review of physical activity behavior change maintenance suggests that increasing the intervention’s duration, and/or building long-term follow-up prompts into the app may be useful in achieving this. While the study’s intervention was mainly guided by the theory of planned behavior, other behavior change theories which emphasize behavior maintenance, such as the transtheoretical model [35] or the Health Action Process Approach [36], and self-regulation theories [37] may provide valuable insights into further strategies to maintain behavior change in the longer term.

Gamification has been a popular tech trend in recent years. The Active Team app was carefully designed to incorporate numerous gamification features; however, usage statistics and participant feedback specific to these features suggested they were not strongly embraced by participants. Despite this, the app overall achieved strong usage and participant feedback. It is possible that the influence of gamification was larger than participants indicated—that it worked in a subconscious way and did, in fact, contribute to engagement and utility of the app. Alternatively, it may be that gamification has been overhyped, or at least unsuccessful in the form in which it was implemented in our app. Such hypotheses cannot be answered by our study; indeed, the field of gamification for health behavior change is in its infancy and considerable further work is needed to explore its efficacy and optimal application.

Facebook is recognized to have extremely diverse reach, appealing to users of widely varying sociodemographic backgrounds [38,39]. Nevertheless, our study recruited a predominantly female, middle-class sample. Further work is required to determine how to attract a diverse sample, and in particular, increase reach to low physical activity/low socioeconomic status users, who are likely to gain the most benefit from a physical activity intervention. Furthermore, once effective intervention approaches have been devised, research focused on determining how to disseminate interventions on a mass scale will be key. Insights offered by social marketers and traditional marketers are likely to be highly valuable in achieving these goals.
Strengths

Strengths of the current study are the novelty of the intervention, which used online social networking to recruit participants and deliver a physical activity program (in combination with a pedometer), that the app incorporated novel features (gamification and fun), and that there was minimal contact from research personnel. The online intervention itself was delivered entirely via the software and automated emails. This hands-off delivery approach can facilitate large-scale dissemination of the intervention in the future. Further strengths of the study were the randomized controlled trial study design, and the relatively high rates of compliance and retention achieved.

Limitations

For logistical reasons, the study used self-reported measures of physical activity, and these are typically considered to be susceptible to social desirability bias [40]. Interestingly, Crutzen and Goritz [41] recently examined this issue in over 5000 participants, and found social desirability bias was, in fact, unrelated to Web-based self-reported physical activity, suggesting that Web-based self-reports of physical activity are more trustworthy and useful. An advantage of self-reported physical activity, as opposed to objectively measured physical activity, is the considerably lower participant assessment burden, which arguably enhances the study’s ecological validity. Similarly, in the interest of minimizing assessment burden, we did not measure theory of planned behavior constructs and, hence, were unable to determine whether changes in these constructs explain intervention effects. In the future, a more extensive measurement protocol, including such measures, would provide useful insights into possible mechanisms. We decided not to exclude participants who stated that they obtained less than 150 minutes of weekly MVPA at enrolment, yet who went on report more than 150 minutes during the baseline surveys. In order to allow the intervention’s social and team nature to function as intended, it was important to allow participants to undertake the intervention with friends, without applying too many restrictions. The application of RCT principles, such as strict eligibility criteria and prevention of contamination, in online social network interventions presents researchers with many dilemmas, and we would argue that a degree of pragmatism is required to allow the social networking intervention to function as intended, and consequently produce results that are useful in the “real world.” As with most health behavior randomized controlled trials, blinding of participants to the intervention arm was not possible, however blinding of assessors was achieved since all assessments were delivered via online surveys. Additionally, this intervention had two components—the use of (1) a pedometer and (2) the app—and the use of a wait-list control meant that the individual influence of these components on study outcomes cannot be determined in the current study. Kang and colleagues’ [42] meta-analysis of pedometer-based interventions found an overall effect size of 0.68 for daily step count—very similar to the effect size of 0.69 found for walking time in our study. Thus, it is possible that the pedometer component largely accounted for the behavior change observed in our study. However, engagement data indicated high use of the app, suggesting the combined intervention elements (ie, pedometer and app) were both important in achieving behavioral change. Finally, the subgroup analyses were likely underpowered, and the sample may not necessarily be generalizable given the high proportion of female and well-educated individuals.

The “snowball”-style recruitment method offers both strengths and weaknesses. Firstly, it is in keeping with how information and communication typically spread via online networks. Furthermore, it may have alleviated the problem encountered by many physical activity interventions in that they tend to attract relatively motivated individuals. It is likely that the team captains themselves may have been the "typical" motivated individuals who volunteer for research projects, however, it is plausible that the team members would not otherwise have joined, except that they received an invitation from their friend—this use of social influence is often termed “word-of-mouth seeding” in marketing [43]. An unanticipated drawback on the team structure was that numerous potential participants who registered could not be formally enrolled because their team never formed. Future iterations of the Active Team software will explore alternative recruitment structures in order to draw on the positives of snowball recruitment, without the present limitations of the strict team structure.

Conclusions

This study has provided preliminary evidence that an online, social networking physical activity intervention using pedometers can produce sizeable short-term physical activity change. Future work is needed to determine how to maintain behavior change in the longer term, how to reach underserved populations on this platform, and how to disseminate such interventions on a mass scale.
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Abstract

Background: Data from controlled trials indicate that Web-based interventions generally suffer from low engagement and high attrition. This is important because the level of exposure to intervention content is linked to intervention effectiveness. However, data from real-life Web-based behavior change interventions are scarce, especially when looking at physical activity promotion.

Objective: The aims of this study were to (1) examine the engagement with the freely available physical activity promotion program 10,000 Steps, (2) examine how the use of a smartphone app may be helpful in increasing engagement with the intervention and in decreasing nonusage attrition, and (3) identify sociodemographic- and engagement-related determinants of nonusage attrition.

Methods: Users (N=16,948) were grouped based on which platform (website, app) they logged their physical activity: Web only, app only, or Web and app. Groups were compared on sociodemographics and engagement parameters (duration of usage, number of individual and workplace challenges started, and number of physical activity log days) using ANOVA and chi-square tests. For a subsample of users that had been members for at least 3 months (n=11,651), Kaplan-Meier survival curves were estimated to plot attrition over the first 3 months after registration. A Cox regression model was used to determine predictors of nonusage attrition.

Results: In the overall sample, user groups differed significantly in all sociodemographics and engagement parameters. Engagement with the program was highest for Web-and-app users. In the subsample, 50.00% (5826/11,651) of users stopped logging physical activity through the program after 30 days. Cox regression showed that user group predicted nonusage attrition: Web-and-app users (hazard ratio=0.86, 95% CI 0.81-0.93, P<.001) and app-only users (hazard ratio=0.63, 95% CI 0.58-0.68, P<.001) showed a reduced attrition risk compared to Web-only users. Further, having a higher number of individual challenges (hazard ratio=0.62, 95% CI 0.59-0.66, P<.001), workplace challenges (hazard ratio=0.94, 95% CI 0.90-0.97, P<.001), physical activity logging days (hazard ratio=0.921, 95% CI 0.919-0.922, P<.001), and steps logged per day (hazard ratio=0.99999, 95% CI 0.99998-0.99999, P<.001) were associated with reduced nonusage attrition risk as well as older age (hazard ratio=0.992, 95% CI 0.991-0.994, P<.001), being male (hazard ratio=0.85, 95% CI 0.82-0.89, P<.001), and being non-Australian (hazard ratio=0.87, 95% CI 0.82-0.91, P<.001).

Conclusions: Compared to other freely accessible Web-based health behavior interventions, the 10,000 Steps program showed high engagement. The use of an app alone or in addition to the website can enhance program engagement and reduce risk of attrition. Better understanding of participant reasons for reducing engagement can assist in clarifying how to best address this issue to maximize behavior change.
Introduction

Insufficient physical activity has been identified as the fourth-leading risk factor for global mortality [1]. Previous research has shown that Web-based behavior change interventions can be effective in increasing physical activity [2,3]. The Internet is a promising tool to deliver complex, individualized, and tailored interventions while reaching a large part of the population at lower cost than face-to-face interventions [4]. However, maintaining interest of the participants in the intervention over time has been reported as a main challenge of Internet-delivered interventions [5].

Web-based intervention studies typically suffer from high nonusage attrition (ie, not all participants use or keep using the intervention as intended by the developers) [6]. Most often, website log-ins, a frequently used indicator of engagement and intervention exposure, decrease rapidly over time [7,8]. This makes it difficult to measure intervention effects because participants receive different doses of the intervention content [5]. For example, in a Web-based weight loss study [9], only 64% of the intervention group actually used the intervention at least once. This is important because the level of exposure to intervention content has been linked to intervention effectiveness [10,11]. In addition to nonusage attrition, Web-based interventions studies suffer also from high dropout attrition (ie, participants are lost to follow-up). For Web-based physical activity interventions, reported dropout attrition rates vary between 0% and 62% [2,12].

Eysenbach [5] calls for a science of attrition to systematically examine attrition rates, engagement measures, and associated variables. Thus far, research on attrition has been done primarily in the context of controlled trials [6,13]. However, to evaluate the real public health impact of an intervention there is a need to examine effectiveness and reach of the target population after implementation to real-life settings [14]. Findings of nonusage rates from controlled settings may not translate to real-life settings. In efficacy trials, participants usually have gone through a rigorous screening process to determine eligibility and therefore include a selected group of participants that is likely more motivated to use the intervention compared to those not undergoing this screening. Further, people could be more committed to the study because of the normal structure of the trial or active recruitment, which leads to lower attrition [5,6]. This is supported by studies that find a higher percentage of intervention completers and higher website usage for trial users compared to “real-life” users of the same website [15,16]. Although dropout and nonusage attrition have been described in relation to commercially available websites [17,18], few studies describe similar patterns in freely accessible interventions, especially in regard to physical activity [15].

Several intervention characteristics have shown to enhance engagement and/or decrease attrition of interventions including the provision of personally tailored content, interactive components, social networking, and reminders [19-22]. Besides characteristics of the intervention itself, personal characteristics of the users and the degree of engagement with the intervention may affect nonusage attrition [15,20,23]. Attempts to promote physical activity via smartphone technology appear to be promising because it increases the convenience of accessing the intervention and engaging in self-monitoring [24]. Within controlled trials, there is some evidence that using smartphone apps can enhance engagement, decrease attrition, and increase efficacy of Web-based interventions [25-27]. However, thus far there is no knowledge about how smartphone apps can enhance engagement with Web-based interventions in real-life settings.

The aim of this study is to examine engagement with a Web-based physical activity intervention in real life because findings from controlled settings may not translate into real-life settings. Therefore, this study examines engagement and nonusage attrition in the freely available 10,000 Steps Australia program [20,28], which aims to promote physical activity through the use of pedometers and a website. A second aim is to examine whether use of a smartphone app is associated with reduced nonusage attrition and increased engagement with the intervention. Third, we aim to identify sociodemographic- and engagement-related determinants of nonusage attrition.

Methods

Intervention Program

The 10,000 Steps program is a freely available physical activity promotion program that encourages users to record and monitor their physical activity using pedometers. It was initially developed as a whole-community multilevel program based on the socioecological framework. Further information on the development of the program has been reported elsewhere [20,28]. A main feature of the program is an online step log that allows users to enter and monitor their daily physical activity levels based on pedometer steps or time spent in physical activity. This feature is available to users both on the website and as a smartphone app. Further, users are able to join individual challenges where they choose from a monthly updated selection of goals and receive graph- and text-based feedback of their progress (individual challenge). When users are recruited via their workplace, they may participate in team-based workplace challenges. These usually last longer than 1 month and the workplace is responsible to set the team challenges (workplace challenge). Further, users are able to use a discussion forum and virtual walking buddies with whom they can share progress.

Smartphone App

In addition to the opportunity to use the program via the 10,000 Steps website, there is also a smartphone app available on the iOS mobile platform [27]. Initially designed to allow users to enter their daily physical activity, users are now also able to join and view progress of challenges. Data from the smartphone
app are synchronized with their activities recorded on the website. Data from a case-matched control trial [27] indicated that use of the 10,000 Steps app increased the number of days physical activity was logged and the likelihood to log more than 10,000 steps per day in a sample of 10,000 Steps users. Excluding participants from the controlled trial, the app had a total of 35,761 downloads as of April 30, 2014. One-third (33.12%, 11,845/35,761) of those that downloaded the app also used it to log physical activity.

**Data Collection and Extraction**

Data were extracted from the database of the 10,000 Steps program for users aged at least 18 years, who registered between July 8, 2013 and April 30, 2014, and who logged physical activity for at least 1 day in this period either through the website or the smartphone app (N=17,590). Although the website and app were available before July 8, 2013, this date was chosen as the start date for data extraction because prior to this date the available version of the app had reduced functionality; specifically, it did not allow users to join or view progress of challenges. No major changes in app functionality have occurred since this date, only minor updates have happened. Therefore, this study was delimited to users who registered during this 297-day period between July 8, 2013 and April 30, 2014 excluding those users who registered before this time. Thus, the maximum membership length in this study was 297 days. Website and app usage data were automatically recorded while using the 10,000 Steps program. When registering with the 10,000 Steps program, participants provided informed consent for usage of their data for research purposes.

**Measures**

**Sociodemographics, “Where Did You Hear About Us?,” and Length of Membership**

Date of birth, gender, and country of residence were assessed when participants registered to the 10,000 Steps program. Users were also asked how they heard about the 10,000 Steps program (21 response options were provided, including different types of media, friends, workplace, health professionals, and specific initiatives the program was advertised in). Length of membership was calculated as the number of days between the date of registration for the program and April 30, 2014.

**Engagement Parameters**

Engagement was defined as the duration and frequency of involvement with the program. Four measures of engagement were used: (1) the duration of program use calculated as the number of calendar days from the first to the last time the physical activity log was used, (2) the number of individual challenges initiated, (3) the number of workplace challenges initiated, and (4) the total number of days physical activity was recorded in the step log (both website and app). The number of individual and workplace challenges participated in was determined from the 10,000 Steps database, which encompassed website and app usage information.

The total number of days of physical activity recorded in the step log and duration of program usage differed. For example, a user may have used the program for 50 days (time from first to last step log), but only logged steps on 30 occasions during this time.

**Nonusage Attrition**

Duration of program usage was also applied as an indicator of nonusage attrition. Participants were coded as “nonusage attrition was observed” when they did not log physical activity for at least 14 days [29] (ie, there were ≥14 days between their last physical activity log and the end of the observation period). All other users were coded as “nonusage attrition was not observed.” For example, when a participant first logged steps on the 10,000 Steps platform on October 1, 2013 and the last time on December 1, 2013, then nonusage attrition was deemed to have occurred after 62 days of use.

**Physical Activity**

Users’ mean steps per day were determined by dividing the total number of steps logged by the number of days steps were logged for. If users’ mean of logged steps per occasion was more than 20,000, this was truncated to 20,000 steps [30,31]. Truncation was performed for 928 participants.

**Data Analysis**

**Overview**

The program allows participants to retrospectively log steps in case they started to use a pedometer before registering with the program. Users were excluded from data analysis when they logged physical activity for more than 7 days prior to their start of their membership (n=617) and when inconsistencies in data were detected; that is, users logged on average less than 100 steps per day (n=16) or logged physical activity on more days than it would be possible based on their duration of program use (n=9). The final number of users included in the analysis of user characteristics and engagement was N=16,948 and is referred to as the overall sample. Attrition analysis was based on a subsample of users as described subsequently. Based on the platform used to log steps, 3 groups were defined: Web-only users who logged steps solely via the 10,000 Steps website (83.87%, 14,215/16,948), app-only users who logged steps solely via the 10,000 Steps smartphone app (8.56%, 1,451/16,948), and Web-and-app users who logged steps via the 10,000 Steps website and the smartphone app (7.56%, 1,282/16,948).

**User Characteristics and Intervention Engagement**

First, means and standard deviations for sociodemographics, engagement parameters, and logged physical activity were calculated to describe the overall sample and the 3 user groups. To assess which personal characteristics of 10,000 Steps users may facilitate choosing the app over the website, differences between the user groups regarding sociodemographics were analyzed. Further, user groups were compared regarding engagement parameters and logged physical activity. Group comparisons were performed using 1-way ANOVAs with Bonferroni-corrected post hoc comparisons (for continuous variables) and chi-square tests (for categorical variables).

Because engagement parameters are likely to depend on sociodemographics, length of membership, and physical activity
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level, we also examined the effect of user group on the engagement parameters using linear regression adjusting for those variables. Four regression analyses were fitted, each using an engagement parameter (duration of usage, individual challenges, workplace challenges, physical activity log days) as the dependent variable. User group was used as the independent variable along with age, gender, country of residency, length of membership, and physical activity as covariates. Standardized regression coefficients were calculated. Effect sizes ($\eta^2$) were calculated for linear regression because even small differences tend to reach significance with high numbers of participants such as in our study. According to Cohen [32], the minimum criterion for at least a small effect was $\eta^2 > .01$. Therefore, in this study, differences were considered meaningful when effect sizes reached these thresholds. Further, duration of usage, number of individual and workplace challenges started, and number of days physical activity was logged for were presented for different membership lengths.

**Nonusage Attrition**

Survival analysis was used to examine differences in nonusage attrition between groups. Nonusage attrition was examined over the first 3 months after registration to the program and was limited to a subsample of users (n=11,651) who were a 10,000 Steps member for at least 3 months (90 days) at the time of data extraction (April 30, 2014). This was done to ensure that all participants had the same chance to use the program and to enable comparability with other published attrition curves [5,15,33]. This means that users were included even if they only logged steps for a single day, but had been a member for 3 months. The duration of program use was used as the time variable. The event variable was coded as specified in the Measures section with 1=nonusage attrition observed and 0=nonusage attrition not observed. Kaplan-Meier survival curves showing the proportion of users surviving over time and quartiles of survival time were estimated by user group. The equality of the survivor functions was tested with a log-rank test. Predictors of nonusage attrition (user group, sociodemographics, engagement parameters, and steps per day) were examined within univariate Cox proportional hazard regression. Predictors that had a univariate $P$ value of <.25 [34] were selected for inclusion in a multivariate model. Hazard ratios, which represent relative risks for attrition, were calculated. Statistical analysis was performed with Stata version 12 (StataCorp LP, College Station, TX, USA).

**Results**

**Overview**

Of 16,040 users who answered the “Where did you hear about us?” question, most users (73.99%, 11,868/16,040) indicated that they heard about the program through their workplace. Further, 12.42% (1992/16,040) heard about 10,000 Steps from a friend; 4.3% (692/16,040) from a webpage; 2.9% (461/16,040) from a health professional; 0.9% (140/16,040) from Facebook; 0.41% (65/16,040) from other media including TV, newspaper, and radio; and 5.1% (822/16,040) indicated other sources.

**User Characteristics**

Descriptions of the overall sample and the subsample regarding sociodemographics, engagement data, and logged physical activity are shown in Table 1 and Multimedia Appendix 1, respectively. The majority of participants in the overall sample were female (69.87%, 11,841/16,948) and Australian (77.54%, 13,142/16,948). Membership length ranged between 1 and 297 days (mean 190, SD 78.6 days). Gender and country of residence were significantly different between user groups, with highest percentage of females (73.5%, 942/1282) and Australians (84.7%, 1086/1282) for the Web-and-app group. App-only users and Web-and-app users were significantly younger than Web-only users ($P<.001$) with app-only users being also younger than Web-and-app users ($P<.04$). Web-only users ($P=.004$) and Web-and-app users ($P<.001$) had longer durations of membership in the 10,000 Steps program compared to the app-only users, with no difference between Web-only and Web-and-app users ($P=.28$).
Table 1. Sociodemographics, engagement, and physical activity by user group in the overall sample (N=16,948).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall N=16,948</th>
<th>Web only n=14,215</th>
<th>App only n=1451</th>
<th>Web and app n=1282</th>
<th>$F_{2,2}$</th>
<th>$\chi^2_{2}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>41.8 (12.1)</td>
<td>42.4 (12.2)</td>
<td>38.3 (11.1)</td>
<td>39.5 (11.5)</td>
<td>102.6</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td>Females, n (%)</td>
<td>11,841 (69.87)</td>
<td>9848 (69.28)</td>
<td>1051 (72.43)</td>
<td>942 (73.48)</td>
<td>14.8</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Australians, n (%)</td>
<td>13,142 (77.54)</td>
<td>10,936 (76.93)</td>
<td>1120 (77.19)</td>
<td>1086 (84.71)</td>
<td>41.0</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Membership days, mean (SD)</td>
<td>190.4 (78.6)</td>
<td>190.7 (78.9)</td>
<td>183.9 (79.6)</td>
<td>194.6 (72.7)</td>
<td>7.0</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration of usage (days), mean (SD)</td>
<td>34.5 (30.5)</td>
<td>32.8 (28.2)</td>
<td>37.7 (37.2)</td>
<td>50.2 (40.4)</td>
<td>203.6</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td>Individual challenges, mean (SD)</td>
<td>0.1 (0.5)</td>
<td>0.1 (0.4)</td>
<td>0.2 (0.7)</td>
<td>0.3 (0.9)</td>
<td>174.4</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td>Workplace challenges, mean (SD)</td>
<td>0.9 (0.5)</td>
<td>0.9 (0.5)</td>
<td>0.8 (0.7)</td>
<td>0.9 (0.6)</td>
<td>52.2</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td>Number of days physical activity was logged for, mean (SD)</td>
<td>30.8 (25.1)</td>
<td>29.5 (23.6)</td>
<td>32.9 (29.8)</td>
<td>43.3 (31.5)</td>
<td>188.7</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
<tr>
<td><strong>Physical activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps per day, mean (SD)</td>
<td>10,692.1 (4194.4)</td>
<td>10,701.7 (4251.6)</td>
<td>10,253.0 (3951.1)</td>
<td>11,082.6 (3758.1)</td>
<td>13.6</td>
<td></td>
<td>&lt;.001abc</td>
</tr>
</tbody>
</table>

* Web only is different from app only.
* Web only is different from Web and app.
* App only is different from Web and app.

**Engagement With the Intervention**

In the overall sample, users utilized the program between 1 and 296 days (mean 34.5, SD 30.5 days) with 6.51% (1103/16,948) and 81.89% (13,879/16,948) participating at least in 1 individual challenge (range 0-8) and 1 workplace challenge (range 0-8), respectively. Users logged on average 30.8 days of physical activity (range 1-290 days) with 97.77% (16,400/16,948) of users logging physical activity more than once. With increasing length of membership, the average duration of usage, the number of individual and workplace challenges, as well as the number of days physical activity was logged per week decreased (Table 2). For example, users who were members between 1 and 2 months (30-60 days) used the program a mean 4.1 (SD 2.4) days per week, whereas users with a membership of at least 9 months (278-297 days) used the program a mean 1.1 (SD 0.9) days per week.

All engagement parameters differed significantly across user groups ($P<.001$). App-only users showed a longer duration of usage ($P<.001$), a higher number of individual challenges ($P<.001$), a lower number of workplace challenges ($P=.02$), and a higher number of days they logged physical activity ($P<.001$) compared to Web-only users (Table 1). Compared to app-only and Web-only users, Web-and-app users had a longer duration of usage ($P<.001$), higher number of individual ($P=.02$ and $P<.001$, respectively) challenges, as well as a higher number of days they logged physical activity ($P<.001$). Regarding workplace challenges, Web-and-app users had higher numbers compared to app-only users ($P<.001$), but were not significantly different from Web-only users ($P=.07$).
Table 2. Mean engagement parameters for different membership lengths in the overall sample (N=16,948).

<table>
<thead>
<tr>
<th>Membership length</th>
<th>n</th>
<th>Days physical activity logged (days)</th>
<th>Duration of platform usage (days)</th>
<th>Individual challenges</th>
<th>Workplace challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean/week (SD)</td>
<td>Mean (SD)</td>
<td>Mean/week (SD)</td>
</tr>
<tr>
<td>≤1 week (1-7 days)</td>
<td>54</td>
<td>3.6 (2.7)</td>
<td>10.1b (10.7)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td>1-2 weeks (8-14 days)</td>
<td>60</td>
<td>9.0 (5.5)</td>
<td>5.5 (3.4)</td>
<td>0.10 (0.35)</td>
<td>0.07 (0.24)</td>
</tr>
<tr>
<td>2-3 weeks (15-21 days)</td>
<td>234</td>
<td>13.0 (6.1)</td>
<td>5.1 (2.4)</td>
<td>0.09 (0.09)</td>
<td>0.00 (0.04)</td>
</tr>
<tr>
<td>3-4 weeks (22-29 days)</td>
<td>413</td>
<td>15.7 (7.7)</td>
<td>4.6 (2.3)</td>
<td>0.04 (0.22)</td>
<td>0.01 (0.06)</td>
</tr>
<tr>
<td>1-2 months (30-60 days)</td>
<td>874</td>
<td>23.8 (14.4)</td>
<td>4.1 (2.4)</td>
<td>0.09 (0.35)</td>
<td>0.01 (0.06)</td>
</tr>
<tr>
<td>2-3 months (61-91 days)</td>
<td>1592</td>
<td>34.1 (18.7)</td>
<td>3.2 (1.8)</td>
<td>0.11 (0.41)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td>3-4 months (92-122 days)</td>
<td>604</td>
<td>36.2 (28.9)</td>
<td>2.4 (1.9)</td>
<td>0.26 (0.73)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>4-5 months (123-153 days)</td>
<td>370</td>
<td>38.7 (32.5)</td>
<td>1.9 (1.6)</td>
<td>0.19 (0.67)</td>
<td>0.01 (0.03)</td>
</tr>
<tr>
<td>5-6 months (154-184 days)</td>
<td>1335</td>
<td>35.0 (34.0)</td>
<td>1.4 (1.4)</td>
<td>0.12 (0.56)</td>
<td>0.01 (0.02)</td>
</tr>
<tr>
<td>6-7 months (185-215 days)</td>
<td>3218</td>
<td>31.6 (27.9)</td>
<td>1.1 (1.0)</td>
<td>0.10 (0.47)</td>
<td>0.00 (0.02)</td>
</tr>
<tr>
<td>7-8 months (216-246 days)</td>
<td>4016</td>
<td>36.7 (34.1)</td>
<td>1.1 (1.0)</td>
<td>0.12 (0.61)</td>
<td>0.00 (0.02)</td>
</tr>
<tr>
<td>8-9 months (247-277 days)</td>
<td>2462</td>
<td>36.8 (30.5)</td>
<td>1.0 (0.8)</td>
<td>0.09 (0.49)</td>
<td>0.00 (0.01)</td>
</tr>
<tr>
<td>9-10 months (278-297 days)</td>
<td>1716</td>
<td>45.1 (37.4)</td>
<td>1.1 (0.9)</td>
<td>0.08 (0.42)</td>
<td>0.00 (0.01)</td>
</tr>
</tbody>
</table>

**a** Calculated by (number of days respectively challenges / individual membership days)*7.  
**b** Numbers exceed 7 days (maximum membership length in this group) due to the opportunity to retrospectively log steps before registration.

**Recorded Physical Activity**

More than half of participants (53.30%, 9033/16,948) logged at least 10,000 steps on average per day. However, app-only users had significantly lower numbers of steps per day compared to Web-only and Web-and-app users ($P<.001$) with lower numbers of steps per day for Web-only users compared to Web-and-app users ($P=.01$). Web-and-app users logged a mean of 67.4% (SD 29.94) of their total steps through the app.

**Prediction of Engagement Parameters by Group**

Table 3 shows results of 4 linear regression analyses regarding the prediction of engagement parameters by user group when controlling for sociodemographics, length of membership, and logged physical activity. Results align with data from Table 1: comparisons of the number of workplace challenges within user groups did not reach the threshold for a meaningful effect when using Web-only as reference category (B=–0.07, $\eta^2=.005$ and B=0.01, $\eta^2=.000$). Web-and-app users showed a longer duration of usage (B=0.16, $\eta^2=.026$), more individual challenges (B=0.12, $\eta^2=.014$), and more days of physical activity logged (B=0.15, $\eta^2=.024$) compared to Web-only users; however, comparisons between app-only and Web-only users regarding duration of usage, number of individual challenges, and physical activity log days did not reach the threshold for a meaningful effect ($\eta^2=.004$, $\eta^2=.009$, $\eta^2=.003$, respectively).


Table 3. Linear regression analyses showing associations between engagement parameters and app-only and Web-and-app groups in comparison to Web only in the overall sample (N=16,948).

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>App only^a</th>
<th>Web and app^a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
<td>P</td>
</tr>
<tr>
<td>Duration of usage</td>
<td>0.06 (0.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Individual challenges</td>
<td>0.10 (0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Workplace challenges</td>
<td>-0.07 (0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physical activity log days</td>
<td>0.06 (0.67)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^a Web only was used as reference category; analyses controlled for age, gender, country, length of membership, and physical activity logged.

Nonusage Attrition

The following results are based on a subsample only including users that had been a 10,000 Steps member for at least 3 months (n=11,651). Figure 1 presents Kaplan-Meier survival curves for the different user groups based on the duration of usage. The log-rank test showed that the survivor functions were significantly different across groups (χ^2 =161.3, P<.001).

Table 4. Survival time by group in the subsample of users who were 10,000 Steps members for at least 3 months (n=11,651).

<table>
<thead>
<tr>
<th>User group</th>
<th>Percentage of group still used platform^a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75%</td>
</tr>
<tr>
<td>Web only</td>
<td>21 days</td>
</tr>
<tr>
<td>App only</td>
<td>22 days</td>
</tr>
<tr>
<td>Web and app</td>
<td>28 days</td>
</tr>
<tr>
<td>All users</td>
<td>21 days</td>
</tr>
</tbody>
</table>

^a Table indicates at what point in time (days) 75%, 50%, and 25% of users were still using the platform for the different groups.

Figure 1. Nonusage attrition curves for user groups in the subsample of users who were 10,000 Steps members for at least 3 months (n=11,651). Estimated median lifetime usage (time after which 50% stopped logging physical activity) was 30 days for all groups combined (Table 4). For all groups combined, 25.00% (2913/11,651) were still logging steps after 42 days. This was similar to the Web-only and app-only groups, with 41 and 43 days, respectively; however, in the Web-and-app group, 25.0% (220/878) of the sample were still logging steps after 56 days.
Predictors of Nonusage Attrition

User groups, sociodemographics, engagement, and physical activity as potential predictors of nonusage attrition in the subsample are presented in Table 5. In the univariate analysis, app-only and Web-and-app users showed reduced attrition risk compared to Web-only users (hazard ratio=0.86, 95% CI 0.58-0.68, P<.001 and hazard ratio=0.63, 95% CI 0.81-0.93, P<.001, respectively). Being a resident of a country other than Australia (hazard ratio=0.87, 95% CI 0.82-0.91, P<.001), being male (hazard ratio=0.85, 95% CI 0.82-0.89, P<.001), and being of higher age (hazard ratio=0.992, 95% CI 0.991-0.994, P<.001) also reduced the risk of attrition. Regarding the engagement parameters, the risk of attrition decreased when the number of individual challenges (hazard ratio=0.62, 95% CI 0.59-0.66, P<.001), workplace challenges (hazard ratio=0.94, 95% CI 0.90-0.97, P<.001), and number of days physical activity was logged for (hazard ratio=0.921, 95% CI 0.919-0.922, P<.001) increased. Furthermore, the more steps logged per day lowered the risk for attrition (hazard ratio=0.99999, 95% CI 0.99998-0.99999, P<.001). All variables that had a P<.25 in the univariate analysis were included in the multivariate analysis. Results from the multivariate analysis showed a similar pattern (Table 5) except that app-only users did not differ from Web-only users (hazard ratio=0.98, 95% CI 0.91-1.05, P=.59) and there was no effect of workplace challenges on attrition risk (hazard ratio=0.98, 95% CI 0.94-1.01, P=.19) when controlling for other variables in the analysis.

Table 5. Univariate and multivariate Cox regression: association of nonusage attrition risk with user groups, sociodemographics, engagement, and physical activity in the subsample of users who were 10,000 Steps members for at least 3 months (n=11,651).

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Univariate</th>
<th>Multivariate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web only</td>
<td>reference</td>
<td>reference</td>
</tr>
<tr>
<td>App only</td>
<td>0.86 (0.03), 0.58-0.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Web and app</td>
<td>0.63 (0.03), 0.81-0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>reference</td>
<td>reference</td>
</tr>
<tr>
<td>Other</td>
<td>0.87 (0.02), 0.82-0.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>reference</td>
<td>reference</td>
</tr>
<tr>
<td>Male</td>
<td>0.85 (0.02), 0.82-0.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.992 (0.001), 0.991-0.994</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Individual challenges</td>
<td>0.62 (0.02), 0.59-0.66</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Workplace challenges</td>
<td>0.94 (0.02), 0.90-0.97</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of days physical activity was logged for</td>
<td>0.921 (0.001), 0.919-0.922</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Steps per day</td>
<td>0.99999 (0.00000), 0.99998-0.99999</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The aim of the present study was to examine program engagement with a freely accessible Internet-delivered physical activity intervention (10,000 Steps Australia) and test for a possible positive effect of using a smartphone app on engagement parameters and attrition. Results indicate a high program engagement and that the use of the app alone or in addition to the website can enhance program engagement and lower attrition. Further, this study extends previous research on individual challenges [20] by showing that workplace challenges were also associated with a prolonged usage of the program (reduced attrition risk).
week over 3 months, whereas our study recorded 3.0 physical activity logs per week for users with a membership length between 2 and 3 months. This is unexpected because all these studies were conducted in controlled settings, whereas our study was not. Studies from controlled trials are generally expected to have better outcomes regarding program usage because participants are likely to be more motivated and committed to the study because of the formal structure and selection process they went through compared to participants from noncontrolled settings [5,6]. Within controlled studies, it may be that the environment where the intervention was delivered plays an important role. Funk et al [35] provided their intervention within primary care clinics; this may have led to a higher commitment to the intervention. In contrast, the other studies recruited participants via local media advertising or email invitations; this provides a less structured environment that may make attrition easier [36-40].

Program Engagement of 10,000 Steps Compared to Other Freely Accessible Programs

There has been some research examining engagement with Web-based interventions in real-life settings including interventions on depression, panic disorder, weight loss, physical activity, drinking behavior, and smoking [15-17,41-46]. Results of this study indicate a high program engagement compared to other freely accessible Web-based interventions. Whereas 97% of users in our study logged physical activity at least 2 times, other freely accessible studies reported between 10% and 62% visiting the intervention at least twice [15,42,43,45,46]. In a previous study on 10,000 Steps, a mean of physical activity logs per week of 1.6 was reported for a study period of 24 months [20]. This is higher than the mean in our study (0.9 logs/week over 9-10 months). This difference is likely caused by the selected sample in that study [20] because participants were users who already used the program for at least 1 month before recruitment and responded to an email invitation. Thus, participants were likely to be more motivated than in our study in which no such selection bias was present. Regarding nonusage attrition, our study showed longer usage of the program compared to other freely accessible interventions. Wanner et al [15] reported a median lifetime usage of 0 days for their physical activity website and after 1 month, only 7% of the registered users were still using the program. Also, Farvolden et al [44] reported only approximately 1% completed their 12-week open-access panic prevention program and Linke et al [41] reported only 24% of users remained in the intervention after 4 weeks for their sensible drinking program. Nevertheless, a commercial Web-based weight loss program [17] showed lower attrition for 12-week subscribers (median lifetime usage of 9 weeks) compared to our data. However, because users had to pay a subscription fee upfront, this may have led to a higher commitment to the intervention compared with studies that are free of any charge [5].

Influence of Smartphone App on Engagement and Nonusage Attrition

The second aim of this study was to examine the effect of a smartphone app on program engagement. In general, app users were younger and more likely to be female compared to Web-only users, which aligns with research showing that the percentage of smartphone owners decreases with age and that young adults are more likely to use health apps [47]. Our results indicate that a smartphone app may assist in prolonging user engagement because using the 10,000 Steps app in addition to the website was associated with a longer duration of usage, higher participation in individual challenges, and higher number of days logging physical activity compared to users who only used the website. Further, nonusage attrition significantly differed across groups; the risk of nonusage attrition was reduced by using the app compared to only using the website to log steps. This effect was more pronounced for Web-and-app users with a 37% smaller attrition hazard compared to app-only users with a 14% smaller attrition hazard when using Web-only users as a reference category. These results are in-line with data from the case-matched control trial of the 10,000 Steps app showing positive effects of the app on the number of steps logged and days physical activity was logged for [27]. Previous research on the influence of smartphone apps on engagement and attrition are scarce. However, for their weight loss promotion app, Carter et al [25] found higher engagement and retention compared to the website diary. In accordance to our study, app users more often logged dietary records compared to the website group (92 days vs 35 days over 6 months). Overall, using smartphones for assistance in health promotion seems appealing because the percentage of people accessing health information via mobile devices is increasing. The Pew mobile health survey [47] found that approximately 52% of smartphone owners reported using their phone to look for health information and 19% have downloaded an app specifically to track or manage health.

Although our results are promising, it should be noted that the majority of users still were Web-only users (83.87%, 14,215/16,948) with only 16.13% (2733/16,948) using the app alone or in addition to the website. These uneven group sizes may be because the app is only available on the iOS mobile platform. Even though rates are increasing, in 2011 the proportion of US adults reporting to own either a smartphone or tablet was 50%, with 38% of smartphone owners and 52% of tablet owners saying their device used the iOS platform [48]. Thus, a substantial number of individuals had to use the website when interested in using the 10,000 Steps program because they either did not have a smartphone or had a mobile device running Android, Blackberry, or Windows. However, we cannot preclude that at least some users chose to use the website over the app intentionally (eg, because of a preference for browser-based browsing or reduced functionality of the app compared to the website).

Sociodemographics, Engagement, and Physical Activity as Determinants of Nonusage Attrition

Personal factors associated with reduced nonusage attrition risk were being male, non-Australian, and older age. Differences in nonusage attrition by country of residency may be seen as an effect of weather because poor and extreme weather has been identified as barriers of physical activity [49] and, in Australia, it is hot and humid for most of the year. Even though evidence shows that females are more likely to be interested in health-related topics (eg, they are more likely to seek online for health information) [50], are more likely to participate in
Web-based physical activity interventions [2,51], and use health apps on their phones more than men [47], in the univariate Cox regression males had a 15% smaller attrition hazard compared to females. However, some research suggests that men are more likely to participate in accelerometer-based studies [52]. Thus, men could be more attracted by technical devices as support for physical activity management (eg, pedometers used in the 10,000 Steps intervention) because they have a more positive attitude toward new technology [53] and, therefore, more interest in maintaining engagement with such an intervention. Effects of age on nonusage attrition are in-line with previous research showing that older age is associated with engagement with the intervention (eg, [45,46]) and as engagement increases, the risk of nonusage attrition decreases. As previous research on the 10,000 Steps project demonstrated [20], the number of individual challenges users participate in is associated with lower attrition risk. Further, this study adds evidence that workplace challenges reduce nonusage attrition risk. This aligns with previous research showing that interactive website components may promote engagement with the intervention [54].

Implications for Future Research

Even though Web-based interventions are capable of reaching large parts of the population, a notable percentage never starts to use or accesses only a small part of the intervention [9]. Because content cannot be helpful if it is not viewed, techniques to enhance engagement with the intervention are needed. Previous research has identified factors that influence exposure and attrition in Internet-delivered interventions [19-22,54]. However, more research is needed to examine effects of such factors in real-life settings. For example, results from Wanner et al [15] suggested that reminder emails are only effective for trial participants, but not for registered open-access users. Previous research has identified peer support as a main facilitator of program engagement [21,54]. This is important because in our study the majority of users heard about the 10,000 Steps program either from their workplace or through a friend. Given the importance of social support as a mediator of behavior change, workplaces especially seem to be a valuable setting for physical activity promotion because its internal structure easily reaches large groups and provides a natural social network [55,56]. The majority of Web-based interventions we compared our results to also used interactive components including discussion boards or goal-setting features [35-38,44], such as the 10,000 Steps program does; however engagement was still higher in our study. This may be due to social support gained through doing workplace challenges within the 10,000 Steps program. This study provided evidence that within real-life settings the use of a smartphone app can enhance engagement with the intervention over time. Most studies report that overall engagement decreases over time (eg, [38]) and high attrition is widely seen as a challenge of Web-based interventions. However, some authors [17,57] argue that this is not necessarily a result of lost interest in the intervention, but of achieving a satisfactory level of behavior change or self-management skills [58]. Future research needs to target reasons for attrition and examine variables in experimental conditions that could distinguish people who decrease and increase engagement over time to design interventions that are likely to be used in long term.

Limitations

A strength of this study is that we obtained a large sample from a freely available physical activity intervention and examined usability efficacy as recommended by previous literature [5]. However, there are some limitations that need to be considered when interpreting the results of this study. First, we only included users with at least 1 physical activity log within the period. Thus, engagement is likely to be higher compared with studies including users with 1 website log-in (people can log in to a website without using any features, such as the 10,000 Steps step log). On the other hand, usage duration was measured as days between first and last physical activity log. This may have underestimated engagement because users could have been active using the discussion board or competing in challenges while not logging steps. However, logging physical activity is the main feature of the 10,000 Steps program and represents a more credible measure than log-ins. Second, our sample included users with varying membership lengths and, therefore, different timeframes of actually being able to use the program. Because usage is likely to decline over time, study length has to be considered when comparing studies. Thus, we reported attrition only for users who were members for at least 3 months. However, we also reported results on engagement data for different membership lengths, which enables comparisons to previous research. Third, in this study we did not report on usage of the discussion forum and virtual walking buddies. This was because app-only users were not able to use these features in the same way as Web-only or Web-and-app users. The discussion forum is not accessible via the app at all; for the virtual walking buddies, users are not able to add buddies via the app. However, previous research has shown that the use of virtual walking buddies was positively associated with the average number of days physical activity was logged for [20]. Lastly, we did not measure physical activity in another form other than steps logged via the program. This is not an objective assessment of participants’ activity because logged steps do not necessarily encompass the overall physical activity level of the users. This study did not include an objective measure of physical activity assessing change from preregistration in the program. Although large accelerometer-based studies are emerging (eg, [59]), implementing such measures in the context of this study is challenging due to the timing of assessments. Withstanding their limitations, self-reported data for the period immediately before registering/commencing the program may be considered when comparing studies. Thus, we reported engagement data for the period immediately before registering/commencing the program may provide a measure of physical activity that can be used to infer program efficacy in future studies.

Conclusions

Our study provides insight into the engagement with a freely available physical activity intervention. Results indicate that smartphone apps may be powerful tools in enhancing program engagement and lowering attrition. Future research should experimentally examine reasons of low engagement and attrition to enable development of interventions that ensure long-term engagement with the intervention. Further, our data elucidate that rating the success of online interventions by engagement
parameters is highly dependent on the time window measured; therefore, study length has to be considered when comparing studies in regard to engagement parameters.
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Abstract

Background: Few studies have addressed enrollment and retention methods in online smoking cessation interventions. Fully automated Web-based trials can yield large numbers of participants rapidly but suffer from high rates of attrition. Personal contact with participants can increase recruitment of smokers into cessation trials and improve participant retention.

Objective: To compare the impact of Web-based (WEB) and phone (PH) baseline assessments on enrollment and retention metrics in the context of a Facebook smoking cessation study.

Methods: Participants were recruited via Facebook and Google ads which were randomly displayed to adult smokers in the United States over 27 days from August to September 2013. On each platform, two identical ads were randomly displayed to users who fit the advertising parameters. Clicking on one of the ads resulted in randomization to WEB, and clicking on the other ad resulted in randomization to PH. Following online eligibility screening and informed consent, participants in the WEB arm completed the baseline survey online whereas PH participants completed the baseline survey by phone with a research assistant. All participants were contacted at 30 days to complete a follow-up survey that assessed use of the cessation intervention and smoking outcomes. Participants were paid $15 for follow-up survey completion.

Results: A total of 4445 people clicked on the WEB ad and 4001 clicked on the PH ad: 12.04% (n=535) of WEB participants and 8.30% (n=332) of PH participants accepted the online study invitation (P<.001). Among the 726 participants who completed online eligibility screening, an equivalent proportion in both arms was eligible and an equivalent proportion of the eligible participants in both arms provided informed consent. There was significant drop-off between consent and completion of the baseline survey in the PH arm, resulting in enrollment rates of 32.7% (35/107) for the PH arm and 67.9% (114/168) for the WEB arm (P<.001). The overall enrollment rate among everyone who clicked on a study ad was 2%. There were no between group differences in the proportion that installed the Facebook app (66/114, 57.9% WEB vs 17/35, 49% PH) or that completed the 30-day follow-up survey (49/114, 43.0% WEB vs 16/35, 46% PH). A total of $6074 was spent on ads, generating 3,834,289 impressions and resulting in 8446 clicks (average cost $0.72 per click). Per participant enrollment costs for advertising alone were $27 WEB and $87 PH.

Conclusions: A more intensive phone baseline assessment protocol yielded a lower rate of enrollment, equivalent follow-up rates, and higher enrollment costs compared to a Web-based assessment protocol. Future research should focus on honing mixed-mode assessment protocols to further optimize enrollment and retention.
Introduction
Systematic reviews of recruitment methods for health studies [1-4] have highlighted online recruitment as a way to address many central enrollment challenges. Advantages of online recruitment include the ability to rapidly and cost-effectively reach a broad population, including those typically defined as hard to reach [5,6]. However, low retention (ie, loss to follow-up [7]) is of particular concern in fully automated, online trials where follow-up rates are often lower than in-person trials [8-10]. Internet-based trials have yielded an average follow-up rate of 53% for fully automated randomized trials, with some studies reporting rates as low as 13% [8].

Several approaches have been suggested to improve retention in Internet-based trials, including offline consent and data collection [10-13], modified online data collection formats [9,14-16], and filtering potential participants based on characteristics correlated with higher response rates [9,17-21]. There is evidence that online trials employing both online and offline follow-up methods may yield higher rates of follow-up [8,12,22,23].

This study used a randomized design to compare the effect of Internet and telephone baseline assessments on recruitment and retention metrics in a smoking cessation study involving Facebook. Our a priori hypothesis was that a more personalized assessment strategy at baseline (by phone) would depress enrollment rates and result in greater enrollment costs but would increase retention compared to a fully automated baseline assessment via the Internet. The study was conducted from August 2013 through November 2013 and was approved by the Schulman Associates Institutional Review Board.

Methods
Participants
Eligible participants had to be adult (18 years or older), self-identified smokers who were thinking of quitting in the next 30 days, had an active Facebook account, and had not used the smoking cessation Facebook app UbiQUITous [24].

Recruitment, Enrollment, and Randomization
Facebook and Google AdWords advertisements were implemented simultaneously for 27 days from August 28 through September 24, 2013. All ads targeted adult smokers within the United States and were designed to be as similar as possible given the differences between Facebook and Google advertising platforms. On each platform, two identical ads were randomly displayed to users who fit the advertising parameters. Clicking on one of the ads resulted in randomization to the Internet baseline assessment (WEB), and clicking on the other ad resulted in randomization to the phone baseline assessment (PH).

A daily spending limit was set at USD $300 for all advertising. The bidding structure was set to maximize impressions in Facebook [25] and to maximize clicks in Google, with a max bid of $0.25/click. This advertising approach built on lessons learned by our research group from a previous randomized trial conducted within Facebook [24] and was consistent with each platform’s best practices at the time of the study [25-27].

Clicking on any of the ads took users to a study invitation page that provided a brief overview of the study and invited individuals to complete eligibility screening. Eligibility screening assessed gender, ethnicity, race, education, smoking status, motivation to quit, age, whether they had an active Facebook account, and whether they had used the Facebook app involved in this study. Only the last 5 questions determined eligibility; the other information was used to examine the characteristics of individuals responding to the recruitment ads.

Eligible participants completed online informed consent and provided contact information. Participants randomized to the WEB condition were immediately directed to the online baseline assessment; participants in the PH condition were informed that they would be contacted within 48 hours by a research assistant to complete the baseline assessment.

Intervention
Following completion of the baseline assessment, all participants received information on how to install the study intervention, UbiQUITous, a Facebook app grounded in evidence-based smoking cessation treatment guidelines [28]. The development and implementation of the app is described in detail elsewhere [24].

Assessment Procedures
The baseline survey comprised 14 questions addressing tobacco use, cessation-related cognitions and behaviors, and intensity of Facebook use [29]. It was deliberately short so as not to represent a barrier to study enrollment. At 30 days post-enrollment, participants in both arms were asked to complete a brief follow-up survey. Survey invitations were delivered via email, Facebook message, or telephone, with telephone follow-up for nonresponders. The survey assessed point prevalence abstinence (30-day and 7-day), tobacco use among those not abstinent, cessation intentions and quit methods used, and satisfaction with the UbiQUITous app. Participants were paid $15 for completion of the follow-up survey (Amazon gift certificate delivered via email).

Outcomes
The outcomes of interest were the proportion enrolling in the study in the WEB compared to the PH arm and of those enrolled, the proportion completing the follow-up survey at 30 days (retention) in the WEB compared to the PH condition. Secondary outcomes were recruitment volume and enrollment costs.
Statistical Analysis
This study used two sources of data: advertising metrics and enrollment and follow-up data extracted from our clinical trials management system. First, we developed a CONSORT diagram to track participants from ad exposure through enrollment and retention and estimated differences in proportions at each stage using chi-square tests. Second, we estimated the advertising cost per randomized participant in the WEB and PH conditions.

Results
Enrollment Metrics
Table 1 presents the flow of participants from online recruitment through follow-up. Overall, 4445 people were referred to the study from the WEB ad and 4001 from the PH ad; 12.04% (535/4445) of WEB participants and 8.30% (332/4001) of PH participants accepted the online study invitation (P<.001). There were no between-group differences in rates of eligibility or informed consent. The main reason for ineligibility was lack of intention to quit within the next 30 days (125 WEB, 57 PH).

Table 1. Enrollment flow of participants.

<table>
<thead>
<tr>
<th>Enrollment Step</th>
<th>Total, n (%)</th>
<th>WEB Arm, n (%)</th>
<th>PH Arm, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clicked on recruitment ad</td>
<td>8446 (100%)</td>
<td>4445 (100%)</td>
<td>4001 (100%)</td>
<td>.78</td>
</tr>
<tr>
<td>Accepted study invite</td>
<td>867/8446 (10.3%)</td>
<td>535/4445 (12.0%)</td>
<td>332/4001 (8.3%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Completed eligibility screening</td>
<td>726/867 (83.7%)</td>
<td>461/535 (86.2%)</td>
<td>265/332 (79.8%)</td>
<td>.014</td>
</tr>
<tr>
<td>Eligible</td>
<td>474/726 (65.3%)</td>
<td>292/461 (63.3%)</td>
<td>182/265 (68.7%)</td>
<td>.15</td>
</tr>
<tr>
<td>Consented</td>
<td>275/474 (58.0%)</td>
<td>168/292 (57.5%)</td>
<td>107/182 (58.8%)</td>
<td>.79</td>
</tr>
<tr>
<td>Enrolled</td>
<td>149/275 (54.2%)</td>
<td>114/168 (67.9%)</td>
<td>35/107 (32.7%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Installed Facebook app</td>
<td>83/149 (55.7%)</td>
<td>66/114 (57.9%)</td>
<td>17/35 (48.6%)</td>
<td>.33</td>
</tr>
<tr>
<td>Completed follow-up</td>
<td>65/149 (43.6%)</td>
<td>49/114 (43.0%)</td>
<td>16/35 (45.7%)</td>
<td>.78</td>
</tr>
</tbody>
</table>

Discussion
Principal Findings
This study used a novel randomized design to assess the impact of baseline assessment method on recruitment and retention. Our main finding was that a more intensive phone baseline assessment protocol yielded a lower rate of enrollment, equivalent follow-up rates, and higher enrollment costs compared to a web-based baseline assessment protocol. The overall enrollment rate of 2% was smaller than other trials but still in the range of 6% observed in another large web-based randomized trial [13]. Overall retention at 30 days in our study was 44%, similar to previous literature on web-based randomized trials [8] and cohort studies [30] but lower than reported in other web-based cessation studies with longer follow-up periods [13,31]. The equivalent retention rates in the web and phone arms are consistent with findings reported in a weight management study [32]. Our enrollment costs were also in line with recent studies recruiting via Facebook ads [26,27].

Strengths and Limitations
While our study suffered from low enrollment, differential drop-out between study arms, and low retention, these metrics were in line with those reported in other online trials [8,13]. Of interest to others conducting online recruitment, we found Google AdWords to be an ineffective recruitment strategy driven by automated shut-off by Google due to poor performance. Possible barriers to performance from the Google ads may have been the frame shift needed from an Internet search query to Facebook app installation (versus Facebook ad for a Facebook app) or the design of the ads, which attempted to keep content and pricing similar in order to directly compare the yield of Facebook to Google advertising. Researchers using online ads across different platforms for study recruitment should take these concerns into consideration when designing and implementing recruitment protocols.

One strength of our study is the randomization of participants to recruitment method using the underlying auction mechanism to place ads within Facebook and Google. Our study is one of the first to explicitly examine the impact of enrollment strategies on recruitment and retention metrics within the context of online intervention research. Future research should focus on honing advertising strategies and web-based assessment protocols to further optimize enrollment and retention.
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Abstract

Background: Web-based programs are a potential medium for supporting weight loss because of their accessibility and wide reach. Research is warranted to determine the shorter- and longer-term effects of these programs in relation to weight loss and other health outcomes.

Objective: The aim was to evaluate the effects of a Web-based component of a weight loss service (Imperative Health) in an overweight/obese population at risk of cardiovascular disease (CVD) using a randomized controlled design and a true control group.

Methods: A total of 65 overweight/obese adults at high risk of CVD were randomly allocated to 1 of 2 groups. Group 1 (n=32) was provided with the Web-based program, which supported positive dietary and physical activity changes and assisted in managing weight. Group 2 continued with their usual self-care (n=33). Assessments were conducted face-to-face. The primary outcome was between-group change in weight at 3 months. Secondary outcomes included between-group change in anthropometric measurements, blood pressure, lipid measurements, physical activity, and energy intake at 3, 6, and 12 months. Interviews were conducted to explore participants’ views of the Web-based program.

Results: Retention rates for the intervention and control groups at 3 months were 78% (25/32) vs 97% (32/33), at 6 months were 66% (21/32) vs 94% (31/33), and at 12 months were 53% (17/32) vs 88% (29/33). Intention-to-treat analysis, using baseline observation carried forward imputation method, revealed that the intervention group lost more weight relative to the control group at 3 months (mean –3.41, 95% CI –4.70 to –2.13 kg vs mean –0.52, 95% CI –1.55 to 0.52 kg, P<.001), at 6 months (mean –3.47, 95% CI –4.95 to –1.98 kg vs mean –0.81, 95% CI –2.23 to 0.61 kg, P=.02), but not at 12 months (mean –2.38, 95% CI –3.48 to –0.97 kg vs mean –1.80, 95% CI –3.15 to –0.44 kg, P=.77). More intervention group participants lost ≥5% of their baseline body weight at 3 months (34%, 11/32 vs 3%, 1/33, P<.001) and 6 months (41%, 13/32 vs 18%, 6/33, P=.047), but not at 12 months (22%, 7/32 vs 21%, 7/33, P=.95) versus control group. The intervention group showed improvements in total cholesterol.
triglycerides, and adopted more positive dietary and physical activity behaviors for up to 3 months versus control; however, these improvements were not sustained.

**Conclusions:** Although the intervention group had high attrition levels, this study provides evidence that this Web-based program can be used to initiate clinically relevant weight loss and lower CVD risk up to 3-6 months based on the proportion of intervention group participants losing ≥5% of their body weight versus control group. It also highlights a need for augmenting Web-based programs with further interventions, such as in-person support to enhance engagement and maintain these changes.

**Trial Registration:** ClinicalTrials.gov NCT01472276; http://clinicaltrials.gov/ct2/show/study/NCT01472276 (Archived by Webcite at http://www.webcitation.org/6Z9lfj8nD).

(J Med Internet Res 2015;17(7):e177) doi:10.2196/jmir.3828

**KEYWORDS**
Internet; randomized controlled trial; health behavior; weight loss; overweight; obesity

**Introduction**

The prevalence of obesity has been increasing progressively throughout the world [1]. Identifying effective and cost-effective treatment and prevention strategies is a top priority for all health care systems. Over the past few decades, the Internet has increasingly been used to deliver behavioral modification programs owing to its easy accessibility and anonymity, potential for wide reach and penetration, and its ability to provide a source of continuous support to large segments of the population [2-4].

There is growing evidence suggesting that the Internet may be a viable medium for encouraging weight loss. However, several systematic reviews and meta-analyses, conducted in this area have found it difficult to draw definitive conclusions regarding its effectiveness owing to heterogeneity in study designs, methods employed, and the lack of “true control” groups used [5-9]. Most of the evidence to date comes from randomized controlled trials (RCTs) conducted in the United States. Many only included short-term follow-up and lacked true control groups (no support provided), making it challenging to accurately evaluate the true effectiveness of Web-based programs. Instead, minimal support groups are often employed to help boost recruitment and decrease attrition; although this approach may attenuate the relationship between groups and limits the ability of the findings to inform cost-effectiveness and health care models. Research is also limited regarding the effect of these Web-based programs on other health outcomes that coexist with weight loss, such as cardiovascular disease (CVD) risk factors. Therefore, the aim of this study was to evaluate the effects of an interactive Web-based component of a service called Imperative Health on weight loss (primary outcome) and CVD risk factors (secondary outcomes) in an overweight and obese population at high risk of CVD using a randomized controlled design and a true control group. It was hypothesized that weight loss would be greater in the Web-based program intervention group compared to the usual care control group.

**Methods**

**Recruitment**

Ethical approval was obtained from the Office for Research Ethics Committees Northern Ireland. The trial was registered (ClinicalTrials.gov identifier: NCT01472276) and is reported in accordance with the Consolidated Standards of Reporting Trials (CONSORT)-eHealth checklist (see Multimedia Appendix 1) [10]. Participants were recruited from April to December 2011 using posters in public places in the greater Belfast area and intranet advertisements via staff updates in the Belfast Health and Social Care Trust and Queen’s University Belfast (QUB). Patients from the Regional Centre for Diabetes and Endocrinology at the Royal Victoria Hospital Belfast were also sent a letter informing them about the study. Participants were eligible if they were older than 18 years, had a body mass index (BMI) between 27 and 40 kg/m², were inactive or moderately inactive assessed by the General Practice Physical Activity Questionnaire (GPPAQ) [11] and had 1 or more CVD risk factors: high blood pressure ≥140/90 mmHg, total cholesterol ≥5.0 mmol/L, or type 2 diabetes mellitus. All participants were required to have access to the Internet, email, and a telephone and were asked not to participate in another behavioral change weight loss program throughout the study period. Participants were excluded if they had established CVD, type 1 diabetes mellitus, were pregnant, or consumed excessive amounts of alcohol. Computer literacy was not assessed. All participants at the screening appointment provided written informed consent.

**Study Design**

After completion of the baseline assessments, conducted face-to-face at the Regional Centre for Diabetes and Endocrinology at the Royal Victoria Hospital Belfast, participants were randomly allocated to 1 of 2 parallel groups (1:1 allocation ratio) using a block randomization approach (block size=10) with computer-generated numbers. A researcher independent from the study prepared the randomization schedule. Opaque sealed envelopes were used to conceal the sequence until groups were allocated. Participants were recruited and enrolled by the researcher, who was unaware of the randomization schedule until after the baseline assessments when the sealed envelope containing the allocation outcome was opened by the participant. Group 1 (intervention group) was provided with the Web-based program, known as Imperative Health, excluding telephone and email support and group 2 (control group) were requested to continue with their usual self and medical care. All participants were followed up at 3, 6, and 12 months after randomization for assessment of primary and secondary outcomes. Based on a standard deviation of weight loss at 3 months of 3.0 kg observed in a number of...
Internet-based weight loss studies in the literature [12-15], it was estimated that a sample size of 60 (30 per group) would give the study 90% power at the 5% significance level to detect a difference of 2.6 kg between groups at the 3 month follow-up. Allowing for a 10% dropout rate at the first 3-month follow-up, we aimed to recruit 66 participants. With only one researcher on the ground, it was not possible to blind the researcher or participants to group allocation, but laboratory analysis was performed blind.

**Intervention (Imperative Health Web-Based Program)**

**Overview**

Imperative Health is a service owned by AXA PPP Healthcare Limited that consists of a Web-based program and human (email and telephone) support that assists in lifestyle change, with a particular focus on improving diet and nutrition, increasing physical activity, and managing weight and other CVD risk factors. It combines objective monitoring of weight and physical activity with automated, tailored feedback and support by physiologists by telephone and email. Previous versions of this Web-based program have been evaluated by Hurling et al [16,17] and Ware et al [18]. This program has since been modified to be more relevant to individuals with independent risk factors for CVD, such as hypertension, dyslipidemia (high cholesterol and triglycerides), and type 2 diabetes mellitus. For this particular study, only the Web-based program component of the service was evaluated to determine its specific impact (ie, the human support [telephone and email] component of the service was removed for the purposes of this trial).

**Initial Setup of Imperative Health (Web-Based Program)**

At the end of the baseline appointment, the intervention group participants were provided with the Imperative Health package that contained the self-monitoring devices (Bluetooth-enabled weighing scales and an accelerometer activity band) and basic written instructions to set up an online account at home. To access the online program, participants were instructed to go to the Imperative Health website [19] and enter a unique code to create their own personal password-protected free account. Participants were advised to follow the online instructions to complete registration and to enable the setup of the monitoring devices. The intervention group was informed at the baseline appointment that if any problems regarding the technology occurred throughout the study period after the initial setup, they were to contact Imperative Health rather than the researcher.

This study wanted to evaluate this Web-based program in a real-life setting to determine realistic levels of engagement and their relationship with weight loss; therefore, no instructions were provided by the researcher as to how often the participants should log in to use the website components and the self-monitoring devices. The Web-based program, however, does encourage daily engagement by allowing the upload of daily weight and physical activity data and by the entry of daily food diaries (described in detail subsequently).

**Web-Based Behavior Change Program**

Once the online account was set up, the participants were required to complete a series of online introductory health questionnaires that enabled Imperative Health to collect information on their height, weight, waist circumference, blood pressure and blood biomarkers (total cholesterol, high-density lipoprotein [HDL] cholesterol, fasting blood glucose, and triglycerides), as well as information on past and current health status, dietary intake, physical activity level, and stated goals. This self-reported information was not used by the researcher to evaluate the effects of this Web-based program; instead, it was used by the Imperative Health system to generate personalized daily targets (weight loss, physical activity, and dietary targets) for each participant to achieve over 12 weeks. Automated weekly feedback on their performance, assessed by the self-monitoring devices (weighing scales and accelerometer) and the food diary was provided, and also in the form of an overall review after 12 weeks. After 12 weeks, to encourage further progress, it was requested that the participants start a new program by completing the same introductory health questionnaires again and setting new goals. The Web-based program encompassed supportive components to help facilitate lifestyle change (see Table 1). These components of the Web-based program were developed based on well-recognized behavior change strategies, such as planning, self-monitoring, goal setting, and structured feedback, which were all used within the Diabetes Prevention Program [20] to promote weight loss.
Table 1. Imperative Health Web-based program components to support behavior change.

<table>
<thead>
<tr>
<th>Behavior change strategy and Web-based program component</th>
<th>Description of component</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goal setting</strong></td>
<td></td>
</tr>
<tr>
<td>Daily dietary targets, daily physical activity targets,</td>
<td>Personalized daily dietary, physical activity (for screenshots see Figure 1), weight, and clinical (blood pressure, glucose, lipids) targets were created based on the health questionnaire responses. Targets were reviewed every 12 weeks.</td>
</tr>
<tr>
<td>weekly weight loss targets, clinical targets</td>
<td></td>
</tr>
<tr>
<td><strong>Planning</strong></td>
<td></td>
</tr>
<tr>
<td>Exercise weekly schedule</td>
<td>A weekly schedule for planning physical activity was provided. Icons (representing light, moderate, or vigorous activities) could be dragged to specific days. Start times and duration of the activity could be selected (for screenshots see Figure 1).</td>
</tr>
<tr>
<td>Daily meal planners</td>
<td>Meal suggestions for breakfast, lunch, dinner, and snacks were provided to help meet personalized dietary targets set by the Web-based program.</td>
</tr>
<tr>
<td><strong>Self- monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>Bluetooth weighing scales, Bluetooth accelerometer</td>
<td>Monitoring devices included Bluetooth-enabled weighing scales and an activity band. Data from the weighing scales was transmitted to the activity band and subsequently sent to the user’s online profile page. The activity band provided daily feedback on minutes of moderate, high, and very high activity (for screenshots see Figure 2).</td>
</tr>
<tr>
<td>activity band</td>
<td></td>
</tr>
<tr>
<td>Food diary (calorie uploads), clinical measurements</td>
<td>Daily calorie intake, blood pressure, glucose, and blood lipid measurements could be entered and uploaded onto colored charts (for screenshots see Figures 2 and 3) to demonstrate daily, weekly, and monthly results and if targets were achieved.</td>
</tr>
<tr>
<td>(blood pressure, glucose, blood lipids uploads)</td>
<td></td>
</tr>
<tr>
<td><strong>Personalized feedback</strong></td>
<td></td>
</tr>
<tr>
<td>Coaching session, automated weekly feedback</td>
<td>Automated tailored feedback on progress was provided weekly.</td>
</tr>
<tr>
<td><strong>Push reminders</strong></td>
<td></td>
</tr>
<tr>
<td>Email/SMS texts</td>
<td>Text messages or emails were sent daily and weekly to help remind participants to log in and to weigh themselves.</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
</tr>
<tr>
<td>Community forum</td>
<td>Online discussion forums were available for comments to be posted.</td>
</tr>
<tr>
<td><strong>Decisional balance theory</strong></td>
<td></td>
</tr>
<tr>
<td>Habit breaker component</td>
<td>Solutions for barriers perceived as preventing healthier behaviors (eg, eating breakfast) being adopted were provided.</td>
</tr>
</tbody>
</table>
Figure 1. Imperative Health screenshots of meal and activity planners.
Figure 2. Imperative Health screenshots of activity and calorie feedback charts.
Outcome Measures

Overview
Assessments were carried out face-to-face at the Regional Centre for Endocrinology and Diabetes at the Royal Victoria Hospital Belfast at baseline, 3 months, 6 months, and 12 months.

Primary Outcome
The primary outcome for this study was between-group change in body weight (kg) at 3 months. Weight was measured, without shoes and in light clothing, to the nearest 0.1 kg using calibrated Salter 994 digital weighing scales (Salter Housewares Ltd, Tonbridge, UK).

Secondary Outcomes
Secondary outcomes were between-group change in weight loss at 6 and 12 months, and between-group change in the following risk markers at each follow-up: BMI calculated as weight (kg) divided by height squared (m$^2$); height was measured to the nearest 0.1 cm using a Leicester portable height measure (CMS Weighing Equipment Ltd, London, UK); waist circumference was measured to the nearest 0.5 cm using a tape measure at the middle point between the lower rib margin and iliac crest at normal expiration.

Blood pressure (mm Hg) was measured using an automated Omron M3 sphygmomanometer (Omron Healthcare, Hoofddorp, The Netherlands).

Fasting serum lipid profile included measurements of total cholesterol, HDL cholesterol, and triglycerides and were measured using standard assays on an automated ILab 600 Chemistry system (Instrumentation Laboratory, Cheshire, UK). Plasma high-sensitivity C-reactive protein (hs-CRP) was measured using an ultrasensitive assay (Quantex CRP Ultrasensitive; Instrumentation Laboratory, Cheshire, UK) on an automated machine (ILab 600 Chemistry System).

Dietary intake was assessed using a diet history interview [21], which was a retrospective dietary assessment method used to gather information regarding the habitual food intake of all participants over the previous 3 months. The diet history method has been shown to have good repeatability in previous studies and is also able to pick up dietary changes over time [22]. Quantities of food and food portion sizes (household measures) were converted into weights (grams) by using Crawley’s Food Portion Sizes (Food Standards Agency) [23]. The food type, preparation method if relevant, and weight of food were entered into a computerized food analysis database (WISP, Weighed Intake Software Program; Tinuviel Software, Warrington, UK). For the purpose of this study, total daily energy intake (kcal) was calculated.

Physical activity was assessed using the validated Recent Physical Activity Questionnaire (RPAQ) [24]. Participants were asked to provide descriptions of their habitual physical activity performed in 4 domains: home, work, travel, and recreation over the last 4 weeks. For the purpose of this study, time (min/day) spent participating in moderate and vigorous activities (> 3.5 Metabolic Equivalent Task, MET) was calculated.

A self-reported questionnaire was distributed at the baseline appointment to collect sociodemographic information including past and current occupation. Socioeconomic status was classified according to National Statistics Socio-economic Classification (NE-SEC) [25] into 3 occupational classes: the highest included higher managerial, administrative, and professional occupations; the second class was intermediate occupations; and the third class included routine and manual occupations.

Website Usage
Data on frequency of log-ins, the total number of completed food diaries, and the number of weight and physical activity uploads from the monitoring devices were provided by Imperative Health and were used to determine level of engagement.

Qualitative: Interviews
To gain in-depth feedback on the intervention group’s experiences of using the Web-based program, these participants...
were asked if they would be willing to take part in an interview conducted by the researcher toward the end of the study. This was an optional part of the study; therefore, a convenience sampling technique was utilized. The interviews were conducted between July and August 2012, in the Centre for Public Health, QUB, within an informal setting and lasted approximately 25 to 30 minutes. Semistructured open-ended questions were used throughout to ensure that a consistent approach was utilized. The researcher used a style of probing to extract more information or clarify meaning.

All the interviews were audio-recorded and transcribed verbatim. NVivo 8 was used to assist in the management and analysis of the transcripts. To analyze the transcripts, a template approach, outlined by Crabtree and Miller [26], was utilized. This process involved the naming, defining, and describing of the codes based on research questions. Three broad categories formed the code template: views on their experiences of using Imperative Health (Web-based program), views on Imperative Health’s website components that support behavior change, and suggested improvements that Imperative Health should implement. The template of codes was then applied to all transcripts. Given that the data were qualitative, frequencies were used in the broadest sense (eg, majority, some, and few). Quotations were used to demonstrate typical views within each code category.

**Statistical Analysis**

All analyses were performed using SPSS for Windows version 21.0 (SPSS Inc, Chicago, IL, USA). Results are expressed as mean and standard deviation for normally distributed variables and median and interquartile range for variables that did not satisfy normality criteria. Categorical data are expressed as frequencies and percentages. To compare baseline characteristics between the control and intervention groups, for continuous variables, the appropriate parametric (independent samples t test) and nonparametric tests (Mann-Whitney U test) were utilized. For categorical variables, the chi-square test was used. Between-group differences in the primary outcome (weight change at 3 months) and secondary outcomes from baseline to 3 months, 6 months, and 12 months were investigated using the analysis of covariance (ANCOVA) adjusted for baseline measurements [27]. Analyses were carried out by an intention-to-treat (ITT) approach using a single imputation method (baseline observation carried forward, BOCF) to deal with missing data and losses to follow-up [28]. A complete-case analysis on weight change was also conducted using information on all individuals with available data at each time point. A sensitivity analysis was conducted using MANOVA, but this reached similar findings (results not shown). Triglycerides, CRP, and physical activity distributions were skewed; therefore, they were log transformed. Adjusted differences in log-transformed means between groups from ANCOVA were converted to, and reported as, ratios of geometric means and 95% confidence intervals. Within-group changes (intervention or control) in weight loss were analyzed using paired-sample t tests. Because the Web-based program usage data was not normally distributed, Spearman correlations were performed to investigate the relationship between weight change and Web-based program usage at each time point (intervention group only).

**Results**

**Participant Flow**

A total of 81 individuals were screened for eligibility; 16 were ineligible and the other 65 participants (29 males, 36 females) were randomized to the control (n=33) or intervention (n=32) groups (see Figure 4). Retention rates significantly differed between the control and intervention groups at 3 months (32/33, 97% vs 25/32, 78%, \(P=0.03\)), at 6 months (31/33, 94% vs 21/32, 66%, \(P=0.004\)), and at 12 months (29/33, 88% vs 17/32, 53%, \(P=0.002\)), respectively. Baseline characteristics, including socioeconomic status, did not differ significantly between those who dropped out of the study and those who completed the study in either group at any time point.
Baseline Characteristics

Mean age was 52.1 (SD 7.4) years and mean BMI at baseline was 32.7 (SD 2.9) kg/m². According to World Health Organization criteria [29], 20% (13/65) of the sample were overweight, 58% (38/65) were obese category I, and 22% (14/65) were obese category II. Socioeconomic status (SES) was determined by occupational class (NS-SEC); Class 1 included higher managerial, administrative, and professional occupations, which 51% (33/65) of the sample lay within; Class 2 included intermediate occupations of which 38% (25/65) of the sample lay within; and Class 3 included routine and manual occupations, and applied to 11% (7/65) of the sample. There were no significant differences in any of the baseline characteristics between the control and intervention group (see Table 2).
Table 2. Baseline characteristics of intervention and control participants according to control and intervention group.

<table>
<thead>
<tr>
<th>Characteristica</th>
<th>Intervention (n=32)</th>
<th>Control (n=33)</th>
<th>p b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (50)</td>
<td>13 (39)</td>
<td>.39</td>
</tr>
<tr>
<td>Female</td>
<td>16 (50)</td>
<td>20 (61)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>51.4 (7.59)</td>
<td>52.9 (7.27)</td>
<td>.43</td>
</tr>
<tr>
<td>Physical measurements, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>95.2 (16.7)</td>
<td>91.9 (13.4)</td>
<td>.39</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>169.4 (9.44)</td>
<td>168.1 (9.35)</td>
<td>.57</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>32.9 (3.07)</td>
<td>32.4 (2.74)</td>
<td>.50</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>103.5 (11.2)</td>
<td>102.5 (9.47)</td>
<td>.69</td>
</tr>
<tr>
<td>Blood pressure (mm Hg), mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic</td>
<td>129.8 (17.8)</td>
<td>129.1 (18.3)</td>
<td>.88</td>
</tr>
<tr>
<td>Diastolic</td>
<td>85.5 (9.54)</td>
<td>86.0 (11.4)</td>
<td>.85</td>
</tr>
<tr>
<td>Blood biomarkers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mmol/L), mean (SD)</td>
<td>4.87 (1.44)</td>
<td>5.16 (1.02)</td>
<td>.35</td>
</tr>
<tr>
<td>HDL (mmol/L), mean (SD)</td>
<td>1.33 (0.39)</td>
<td>1.36 (0.31)</td>
<td>.77</td>
</tr>
<tr>
<td>Triglycerides (mmol/L), median (IQR)</td>
<td>1.49 (1.18-1.86)</td>
<td>1.48 (1.01-2.02)</td>
<td>.75</td>
</tr>
<tr>
<td>CRP (mg/L), median (IQR)</td>
<td>1.73 (0.67-2.90)</td>
<td>2.11 (1.11-4.35)</td>
<td>.22</td>
</tr>
<tr>
<td>Energy intake and physical activity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy (kcal), mean (SD)</td>
<td>1949.6 (545.1)</td>
<td>1893.6 (477.2)</td>
<td>.66</td>
</tr>
<tr>
<td>Physical activity (min/day), median (IQR)</td>
<td>15.5 (6.4-45.3)</td>
<td>17.4 (7.5-46.9)</td>
<td>.72</td>
</tr>
</tbody>
</table>

a BMI: body mass index; HDL: high-density lipoprotein cholesterol; CRP: C-reactive protein.
b Between-group differences analyzed using independent samples t test for normal data and Mann-Whitney U test for skewed data. Differences between categories analyzed using chi-square test.

Change in Body Weight (Primary Outcome)

As shown in Table 3, both approaches (ITT and complete case) demonstrated significant mean weight loss difference between groups at 3 months; however, the magnitude of weight lost was slightly higher using the complete-case analysis approach. ITT analysis revealed that the intervention group participants had a mean weight loss of −3.41 kg at 3 months; the control group lost −0.52 kg. Overall, this accounted for a significant mean weight difference between groups of −2.70 kg after adjusting for baseline weight (P<.001).
Table 3. Weight (kg) outcome differences between and within study groups from baseline to 3, 6, and 12 months (intention-to-treat [ITT] and complete-case analysis).

<table>
<thead>
<tr>
<th>Analysis and month</th>
<th>Change from baseline, mean (95% CI)a</th>
<th>Difference between groupsb</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>Control</td>
<td>Mean (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>ITT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>–3.41 (–4.70, –2.13)***</td>
<td>–0.52 (–1.55, 0.52)</td>
<td>–2.70 (–4.27, –1.13)</td>
<td>.001</td>
</tr>
<tr>
<td>6</td>
<td>–3.47 (–4.95, –1.98)***</td>
<td>–0.81 (–2.23, 0.61)</td>
<td>–2.49 (–4.50, –0.48)</td>
<td>.02</td>
</tr>
<tr>
<td>12</td>
<td>–2.38 (–3.48, –0.97)**</td>
<td>–1.80 (–3.15, –0.44)</td>
<td>–0.27 (–2.16, 1.61)</td>
<td>.77</td>
</tr>
<tr>
<td>Complete case d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>–4.37 (–5.80, –2.94)***</td>
<td>–0.53 (–1.60, 0.54)</td>
<td>–3.66 (–5.28, –2.05)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6</td>
<td>–5.28 (–7.12, –3.44)***</td>
<td>–0.86 (–2.38, 0.65)</td>
<td>–4.16 (–6.46, –1.86)</td>
<td>.001</td>
</tr>
<tr>
<td>12</td>
<td>–4.48 (–7.34, –2.37)**</td>
<td>–2.16 (–4.58, –0.62)</td>
<td>–1.89 (–4.42, 0.64)</td>
<td>.14</td>
</tr>
</tbody>
</table>

a Within-group weight changes were analyzed using paired-sample t tests and only significant results are presented. *P<.05, **P<.01, ***P<.001.
b Difference between groups analyzed using ANCOVA and adjusted for baseline weight.
c ITT analysis: control group (n=33) and intervention group (n=32) at 3, 6, and 12 months.
d For the complete-case analysis: control group (n=32) at 3 months, (n=30) at 6 months, and (n=29) at 12 months. Intervention group (n=25) at 3 months, (n=21) at 6 months, and (n=17) at 12 months.

Change in Body Weight at 6 and 12 Months (Secondary Outcome)
The ITT analysis (see Table 3) demonstrated that the intervention group lost significantly more weight compared to the control group from baseline to 6 months (mean –3.47, 95% CI –4.95 to –1.98 kg vs mean –0.81, 95% CI –2.23 to 0.61 kg; P=.02, respectively), but not from baseline to 12 months (mean –2.38, 95% CI –3.48 to –0.97 kg vs mean –1.80, 95% CI –3.15 to –0.44 kg; P=.77). There were significant changes in weight between baseline and each time point within the intervention group (3 months: P<.001; 6 months: P<.001; 12 months: P=.002). However, between 6 months and 12 months the intervention group gained 1.08 kg, reducing the overall mean weight loss at 12 months in this group. There was a significant weight loss from baseline to 12 months within the control group (mean –1.80, 95% CI –3.15 to –0.44 kg, P=.01), but not for the 3 month (P=.32) and 6 month (P=.25) time points.

Percentage Weight Loss
Weight loss as a percentage of baseline weight was calculated using the ITT data. The mean percentage weight loss in the intervention and the control group was from baseline to 3 months mean –3.62% (95% CI –5.30 to –2.16) vs mean –0.63% (95% CI –2.06 to 0.80), respectively (P=.004); and from baseline to 12 months mean –2.42% (95% CI –3.93 to –0.91) vs –1.94% (95% CI –3.26 to –0.39), respectively (P=.56). Significantly more participants in the intervention group compared to the control group lost 5% or more of their baseline body weight at 3 months (11/32, 34% vs 1/33, 3%, P<.001) and at 6 months (13/32, 41% vs 6/33, 18%, P=.047), but not at 12 months (7/32, 22% vs 7/33, 21%, P=.95).

Change in Other Secondary Outcomes
Table 4 shows the intervention group significantly reduced their BMI and waist circumference measurements relative to the control group from baseline to 3 months (P<.001 and P=.006, respectively) and to 6 months (P=.003 and P=.02, respectively), but not at 12 months. There were no between-group differences in blood pressure observed during the study. For lipid measurements, larger reductions were observed in total cholesterol and triglyceride concentrations in the intervention group compared to the control group, but only during the first 3 months (P=.003 and P=.003, respectively). Similar patterns were identified for health behaviors: the intervention group significantly decreased their energy intake and increased their time spent exercising at an intensity greater than 3.5 METs relative to the control group from baseline to 3 months (P=.005 and P=.03). These behaviors were not sustained over the longer term at 6 and 12 months.
Table 4. Clinical outcome differences between study groups from baseline to 3, 6, and 12 months (intention to treat).

<table>
<thead>
<tr>
<th>Clinical outcome and month</th>
<th>Change from baseline, mean (95% CI)</th>
<th>Between-group difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=32)</td>
<td>Control (n=33)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.16 (-1.60, -0.73)</td>
<td>-0.14 (-0.47, 0.19)</td>
</tr>
<tr>
<td>6</td>
<td>-1.20 (-1.70, -0.70)</td>
<td>-0.18 (-0.64, 0.27)</td>
</tr>
<tr>
<td>12</td>
<td>-0.78 (-1.26, -0.31)</td>
<td>-0.65 (-1.12, 0.19)</td>
</tr>
<tr>
<td><strong>Waist circumference (cm)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-2.73 (-3.98, -1.49)</td>
<td>-0.67 (-1.44, 0.11)</td>
</tr>
<tr>
<td>6</td>
<td>-3.05 (-4.68, -1.41)</td>
<td>-0.83 (-1.95, 0.28)</td>
</tr>
<tr>
<td>12</td>
<td>-2.31 (-3.84, -0.79)</td>
<td>-1.80 (-3.02, -0.58)</td>
</tr>
<tr>
<td><strong>Systolic blood pressure (mm Hg)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-2.69 (-6.48, 1.10)</td>
<td>-1.64 (-6.02, 2.75)</td>
</tr>
<tr>
<td>6</td>
<td>-1.31 (-4.83, 2.20)</td>
<td>0.88 (-3.79, 5.55)</td>
</tr>
<tr>
<td>12</td>
<td>-1.22 (-4.33, 1.90)</td>
<td>-2.12 (-2.25, 6.49)</td>
</tr>
<tr>
<td><strong>Diastolic blood pressure (mm Hg)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-3.03 (-5.14, -0.92)</td>
<td>-2.36 (-5.02, 0.29)</td>
</tr>
<tr>
<td>6</td>
<td>-2.63 (-5.05, -0.20)</td>
<td>-1.73 (-5.26, 1.81)</td>
</tr>
<tr>
<td>12</td>
<td>-1.78 (-3.52, -0.05)</td>
<td>-1.55 (-4.57, 1.48)</td>
</tr>
<tr>
<td><strong>Total cholesterol (mmol/L)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.49 (-0.70, -0.28)</td>
<td>-0.06 (-0.31, 0.19)</td>
</tr>
<tr>
<td>6</td>
<td>-0.30 (-0.53, -0.08)</td>
<td>-0.24 (-0.46, -0.02)</td>
</tr>
<tr>
<td>12</td>
<td>-0.19 (-0.38, -0.01)</td>
<td>-0.13 (-0.36, 0.10)</td>
</tr>
<tr>
<td><strong>HDL (mmol/L)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.02 (-0.08, 0.04)</td>
<td>0.00 (-0.07, 0.07)</td>
</tr>
<tr>
<td>6</td>
<td>-0.01 (-0.07, 0.06)</td>
<td>-0.03 (-0.10, 0.04)</td>
</tr>
<tr>
<td>12</td>
<td>-0.02 (-0.07, 0.02)</td>
<td>0.02 (-0.06, 0.10)</td>
</tr>
<tr>
<td><strong>Triglycerides (mmol/L)</strong> c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.89 (0.82, 0.96)</td>
<td>1.03 (0.96, 1.10)</td>
</tr>
<tr>
<td>6</td>
<td>0.96 (0.89, 1.04)</td>
<td>0.98 (0.91, 1.04)</td>
</tr>
<tr>
<td>12</td>
<td>0.97 (0.91, 1.02)</td>
<td>0.97 (0.90, 1.05)</td>
</tr>
<tr>
<td><strong>CRP (mg/L)</strong> c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.93 (0.84, 1.03)</td>
<td>1.01 (0.87, 1.18)</td>
</tr>
<tr>
<td>6</td>
<td>0.89 (0.83, 0.95)</td>
<td>1.03 (0.86, 1.24)</td>
</tr>
<tr>
<td>12</td>
<td>0.99 (0.80, 1.23)</td>
<td>0.99 (0.81, 1.21)</td>
</tr>
<tr>
<td><strong>Energy intake (Kcal)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-487.6 (-640.7, -334.5)</td>
<td>-241.4 (-375.8, -106.9)</td>
</tr>
<tr>
<td>6</td>
<td>-314.8 (-466.2, -163.5)</td>
<td>-243.2 (-393.6, -92.8)</td>
</tr>
<tr>
<td>12</td>
<td>-221.6 (-363.5, -79.8)</td>
<td>-204.2 (-384.5, 23.9)</td>
</tr>
<tr>
<td><strong>Physical activity (min/day)</strong> c,d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.85 (1.64, 4.94)</td>
<td>1.43 (0.92, 2.21)</td>
</tr>
<tr>
<td>6</td>
<td>1.43 (1.00, 2.06)</td>
<td>1.00 (0.61, 1.64)</td>
</tr>
<tr>
<td>12</td>
<td>1.52 (0.95, 2.43)</td>
<td>1.18 (0.74, 1.89)</td>
</tr>
</tbody>
</table>
Website Usage and Weight Change (Intervention Group Only)

Website utilization data are presented in Table 5. Participants in the intervention group tended to log in, upload their weight measurement, and make food diary entries more frequently during the first 3 months of the intervention; website usage declined thereafter.

<table>
<thead>
<tr>
<th>Website components</th>
<th>Baseline to 3 months (13 weeks), median (IQR)</th>
<th>3 to 6 months (13 weeks), median (IQR)</th>
<th>6 to 12 months (26 weeks), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of log-ins</td>
<td>69.0 (25.5-122.0)</td>
<td>12.0 (2.0-47.5)</td>
<td>27.0 (2.0-96.8)</td>
</tr>
<tr>
<td>Food diary entries</td>
<td>18.0 (0.0-77.0)</td>
<td>0.0 (0.0-38.5)</td>
<td>0.0 (0.0-156.5)</td>
</tr>
<tr>
<td>Weight uploads</td>
<td>15.0 (9.0-46.0)</td>
<td>11.0 (1.0-30.0)</td>
<td>4.0 (0.0-29.8)</td>
</tr>
<tr>
<td>Physical activity uploads</td>
<td>13.0 (10.0-13.0)</td>
<td>12.0 (3.0-13.0)</td>
<td>15.0 (0.0-24.5)</td>
</tr>
</tbody>
</table>

Correlation analyses (see Table 6) demonstrated that weight change from baseline to 3-month follow-up was significantly positively related to the number of log-ins ($P=.04$) and the number of weight uploads ($P=.007$) at 3 months. A positive relationship was observed between weight change from baseline to 6 months and the amount of physical activity uploads over the same time period ($P=.048$). The number of daily food diaries entered was not related to weight change throughout the course of the study.

<table>
<thead>
<tr>
<th>Website component usage</th>
<th>Weight change from baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 months</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
</tr>
<tr>
<td>Number of log-ins</td>
<td>.42</td>
</tr>
<tr>
<td>Food diary entries</td>
<td>.01</td>
</tr>
<tr>
<td>Physical activity uploads</td>
<td>.33</td>
</tr>
<tr>
<td>Weight uploads</td>
<td>.53</td>
</tr>
</tbody>
</table>

Interview Feedback (Intervention Group Only)

Overview

A total of 7 participants (4 males and 3 females) from the intervention group were recruited using a convenience sampling approach. Three broad categories formed the code template: views on their experiences of using Imperative Health (Web-based program), views on Imperative Health’s website components (see Table 1) that support behavior change, and suggested improvements that Imperative Health should implement. Presented subsequently are some of the quotations used to demonstrate typical views within each code category.

Experiences Using Imperative Health (Web-Based Program)

All interviewees stated that they were keen to use this Web-based program to help them lose weight and manage their chronic condition. They found the initial setup of their Imperative Health accounts relatively straightforward:

> It was very straightforward. I don’t think I had any difficulty at all with it.

Some of the interviewees perceived using the Web-based program as time consuming and quite burdensome; specifically, the tasks that involved uploading and manually entering measurements as well as working through the weekly feedback:

> I don’t know whether people who would be employed full time would have enough time to do that...If you’re running out to work in the morning and you have to be out for 7 o’clock, you’re not going to be standing there weighing yourself, and again, when you come back home again, typing in what you have done.

> If you wanted a quick consult, it was taking you 10 minutes to get through...

Website Components That Support Behavior Change

The majority of interviewees found the personalized targets (weight loss, physical activity, and dietary targets) provided by the Web-based program realistic and motivating:
They felt that it was too generic and repetitive; hence, not good... 

The majority of interviewees were not impressed with the Web-based program planning components (meal planner and exercise schedule). Accessibility issues and aversions to the recommended foods in the meal plans were commented upon:

*If it had of been prepackaged food or something that I would have actually liked but there was none of the stuff that really appealed to me. So I never used the meal planner...*

*But they were all foods that were for supermarkets, say, in England and a lot of the stuff that you wouldn’t get here maybe.*

All the interviewees felt that the Web-based program’s self-monitoring components (weighing scales and accelerometer activity band—data from these devices were uploaded onto colored charts to track progress) helped them to evaluate their progress and at the same time acted as facilitators for motivating them to keep continuing toward their targets.

*With regard to the weight one, it encouraged you to do better, because it showed if you were flattening out or, at worst, going the wrong way off your target.*

*I found the activity useful because when I would sync up at the end of the week I would have a look and say “I was low on Tuesday and Wednesday this week. I’ll maybe do a boost on Friday. I’ll go for an hour and a half walk just to make sure my average for the week is up.” So I found that a little bit, slightly motivating.*

All interviewees provided negative feedback regarding the dietary self-monitoring element of this Web-based program (food diary). They felt the process was time consuming and burdensome as a result of having to look up all the calories of the foods they consumed and then enter them manually into the food diary:

*I found getting the nutritional values of things awkward because you had to go into a separate wee thing in the background and then you had to write it down and then you go back to something else.*

Most of the interviewees claimed they did not use the component for monitoring their clinical measurements, as they were unable to get these health risk factors measured regularly:

*The average person doesn’t have that information. I might get that done twice a year.*

The majority of the participants were not impressed with the automated feedback and coaching sessions provided weekly. They felt that it was too generic and repetitive; hence, not encouraging or constructive:

*The other thing that irritated me intensely is the standard messages that you would get at every stage of the bloody feedback! I suppose it’s a computer system, what can you expect, but I just got cheesed off because it said the same thing all the time.*

It was more generic in the sense. They were just basically saying “we haven’t got enough information” or “you have not met your target.”

Most participants stated that they did browse the community forum but did not contribute anything. They generally felt that there was not enough activity:

*I occasionally dipped in and out to see what it was but there was very little action or interest, and I don’t get involved in anything like that at all.*

**Suggested Improvements**

A common suggestion for improvement was more personalized interaction and feedback specifically from a human rather than an automated machine because this may provide them with more focus and motivation. This would be in-line with the full Imperative Health service that has physiologists supporting participants by telephone and email.

...some more personalized interaction in terms of somebody perhaps phoning you on your mobile to give you a kick-start or perhaps an email...

*I tried at the start, and because there is not actually a person involved in it you’re not worried about what the machine tells you then, you don’t care what it says to you. So you go off track a wee bit...*

**Discussion**

**Weight Loss (Primary and Secondary Outcome)**

In comparison to a “true” control group, access to a Web-based program resulted in significantly greater weight loss in the intervention group after 3 and 6 months. However, longer-term follow-up indicated that the difference in weight loss between the intervention and control group was not sustained at 12 months. The reasons for this were twofold: weight regain in the intervention group between the 6- and 12-month time point and an increase in weight loss in the control group over the same time period. In terms of clinically significant weight loss (weight loss of ≥5% of baseline body weight), significantly more participants in the intervention group compared to the control group lost 5% or more of their baseline body weight at 3 months (34% vs 3%, P<.001) and at 6 months (41% vs 18%, P=.047), but not at 12 months (22% vs 21%, P=.95).

**Engagement, Nonusage Attrition, and Attrition**

This study was designed to evaluate this Web-based program in a real-life setting to observe real levels of engagement and their relationship with weight loss; hence, no instructions were given to participants regarding how often they should log in to use the website and the self-monitoring devices. The Imperative Health program does encourage daily engagement by allowing the upload of daily weight and physical activity data, captured by the accelerometer activity band and by the entry of daily food diaries. Some studies have suggested that an unstructured self-care approach may limit the potential benefit of Internet programs [30,31]; however, prescriptive dosage studies are likely to represent efficacy rather than effectiveness and do not help to understand the likely true public health impact of these novel modes of delivery. Studies that have provided dosage...
instructions have found positive effects. For example, participants that comply with the dosage instructions tend to lose significantly more weight than noncompliers [14,32-34]. The majority of these prescriptive dose studies, however, were conducted over the short term (6 months or less). Sustaining engagement levels in the long term is undoubtedly more of a challenge. Weight change (3 months) in this study had a positive moderate correlation with the number of log-ins and weight uploads, but engagement levels tended to diminish with time, particularly after 6 months. Web-based programs in general tend to have problems with long-term sustainability and nonusage attrition tends to be a common characteristic that increases steadily over time [2,31]. Participants are likely to disengage over time, perhaps due to motivational issues and, particularly, if they are failing to lose weight or have reached a plateau [35]. Furthermore, depending on the Web-based program itself and what it has to offer in terms of interactivity and level of intensity, participants may simply get bored and lose interest in the Web-based program.

Attrition rates are generally high in Web-based weight loss studies and have been reported to range between 0% and 70%, with a mean attrition rate of 22.5% [7]. Furthermore, attrition rates have been reported to be higher within the Web-based intervention group [30,32,36-38] relative to the control group, as was the case in this study.

Interactivity is essential for high engagement and low attrition; furthermore, it is well-accepted that Web-based programs with enhanced interactive features promote greater weight reduction than those that provide information only [5]. The Web-based program described in this study encompassed an interactive design by encouraging self-monitoring and providing automated feedback, yet high levels of attrition and long-term disengagement levels were evident. Incorporation of more individualized personal support rather than automated feedback may have helped engagement levels, particularly at the 6-month juncture. The majority of participants who took part in an interview suggested that the addition of more personalized interaction, by a phone call or email, rather than an automated machine providing standard feedback would be more motivating and help preserve their interest to keep using the program. Similar studies evaluating the effect of Web-based programs on weight loss have reported higher effect sizes and usage when face-to-face contact is incorporated into the intervention [4]. This would be in-line with the complete Imperative Health service; however, it was important to assess the Web-based program on its own to understand its specific contribution.

Incorporation of Web-based programs into traditional care pathways for weight loss has generally taken the approach of comparing standard health care to standard health care plus a Web-based program over a defined period of time. An alternative model of care that may be worth further investigation is to use Web-based programs for initiation of weight loss and then add in further interventions rather than using Web-based programs alongside other interventions from the outset. Addition of more interpersonal interventions at the later stage would perhaps encourage sustained behavior change, prevent attrition from the 6-month time point onward, and support the weight loss maintenance stage. Such a model has particular relevance for health care systems. For example, waiting lists to be seen by dietitians in the UK National Health Service can be many weeks; referral to use a Web-based program during this time would be a useful way of initiating weight loss and may be particularly appealing for patients who do not feel comfortable attending weight loss groups.

**Secondary Outcomes**

In terms of cardiovascular risk, between-group analyses demonstrated that the intervention group significantly improved their BMI and waist circumference at 3 months and 6 months and their total cholesterol and triglycerides from baseline to 3 months in comparison with the control group; however, these significant between-group changes were not sustained at 12 months. The Web-based program did provide a self-monitoring tool for tracking blood pressure, lipids, and lipoprotein levels, but intervention group participants did not avail of this part of the program. When this was discussed at the interview sessions, the majority of participants stated that the main reason they did not access this part of the program was because they were not able to have these risk factors measured regularly. This is a general disadvantage of Web-based programs that do encourage the monitoring of other health risk factors, but do not provide the means to conduct the measurements at the participant’s own convenience.

It was evident that the intervention group adopted healthier behaviors specifically in the short term. The significant increase in time spent exercising moderately and above (>3.5 METs) and the decrease in energy intake observed in the intervention group in comparison to the control group was likely to be attributable to the self-monitoring components of the Web-based program. Usages of these self-monitoring features were also correlated with short-term weight change (baseline to 3 and 6 months). Physical activity levels were not sustained in the longer term and the number of weekly physical activity uploads notably decreased between 6 and 12 months. These findings are consistent with those already reported in the literature [39,40]. A systematic review examining the effects of self-monitoring diet, physical activity, and weight on weight loss [39] found a consistent and positive significant association between the frequency of the self-monitoring behaviors and weight loss compared to less frequent self-monitoring. It was also reported in this review that a gradual decline over time in adherence to self-monitoring weight management behaviors is common [39].

**Strengths and Limitations**

The strengths of this study included its robust study design, the objectively measured primary outcome, and the mixed-method research approaches (qualitative and quantitative) used throughout the evaluation process. Furthermore, this study included a true control group. The majority of studies in this area tend to use a minimal support group to boost recruitment and decrease attrition; however, this may attenuate the relationship between groups. This study was conducted within a real-life setting and participants were not provided with strict instructions as to how often they should use the program; therefore, making the results more generalizable to overweight populations accessing these Web-based programs at home for their own self-care.
This study did have some limitations, for example, all participants had contact with the researcher during clinical assessments and knew this was a weight loss study, which in itself may have triggered a behavior change response and the “Hawthorne effect” [41] appears to be evident within the control group. The researcher, however, did not give any advice during the assessment period to either group.

Issues of attrition or loss to follow-up and nonusage attrition steadily increased over time, but this phenomenon is commonly reported in the literature in relation to weight loss management [35] and is not unique to Web-based programs. From a scientific perspective, attrition and nonusage attrition can impact on the likelihood of detecting a difference between groups when evaluating the treatments over longer periods of time; from a clinical perspective, it highlights the challenge of maintaining interest, motivation, and weight loss in the medium to long term. The increased attrition over the 12-month intervention period diminished the power of the study to detect a difference in change in weight loss and other endpoints between the intervention and control group in the longer term. However, the difference in weight change between the 2 groups at 12 months was very small and did not provide support for the Web-based program having a clinically significant advantage for long-term weight loss relative to a true control (usual care).

Owing to the routes of recruitment and the fact that people volunteered themselves for this study, the majority of the sample was from a higher social economic background. This could have potentially affected levels of engagement and attrition. This is not unique to this study, but does suggest the sample is not likely to be entirely representative of the general overweight and obese population. This will need to be borne in mind when considering the potential wider- or larger-scale impact of the Web-based behavior change intervention.

Conclusions
This study provides evidence that this Web-based program can be used to initiate clinically relevant weight loss of 5% or more and promote improvements in total cholesterol and triglyceride concentrations in the short term (3-6 months) in comparison with usual care. However, these changes were not sustained in the longer term (up to 12 months) and this appeared to correspond with a general decline in usage of the Web-based program over time. The fact that the study was powered on weight loss at the 3-month juncture and the high attrition rates at the 12-month time point in the intervention group, could have also prevented significant differences between the groups being identified, specifically at the later time point. Nevertheless, results of this study highlight a need to augment Web-based programs with further interventions after 6 months of usage, such as phone, email, or face-to-face support, to enhance engagement, prevent relapses, and encourage maintenance of weight loss in the longer term. The effectiveness and cost-effectiveness of such a model of weight management is worth further exploration.
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Abstract

Background: Diabetes patients are usually started on a low dose of insulin and their dose is adjusted or “titrated” according to their blood glucose levels. Insulin titration administered through face-to-face visits with a clinician can be time consuming and logistically burdensome for patients, especially those of low socioeconomic status (SES). Given the wide use of mobile phones among this population, there is the potential to use short message service (SMS) text messaging and phone calls to perform insulin titration remotely.

Objective: The goals of this pilot study were to (1) evaluate if our Mobile Insulin Titration Intervention (MITI) intervention using text messaging and phone calls was effective in helping patients reach their optimal insulin glargine dose within 12 weeks, (2) assess the feasibility of the intervention within our clinic setting and patient population, (3) collect data on the cost savings associated with the intervention, and (4) measure patient satisfaction with the intervention.

Methods: This was a pilot study evaluating an intervention for patients requiring insulin glargine titration in the outpatient medical clinic of Bellevue Hospital Center in New York City. Patients in the intervention arm received weekday SMS text messages from a health management platform requesting their fasting blood glucose values. The clinic’s diabetes nurse educator monitored the texted responses on the platform website each weekday for alarm values. Once a week, the nurse reviewed the glucose values, consulted the MITI titration algorithm, and called patients to adjust their insulin dose. Patients in the usual care arm continued to receive their standard clinic care for insulin titration. The primary outcome was whether a patient reached his/her optimal insulin glargine dose within 12 weeks.

Results: A total of 61 patients consented and were randomized into the study. A significantly greater proportion of patients in the intervention arm reached their optimal insulin glargine dose than patients in the usual care arm (88%, 29/33 vs 37%, 10/27; P<.001). Patients responded to 84.3% (420/498) of the SMS text messages requesting their blood glucose values. The nurse
reached patients within 2 attempts or by voicemail 91% of the time (90/99 assigned calls). When patients traveled to the clinic, they spent a median of 45 minutes (IQR 30-60) on travel and 39 minutes (IQR 30-64) waiting prior to appointments. A total of 61% (37/61) of patients had appointment copays. After participating in the study, patients in the intervention arm reported higher treatment satisfaction than those in the usual care arm.

Conclusions: MITI is an effective way to help low-SES patients reach their optimal insulin glargine dose using basic SMS text messaging and phone calls. The intervention was feasible and patients were highly satisfied with their treatment. The intervention was cost saving in terms of time for patients, who were able to have their insulin titrated without multiple clinic appointments. Similar interventions should be explored to improve care for low-SES patients managing chronic disease.


(J Med Int Res 2015;17(7):e180) doi:10.2196/jmir.4716
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Introduction

Background

Many patients with diabetes mellitus in the United States are poorly controlled (glycated hemoglobin $A_1c$ HbA$_1c$ $\geq 9\%$). This includes 48.7% of the diabetics insured by Medicaid and 27.3% of diabetics insured by Medicare [1]. The consequences of uncontrolled diabetes are severe (eg, stroke, blindness, kidney disease, and amputation) and disproportionately affect patients of low socioeconomic status (SES) [2,3]. Insulin is commonly prescribed to treat uncontrolled diabetes [4]. Patients are started on a low dose of insulin and their dose is adjusted or “titrated” according to their blood glucose levels. Adjustments are made until the patient reaches a dose that best controls their glucose levels. Insulin titration traditionally occurs during a face-to-face encounter with a clinician [5-9]. Patients show the clinician their blood glucose levels from at-home testing and then the clinician recommends an appropriate insulin titration. One titration is often not enough to achieve glycemic control, so patients need to return to the clinic for multiple appointments.

Attending multiple appointments can be challenging for low-SES patients. They are faced with competing priorities that can make the many self-care tasks of diabetes management overwhelming [10-14]. Attending a clinic appointment can mean missing work hours with an inflexible job, lost wages, copays, and arranging for childcare and transportation to the clinic. Given these challenges, the process of insulin titration and achieving glycemic control may be prolonged.

Mobile phones are increasingly used to deliver health services [15]. Research shows 84% of the low-income US population owns a mobile phone, but only 47% of this population owns a phone with advanced features (ie, smartphone) [16]. Potential health interventions designed around basic features (eg, texting and voice) would not require a smartphone and, therefore, be the most accessible for low-income populations. In addition, these technologies still allow patients and clinicians to consult one another directly, allowing for personalized, nuanced care.

A recent study of smartphone apps with insulin dose calculators showed that most have significant shortcomings. These apps may not take into account the patient’s level of clinical knowledge, missing glucose readings, or concurrent oral antihyperglycemic medications, potentially introducing a safety risk [17].

Prior Research

Studies show that short message service (SMS) text messaging is an effective medium to assist with diabetes management in general and low-SES populations [6,18-25]. It can be used successfully to remind patients to check their blood glucose levels and to gather that data so that a clinician can review it for the next in-person clinic appointment [19].

Of the few studies in which clinicians titrated insulin remotely, the interventions typically required Internet access or website navigation. Patients sent their blood glucose values to their clinicians via the Internet. Clinicians responded to these data by sending their recommendations over the Internet or by SMS text message. These studies show that it is feasible to have patients send their blood glucose data and have clinicians relay insulin dose titration advice remotely [6,22,26]. However, with our intervention we aim to show that this exchange of data can be achieved using only basic text message and voice technology.

Current Intervention

The Mobile Insulin Titration Intervention (MITI) is a randomized controlled trial for patients who require insulin glargine titration. We chose to focus on glargine because it is the type of insulin used in our hospital formulary. Our intervention uses features available on basic mobile phones: SMS text messaging and voice calls. This technology is easy to use, low-cost, and widely available to our patient population. Through a text message, we can remind patients to check their glucose at any time and place that they have phone service. Patients can respond via text quickly and simply. Using weekly phone calls, patients and clinicians can still discuss their insulin treatment in a personal manner without the burden of an in-person appointment.

Through the MITI study, we aimed to (1) determine if MITI is effective in helping patients reach their optimal dose of insulin glargine (“optimal dose” is defined in the Intervention section), (2) evaluate the feasibility of the intervention, (3) measure the cost savings associated with the intervention, and (4) measure patient satisfaction.
Methods

Study Design

Overview

The MITI study is a randomized controlled trial that uses a parallel study design. Patients randomized to the MITI arm were allocated to receive the intervention. Patients randomized to the usual care arm acted as the control group and continued to receive standard care in the clinic. Patient outcomes were tracked for 12 weeks after enrollment in the study (see Outcome Measures section). A data and safety monitoring board reviewed any potential safety concerns for the duration of the study. This paper summarizes the methods for this trial. Further details are available in the published protocol [27].

Setting

This study occurred at Bellevue Hospital Center in New York City. Bellevue is part of the Health and Hospitals Corporation (HHC), the largest public hospital system in the United States. We recruited patients for this study from Bellevue’s Adult Primary Care Center (APCC). Most clinic visits are for patients who are uninsured (31%) or have Medicaid (45%) [28]. The majority of patients are nonwhite: Hispanic (41%), Black (24%), and Asian (6%) (Bellevue Hospital Center, unpublished data, 2014). The prevalence rate of diabetes in the APCC is 15% (HHC Patient Registry for Proactive Care, unpublished data, 2014), higher than the national rate of 9.3% [2].

Inclusion and Exclusion Criteria

The inclusion criteria for patients were initiating insulin glargine or requiring the titration of an existing insulin glargine dose, English or Spanish speaking, the most recent HbA1c value at or above 8%, able and willing to inject insulin, and able and willing to provide informed consent. The exclusion criteria were patients on short-acting insulin, on systemic glucocorticoids, with sustained serum creatinine at or above 1.5 mg/dL for men and 1.4 mg/dL for women, with documented hypoglycemia unawareness, and with type 1 diabetes.

Recruitment and Enrollment

Patients were recruited for the study from the APCC. Clinicians referred patients to the research assistant (RA). The RA screened patients for eligibility and enrolled them in the study. The enrollment process occurred in-person in the clinic and all patients provided informed consent before participating in the study. Patients were given a US $10 Metrocard for transportation to/from the clinic and an additional US $10 Metrocard at follow-up. Patients were also given a blood glucose meter and test strips to allow them to check their blood glucose levels during the study.

Randomization

Patients were randomized on the day of enrollment after the informed consent process. The random allocation sequence was computer-generated by a coinvestigator and concealed in sequentially numbered envelopes. Patients were stratified by whether they were initiating insulin treatment or having their existing insulin dose adjusted. Within each stratification, the allocation sequence used blocks of 4 to help keep the number of patients balanced in each arm. Patients, clinicians, and researchers in this trial were not blinded to arm assignments.

Intervention

After consent and randomization, patients in the MITI arm enrolled in a Web-based health management platform during the enrollment process at the clinic. The platform automatically sent patients a text message each weekday morning asking them for their fasting blood glucose value. During enrollment, the patient was able to choose English or Spanish messages and the specific time of day when the messages would be sent. When patients received the text message on their phone, they responded with their blood glucose value. The diabetes nurse educator logged onto her secure account on the platform each weekday afternoon to view the patients’ text message responses. She would call any patient that had texted an alarm value (blood glucose <80 or >400 mg/dL). Patients were instructed to call the diabetes nurse educator (which is the standard practice with patients in the clinic) in addition to sending the text if they had an alarm value.

Each Thursday afternoon, the nurse reviewed the texted values, consulted the titration algorithm (which was developed by physicians and nurses on the study team), and called the patient to adjust his/her insulin dose. The nurse could call the patient’s emergency contact on her discretion. Beginning in May 2014, we revised our study protocol and outlined voicemail as an option for the nurse to give titration instructions to patients. When the nurse was not available to check the text responses for alarm values or to make titration calls, a physician on the study team performed this task.

Patients continued with the weekday SMS text messages and weekly phone calls until they reached their optimal insulin glargine dose or for a maximum of 12 weeks. We defined optimal insulin dose as the dose at which a patient achieved at least 1 fasting blood glucose value between 80 and 130 mg/dL (inclusive) or the maximum dose that could be safely administered to the patient. During the intervention, patients continued to attend appointments with their primary care provider, but did not need to attend appointments specifically for diabetes management (eg, high HbA1c clinic or diabetes nurse educator appointments). After completing the intervention, patients resumed usual clinic care. The study team arranged any follow-up appointments needed to allow the patient to resume their standard diabetes care (eg, primary care provider, diabetes nurse educator, and high HbA1c clinic appointments).

Usual Care

After consent and randomization, patients were instructed to continue with their existing treatment plan and appointments for diabetes care. After the patient had a clinic appointment for insulin titration, the RA collected data (in-person or by phone) about the appointment. These data included the patient’s insulin dose, blood glucose values, and data for cost savings outcomes.

Follow-Up

At approximately 12 weeks after study enrollment, patients in both arms were contacted by the RA to remind them of their
routine HbA1c test and to ask them to fill out the Diabetes Treatment Satisfaction Questionnaire (either over the phone or when the patient was in the clinic).

Implementation Challenges

Our initial health management platform was not able to send SMS text messages to patients with prepaid phones; thus, these patients were not able to sign up to participate in the intervention (see Participant Characteristics). These patients continued to attend in-person appointments for insulin titration and were included in the intention-to-treat analysis. Subsequent patients with incompatible phones were provided a mobile phone to use during the study. Beginning in May 2014, patients were enrolled using a different health management platform that accommodated all types of mobile phones.

We initially stratified participants by insulin treatment status (initiating insulin or needing their existing dose titrated) and by HbA1c level (8%-11% or >11%). In May 2014, we decided to stratify only by insulin treatment status after finding that not all participants had an HbA1c value in their medical record on the day of study enrollment.

Outcome Measures

Our primary outcome was whether a patient reached his/her optimal insulin glargine dose within 12 weeks of enrolling in the study. We hypothesized that a greater proportion of patients in the MITI arm would reach their optimal insulin dose as compared to the usual care arm. The research staff recorded whether a patient reached his/her optimal insulin dose after each titration phone call (for the MITI arm) or after each clinic appointment (for the usual care arm). We also examined the time it took to reach optimal dose, patient self-reported hypoglycemia, and change in HbA1c levels between baseline and 12 weeks.

We measured the feasibility of the intervention, including patient text response rate, the ability of the nurse to reach patients for titration phone calls, and the time the nurse spent on the intervention.

We collected data on the cost savings associated with the intervention. These data included the number and duration of insulin titration interactions (appointments during which insulin was titrated), the time patients spent traveling to the clinic and waiting prior to appointments, copays for clinic appointments, and patient health care utilization (the number of walk-in clinic, medication refill, and emergency room visits at Bellevue Hospital Center). Copays refer to the amount that the patient pays the clinic on attending an appointment with a health care provider. For patients with insurance plans, the amount is typically set by the insurance company. For uninsured patients at our hospital, the amount is based on income. For patients in our study, the most common copay was US $15.

To assess patient satisfaction with the intervention, we used the Diabetes Treatment Satisfaction Questionnaire (status version) [29]. This was administered at study enrollment and approximately 12 weeks later. We also administered the Diabetes Treatment Satisfaction Questionnaire (change version) [29] to measure the change in satisfaction after study participation. Patients in the MITI arm participated in a semistructured interview to give qualitative feedback on the intervention. This occurred when the patient reached his/her optimal dose or when the 12 weeks had elapsed.

Statistical Analysis

Baseline characteristics were summarized using descriptive statistics and compared to determine if the arms were balanced. Chi-square tests were used for categorical outcomes and Wilcoxon rank sum tests for continuous outcomes. Interval-censoring survival analysis was used to analyze the time to reach optimal insulin dose. The generalized estimating equation (GEE) modeling was used for repeatedly measured text message responses and the duration of titration interactions. Multiple imputation was used to deal with missing data in HbA1c measures. Intention-to-treat analysis was used.

Results

Participant Characteristics

Patients were recruited from June 2013 to December 2013 and May 2014 to December 2014. Follow-up data were collected until March 2015. We screened 132 patients for eligibility; 54 were ineligible and 17 declined to participate (Figure 1). A total of 61 patients consented and were randomized into the study; 33 in the MITI arm and 28 in the usual care arm. There were 36 patients who were stratified as new to insulin treatment and 25 that were having their existing insulin dose adjusted. Of these 61 patients, there were 6 patients (5 in MITI and 1 in usual care) who met inclusion criteria when screened at the time of enrollment, but were discovered to be ineligible to participate soon after they consented and were randomized. Of the 5 ineligible patients randomized to the MITI arm, 3 had prepaid mobile phones that were not able to sign up for our SMS text messaging platform, 1 was not starting insulin glargine, and 1 did not return to the clinic to complete enrollment. The ineligible patient randomized to the usual care arm phenotypically fit a type 1 diabetes diagnosis. These 6 patients did not receive the allocated intervention, but were included in the intention-to-treat analysis. No significant differences in baseline characteristics/demographics were found between the 2 study arms. Demographics of participants are shown in Table 1.
Table 1. Demographics of participants.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>MITI (n=33)</th>
<th>Usual care (n=28)</th>
<th>Total (N=61)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td>48.48 (11.22)</td>
<td>44.61 (9.97)</td>
<td>46.70 (10.75)</td>
<td>.14</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>15 (45)</td>
<td>16 (57)</td>
<td>31 (51)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Self-identified race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>Hispanic</td>
<td>18 (55)</td>
<td>17 (61)</td>
<td>35 (57)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (24)</td>
<td>7 (25)</td>
<td>15 (25)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>4 (12)</td>
<td>2 (7)</td>
<td>6 (10)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>2 (6)</td>
<td>2 (7)</td>
<td>4 (7)</td>
<td></td>
</tr>
<tr>
<td>Caribbean</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest education level, a n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>≤Grade 8</td>
<td>5 (16)</td>
<td>8 (29)</td>
<td>13 (22)</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>4 (13)</td>
<td>4 (14)</td>
<td>8 (13)</td>
<td></td>
</tr>
<tr>
<td>High school graduate/GED</td>
<td>13 (41)</td>
<td>9 (32)</td>
<td>22 (37)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>4 (13)</td>
<td>3 (11)</td>
<td>7 (12)</td>
<td></td>
</tr>
<tr>
<td>College degree</td>
<td>2 (6)</td>
<td>3 (11)</td>
<td>5 (8)</td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>4 (13)</td>
<td>1 (4)</td>
<td>5 (8)</td>
<td></td>
</tr>
<tr>
<td><strong>Annual household income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>No response</td>
<td>18 (55)</td>
<td>9 (32)</td>
<td>27 (44)</td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>3 (9)</td>
<td>5 (18)</td>
<td>8 (13)</td>
<td></td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>5 (15)</td>
<td>6 (21)</td>
<td>11 (18)</td>
<td></td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>2 (6)</td>
<td>4 (14)</td>
<td>6 (10)</td>
<td></td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>3 (9)</td>
<td>3 (11)</td>
<td>6 (10)</td>
<td></td>
</tr>
<tr>
<td>&gt;40,000</td>
<td>2 (6)</td>
<td>1 (4)</td>
<td>3 (5)</td>
<td></td>
</tr>
<tr>
<td>Currently without health insurance, n (%)</td>
<td>23 (70)</td>
<td>15 (54)</td>
<td>38 (62)</td>
<td>.20</td>
</tr>
<tr>
<td>Baseline HbA1c, mean (SD)</td>
<td>11.43 (1.75)</td>
<td>12.05 (1.91)</td>
<td>11.72 (1.83)</td>
<td>.14</td>
</tr>
</tbody>
</table>

a For MITI arm, n=32.
Clinical Outcomes

Primary Outcome: Reaching Optimal Insulin Dose

The primary outcome was the number of patients that reached their optimal insulin glargine dose within 12 weeks. In the MITI arm, 29 of 33 patients (88%, 95% CI 72%-97%) reached their optimal dose. Of the 29 patients who met optimal dose, 27 did so by achieving a fasting blood glucose value between 80 and 130 mg/dL (inclusive). Two patients reached the maximum dose that could be safely administered. In the usual care arm, 10 of 27 patients (37%, 95% CI 19%-58%) reached their optimal dose (Figure 2). Of the 10 patients in the usual care arm that reached their optimal dose, 9 did so by achieving a fasting blood glucose between 80 and 130 mg/dL. One patient met this goal by reaching the maximum dose that could safely be administered. The primary outcome could not be measured for one usual care patient who discontinued insulin glargine early due to a possible allergic reaction. The MITI arm had a significantly greater proportion of patients reach their optimal insulin glargine dose (OR 12.3, 95% CI 3.3-45.4, \( P < .001 \)).

For the 29 patients in the MITI arm that reached their optimal insulin glargine dose, the median time to optimal dose was 3.00 weeks (IQR 1.29-4.86). For the 10 patients in the usual care arm that reached optimal dose, the median time was 7.07 weeks (IQR 2.96-9.61, \( P = .007 \)).
Figure 2. Number of patients who reached optimal insulin dose within 12 weeks. Note: for patients that did not reach optimal dose, 3 of 4 patients in the MITI arm and 1 of 17 in the usual care arm did not receive the allocated intervention.

Glycated Hemoglobin
We measured HbA\textsubscript{1c} change from baseline to 12 weeks. We included HbA\textsubscript{1c} values from routine blood tests drawn within 4 weeks of baseline (study enrollment date) and 12 weeks after the baseline HbA\textsubscript{1c} test (± 4 weeks). Looking at the nonimputed dataset, the mean HbA\textsubscript{1c} for the MITI arm was 11.30% (SD 1.79, n=30) at baseline and 9.34% (SD 1.45, n=28) at 12 weeks. For the usual care arm, the mean was 12.20% (SD 1.90, n=25) at baseline and 9.99% (SD 1.33, n=14) at 12 weeks. The mean change for patients with an HbA\textsubscript{1c} value at both baseline and 12 weeks was calculated. There were 28 patients in the MITI arm and 14 in the usual care arm. The mean change in HbA\textsubscript{1c} between baseline and 12 weeks for the MITI arm was –1.90 (SD 2.64, n=28) and –1.81 (SD 2.63, n=14) for the usual care arm (P=.99). Combining the results from 10 multiple imputations (monotone method used), HbA\textsubscript{1c} values in the MITI arm were 0.85 points lower than the usual care arm at 12 weeks (95% CI –1.83 to 0.13, P=.09). The large difference between the raw result and the multiple imputation result indicates that the missing mechanism was missing-not-at-random and the missing data problem was a limitation of this study for examining HbA\textsubscript{1c} change.

Adverse Outcomes
There were 5 cases of hypoglycemia; 3 patients in the MITI arm and 2 in the usual care arm. All cases were mild with blood glucose values ranging between 69 and 79 mg/dL and none of the patients required assistance. One patient had a potential mild allergic reaction to insulin glargine.

Feasibility Outcomes
Text Message Responses
Of the 498 SMS text messages that were successfully sent to patients asking for their fasting blood glucose level, 420 (84.3%) received a reply. The GEE-adjusted response rate was 91.6% after adjusting for the difference in the number of text messages sent to/from patients and the correlation between responses. The mean number of SMS text messages successfully sent per patient was 18 texts (range 2-60). One patient did not receive the text prompts but was able to send back glucose values via text. The mean number of patient replies received was 16 texts (range 0-57). One patient who did receive the texts attempted to reply, but was not able to send the texts.

Titration Phone Calls
We reviewed each week that the nurse was assigned to call patients for their titration phone call (99 assigned calls total). The nurse was able to reach patients on the first or second attempt or by voicemail 91% of the time (90/99 assigned calls).

Time Spent by the Nurse on the Intervention
We reviewed the amount of time the diabetes nurse educator spent on the intervention. The vast majority of days (unless there was a technical issue that delayed Internet access), it took...
the nurse 1 minute or less to review texted blood glucose values on the Web portal. On titration Thursdays, the nurse spent approximately 7-11 minutes per patient. When assigned to call one patient, she spent a mean total of 11.2 minutes (SD 7.4) making phone calls. She spent a mean total of 17.6 (SD 10.9) minutes with 2 patients, 26.5 minutes (SD 14.5) with 3 patients, 36.2 minutes (SD 7.5) with 4 patients, and 36.0 minutes (SD 9.0) with 5 patients.

**Cost Savings Outcomes**

We recorded the number of titration interactions (any interaction with a clinician to address insulin dosage either by phone/voicemail or in-person). The MITI arm had 131 interactions: 75.6% (99/131) by phone/voicemail and 24.4% (32/131) in-person. The usual care arm had 49 interactions: 98.0% (48/49) were in-person and 2.0% (1/49) by phone. Looking only at those patients who received the allocated intervention, the MITI arm had a median of 3.5 (IQR 2.0-5.0) titration interactions and usual care had 2.0 (IQR 1.0-3.0, P=.003). As expected, MITI patients had more titration interactions by phone than in-person. The median number of phone interactions was 3.0 (IQR 1.0-5.0) for MITI. Only one patient in the usual care arm had a phone interaction occur during the study. The median number of in-person titration interactions for MITI was 1.0 (IQR 1.0-1.0) and 2.0 (IQR 1.0-3.0) for usual care (P=.009).

We also recorded the duration of titration interactions and compared the duration by type of interaction (not by study arm). The median duration of titration interactions in the clinic was 30.0 minutes (IQR 20.0-45.0). The median for phone/voicemail interactions was 6.0 minutes (IQR 3.0-10.0). The difference in duration between clinic and phone/voicemail interactions was statistically significant (P=.008).

We looked at patient utilization of the Bellevue health care system for appointments other than insulin titration (walk-in, emergency department, and medication refill visits). The MITI arm had no increased utilization of the health care system over the 12 weeks.

**Satisfaction Outcomes**

The Diabetes Treatment Satisfaction Questionnaire status version has 6 questions that assess patient satisfaction with diabetes treatment using a 0-6 scale (0 being very dissatisfied and 6 being very satisfied). At the time of enrollment, the mean score for the MITI arm was 4.99 (SD 1.14, n=32) and 5.20 (SD 0.61, n=28) for the usual care arm (P=.78). At approximately 12 weeks after enrollment, the mean for the MITI arm was 5.74 (SD 0.54, n=27) and 5.53 (SD 0.52, n=22) for the usual care arm (P=.04). The mean difference between the baseline and 12-week scores for the MITI arm (n=27) was 0.80 and 0.34 for the usual care arm (n=22, P=.16).

The Diabetes Treatment Satisfaction Questionnaire Change version has 6 questions that assess the change in patient satisfaction over the course of the study using a –3 to +3 scale (–3 being much less satisfied now and +3 being much more satisfied now). The mean change score for MITI was 2.71 (SD 0.71) and 2.42 (SD 0.95) for the usual care arm (P=.13).

Patients responded to the 12-week follow-up questionnaires within a mean of 1.4 weeks (SD 1.5) and median of 0.8 (IQR 0.0-2.0) weeks before or after the 12-week date. The follow-up time for the satisfaction questionnaires ranged from 3.1 weeks before to 6.1 weeks after the 12-week date. A total of 27 patients in the MITI arm offered qualitative feedback on the intervention. Figure 3 shows selected quotes (from 11 patients) transcribed from the interview. The 14 quotes included in the figure are among the most specific comments made by patients about their experiences in the intervention.

![Figure 3. Patient feedback on the intervention.](http://www.jmir.org/2015/7/e180/)

We asked our study participants in both arms if they had copays for appointments at our clinic. Of 61 participants, 37 (61%) reported that they had copays. Of those participants, 32 (86%) reported a copay of US $15.

We asked study participants in both arms about their travel time and wait time when they visited the clinic. Participants reported a median travel time to the clinic (1-way) of 45 minutes (IQR 30-60). The median wait time prior to appointments was 39 minutes (IQR 30-64).
Discussion

Principal Findings

Clinical Outcomes

Our study showed that with simple SMS text messaging (requiring only basic mobile phone technology) and weekly titration phone calls, 88% of diabetic patients reach their optimal insulin glargine dose within 12 weeks (vs 37% in usual care, \( P < .001 \)). This outcome was achieved without an increase in hypoglycemia.

Feasibility Outcomes

Our study sent a daily SMS text message asking for a reply text with the morning’s fasting blood glucose and 84.3% of our texts received a reply. Our diabetes study nurse was able to relay titration instructions via phone calls for 91% of the assigned titration calls (within 2 tries or with a voicemail). Taken together, the response rates to our SMS text messages and the ease of reaching patients by phone support the feasibility of this intervention.

Cost Savings Outcomes

Patients enrolled in the MITI (texting) arm of our study saved travel time to and from the clinic, time spent in the waiting room, and the cost of copays, which 61% are required to pay at clinic appointments.

Satisfaction Outcomes

Through the Diabetes Treatment Satisfaction Questionnaire, we learned that MITI patients at 12 weeks were more satisfied with their treatment than usual care patients. The 14 quotes included in Figure 3 illustrate what some of our patients liked about their treatment during the intervention. These common themes include:

1. Text messages served as helpful reminders to check their glucose each morning.
2. Patients found the MITI intervention convenient.
3. Text messages made patients feel supported and cared for.
4. Patients liked knowing in a timely manner whether their insulin dose was adequate.
5. The need to check their blood glucose and report the values made patients feel more accountable for what they were eating and for taking their medications.

Limitations

The generalizability of this study is limited for several reasons. With limited manpower for patient recruitment and enrollment, we were not able to meet our target sample size of 49 patients per arm. Voluntary participants may not be representative of the clinic population as a whole. We do not know if the gains of the intervention (the motivation to be more compliant with diet, exercise, daily insulin use, home glucose monitoring, etc) lasted beyond the 12 weeks of the study. Missing data (50% of usual care patients did not have a 12-week HbA\(_1c\) test) was a limitation in examining change in HbA\(_1c\). Patients must travel to the clinic to receive an HbA\(_1c\) blood test, which is a potential reason for the lack of HbA\(_1c\) data.

Conclusions

MITI was shown to be a highly effective way to titrate insulin glargine. We used daily automated SMS text messages (simple mobile phone technology, no app required) to gather fasting blood glucose values. We used weekly nurse phone calls (based on a physician-approved algorithm) to deliver titration advice. This intervention was well-suited to our urban clinic population. MITI was feasible, time saving, and satisfactory. MITI should be implemented with a larger sample of patients to further test its effectiveness. Similar intervention models should be explored for other diabetic medication titrations as well as other challenging aspects of chronic disease care.
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Abstract

Background: Internet-based interventions are more cost-effective than conventional interventions and can provide immediate, easy-to-access, and individually tailored support for behavior change. Waist circumference is a strong predictor of an increased risk for a host of diseases, such as hypertension, diabetes, and dyslipidemia, independent of body mass index. To date, no study has examined the effect of Internet-based lifestyle interventions on waist circumference change.

Objective: This study aimed to systematically review the effect of Internet-based interventions on waist circumference change among adults.

Methods: This meta-analysis reviewed randomized controlled trials (N=31 trials and 8442 participants) that used the Internet as a main intervention approach and reported changes in waist circumference.

Results: Internet-based interventions showed a significant reduction in waist circumference (mean change –2.99 cm, 95% CI –3.68 to –2.30, I²=93.3%) and significantly better effects on waist circumference loss (mean loss 2.38 cm, 95% CI 1.61-3.25, I²=97.2%) than minimal interventions such as information-only groups. Meta-regression results showed that baseline waist circumference, gender, and the presence of social support in the intervention were significantly associated with waist circumference reduction.

Conclusions: Internet-based interventions have a significant and promising effect on waist circumference change. Incorporating social support into an Internet-based intervention appears to be useful in reducing waist circumference. Considerable heterogeneity exists among the effects of Internet-based interventions. The design of an intervention may have a significant impact on the effectiveness of the intervention.

(J Med Internet Res 2015;17(7):e181) doi:10.2196/jmir.3921
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Introduction

The prevalence of obesity has been increasing worldwide for approximately 50 years and has now become a global pandemic [1]. Lifestyle interventions balancing energy intake and energy expenditure have been suggested as effective tools to treat obesity and prevent obesity-related health burdens [2,3]. Internet-based interventions can provide immediate, easy-to-access, and individually tailored support for behavior change, which attract a large number of individuals, including the young or elderly, healthy, disabled or sick, and various ethnicities [4,5]. It has been reported that Internet-based lifestyle...
interventions can be as effective as phone- or person-based interventions in reducing body weight [6-8]. In contrast, Internet-based interventions are more cost-effective than conventional interventions [9-12].

Waist circumference, as a simple and effective measure of central obesity, is a strong predictor of an increased risk for hypertension, diabetes mellitus, dyslipidemia, metabolic syndrome, and coronary heart disease independent of body mass index (BMI) [13,14]. Changes in waist circumference in response to lifestyle interventions reflect changes in central obesity [15,16]. Studies have reported that waist circumference can be reduced while no significant changes in body weight occur [17-19]. Few studies, however, have systematically evaluated the effect of lifestyle interventions on waist circumference change. Therefore, this study examined the effect of Internet-based lifestyle interventions on waist circumference change.

Previous reviews have reported that Internet-based interventions can promote physical activity and significantly reduce body weight [2,20,21]. Khaylis et al [22] conducted a systematic review of efficacious technology-based weight-loss interventions and identified self-monitoring, counselor feedback and communication, social support, structured programs, and individually tailored programs as a key to successful interventions. In addition, the literature identified goal setting, motivational interviewing, and incentives as potential factors that increase intervention effectiveness [9,11,23-26]. Seo and Sa [27] also reported that the number of components was associated with the effect of lifestyle interventions. Based on the existing evidence, we hypothesize the following: (1) an Internet-based intervention can significantly reduce waist circumference; (2) Internet-based interventions reduce waist circumference more than conventional minimal interventions, such as those with usual care or information-only delivery; and (3) the number and type of components in lifestyle interventions are significantly associated with the effect on waist circumference change.

Methods

Search Strategy

An electronic search was performed in the following databases: Academic Search Premier, CINAHL Plus with Full Text, Educational Resource Information Center (ERIC), Health Source Nursing/Academic Edition, MEDLINE, PsycARTICLES, SPORTDiscus with Full Text Results, and ProQuest Dissertations and Theses A&I database. The search terms used various combinations of the following keywords or phrases: adiposity, weight, overweight, obese, obesity, lifestyle, nutrition, diet, intake, physical activity, exercise, eHealth, Web, online, email, electronic mail, Internet, social networking, treatment, therapy, interventions, management, trial, waist, central adiposity, random, control, and randomized controlled trial (RCT). After excluding ineligible studies, a manual search was conducted by screening the references of the remaining articles and contacting experts. The detailed search strategy can be found in Multimedia Appendix 1.

Inclusion Criteria

Studies were selected if they met all of the following criteria: (1) published in English peer-reviewed journals between 1980 and April 2014 or dissertations/theses written in English that reported relevant yet unpublished results and were uploaded before April 2014, (2) studies based on RCTs, (3) studies that used the Internet as a major intervention tool in at least 1 arm, (4) studies that used lifestyle interventions (which promote healthy diet, physical activity, or both), (5) studies that reported the mean and standard deviation (SD) or standard error (SE) of the waist circumference, and (6) studies involving adults (aged ≥18 years). Studies were excluded if special diets or medications were used in the intervention or only follow-up data of an intervention were reported.

Data Extraction

The following data were extracted from each included study and substudy: (1) general information, such as the name of the first author and year of publication/completion; (2) characteristics of the substudy, such as intervention location, number of participants, intervention length, frequency, retention rate, participants’ compliance, features of the intervention arm, approaches used in conjunction to the Internet (eg, personal contacts via phone, in-person visits, or other devices), intervention content, and whether or not theory, tailoring, self-monitoring and feedback on performance, goal setting, motivational interviewing, social support/social change, and incentives for weight loss were used in the intervention; (3) characteristics of the participants, such as general obesity status, reported existing diseases, mean age, and percentage of male participants; and (4) the mean and SD or SE of the waist circumference at baseline and immediately after the intervention, and the waist circumference change. The SE of the waist circumference change was calculated using the baseline and follow-up SD or SE, assuming an intracorrelation coefficient of 0.5 between pretest and posttest [28], when the SD or SE of the waist circumference change was not reported. The intention-to-treat analysis results were extracted and used when available. The risk of bias was assessed using the Cochrane Collaboration tool [29] and this assessment was used to guide the interpretation of study results.

Data Analysis

Each reported arm was treated as an independent substudy. Treatments that were unlikely to have effects on waist circumference change, such as no intervention, delayed intervention, usual care, and information-only groups, were categorized as “minimal interventions.” Paper-, phone-, and person-based interventions were grouped together as “other interventions” because only 6 trials used any of these interventions. We calculated the overall effect sizes of waist circumference changes in Internet-based, minimal, and other interventions. Next, we compared the effects between Internet-based interventions with minimal or other interventions. To examine the effect of a “unique intervention component” on waist circumference changes, intervention components were coded as 0 for the component delivered in both conditions, 1 for the unique component in Internet-based intervention, and 2 for the unique component in minimal intervention. The number...
of times each intervention component was uniquely found only in Internet-based interventions was computed.

Effect sizes were presented as the mean waist circumference change in centimeters with a 95% confidence interval (CI). Funnel plot and Begg’s test were used to test publication bias. The $I^2$ index was used to test between-study heterogeneity. A meta-regression was performed to identify characteristics that were significantly associated with differences in waist circumference changes between Internet-based interventions and minimal interventions, although it was likely underpowered. Due, in part, to the concern about the possible insignificant findings arising from low power, another meta-regression was performed for the waist circumference changes from baseline to posttest. The adjusted $R^2$ was calculated to present the predictive power of meta-regression models. Random effects models were used if significant between-study heterogeneity was detected. Analyses were performed using Stata 13 (StataCorp LP, College Station, TX, USA).

**Results**

**Overview**

After removing duplicates, the electronic search retrieved 83 articles and 26 dissertations or theses. The manual search retrieved 8 additional studies. Four studies indicated measurement of waist circumference, yet failed to report adequate information on the waist circumference. We contacted the authors but could not obtain additional information necessary for meta-analysis. Thus, these 4 studies were excluded from analysis. Figure 1 demonstrates the flow of the literature search. The studies were reviewed independently by 2 reviewers and any disagreement encountered was resolved by discussion.
Characteristics of Included Studies

This review includes 31 intervention trials involving 72 intervention arms and 8442 adults [6-12,23,25,30-51]. The number of total participants ranged from 21 to 1692, and the mean sample size was 272 per study. Four studies only recruited women and 5 studies only recruited men. Fifteen of 31 interventions were conducted in the United States. Among substudy participants, the mean age ranged from 19.0 to 64.9 years and the mean baseline waist circumference ranged from 81.7 to 128.4 cm. The intervention length ranged from 4 weeks to 2 years. The retention rate ranged from 21.7% to 100%, and the mean retention was 75.2%. Characteristics of the included substudies are provided in Table 1.
<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Arm</th>
<th>Features</th>
<th>N</th>
<th>Waist circumference (cm)</th>
<th>Base-line</th>
<th>Post</th>
<th>Δ Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bennett [9]</td>
<td>2010</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Brochure</td>
<td>50</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>−1.9 (10.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online program + forum</td>
<td>51</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>−1.9 (10.8)</td>
</tr>
<tr>
<td>Bischoff [30]</td>
<td>2010</td>
<td>Basic Internet-based</td>
<td>Online program + email contacts</td>
<td>22</td>
<td>94.7</td>
<td>92.6</td>
<td>−2.1 (3.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Internet-based</td>
<td>Basic + goal setting</td>
<td>21</td>
<td>83.8</td>
<td>82.5</td>
<td>−1.3 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Booth [10]</td>
<td>2008</td>
<td>Basic Internet-based</td>
<td>Online PA program + forum + email feedbacks</td>
<td>26</td>
<td>96.9</td>
<td>N/A</td>
<td>−4.5 (4.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Internet-based</td>
<td>Basic + nutrition component</td>
<td>27</td>
<td>95.6</td>
<td>N/A</td>
<td>−3.2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Bukhari [31]</td>
<td>2009</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>One class + a counseling</td>
<td>11</td>
<td>98.8</td>
<td>100.6</td>
<td>1.8 (16.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online programs</td>
<td>16</td>
<td>107.5</td>
<td>101.8</td>
<td>−5.7 (14.6)</td>
<td></td>
</tr>
<tr>
<td>Carr [32]</td>
<td>2008</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>18</td>
<td>99.2</td>
<td>99.8</td>
<td>0.6 (2.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online sessions + email contacts</td>
<td>14</td>
<td>100.6</td>
<td>96.6</td>
<td>−4.0 (2.5)</td>
<td></td>
</tr>
<tr>
<td>Chambliss [33]</td>
<td>2011</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>28</td>
<td>100.1</td>
<td>N/A</td>
<td>−0.6 (5.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Internet-based</td>
<td>Online monitor + email counseling</td>
<td>33</td>
<td>97.1</td>
<td>N/A</td>
<td>−3.4 (4.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Internet-based</td>
<td>Basic + behaviorally tailored</td>
<td>34</td>
<td>98.2</td>
<td>N/A</td>
<td>−2.8 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Chen [34]</td>
<td>2013</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>31</td>
<td>88.9</td>
<td>88.3</td>
<td>−0.6 (10.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online program + feedbacks</td>
<td>32</td>
<td>91.9</td>
<td>88.4</td>
<td>−3.5 (11.1)</td>
<td></td>
</tr>
<tr>
<td>Chung [35]</td>
<td>2014</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>19</td>
<td>94.5</td>
<td>92.6</td>
<td>−1.9 (8.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Paper</td>
<td>Logbook</td>
<td>16</td>
<td>93.2</td>
<td>89.1</td>
<td>−4.1 (7.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online logs + evaluation</td>
<td>19</td>
<td>91.9</td>
<td>88.5</td>
<td>−3.4 (11.0)</td>
<td></td>
</tr>
<tr>
<td>Collins [36]</td>
<td>2012</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>104</td>
<td>107.2</td>
<td>N/A</td>
<td>0.3 (3.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Internet-based</td>
<td>Online programs + forums + email contacts</td>
<td>99</td>
<td>106.9</td>
<td>N/A</td>
<td>−2.6 (4.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Internet-based</td>
<td>Basic + personalized + feedbacks</td>
<td>106</td>
<td>106.6</td>
<td>N/A</td>
<td>−3.2 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Dekkers [37]</td>
<td>2011</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>49</td>
<td>101.7</td>
<td>99.2</td>
<td>−2.5 (8.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phone</td>
<td>Phone sessions + counseling</td>
<td>44</td>
<td>99.9</td>
<td>96.4</td>
<td>−3.5 (10.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online sessions + email counseling</td>
<td>48</td>
<td>102.9</td>
<td>99.4</td>
<td>−3.5 (11.3)</td>
<td></td>
</tr>
<tr>
<td>Hansen [38]</td>
<td>2012</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>585</td>
<td>89.6</td>
<td>89.1</td>
<td>−0.5 (8.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online program + forum</td>
<td>583</td>
<td>90.1</td>
<td>90.0</td>
<td>−0.1 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Herrick [39]</td>
<td>2009</td>
<td>Minimal</td>
<td>None</td>
<td>860</td>
<td>81.7</td>
<td>N/A</td>
<td>0.7 (4.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online programs + email reminders</td>
<td>832</td>
<td>81.9</td>
<td>N/A</td>
<td>0.3 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Hunter [40]</td>
<td>2008</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>None</td>
<td>222</td>
<td>94.2</td>
<td>93.4</td>
<td>−0.4 (3.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online program + feedbacks</td>
<td>224</td>
<td>94.5</td>
<td>92.2</td>
<td>−2.1 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Kang [41]</td>
<td>2010</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>General information</td>
<td>75</td>
<td>85.4</td>
<td>88.6</td>
<td>3.2 (8.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic Internet-based</td>
<td>1-year email education</td>
<td>25</td>
<td>83.2</td>
<td>84.3</td>
<td>1.1 (5.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Internet-based</td>
<td>2-year email education</td>
<td>25</td>
<td>89.1</td>
<td>87.3</td>
<td>−1.8 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Mehring [23]</td>
<td>2013</td>
<td>Minimal&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Usual care</td>
<td>77</td>
<td>110.9</td>
<td>104.4</td>
<td>−6.9 (6.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online programs</td>
<td>109</td>
<td>107.3</td>
<td>106.6</td>
<td>−2.4 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Mobley [42]</td>
<td>2006</td>
<td>Basic in-person</td>
<td>In-person counseling</td>
<td>32</td>
<td>100.7</td>
<td>99.3</td>
<td>−1.4 (9.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced in-person</td>
<td>In-person counseling</td>
<td>33</td>
<td>101.8</td>
<td>98.5</td>
<td>−3.3 (9.7)</td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>Arm</td>
<td>Features</td>
<td>N</td>
<td>Waist circumference (cm)</td>
<td>Δ Mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>------</td>
<td>----------------------------</td>
<td>-----------------------------------------------</td>
<td>-----</td>
<td>-------------------------</td>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Baseline</td>
<td>Post</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morgan [11]</td>
<td>2009</td>
<td>Minimal</td>
<td>None</td>
<td>31</td>
<td>102.8</td>
<td>N/A</td>
<td>-5.2 (5.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Internet</td>
<td>Online programs + notice board + email</td>
<td>34</td>
<td>103.4</td>
<td>N/A</td>
<td>-4.4 (5.7)</td>
<td></td>
</tr>
<tr>
<td>Morgan [6]</td>
<td>2011</td>
<td>Minimal</td>
<td>None</td>
<td>45</td>
<td>99.4</td>
<td>N/A</td>
<td>1.5 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Morgan [43]</td>
<td>2013</td>
<td>Minimal</td>
<td>Books</td>
<td>54</td>
<td>112.6</td>
<td>N/A</td>
<td>-3.7 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Patrick [12]</td>
<td>2011</td>
<td>Minimal</td>
<td>Website with general health information</td>
<td>217</td>
<td>112.9</td>
<td>111.6</td>
<td>-1.3 (11.4)</td>
<td></td>
</tr>
<tr>
<td>Pressler [44]</td>
<td>2010</td>
<td>Basic</td>
<td>Nonstructured</td>
<td>27</td>
<td>101.9</td>
<td>98.3</td>
<td>-3.6 (8.6)</td>
<td></td>
</tr>
<tr>
<td>Pullen [45]</td>
<td>2008</td>
<td>Basic</td>
<td>Online program</td>
<td>8</td>
<td>98.1</td>
<td>96.2</td>
<td>-1.9 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Rogers [7]</td>
<td>2012</td>
<td>Paper</td>
<td>Group sessions</td>
<td>14</td>
<td>125.9</td>
<td>121.9</td>
<td>-4.0 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Seely [46]</td>
<td>2013</td>
<td>Minimal</td>
<td>None</td>
<td>13</td>
<td>N/A</td>
<td>N/A</td>
<td>-2.8 (2.3)</td>
<td></td>
</tr>
<tr>
<td>Tate [47]</td>
<td>2001</td>
<td>Basic</td>
<td>Online program + email reminders</td>
<td>45</td>
<td>98.4</td>
<td>N/A</td>
<td>-3.1 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Tate [48]</td>
<td>2003</td>
<td>Basic</td>
<td>Basic + online behavioral therapy</td>
<td>46</td>
<td>98.5</td>
<td>N/A</td>
<td>-6.4 (5.5)</td>
<td></td>
</tr>
<tr>
<td>van Genugten[49]</td>
<td>2012</td>
<td>Basic</td>
<td>General information online</td>
<td>239</td>
<td>95.7</td>
<td>93.2</td>
<td>-2.5 (8.6)</td>
<td></td>
</tr>
<tr>
<td>van Wier [8]</td>
<td>2009</td>
<td>Minimal</td>
<td>Brochure</td>
<td>231</td>
<td>101.5</td>
<td>99.5</td>
<td>-2.0 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Webber [50]</td>
<td>2010</td>
<td>Basic</td>
<td>Online program + message board</td>
<td>36</td>
<td>96.5</td>
<td>N/A</td>
<td>-3.6 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Wijsman [25]</td>
<td>2013</td>
<td>Minimal</td>
<td>None</td>
<td>112</td>
<td>101.4</td>
<td>N/A</td>
<td>-1.3 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Yoo [51]</td>
<td>2009</td>
<td>Minimal</td>
<td>Online monitoring + feedbacks</td>
<td>54</td>
<td>91.3</td>
<td>89.1</td>
<td>-2.2 (7.5)</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \) Minimal arm includes control, wait-list, usual care groups or the group that only received standard health information.

Of the 72 intervention arms reviewed in the current study, 33 adapted behavioral theories or therapy principles, 40 prompted self-monitoring of behavior, 39 used feedback on performance and individual tailoring or counseling, 31 used goal setting, 15 planned online social support/social change, 6 used motivational interviewing, and 2 used incentives to encourage weight loss.
Regarding the total number of components used in each arm, approximately one-third of the arms used none, one-third used 1 to 3 components, and the final one-third used 4 to 6 components. Details about the arm components can be found in Multimedia Appendix 2. A total of 24 pairs were extracted for comparison between Internet-based interventions and minimal interventions. The number of times each component was uniquely found only in Internet-based interventions was 16 for theory, 21 for tailoring, 21 for monitoring, 15 for goal setting, 4 for motivational interviewing, 11 for social support, and 1 for incentive.

Bias assessment showed the following results: 17 studies provided details on random sequence generation, 18 studies provided details on allocation concealment, only 2 studies reported blinding participants, and 9 studies reported blinding assessors. As shown in Multimedia Appendix 3, the bias assessment indicated no evidence of selective reporting of outcomes. As shown in the funnel plot for publication bias (see Multimedia Appendix 4), no significant publication bias was detected (P=.31 for Begg’s test) for Internet-based interventions as evaluated by the waist circumference change in each study arm. Multimedia Appendix 5 shows content and supplementary approaches of substudies included in this meta-analysis.

**Overall Effects of Interventions**

Figure 2 shows the differences in waist circumference change between Internet-based interventions and minimal interventions. Internet-based interventions showed significantly better effects on waist circumference reduction (mean change 2.38 cm, 95% CI 1.51-3.25) compared with minimal interventions. Few differences were observed with respect to the waist circumference change between Internet-based interventions and paper-, phone-, or person-based interventions (mean change –0.61 cm, 95% CI –2.05 to 0.83, P=.42). Figure 3 provides a forest plot representing the effect size of Internet-based interventions on the waist circumference change. Overall, Internet-based interventions significantly reduced the waist circumference (mean change –2.99 cm, 95% CI –3.68 to –2.30), whereas minimal interventions (mean change –0.81 cm, 95% CI –1.41 to –0.20) and other interventions (mean –2.82 cm, 95% CI –3.89 to –1.74) also reduced waist circumference. Large and significant between-study heterogeneity was observed (I²=93.3%, P<.001).
Figure 2. Forest plot for the differences in waist circumference changes between Internet-based interventions and minimal interventions. % Weight: weights assigned to substudies.
Characteristics Associated With the Waist Circumference Change

The meta-regression of differences in waist circumference changes (changes in minimal intervention groups minus changes in Internet-based intervention groups) showed no significant associations between effect sizes with the content and number of unique intervention components. To further investigate the effect of intervention components, a meta-regression of waist circumference changes from baseline to posttest was conducted. Results of this meta-regression are shown in Table 2. Stepwise meta-regression showed that only the mean waist circumference at baseline (coefficient = −0.16, \( P<.001 \)) and proportion of male participants (coefficient = −0.02, \( P=.02 \)) were significantly associated with the effect on waist circumference change (\( I^2=69.8\% \), \( P<.001 \)) among the characteristics of the participants that included mean age, reported existing diseases, and status of general obesity. The waist circumference at baseline alone explained 45.3% of the between-study variation in waist circumference changes. Controlling for the baseline waist circumference and proportion of male participants (\( R^2=.58 \)), the component of social support in Internet-based intervention was associated with a significantly better effect on waist circumference changes (mean difference −1.16 cm, \( P=.03 \)), which increased the \( R^2 \) to .66.
Table 2. Meta-regression of waist circumference change from baseline to posttest.\(^a\)

<table>
<thead>
<tr>
<th>Intervention component</th>
<th>Coefficient</th>
<th>SE</th>
<th>(P)</th>
<th>(I^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean waist circumference at baseline (cm)</td>
<td>-0.16</td>
<td>0.03</td>
<td>&lt;.001</td>
<td>69.8%</td>
</tr>
<tr>
<td>Male participants (%)</td>
<td>0.02</td>
<td>0.01</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Length (weeks)(^b)</td>
<td>0.01</td>
<td>0.01</td>
<td>.89</td>
<td>69.9%</td>
</tr>
<tr>
<td>Frequency (week per contact)(^b)</td>
<td>-0.13</td>
<td>0.20</td>
<td>.54</td>
<td>71.4%</td>
</tr>
<tr>
<td>Retention (%)(^b)</td>
<td>-0.02</td>
<td>0.01</td>
<td>.15</td>
<td>71.1%</td>
</tr>
<tr>
<td>Intervention content(^b)</td>
<td></td>
<td></td>
<td></td>
<td>70.6%</td>
</tr>
<tr>
<td>Physical activity vs both</td>
<td>0.34</td>
<td>0.58</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Nutrition vs both</td>
<td>-1.38</td>
<td>2.27</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>Theory (yes vs no)(^b)</td>
<td>0.38</td>
<td>0.53</td>
<td>.48</td>
<td>69.7%</td>
</tr>
<tr>
<td>Tailoring (yes vs no)(^b)</td>
<td>-0.45</td>
<td>0.58</td>
<td>.45</td>
<td>69.9%</td>
</tr>
<tr>
<td>Monitoring (yes vs no)(^b)</td>
<td>-0.62</td>
<td>0.66</td>
<td>.35</td>
<td>69.6%</td>
</tr>
<tr>
<td>Goal setting (yes vs no)(^b)</td>
<td>0.50</td>
<td>0.57</td>
<td>.38</td>
<td>69.6%</td>
</tr>
<tr>
<td>Motivational interviewing (yes vs no)(^b)</td>
<td>-0.09</td>
<td>0.77</td>
<td>.91</td>
<td>69.5%</td>
</tr>
<tr>
<td>Social support (yes vs no)(^b)</td>
<td>-1.16</td>
<td>0.51</td>
<td>.03</td>
<td>66.9%</td>
</tr>
<tr>
<td>Number of components(^b)</td>
<td>-0.12</td>
<td>0.16</td>
<td>.48</td>
<td>69.6%</td>
</tr>
</tbody>
</table>

\(^a\) The incentive variable was not included in the model because only 1 study used incentives to encourage weight loss.

\(^b\) Controlled for mean waist circumference at baseline and percentage of male participants.

Discussion

This study was the first attempt to the authors’ knowledge that evaluated effect sizes of Internet-based lifestyle interventions on decreasing waist circumference. This meta-analysis showed that Internet-based interventions not only decreased waist circumference substantially at posttest (a mean decrease of 2.99 cm, but also did so significantly more than minimal interventions. Given that a meta-analysis of workplace physical activity and dietary behavioral interventions only demonstrated an average waist circumference reduction of 0.67 cm (95% CI −1.96 to 0.63) [52] and another meta-analysis of antiobesity drugs showed an additional waist circumference reduction of 1.72 to 3.58 cm at 3 months among overweight or obese adults compared with standard care groups [53], Internet-based interventions appear to have a promising effect on waist circumference reduction. It deserves mention that this meta-analysis found few differences in waist circumference reduction between Internet-based intervention and paper-, phone-, or person-based lifestyle interventions. Considering that Internet-based interventions can attract a larger number of individuals with various backgrounds [2,4,54], can provide immediate and easy-access support at a lower cost [21,55], are more accessible to older adults and residents of geographically isolated communities [6,11,26], and are less obtrusive [26] than traditional methods, the substantial effect of Internet-based lifestyle interventions on the waist circumference change found in this study adds to the reason that Internet-based rather than traditional lifestyle interventions should be more widely and boldly explored.

Of the 31 trials reviewed in this study, 24 differences between Internet-based intervention and minimal intervention were identified. Compared with minimal interventions, Internet-based interventions included 1 to 6 unique intervention components. In addition, 13 trials tested the differences between basic and enhanced Internet-based interventions. Compared with the basic interventions, the enhanced intervention included 1 or 2 additional intervention features, such as adding healthy diet promotion to physical activity promotion or adding Bluetooth technology to the basic intervention. As indicated in Table 1, some enhanced interventions had a better effect on waist circumference change whereas others had a worse effect than basic interventions. The result of this study indicates that no conclusive evaluation is warranted on the efficacy of such additional features of the Internet-based lifestyle interventions.

To complement findings drawn from current and previous systematic reviews, we tested the associations between key intervention characteristics and waist circumference reduction in meta-regression models where independent variables were selected based on previous findings [9,12,22,27]. We examined whether the content and number of unique intervention components could adequately predict the differences in waist circumference changes between Internet-based interventions and minimal interventions only to find no significant association. The lack of significant association may be explained by lack of power due to the small sample size (n=24). It is also possible that the effect size can be explained by intervention features not tested in the current study. Similar future meta-analysis research is warranted that includes more studies and possibly a different framework. Due, in part, to the concern about the possible
insignificant findings arising from low power, another meta-regression was performed for the waist circumference changes from baseline to posttest. We found that only the availability of social support was significantly associated with the waist circumference change after controlling for the main characteristics of participants. This means that providing sufficient social support is important to improve the efficacy of Internet-based lifestyle interventions. The lack of significant associations between waist circumference reduction and intervention length, intervention topic (nutrition only, physical activity only, or both), and the approach used in conjunction to the Internet (eg, personal contacts via phone, in-person visits, or use of such devices as Bluetooth, pedometer, or accelerometer) deserves further research. Although other intervention characteristics did not yield significant results in this review, further investigations are needed to draw conclusive suggestions.

It is worth noting that considerable heterogeneity remained after controlling for baseline waist circumference, gender, and intervention components identified by this study. It indicates that there is heterogeneity in effect sizes among the Internet-based interventions examined in this review that has yet to be accounted for. This may have to do with lack of frameworks that informed the design of Internet-based interventions reviewed in this study or lack of use of well-defined constructs or concepts. Previous studies have found that there is a lack of framework for the design of technology-based behavioral interventions and each research team used their own ways to develop and report technology-based interventions [56,57]. As a result, many of such technology-based intervention features lack comparability between different studies. Eysenbach and colleagues [58] developed the CONSORT-EHEALTH to standardize reports of eHealth/mHealth interventions, which has been very helpful in disseminating and comparing research reports. Recently, Schueller et al [56] proposed the modular system Purple to assist the development of Internet-based and mobile-based applications for health behavior change and Mohr et al [57] proposed a comprehensive framework, the Behavioral Intervention Technology (BIT) Model. These recently proposed frameworks and models should be fully utilized to inform the design of future technology-based interventions. In addition, for comparability and clarity of findings in behavior change interventions, it is desirable to use well-defined terms such as those shown in the Coventry, Aberdeen & London-Refined (CALO-RE) taxonomy [59]. These new frameworks and taxonomy of behavior change techniques will help increase comparability between different technology-based behavioral intervention studies as well as enhance the effectiveness of such interventions.

This meta-analysis review has the following limitations. First, gender-specific analyses were not performed due to a lack of gender-specific information, although baseline waist circumference and changes in the waist circumference may differ by gender. Future studies would be desirable that investigate gender-specific waist circumference changes of Internet-based interventions. Second, paper-, phone-, and person-based interventions were grouped together in this analysis due to a lack of data. Future research can be conducted to compare each mode of lifestyle interventions with other modes of interventions in terms of effect size when the sample size is appropriate. Third, the effect of compliance and incentives were not investigated in this study due to a lack of such information in the reviewed studies. Researchers are recommended to report information on participant compliance and incentives. Finally, considerable heterogeneity in waist circumference changes remained after controlling for covariates including baseline waist circumference and gender. This might indicate that reviewed interventions lacked frameworks that informed their study design. Thus, it is possible that not all the efficacious intervention components in reducing waist circumference for Internet-based lifestyle interventions might have been examined and analyzed.

In summary, Internet-based lifestyle interventions showed a significant and substantial effect on waist circumference change. Internet-based interventions showed comparable effects on the waist circumference change to paper-, phone-, and person-based interventions. Online social support appears to strengthen the effect of Internet-based programs on waist circumference reduction. Internet-based programs are recommended for obesity or lifestyle as effective and efficient interventions. It is also recommended to integrate online social support into Internet-based programs to achieve better effects on weight control.
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Abstract

Background: Physical inactivity is a major public health problem. The It’s LiFe! monitoring and feedback tool embedded in the Self-Management Support Program (SSP) is an attempt to stimulate physical activity in people with chronic obstructive pulmonary disease or type 2 diabetes treated in primary care.

Objective: Our aim was to evaluate whether the SSP combined with the use of the monitoring and feedback tool leads to more physical activity compared to usual care and to evaluate the additional effect of using this tool on top of the SSP.

Methods: This was a three-armed cluster randomised controlled trial. Twenty four family practices were randomly assigned to one of three groups in which participants received the tool + SSP (group 1), the SSP (group 2), or care as usual (group 3). The primary outcome measure was minutes of physical activity per day. The secondary outcomes were general and exercise self-efficacy and quality of life. Outcomes were measured at baseline after the intervention (4-6 months), and 3 months thereafter.

Results: The group that received the entire intervention (tool + SSP) showed more physical activity directly after the intervention than Group 3 (mean difference 11.73, 95% CI 6.21-17.25; P<.001), and Group 2 (mean difference 7.86, 95% CI 2.18-13.54; P=.003). Three months after the intervention, this effect was still present and significant (compared to Group 3: mean difference 10.59, 95% CI 4.94-16.25; P<.001; compared to Group 2: mean difference 9.41, 95% CI 3.70-15.11; P<.001). There was no significant difference in effect between Groups 2 and 3 on both time points. There was no interaction effect for disease type.

Conclusions: The combination of counseling with the tool proved an effective way to stimulate physical activity. Counseling without the tool was not effective. Future research about the cost-effectiveness and application under more tailored conditions and in other target groups is recommended.


(J Med Internet Res 2015;17(7):e184) doi:10.2196/jmir.4579
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Introduction

Physical inactivity is a major public health problem [1,2] because it increases the risk of several diseases, such as coronary heart disease, type 2 diabetes, and several types of cancer. It also shortens life expectancy [1]. For people with a chronic disease, physical inactivity enhances the chance of complications and comorbidities [3]. Unfortunately, about one-third of adults worldwide do not reach public health guidelines for recommended levels of physical activity (PA) [4]. Therefore, the promotion of PA is a public health priority [5]. One of the approaches to increase PA is through primary health care [6]. Because practice nurses have frequent contact with people with chronic conditions to monitor treatment outcomes, it is recommended that they incorporate support to change physical inactivity behaviors [7,8]. However, providing only verbal advice has proven to be insufficient [9]. Despite the heterogeneity in results of physical activity intervention studies, the most effective approach is professional advice and guidance with continued support and combining a mix of behavior change strategies [10-12]. Effective behavior change strategies for the promotion of PA are self-monitoring, providing feedback for behavior, goal setting, providing tools to facilitate behavior, action planning, social support, barrier identification, and providing information on the consequences specific to the individual [10,11,13].

An example of a tool to facilitate behavior is the use of innovative technology such as mobile phones with built-in, or in combination with, pedometers or accelerometers. These technologies can facilitate self-monitoring, goal setting, and real-time feedback. Despite the fact that general mobile phone use is growing as well as mobile phone use in PA research [14], there is a lack of well-designed experimental studies with appropriate intervention periods and sample sizes [15] to explore whether these technologies add value on top of behavior change counseling by the practice nurse (PN). The It’s LiFe! intervention is a combination of behavior change strategies delivered by the PN in a self-management support program (SSP) that is partly integrated with usual care as well as the use of a monitoring and feedback tool for patients in daily life.

A cluster randomized controlled trial was conducted to evaluate the longitudinal effects of this multifaceted intervention on 40-70 year-old patients with chronic obstructive pulmonary disease (COPD) and diabetes type 2 (DM2) in primary care. Furthermore, the additional effect of using this tool on top of the SSP was evaluated. The main hypothesis was that after a 4-6 month intervention period, the complete intervention increases participants’ moderate to vigorous physical activity by at least 10 minutes per day compared to care as usual and that this increase maintains over 3 months.

Methods

The study methods, intervention, and outcomes have been reported in detail previously [16]. See Multimedia Appendix 1 for the CONSORT-EHEALTH checklist [17].

Study Design

A three-arm clustered randomized controlled trial among 24 general practices in the south of the Netherlands was conducted (NCT01867970). A cluster design was chosen to avoid contamination by unintended influence of the PN in the control group. After stratification based on the number of registered DM2 patients per practice, two blocks of 12 practices were randomly assigned to three groups using sealed envelopes. Practices allocated to Group 1 received the complete intervention (monitoring and feedback tool and SSP), practices in Group 2 received the SSP only, whereas practices in Group 3 received care as usual. Four strata were defined: small (<90 DM2 patients), medium (90-190), large (190-390), and extra-large (>390). There was no blinding for allocation of practices. The research team was blinded for allocation of participants during the analysis phase. Data were analyzed anonymously and coding was revealed after analyses.

Participants: Practices and Patients

We invited 250 family practices in the South of Netherlands by invitation letter, telephone, or personal contact, until 24 practices agreed to participate. Eligibility for participants was determined as follows: between 40 and 70 years old with DM2 or COPD, and who did not, according to the PN, comply with the Dutch Norm for Healthy Exercise (having at least 30 minutes of moderate to vigorous physical activity on 5 or more days of the week) [18]. Additional inclusion criteria for the DM2 patients was a body mass index (BMI) >25, and for the COPD patients, a clinical diagnosis of COPD according to the GOLD-criteria stage 1-3, known to be stable in their respiratory function for at least 6 weeks, and on a stable drug regimen. Furthermore, participants needed to be able to access a computer with an Internet connection and master the Dutch language sufficiently.

Exclusion criteria were the presence of coexisting medical conditions with a low survival rate, severe psychiatric illness, or chronic disorders or diseases that seriously influence the ability to be physically active, and being treated primarily by a medical specialist or participating in another PA intervention. The PNs in each practice were asked to send 20-32 general invitation letters to patients who met the inclusion criteria. After randomization, the PN called the patients to give specific information about the allocated condition and ask if they wanted to participate. If the patient decided to participate, they received a specific information letter and an informed consent form. Each practice was instructed to include 5-7 patients with DM2 and 5-7 patients with COPD. This study was approved by the Medical Ethical Committee of the Maastricht University/Academic Hospital Maastricht in the Netherlands (12-3-071).

Intervention

Overview

The complete It’s LiFe! intervention consisted of the self-management support program and a monitoring and feedback tool. Both elements were developed in a user-centered design process and tested on usability and feasibility [19-23]. Furthermore, 2 patient representatives from the Netherlands Asthma Foundation and the Dutch Diabetes Association...
participated in the research group to provide feedback on every aspect of the trial.

**The Self-Management Support Program**

The program consisted of four individual consultations with the PN; in the first week, after 2 weeks, after 2-3 months, and after 4-6 months (Figure 1) [19]. First, the participants received an information booklet about the course of the intervention containing the Short Questionnaire to Assess Health-Enhancing PA (SQUASH) [24] and a list of locally organized PA activities. In the first consultation, the PN raised awareness about the risks of physical inactivity, and the PA level of the patient was discussed using the previously completed SQUASH questionnaire. In addition, participants received a general and a disease-specific pamphlet about PA [25-27]. Between the first and the second consultation, a pre-measurement of the activity pattern was taken, and participants answered questions about barriers and facilitators for PA. In Group 1, PA was objectively measured by the tool, and all questions were answered via a dialogue session on the tool. Group 2 kept a PA diary on paper and answered questions about barriers and facilitators in the information booklet. During the second consultation, a personal goal was set in minutes of activity per day based on the pre-measurement, and the PN encouraged the participants to set up an activity plan to reach personal goals. Furthermore, the nurse informed the participants about locally organized PA options. In the third consultation, possibly by mail or telephone, activity results, barriers, facilitators, and the creation of new PA habits were discussed, and some participants reconsidered their activity goal. In the last consultation, activity results, barriers, facilitators, and PA habits were evaluated. Furthermore, how the PN and patient would continue the lifestyle coaching was discussed. The consultations were based on the “Five ‘A’s Cycle” counseling technique (assess-advise-agree-assist-arrange) [28,29].
The Tool

The tool consists of a three-dimensional (3D) activity monitor, a mobile phone app, and a Web app (Figure 2) [20]. Participants were asked to wear the activity monitor on a daily basis. They could see their real-time activity results and history in minutes of moderate to vigorous activity on the mobile phone and Web app, in relation to a personal goal. During the pre-measurement, participants participated in dialogue sessions (Figure 1). In the “diary sessions”, they were asked about enjoyment and exertion of performed activities. In the “preparation for goal setting”, they were asked about barriers and facilitators to exercise. Based on the activity results and the answers in the dialogue sessions, a personal activity goal was set in the second consultation of the SSP. Hereafter, automated feedback messages were sent related to the personal goal. Moreover, the participant was asked in a dialogue session to set up an activity plan to achieve the daily goal. During the entire intervention, activity results and answers to dialogue sessions were visible for the PN on a secured Web app [20,23]. The apps were not changed or updated during the trial (version 2.7). For technical questions and problems with the tool, the participants and PNs could contact a helpdesk during working hours to avoid contact between researchers and participants.
Training of the Practice Nurses

For mastering the execution of the intervention, practice nurses in Groups 1 and 2 received an online Web lecture and consecutively a personal instruction session at their workplace. In addition, they received on paper, an explanation of the Five A’s model, the associated counseling techniques, and detailed instruction charts for each consultation. Nurses in Group 1 were able to try out the tool before the start of the consultations.

Data Collection

All participants received a Personal Activity Monitor AM300 (Pam) [30-32] and questionnaires by regular mail, at baseline (t0), after the intervention at 4-6 months after baseline (t1), and 3 months after the end of the intervention, approximately 9 months after baseline (t2). The last measurement was initially set at 6 months after the intervention, but due to time and money constraints, this could not be realized. The Pam was blinded, which means that participants could not read the display with activity information to prevent any feedback and intervention effect of this measurement.

Outcome Measures

The primary outcome measure was the average minutes per day of PA per patient, measured with the Pam [30-32]. The participants were asked to wear the Pam for 8 consecutive days clipped to their waistband on the hip and to record in a diary the time it was worn. A measurement was considered valid if the tool was worn on ≥5 days for ≥8 hours. Minutes per day were divided in three categories according to metabolic equivalent tasks (METS): light (1.8-2.99 METS), moderate (3-6 METS), and vigorous (>6 METS). The number of minutes of PA in the moderate and vigorous category (≥3 METS) was considered the primary outcome measure because moderate to vigorous activity is recommended by the World Health Organization [33]. Secondary outcome measures were general self-efficacy (general self-efficacy scale) [34], exercise self-efficacy (exercise self-efficacy scale) [35-37], and quality of life (RAND 36) [38,39].

Statistical Analysis

The sample size calculation was based on the primary outcome measure (minutes of moderate to vigorous PA per day). Based on a power of 80%, an alpha of .05 (two-tailed testing), an expected difference between Groups 1 and 3 of 10 minutes of PA per day per participant, and an assumed intraclass correlation between the practices of 0.15, we required 72 participants over eight general practices in each group. A dropout rate of 10% was taken into account, which resulted in a desired number of 80 participants per group.

Intention to treat and per protocol analyses were performed. Participants of the intervention groups were included in the per protocol analysis if they received a minimum of three consultations (75%) spread over at least 3 months based on registration forms of the consultations obtained from the PNs. Participants from all groups were excluded from the per protocol analysis if they did not complete the second measurement (t1). Per protocol analysis were conducted to investigate whether results were different if only participants were included who adhered sufficiently to the interventions.
Normal distribution of the data was checked visually using normal q-q plots and histograms. Outliers were not removed. Continuous variables were presented as means, and standard deviation and categorical variables as numbers and percentages. Differences in baseline characteristics between groups at baseline were investigated with chi-square and analysis of variance (ANOVA). Variables that differed with a P value of .10 or smaller were considered as potential confounders in further analysis. For the RAND 36 outcomes, only the physical component and the mental component were used in further analysis, since the eight subscales strongly correlated. To adjust for the dependency of patients within time and practices (intraclass correlation [ICC]), we used restricted maximum likelihood (REML) multilevel analyses with random intercepts. The differences of the -2 log likelihood and degrees of freedom between models were examined to decide if a one-, two-, or three-hierarchical (time, participants, and general practices) model had to be applied (model selection was performed with a maximum likelihood [ML]). Separate models were set up for each outcome measure, adjusted with Bonferroni correction. The independent variables in each model were two dummy variables indicating the group, with the group of participants receiving care as usual as the reference category, and two dummy variables for time and their interaction effects. In addition, outcome estimates of the multilevel analyses were corrected for baseline and for potential confounders (differences between groups at baseline). Potential confounders were stepwise included in the model if the regression coefficients of time, group, and the interaction of group x time changed by ≥10% on average. To study whether the effects in COPD patients differed from the effects in participants with DM2, a subgroup analysis was done by including interaction effects. Missing values on items in questionnaires were handled according to the questionnaire’s analysis manual; missing data in follow-up were not imputed as multilevel analysis accounts for that [40]. All analyses were carried out with IBM Statistical Product and Service Solutions (SPSS) Statistics for Windows, version 22.0.

Results

Overview

In total, 24 general practices were randomly assigned to Group 1 (tool and SSP), Group 2 (SSP), or Group 3 (care as usual). In every group, we included one small practice, three medium, three large, and one extra-large practice. The individual practices included 3-14 participants with a median (interquartile range) of 9 participants (7-10 participants). As shown in Figure 3, PNs sent approximately 540 patients a general invitation letter and 199 patients (Group 1: 65 participants, Group 2: 66 participants, Group 3: 68 participants) agreed to participate and completed the baseline measurement. In June 2013, the first practices started with the intervention, and in April 2014 PNs in the last practices performed their last consultations. In Group 1, one participant did not start with the intervention because in his opinion, the intervention was not tailored to his age group, and 12 participants did not receive the minimal intervention as intended. In Group 2, 2 participants dropped out before the start of the intervention and 7 participants did not receive the minimal intervention as intended. In total, 23 participants were lost to follow-up. In the intention-to-treat analyses, data from all participants were taken into account (n=199) (Figure 3). Table 1 shows the baseline characteristics of participants in each group, and Table 2 shows the mean outcome values at baseline. Significant group differences, which were included as confounders in further analyses, were found for BMI, computer use, minutes of PA (≥3 METS), and quality of life (physical component scale).
Figure 3. It’s LiFe! CONSORT flow diagram.
<table>
<thead>
<tr>
<th>Characteristics of participants</th>
<th>Group 1 (n=65), Tool &amp; SSP</th>
<th>Group 2 (n=66), SSP</th>
<th>Group 3 (n=68), Care as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female sex, n (%)</td>
<td>34 (52.3)</td>
<td>31 (47.0)</td>
<td>37 (54.4)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>57.5 (7.0)</td>
<td>56.9 (8.3)</td>
<td>59.2 (7.5)</td>
</tr>
<tr>
<td>BMI(^a), mean (SD)</td>
<td>30.4 (5.7)</td>
<td>29.5 (5.9)</td>
<td>28.2 (4.3)</td>
</tr>
<tr>
<td>Origin non-Dutch, n (%)</td>
<td>5 (7.7)</td>
<td>4 (6.1)</td>
<td>3 (4.4)</td>
</tr>
<tr>
<td>Married or cohabiting partners, n (%)</td>
<td>48 (73.9)</td>
<td>46 (69.7)</td>
<td>55 (80.9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>19 (29.2)</td>
<td>19 (28.8)</td>
<td>15 (22.1)</td>
</tr>
<tr>
<td>Medium</td>
<td>35 (53.8)</td>
<td>40 (60.6)</td>
<td>43 (63.2)</td>
</tr>
<tr>
<td>High</td>
<td>11 (16.9)</td>
<td>6 (9.1)</td>
<td>10 (14.7)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>31 (47.7)</td>
<td>31 (47.0)</td>
<td>31 (45.6)</td>
</tr>
<tr>
<td>COPD, n (%)</td>
<td>25 (38.5)</td>
<td>26 (39.4)</td>
<td>31 (45.6)</td>
</tr>
<tr>
<td><strong>Gold stadium, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOLD stadium 1</td>
<td>9 (36.0)</td>
<td>13 (50.0)</td>
<td>15 (48.4)</td>
</tr>
<tr>
<td>GOLD stadium 2</td>
<td>15 (60.0)</td>
<td>12 (46.2)</td>
<td>16 (51.6)</td>
</tr>
<tr>
<td>GOLD stadium 3</td>
<td>1 (4.0)</td>
<td>1 (3.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Diabetes type 2, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulin use</td>
<td>3 (7.5)</td>
<td>6 (15.0)</td>
<td>8 (21.6)</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>6 (9.2)</td>
<td>8 (12.1)</td>
<td>4 (5.9)</td>
</tr>
<tr>
<td>Cardiac/vascular</td>
<td>12 (18.5)</td>
<td>8 (12.1)</td>
<td>7 (10.3)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>22 (33.8)</td>
<td>29 (43.9)</td>
<td>20 (29.4)</td>
</tr>
<tr>
<td>Arthritis</td>
<td>13 (20.0)</td>
<td>11 (16.7)</td>
<td>16 (23.5)</td>
</tr>
<tr>
<td>Depression</td>
<td>3 (4.6)</td>
<td>5 (7.6)</td>
<td>5 (7.4)</td>
</tr>
<tr>
<td>Also diabetes</td>
<td>2 (3.1)</td>
<td>1 (1.5)</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td>Also COPD</td>
<td>2 (3.1)</td>
<td>6 (9.1)</td>
<td>2 (2.9)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (43.1)</td>
<td>22 (33.3)</td>
<td>27 (39.7)</td>
</tr>
<tr>
<td><strong>Computer use (^a), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularly</td>
<td>50 (76.9)</td>
<td>43 (65.2)</td>
<td>47 (69.1)</td>
</tr>
<tr>
<td>Rarely</td>
<td>15 (23.1)</td>
<td>23 (34.8)</td>
<td>21 (30.9)</td>
</tr>
<tr>
<td><strong>Mobile phone use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owns a smartphone</td>
<td>24 (36.9)</td>
<td>24 (36.3)</td>
<td>19 (28.0)</td>
</tr>
<tr>
<td>Uses mobile phone frequently</td>
<td>20 (30.8)</td>
<td>20 (30.3)</td>
<td>15 (22.1)</td>
</tr>
<tr>
<td>Uses mobile phone rarely</td>
<td>19 (29.2)</td>
<td>19 (28.8)</td>
<td>33 (48.5)</td>
</tr>
<tr>
<td>Does not own a mobile phone</td>
<td>2 (3.1)</td>
<td>3 (4.5)</td>
<td>1 (1.5)</td>
</tr>
</tbody>
</table>

\(^{a}\)\(P\leq.10\), tested with chi square or ANOVA.
Table 2. Values at baseline.

<table>
<thead>
<tr>
<th>Physical activity, mean (SD)</th>
<th>Group 1 (n=65), Tool &amp; SSP</th>
<th>Group 2 (n=66), SSP</th>
<th>Group 3 (n=68), Care as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minutes per day in moderate and vigorous ≥3 METS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>39.3 (18.1)</td>
<td>47.5 (26.5)</td>
<td>44.1 (20.3)</td>
</tr>
<tr>
<td>Wear time of the Pam in hours a day</td>
<td>14.3 (1.7)</td>
<td>14.5 (1.5)</td>
<td>14.3 (1.3)</td>
</tr>
</tbody>
</table>

Self-efficacy, mean (SD)

<table>
<thead>
<tr>
<th>General self-efficacy scale</th>
<th>Tool &amp; SSP: care as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1 Situational/interpersonal</td>
<td>51.2 (18.7)</td>
</tr>
<tr>
<td>Factor 2 Competing demands</td>
<td>62.0 (18.5)</td>
</tr>
<tr>
<td>Factor 3 Internal feelings</td>
<td>53.8 (18.8)</td>
</tr>
</tbody>
</table>

Quality of life, mean (SD)

<table>
<thead>
<tr>
<th>Physical Component Score&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Tool &amp; SSP: care as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Component Score</td>
<td>48.2 (10.3)</td>
</tr>
<tr>
<td>RAND36 physical functioning</td>
<td>68.7 (22.2)</td>
</tr>
<tr>
<td>RAND36 role functioning physical&lt;sup&gt;b&lt;/sup&gt;</td>
<td>55.8 (45.9)</td>
</tr>
<tr>
<td>RAND36 role functioning emotional</td>
<td>72.8 (38.1)</td>
</tr>
<tr>
<td>RAND36 social functioning</td>
<td>77.1 (22.8)</td>
</tr>
<tr>
<td>RAND36 body pain</td>
<td>66.0 (24.8)</td>
</tr>
<tr>
<td>RAND36 mental health</td>
<td>73.9 (15.1)</td>
</tr>
<tr>
<td>RAND36 vitality&lt;sup&gt;b&lt;/sup&gt;</td>
<td>55.2 (19.1)</td>
</tr>
<tr>
<td>RAND36 general health</td>
<td>51.3 (19.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>P≤.10, tested with ANOVA.
<sup>b</sup>P≤.05, tested with ANOVA.

Primary Outcome (Intention to Treat)

For the primary outcome, a two-level hierarchical model dealing with dependency of measurements in time within patients (but not family practices) was applied with a correction for baseline physical activity and wear time. ICC for repeated measures was .77, and ICC for participants in the same practice was .005. Directly after the intervention, participants in Group 1 who received the tool and the SSP showed 8 minutes more moderate and vigorous physical activity (≥3 METS) than participants in the SSP, and 12 minutes more PA than the care as usual group. This improvement difference was 9 minutes and 11 minutes, respectively, 3 months after the end of the intervention. No difference was observed between Group 2 (SSP) and Group 3 (care as usual). Results are shown in Table 3.

Table 3. Multilevel analyses for differences between the three groups for physical activity.

<table>
<thead>
<tr>
<th>Follow-up</th>
<th>Unadjusted mean (SD)</th>
<th>Adjusted mean difference (95% CI); P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>ICC&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tool &amp; SSP</td>
<td>SSP</td>
<td>Care as usual</td>
</tr>
<tr>
<td>PA moderate and vigorous (≥3METS)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Baseline (t0)</td>
<td>39.29 (18.1)</td>
<td>47.47 (26.5)</td>
</tr>
<tr>
<td></td>
<td>4-6 months (t1)</td>
<td>48.16 (23.8)</td>
<td>46.28 (30.8)</td>
</tr>
<tr>
<td></td>
<td>9 months (t2)</td>
<td>48.82 (23.8)</td>
<td>45.34 (31.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjusted for baseline physical activity and wear time.
<sup>b</sup>2-level random intercept (repeated measurements).
<sup>c</sup>P<.01.
Secondary Outcomes
For all secondary outcome measures, a two-level hierarchical model was applied. Table 4 shows that in general and exercise self-efficacy, no significant differences were observed. After 9 months, participants in Group 2 (SSP) did score significantly higher for the physical component of the quality of life scale than participants in Groups 1 (tool + SSP) and 3 (care as usual). At the end of the intervention (6 months), participants in both intervention groups did score significantly higher on the mental component scale compared to the care as usual group.

Table 4. Multilevel analyses for differences between the three groups for secondary outcome measures.

<table>
<thead>
<tr>
<th>Follow-up</th>
<th>Unadjusted mean (SD)</th>
<th>Adjusted mean difference (95% CI); P value(^a)</th>
<th>Tool +SSP – care as usual</th>
<th>SSP – care as usual</th>
<th>Tool +SSP- SSP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tool +SSP</td>
<td>SSP</td>
<td>Care as usual</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.2 (0.5)</td>
<td>3.2 (0.5)</td>
<td>3.1 (0.5)</td>
<td>0.03 (-0.10 to 0.16); 1.000</td>
<td>0.03 (0.10 to 0.16); 1.000</td>
</tr>
<tr>
<td></td>
<td>3.3 (0.4)</td>
<td>3.3 (0.5)</td>
<td>3.2 (0.4)</td>
<td>0.05 (-0.09 to 0.18); 1.000</td>
<td>0.02 (-0.11 to 0.15); 1.000</td>
</tr>
<tr>
<td></td>
<td>3.2 (0.5)</td>
<td>3.3 (0.5)</td>
<td>3.2 (0.4)</td>
<td>0.01 (-0.13 to 0.15); 1.000</td>
<td>0.00 (-0.13 to 0.13); 1.000</td>
</tr>
<tr>
<td></td>
<td>55.4 (17.0)</td>
<td>53.1 (21.3)</td>
<td>54.0 (19.2)</td>
<td>1.10 (-5.04 to 10.38); 1.000</td>
<td>-0.68 (-8.36 to 7.01); 1.000</td>
</tr>
<tr>
<td></td>
<td>59.7 (17.3)</td>
<td>59.7 (19.6)</td>
<td>54.5 (17.4)</td>
<td>4.86 (-3.12 to 12.83); .431</td>
<td>5.41 (-2.52 to 13.35); .304</td>
</tr>
<tr>
<td></td>
<td>52.1 (16.1)</td>
<td>60.3 (19.1)</td>
<td>56.5 (19.2)</td>
<td>-0.03 (-8.01 to 7.94); 1.000</td>
<td>3.60 (-4.33 to 11.53); .828</td>
</tr>
<tr>
<td></td>
<td>42.5 (11.1)</td>
<td>46.1 (9.8)</td>
<td>45.8 (9.4)</td>
<td>-0.31 (-2.48 to 1.86); 1.000</td>
<td>0.20 (-1.96 to 2.35); 1.000</td>
</tr>
<tr>
<td></td>
<td>45.2 (9.5)</td>
<td>46.8 (10.0)</td>
<td>47.0 (10.0)</td>
<td>-0.07 (-2.32 to 2.19); 1.000</td>
<td>-0.08 (-2.33 to 2.17); 1.000</td>
</tr>
<tr>
<td></td>
<td>44.1 (9.5)</td>
<td>48.2 (8.6)</td>
<td>45.8 (9.5)</td>
<td>0.34 (-1.96 to 2.64); 1.000</td>
<td>2.99 (0.72 to 5.26); .005(^e)</td>
</tr>
<tr>
<td></td>
<td>48.2 (10.3)</td>
<td>48.6 (11.7)</td>
<td>50.1 (9.5)</td>
<td>-0.30 (-3.27 to 2.68); 1.000</td>
<td>-0.39 (-3.34 to 2.56); 1.000</td>
</tr>
<tr>
<td></td>
<td>48.8 (10.6)</td>
<td>51.6 (11.3)</td>
<td>47.7 (9.8)</td>
<td>3.23 (0.14 to 6.32); .04(^d)</td>
<td>4.39 (1.32 to 7.47); .002(^d)</td>
</tr>
<tr>
<td></td>
<td>48.3 (11.7)</td>
<td>50.1 (10.9)</td>
<td>50.3 (8.3)</td>
<td>0.21 (-2.94 to 3.36); 1.000</td>
<td>0.23 (-2.88 to 3.34); 1.000</td>
</tr>
</tbody>
</table>

\(^a\) Linear mixed model 2-level random intercept (repeated measurements).
\(^b\) Adjusted for baseline general self-efficacy scale, computer use, and baseline physical activity moderate + vigorous.
\(^c\) Adjusted for baseline exercise self-efficacy scale.
\(^d\) Adjusted for baseline RAND physical component and baseline RAND mental component.
\(^e\) \(P < .01\).
\(^f\) \(P < .05\).

Per Protocol Analyses
The results from 174 participants (Figure 3) were analyzed for the per protocol analysis. All per protocol analysis confirmed the intention to treat analysis.

Subgroup Analyses
No differences were observed in outcomes for people with COPD or type 2 diabetes (results not presented).
Discussion

Principal Findings
The complete It's LiFe! intervention led to significant improvement of moderate to vigorous physical activity among patients with COPD or type 2 diabetes between 40 and 70 years old in primary care, compared to usual care. Right after the intervention period, the entire intervention added 12 minutes per day of moderate to vigorous physical activity compared to care as usual. Three months after the intervention period, this progress was still significant (11 minutes). This study also proved that use of the tool on top of the SSP is more effective than SSP only. The added value of the tool was an additional 8 minutes of moderate to vigorous physical activity per day. The SSP alone had no significant effect on physical activity compared to care as usual. For the secondary outcome measures, the intervention effect was not evident. It did not result in higher self-efficacy levels. Only the scores on the mental component scale of quality of life showed higher levels directly after both interventions, compared to care as usual, but this difference was not maintained after 9 months. At 9 months follow-up, participants in the SSP group scored significantly higher on the physical component of the quality of life scale compared to the other groups.

Comparison With Prior Work
From the result that the tool embedded in the SSP is effective in contrast to the SSP alone, we can conclude that the automated self-monitoring and feedback component and/or the fact that the PN could see the objective measured PA results, was the most powerful element of the combined intervention. This is in line with the conclusion of a meta-analysis, that PA intervention studies for chronically ill patients incorporating self-monitoring showed a greater effect than studies without self-monitoring [41]. In the SSP, participants only monitored their behavior during the first 2 weeks by using an activity diary. The fact that PA was measured objectively in Group 1 may also have reinforced the goal setting component. Goal setting is more effective if goals are set with a specific outcome, proximal in terms of attainment, and realistic for the individual [13]. This is easier to achieve if objective PA results are available for the patient and the PN, and goals can be adapted during the intervention period based on the obtained results. The individual effect of the tool without the guidance by the PN cannot be extracted from this research, although we do expect that guidance by the nurse is an essential element of the intervention for first raising awareness, risk communication, social support, perseverance with the intervention, and adoption and persistent use of the tool. From the pilot study, we learned that participants felt a desire to succeed due to the commitment they made with the PN and the effort she put into them [22]. Other research also showed the importance of professional advice and guidance with continued support for the improvement of physical activity levels [12].

Other studies demonstrated that a reduction in the number of contacts diminished the behavior change that had been already achieved, especially when the intervention ends [13,42,43]. In this study, 3 months after the intervention period, Group 1 was still significantly more active than the care as usual and the SSP group.

Although exercise self-efficacy is positively correlated with physical activity levels [35], no significant differences were found on this scale between the groups nor on general self-efficacy. This is in line with the findings from the It's LiFe! pilot study [22]. Surprisingly, no effects were found on the physical component of the quality of life scale directly after the intervention, but it did improve in the SSP group 3 months after the intervention. We have no explanation for this observation. Awareness that physical activity is being monitored might influence habitual behavior [44]. For the intervention, this was a desirable effect of the It’s LiFe! tool. However, it was an undesired effect of the use of the Pam. In this view, the proven effectiveness of the total intervention on the primary outcome—moderate to vigorous physical activity—is even more distinct considering the fact that those participating in research often show social desirable behavior while wearing an accelerometer for a short period of time [45]. Participants in Group 1, however, became used to being observed with an accelerometer for 4-6 months, which could have led to less socially desirable behaviors during the research measurement periods, compared to the other groups.

Strengths and Limitations
To the best of our knowledge, this is the first randomized controlled trial that tests the added value of a monitoring and feedback tool in addition to counseling by the PN. An important strength of this study is the objective measurement of the primary outcome measure—physical activity—by an activity monitor instead of a subjective questionnaire. Other strengths are randomization at the practice level to minimize contamination, delay of randomization until after inclusion of the participants, the minimization of Hawthorne effects by avoiding contact between the researchers and participants, and simultaneous with the effect study, a process evaluation was conducted. The latter revealed that despite technical difficulties, the intervention was carried out as intended by the PNs. Another strength of this study is the pragmatic approach. Since the interventions were adapted and embedded in care as usual, it is more likely that the effects will be sustained in the daily primary care setting [46].

Limitations of this study were that the mean baseline physical activity was above the recommended level of 30 minutes of moderate to vigorous activity a day, only 10% of the approached family practices agreed to participate in the study, and only 37% of the approached patients agreed to participate in the intervention. These factors may have induced a selection bias, which makes the results less generalizable. However, a common reason for family practices to refuse participation was the time investment for the practice nurse. Part of the time investment was for research purposes, which will be eliminated if embedded in daily practice. The low reach among patients may be explained by the fact that in this study patients with low physical activity levels who were not aware of the problem of their inactivity (according to the transtheoretical model of behavior change [47], the precontemplation phase of change) were not included, because the decision to participate had to be
made before the consultation with the PN to create awareness could have taken place. In daily practice, the PN starts with raising awareness in regular consultations, which may result in a shift to the contemplation or preparation phase of change, and after this, patients will be asked if they are willing to work on their lifestyle with the help of the It’s LiFe! intervention. Another limitation of this study was that cycling, swimming, strength training, and all upper body movements were not taken into account in the primary outcome measure because these could not be captured with the Pam. Furthermore, the follow-up was relatively short—3 months after the intervention period. Ideally, a 12-month follow-up is recommended [48]. Due to time constraints, this was not possible. Clinical outcomes were not measured to avoid the Hawthorne effect in the care as usual group.

Implications for Practice and Future Research

Results of this study revealed the powerful addition of continuous support by the use of a monitoring and feedback tool in addition to behavior change counseling. Because of this added value, it seems worthwhile to implement the intervention on a larger scale. However, cost-effectiveness should be investigated. To encourage general practices to adopt this intervention, health insurance companies should stimulate self-management support regarding physical activity with financial reimbursements for general practices. The fact that the availability and use of smartphones and wearables to measure physical activity is growing [49] is promising for the adoption of the intervention. In daily practice, the intervention can be easily tailored to the individual needs of the patient—for example, more time for raising awareness or referral to an exercise program with a physiotherapist if exercise self-efficacy or capacity is considered too low. In addition, the intervention can be more extensive or recurrent in care as usual with more emphasis on habit formation, instead of a determined period of 4-6 months. The application of this intervention to other target groups should be investigated just as the execution by other care providers as physiotherapists and dieticians.

Conclusions

The monitoring and feedback tool, if embedded into a counseling protocol, was an effective instrument to improve physical activity of patients with COPD or type 2 diabetes between 40 and 70 years old. This improvement was sustained for 3 months. Counseling without the tool was not effective. The use of technology added to counseling is promising for physical activity behavior change. Future research about the cost-effectiveness and application under more tailored conditions and in other target groups is recommended.
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Abstract

Background: Adolescent mental health is characterized by relatively high rates of psychiatric disorders and low levels of help-seeking behaviors. Existing mental health programs aimed at addressing these issues in adolescents have repeated inconsistent results. Such programs have generally been based on techniques derived from cognitive behavioral therapy, which may not be ideally suited to early intervention among adolescent samples. Positive psychology, which seeks to improve well-being rather than alleviate psychological symptoms, offers an alternative approach. A previous community study of adolescents found that informal engagement in an online positive psychology program for up to 6 weeks yielded significant improvements in both well-being and depression symptoms. However, this approach had not been trialed among adolescents in a structured format and within a school setting.

Objective: This study examines the feasibility of an online school-based positive psychology program delivered in a structured format over a 6-week period utilizing a workbook to guide students through website content and interactive exercises.

Methods: Students from four high schools were randomly allocated by classroom to either the positive psychology condition, "Bite Back", or the control condition. The Bite Back condition consisted of positive psychology exercises and information, while the control condition used a series of non-psychology entertainment websites. Both interventions were delivered online for 6 hours over a period of 4-6 weeks during class time. Symptom measures and measures of well-being/flourishing and life satisfaction were administered at baseline and post intervention.

Results: Data were analyzed using multilevel linear modeling. Both conditions demonstrated reductions in depression, stress, and total symptom scores without any significant differences between the two conditions. Both the Bite Back and control conditions also demonstrated significant improvements in life satisfaction scores post intervention. However, only the control condition demonstrated significant increases in flourishing scores post intervention.

Conclusions: Results suggest that a structured online positive psychology program administered within the school curriculum was not effective when compared to the control condition. The limitations of online program delivery in school settings including logistic considerations are also relevant to the contradictory findings of this study.


(J Med Internet Res 2015;17(7):e187) doi:10.2196/jmir.4329
Introduction

Epidemiological data indicate that 1 in 4 young people in Australia between the ages of 16-24 years have experienced at least one mental disorder in the preceding year and that young people have the highest rates of mental disorders compared to any other age group [1]. It has been estimated that of those aged 16-24 years experiencing mental health issues, 77% did not access any medical or professional services in the preceding 12 months and that they account for almost 30% of the total mental health burden in Australia [2,3]. This is further aggravated by their relative lack of skills in dealing with life stresses and emotional distress compared to adults [4].

A number of early intervention programs have been developed to address skills deficits and to build resilience in young people. Most of these programs have used cognitive behavioral therapy techniques with varying degrees of success [5]. This suggests that researchers need to look further afield for effective prevention approaches to youth mental health such as the building of skills and strategies to enhance personal strengths [6].

In this regard, positive psychology—the scientific study of happiness, well-being, and flourishing—may offer an alternative to conventional prevention programs for youth. Positive psychology can be conceptualized as a range of behavioral, cognitive, and emotional domains that are important for improving well-being. These include developing healthy social relationships, becoming more optimistic, finding “meaning”, and practicing mindfulness. Evaluations of non-school-based programs have reported on the benefits of engaging in positive psychology exercises. For example, interventions that increase hope have been shown to predict lower illicit substance use; lower levels of depression, anxiety, and hostility; fewer behavioral problems; and higher academic performance in adolescents [7,8].

Manicavasagar et al conducted a feasibility study of a community-based online positive psychological program, “Bite Back”, for adolescents aged 12-18 years [9,10]. Bite Back consists of information and interactive activities relating to nine domains: gratitude, optimism, flow, meaning, hope, mindfulness, character strengths, healthy lifestyle, and positive relationships. Participants in both the Bite Back condition and a control condition were encouraged to regularly use their respective websites over a 6-week period. Symptom measures of depression, anxiety, and stress were compared within and between conditions and at baseline and post intervention. At the start of the intervention, participants reported low levels of psychopathology, as was expected in a non-clinical sample. Results demonstrated significant decreases in symptom scores and increased scores on well-being post intervention for the Bite Back relative to the control condition. It was reported that when participants with high levels of engagement were examined in isolation, the findings were even stronger suggesting that increased usage was related to greater benefits. Furthermore, qualitative analyses indicated that Bite Back was well received by participants allocated to this condition. It is notable that participants using this online positive psychology program could freely engage with the material at their own pace and in their own time. However, the open-access online format of this program meant that the researchers were unable to examine how participants navigated the website and whether they were exposed to the full range of material and information about positive psychology.

A literature search did not uncover any previously evaluated computer-based school-delivered positive psychology interventions. However, group-format school-based positive psychology interventions, such as the Positive Psychology Program and Wellness-Promotion Intervention, consist of lesson-based modules pertaining to specific topics and skills delivered over the intervention period [11-16]. It was therefore deemed timely to evaluate Bite Back in a structured lesson-based format that was appropriate for delivery within a school environment. This study explores the feasibility of implementing a structured workbook-guided version of Bite Back in senior schools as part of the schools’ curriculum. It was expected that the benefits found in our previous study would be extended to this student population, specifically, that participants would improve on measures of well-being and report decreased symptoms scores following the intervention compared to a control condition.

Methods

Participants

Four Australian high schools agreed to participate in the study: two Anglican girls’ schools (referred to as “Girls School A” and “Girls School B”), a Catholic boys’ school (referred to as “Boys School”), and a Jewish co-educational school (referred to as “Co-ed School”). The level of religiosity of students within these schools was not formally assessed although they are considered by reputation to be approximately equally based on conversations with staff in the educational system. Students were in Grades 7 through 12, which in the Australian educational system are the final 6 years before being eligible to go to university. These four schools were among the highest in terms of socioeconomic status compared to other schools in Australia. Students were included in the study only if they completed the relevant consent forms. This study was approved by the University of NSW Human Research Ethics Advisory Committee (Ethics Approval number 2011-7-35). See Multimedia Appendix 1 for the CONSORT-EHEALTH checklist [17].

Interventions

The Positive Psychology Condition (Bite Back)

Bite Back was developed by the Black Dog Institute to improve the well-being and happiness of young Australians aged 12-18 years. Key objectives of this program are to encourage young people to work to their full potential, become more fully engaged
in all aspects of their lives, and ultimately, to build resilience. The program consists of a range of interactive activities including making gratitude entries, mindfulness meditations, describing personal stories, and a mindfulness exercise involving taking photos. Figure 1 provides screenshots of the website to illustrate key components. Online interactive exercises are designed to encourage generalization of online activities to the “real world”, so that young people benefit from implementing the central tenets of positive psychology into their daily lives. Also included on the site is information about nine positive psychology domains and ways to engage with them outside of the website: Gratitude, Optimism, Flow, Meaning, Hope, Mindfulness, Character Strengths, Healthy Lifestyle, and Positive Relationships. The nine domains were based on research that suggested they were important in improving well-being [18]. Users are able to comment on activities (such as submitted photos or stories by other users) with their anonymous profile thereby enabling participation without fear of stigma or judgment. The website is pre-moderated by website staff to ensure that antisocial or concerning behavior is addressed prior to possible posting on the website. In the rare cases that a posting is either concerning from a mental health perspective or abusive, a senior clinical psychologist advised on how to handle it (eg, send an email suggesting they seek external assistance). Confidentiality of users was ensured by requiring new users to sign up using a pseudonym—no real names are permitted. Users can also choose to post content in private, where they are the only ones who can view it, or they can post it publicly. To ensure security of content and users, Bite Back uses password-protected accounts, encrypted password storage, encrypted login details, and secure external servers. For the purposes of the study, a workbook was developed to guide students through the positive psychology exercises on the website and to pose reflective questions about positive psychology. This ensured that participants had sufficient material to use during the course of the program and encouraged users to engage with several domains within the website. Participants were required to record all comments and answers to questions in their workbooks.

The Control Condition

Participants assigned to the control condition used a workbook that was structured in a similar format to that of the Bite Back workbook but with questions and links to non-psychology websites: Australian Broadcasting Corporation, Australian Youth Climate Coalition, the Natural Resource Defense Council, World Wildlife Fund, Wikipedia, Internet Movie Database, and World Youth News. Questions such as “Do you read online news websites in your own time? If yes, which ones?”, “Do you think the news makes a difference to how you live in your daily life? Why?”, and “Write a summary of what the article was about” were designed to encourage users to engage with these websites and record their comments and answers to questions in their workbooks.
Figure 1. Screenshots from the Bite Back website.

Procedure

Between January and March 2012, 20 schools were invited to participate in this study, of which four agreed. The 20 schools were chosen based on two criteria: physical proximity to the research institute and being non-governmental. The proximity factor was to facilitate the practical running of the study given that trips to the school were necessary and the non-governmental requirement because access to these schools is less onerous and more timely than governmental institutions, which require
permission from the state school department that takes over 6 months to obtain. Prior to start of the study, the lead author met with senior school staff and welfare officers to convey the requirements of the study and to instruct teachers in the study methodology. Parental and student self-consent were obtained for all participants under the age of 16 years, and student self-consent only was obtained for participants aged 16 years and over. The grade level designated to participate in the study was chosen by the school, and no exclusion criteria were applied.

Teachers were instructed to explain to students that they were participating in a study designed to examine the way that websites affect how young people view the world. Teachers were also requested to provide a 5-minute discussion on this topic prior to the beginning of the study and were asked not to mention that the study included a positive psychology intervention. Teachers were responsible for handing out workbooks, providing students with access to relevant websites, and managing students’ behavior during class time. Teachers were unaware of which classes had been allocated to the intervention or control conditions. Students had no face-to-face contact with any of the researchers prior to, during, or following the study.

Students were randomized by blocks (classes) using an Excel random number generator to allocate them to either the Bite Back or control conditions by an independent researcher not associated with the data collection. Equivalent numbers of students were allocated to each condition across each grade level and for each school (eg, Grade 9 at the Boys School). In cases where there were uneven numbers of blocks, students were assigned to the Bite Back condition. Students completed an online battery of self-report questionnaires twice during class time: pre-intervention and post-intervention.

All schools were instructed to use the workbook over a 6-week period. However, two schools (the Boys School and the Co-ed School) completed the workbook over a 4-week period due to class-time constraints. Teachers were told that a total of 6 hours of face-to-face time was required from students over a period of 4-6 weeks. After each session, students in both the control and Bite Back conditions were asked to email completed sections of their workbooks to the researchers. This strategy was employed to encourage engagement and increase compliance. It also served as an indicator of student adherence to the research tasks. Students were advised that their teachers did not have access to their workbooks and completed questionnaires.

**Measures**

The Depression, Anxiety, and Stress Scale—Short form (DASS-21) consists of three symptom-based subscales [19]. Each subscale has 7 items that participants respond to on a 4-point Likert scale (0=“not at all” to 3=“most of the time”). Summed scores for each scale range from 0-42 following conversion of scores to match the DASS-42; more severe symptoms are indicated by higher scores. The DASS has also been demonstrated to correlate closely with the Diagnostic and Statistical Manual of Mental Disorders’ anxiety and depressive diagnoses [20]. Although the DASS-21 has been previously used on adolescent samples [21-23], we modified some of the wording to improve comprehension (eg, “I felt down-hearted and blue” was changed to “I felt down”). These changes were approved by the DASS-21 authors and the original meaning of the items remained unchanged. Cronbach alpha was calculated for the sample, which indicated that it was .91 for the depression scale, .79 for anxiety, .81 for stress, and .92 for the total score. The DASS-21 total score was analyzed in addition to subscale scores because of evidence that adolescent psychometrics may not support a three-factor model but rather a single factor [21,23].

Student Life Satisfaction Scale (SLSS) comprises 5 items from the original 7-item SLSS, which are rated on a 7-point Likert scale (1=“strongly disagree” to 7=“strongly agree”) that measures quality of life (eg, “I have what I want in life”, “My life is going well”) [24]. Higher scores indicate a higher subjective satisfaction with life. Cronbach alpha in the current sample was .90.

The Short Warwick-Edinburgh Mental Well-Being Scale (SWEMWBS) is a 7-item measure that assesses positive mental health (well-being) over the past 2 weeks rated on a 5-point scale (1=“none of the time” to 5=“all of the time”) [25]. Psychometric data of the measure on the original WEMWBS for adolescents indicated satisfactory to high internal consistency (r=.87), and the short version has acceptable test-retest reliability (r=.66, 95% CI 0.59-0.72) [25,26]. In our sample, Cronbach alpha was .82.

**Statistical Analysis**

Data were analyzed using SPSS version 22 [27]. Independent samples t tests were used to examine group differences at baseline. Multilevel linear modeling was used to examine the effectiveness of the intervention in reducing depression, anxiety and stress, and increasing life satisfaction and well-being. This type of model represents an intention-to-treat analysis under the missing-at-random assumption. Specifically, the effect of time (posttest vs pretest) was estimated using a repeated-measures mixed-effects model, which also accounted for clustering of students within schools using a random intercept for each school. An unstructured variance-covariance structure was assumed for both the repeated effect of time and the random effect of school. Degrees of freedom were estimated using Satterthwaite’s correction [28].

**Results**

**Flow of Participants and Participant Characteristics**

Figure 2 demonstrates the flow of participants during the course of the study. Four schools provided a total of 572 students across grades 7-12, who were randomly allocated through classroom blocks to either the control or Bite Back conditions. Of those allocated, 338 students completed a battery of online questionnaires at baseline and were considered to be enrolled in the study. From the 234 students who did not complete the baseline questionnaire, 110 encountered technical difficulties that prevented them from being able to access the questionnaire successfully. The other 124 either chose not to fill out the questionnaire or were absent. Of the four schools that were
enrolled, one withdrew from the study (Girls School B) and one ceased to participate because the teacher involved in its implementation went on extended leave (Co-ed School). Baseline characteristics of participants are presented in Table 1.

A series of independent samples t tests examined baseline differences on questionnaire scores between the two conditions (control versus Bite Back groups across the entire sample). No significant differences were observed between the groups for the depression subscale, \( P=.40 \); the anxiety subscale, \( P=.60 \); the stress subscale, \( P=.11 \); the DASS-total score, \( P=.25 \); or the SLSS, \( P=.15 \). A significant difference was observed on the SWEMWBS (\( t_{332}=-4.1, P<.001 \)) indicating that the Bite Back group began the study with higher levels of well-being (mean 18.2) than the control group (mean 16.7). The size of the difference was moderate using the guidelines proposed by Cohen [29] (eta squared=0.05).

### Table 1. Baseline characteristics of participants in the school study.

<table>
<thead>
<tr>
<th></th>
<th>Girls A</th>
<th>Boys</th>
<th>Girls B</th>
<th>Co-ed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bite Back (n=94)</td>
<td>Control (n=90)</td>
<td>Bite Back (n=72)</td>
<td>Control (n=54)</td>
</tr>
<tr>
<td>Grades</td>
<td>7 and 10</td>
<td>9</td>
<td>10 and 11</td>
<td>7</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>184 (100)</td>
<td>0 (0)</td>
<td>13 (100)</td>
<td>3 (23)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>13.8 (1.6)</td>
<td>14.6 (0.4)</td>
<td>15.6 (0.8)</td>
<td>12.6 (0.3)</td>
</tr>
<tr>
<td>Baseline scores, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DASS depression</td>
<td>9.2 (10.4)</td>
<td>10.2 (9.6)</td>
<td>6.8 (7.1)</td>
<td>10.0 (9.0)</td>
</tr>
<tr>
<td>DASS anxiety</td>
<td>7.7 (6.9)</td>
<td>7.6 (5.8)</td>
<td>5.0 (5.6)</td>
<td>6.3 (5.8)</td>
</tr>
<tr>
<td>DASS stress</td>
<td>13.1 (8.6)</td>
<td>13.4 (6.1)</td>
<td>7.8 (5.9)</td>
<td>10.7 (8.0)</td>
</tr>
<tr>
<td>DASS total</td>
<td>30.2 (22.4)</td>
<td>31.1 (18.0)</td>
<td>19.7 (15.9)</td>
<td>25.0 (18.5)</td>
</tr>
<tr>
<td>Satisfaction (SLSS)</td>
<td>22.4 (6.4)</td>
<td>21.6 (6.2)</td>
<td>23.6 (4.8)</td>
<td>22.3 (6.0)</td>
</tr>
<tr>
<td>Flourishing (SWEMWBS)</td>
<td>17.4 (3.6)</td>
<td>16.0 (3.4)</td>
<td>19.1 (2.9)</td>
<td>17.7 (3.2)</td>
</tr>
</tbody>
</table>
Comparing Dropouts to Completers

Participants who dropped out were compared to completers on a series of independent-groups t-tests. No significant differences were observed on the scales of depression ($P = .19$), anxiety ($P = .66$), stress ($P = .85$), DASS-total ($P = .59$), or the SWEMWBS ($P = .05$). A small difference (eta squared=0.01) was observed on the SLSS ($t_{321}=-2.0$, $P = .04$), with dropouts reporting significantly less satisfaction (mean 21.8) than completers (mean 23.1).

The two schools that dropped out of the study provided reasons for ceasing to participate. The Anglican school B reported that the "overwhelming feedback from students had been negative" with the students finding both the control and Bite Back conditions “boring”. Students reported to their teachers that they did not seem to understand why they were doing this work, and more specifically, what benefits they would derive from their participation. They also reported that they found using the workbooks tedious and laborious. The Co-ed School ceased to participate in the study because the person in charge of implementing the study left 2 weeks after the study commenced and the other teachers did not continue with the research protocol.

Adherence

Adherence was defined as the frequency with which students returned their completed workbook sections (ranging from 0-6): of 336 participants, 27 (8.0%) did not return any of their...
workbook sections, 52 participants (15.5%) returned 1-2 workbooks, 70 participants (20.8%) returned 3-4 workbooks, and 187 (55.6%) returned 5-6 workbooks.

Due to differences observed in the previous community Bite Back study on levels of engagement with the program, the current data were examined to determine if level of engagement affected outcomes. The sample was dichotomized according to the number of workbook sections completed. Participants who completed either 5 or 6 sections were considered “highly engaged”, while those who returned up to 4 completed sections of the workbook were categorized as “low engaged”. To ensure that this analysis was not affected by differential baseline scores, *t* tests were used to examine baseline differences on questionnaire scores between participants in the high versus low engagement groups. No significant differences between the groups were found.

**Universal Effects**

**Overview**

To examine the effects of Bite Back on student well-being, an intent-to-treat analysis was completed using multilevel model analysis. Analyses of the universal effects were repeated with only the participants in the high engagement group.

**Depression**

Results indicated a non-significant interaction between time and condition for DASS-Depression scores: *F*(1,119.9)=4.2, *P*=.52. The effect of time alone was significant, *F*(1,309.1)=8.10, *P*=.005, indicating a significant reduction of depression from baseline (mean 8.57) to post intervention (mean 6.93) for both conditions but no significant differences between the groups. Given that the baseline levels of psychopathology were low, the impact of the website on those reporting high levels of symptoms at the start of the program was also examined. The analysis was repeated among participants in the mild to extremely high categories of DASS depression baseline scores (*n=226*). No significant differences between the control and the Bite Back conditions were found. To examine if the level of engagement modified the results, the analysis was repeated to compare participants with low versus high engagement with the workbook sections. No significant differences were found between the groups.

**Anxiety**

There was no significant effect for DASS-Anxiety on the interaction of condition and time. The main effect for time was not significant. No significant interaction between condition and time was found among those with high baseline psychopathology scores, nor the highly engaged group.

**Stress**

The interaction between time and condition for DASS-Stress scores was not significant. However, the main effect for time was significant, *F*(1,188.4)=6.19, *P*=.01, suggesting a reduction in stress scores from baseline (mean 10.37) to post intervention (mean 10.37) for the entire sample. No significant time by condition interactions were observed among participants with high baseline scores. When the highly engaged participants were analyzed, a significant interaction of time and condition was observed: *F*(1,127.9)=5.56, *P*=.02. The highly engaged participants in the control group reported a reduction in stress from baseline (mean 12.44) to post intervention (mean 10.01), while the Bite Back participants reported a small increase from baseline (mean 9.49) to post intervention (mean 10.05).

**DASS-Total**

When total DASS scores were examined, the interaction between time and condition was not significant. However, there was a significant effect of time across both groups, *F*(1,184.57)=6.67, *P*=.01, with reductions in total DASS scores from baseline (mean 26.69) to post intervention (mean 23.65) for both conditions. When participants with high baseline scores were analyzed alone, this interaction was not significant: *F*(1,57.75)=.29, *P*=.60. For participants who were highly engaged, the interaction of condition and time was not significant: *F*(1,126.47)=3.11, *P*=.08.

**Life Satisfaction**

The interaction of time and condition for the SLSS was not significant. However, the main effect of time was significant, *F*(1,247.0)=17.35, *P*<.001, with participants reporting a reduction of life satisfaction from baseline (mean 22.56) to post intervention (mean 21.58). When highly engaged participants were analyzed, the time by condition interaction was significant: *F*(1,153.22)=6.57, *P*<.01. Highly engaged control participants reported little change in life satisfaction (mean 21.9 at baseline compared to mean 22.09 at post intervention), while the Bite Back participants reported a larger reduction from baseline (mean 23.99) to post intervention (mean 21.90).

**Flourishing**

The interaction between time and condition on the SWEMWBS was significant: *F*(1,202.9)=5.88, *P*=.02. Baseline scores of participants in the control condition (mean 16.68) increased at post intervention (mean 18.19), while the Bite Back group reported little change (mean 18.18 at baseline increasing to mean 18.37 at post intervention). A significant difference in the interaction of time and condition was also observed when the group with high engagement was analyzed separately: *F*(1,150.4)=4.15, *P*=.04.

**Discussion**

**Principal Findings**

The aim of the current study was to evaluate the feasibility and effectiveness of the Bite Back program when delivered to adolescents in a classroom environment. Results indicated that Bite Back did not lead to any significant improvement in mental health outcomes compared to the control condition. For the flourishing scale, there was a significant difference between the control group and Bite Back across the two time points, favoring control. However, the control condition started the intervention with lower scores and returned to the same level as the Bite Back condition post intervention, so it is difficult to establish if this was a case of regression to the mean or if there was a more positive impact of the control condition compared to Bite Back. The principle conclusion that can be drawn from these
results is that there was no significant benefit of participating in the Bite Back condition compared to the control condition. Previous findings from this team in a community sample of young people suggests that when Bite Back is delivered in an unstructured format and with freedom to choose engagement frequency, it led to reductions in mental health symptoms and improvements in well-being compared to the control condition [9,10]. The sample’s age was comparable to our study sample as well as the baseline levels of psychopathology and well-being. However, our findings indicate that when the same program is delivered in a structured method and participants are obliged to use the website at a prescribed frequency, there is no benefit from the Bite Back. A plausible explanation for the current findings is that it is the conversion of Bite Back into a structured school program that explains the observed results.

There are several aspects of the conversion that may have contributed to this. In the current study, participants were required to use Bite Back several times each week. Some students may have resented the pressure to interact with the program on a regular basis. Previous research has found that the benefits of acts of kindness and expressing gratitude disappeared when participants were asked to complete them more than once per week [30]. The authors of this study suggested that dose may be important when the participants were not free to choose the specific activity [31]. Other research has found that in an online positive psychology intervention completing 2-4 exercises improved well-being but attempting to complete up to 6 exercises negated all benefits [32]. These authors concluded that participants should not be overwhelmed with activities. Our findings suggest that in addition to these factors, being forced to engage in positive psychology may also remove its beneficial effects.

It has been previously found that individual factors such as motivation and effortful engagement are important in order to obtain benefits from positive psychology [33-35]. Level of engagement and choice of activity in the community study were up to participants, whereas in the current study, students were required to complete the exercises as part of their curricular activities at school. The greater level of motivation that can be expected when participants are completely free to choose their level of engagement in the program may have played a role in our findings.

Finally, the differential usage of specific aspects of Bite Back may have affected these findings. While the Bite Back program involves several activities relating to numerous positive psychology domains, there have been mixed findings in relation to the effectiveness of domain-specific well-being programs. Mindfulness, for example, has a wealth of research supporting its effectiveness as an intervention strategy when used in isolation [36,37]. However, the domain of optimism when used in isolation has significantly fewer supporting studies to date. Participants in the community study with free access to Bite Back content may have engaged to a greater extent with more "active ingredients", such as mindfulness or with activities that piqued their interest, while participants in this study were required to engage with each positive psychology domain regardless of their interest. This may have dampened the treatment effects for the current study.

Our study highlights that the method of delivery of youth mental health programs may be equally important as content. Future research would also be warranted to clarify which delivery-specific factors may have been implicated in our study. While a number of such factors were considered in relation to these findings, only future research could determine whether these were indeed implicated and to what extent. It is possible that there were other delivery-specific factors not considered by us. Such research would benefit other school programs, which could then be tailored to accommodate these influences and also help transition programs from open-access to becoming more structured and school-based. In addition, while it appears plausible that delivery-specific factors account for our findings, it cannot be excluded that this study is a true reflection of the efficacy of Bite Back. Future trials to clarify this question would also be beneficial.

Limitations
The findings of this study should be interpreted in light of its limitations. The sample used in this study was a relatively heterogeneous sample with participants coming from schools that were both co-ed and single gender and that reflected different religious denominations and philosophies. There were relatively few checks on how the program was presented across the various schools and classrooms. This could be both a strength and limitation of the study, as it more closely replicated real-life applications of positive psychology in the school environment.

The sample size was relatively small, although this is usual in feasibility type research as it provides data for further large-scale studies. The study was also limited by a lack of long-term follow-up data, although it is common for the strongest reduction in symptoms to be observed post intervention and so it is likely that significant differences would not have appeared at a later time point.

Conclusion
The application of the online positive psychology program, Bite Back, into a structured classroom intervention did not demonstrate significant benefits when compared to a control intervention. This may not be a true reflection of the efficacy of the program but rather a problem in the application of Bite Back to the school environment.
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Abstract

Background: Cardiac telerehabilitation has been introduced as an adjunct or alternative to conventional center-based cardiac rehabilitation to increase its long-term effectiveness. However, before large-scale implementation and reimbursement in current health care systems is possible, well-designed studies on the effectiveness of this new additional treatment strategy are needed.

Objective: The aim of this trial was to assess the medium-term effectiveness of an Internet-based, comprehensive, and patient-tailored telerehabilitation program with short message service (SMS) texting support for cardiac patients.

Methods: This multicenter randomized controlled trial consisted of 140 cardiac rehabilitation patients randomized (1:1) to a 24-week telerehabilitation program in combination with conventional cardiac rehabilitation (intervention group; n=70) or to conventional cardiac rehabilitation alone (control group; n=70). In the telerehabilitation program, initiated 6 weeks after the start of ambulatory rehabilitation, patients were stimulated to increase physical activity levels. Based on registered activity data, they received semiautomatic telecoaching via email and SMS text message encouraging them to gradually achieve predefined exercise training goals. Patient-specific dietary and/or smoking cessation advice was also provided as part of the telecoaching. The primary endpoint was peak aerobic capacity (VO2 peak). Secondary endpoints included accelerometer-recorded daily step counts, self-assessed physical activities by International Physical Activity Questionnaire (IPAQ), and health-related quality of life (HRQL) assessed by the HeartQol questionnaire at baseline and at 6 and 24 weeks.
Results: Mean VO$_2$ peak increased significantly in intervention group patients (n=69) from baseline (mean 22.46, SD 0.78 mL/[min*kg]) to 24 weeks (mean 24.46, SD 0.78 mL/[min*kg], $P<.01$) versus control group patients (n=70), who did not change significantly (baseline: mean 22.72, SD 0.74 mL/[min*kg]; 24 weeks: mean 22.15, SD 0.77 mL/[min*kg], $P=.09$). Between-group analysis of aerobic capacity confirmed a significant difference between the intervention group and control group in favor of the intervention group ($P<.001$). At 24 weeks, self-reported physical activity improved more in the intervention group compared to the control group ($P=.01$) as did the global HRQL score ($P=.01$).

Conclusions: This study showed that an additional 6-month patient-specific, comprehensive telerehabilitation program can lead to a bigger improvement in both physical fitness (VO$_2$ peak) and associated HRQL compared to center-based cardiac rehabilitation alone. These results are supportive in view of possible future implementation in standard cardiac care.

(J Med Internet Res 2015;17(7):e185) doi:10.2196/jmir.4799
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Introduction

Cardiovascular disease (CVD) causes more than 4 million deaths in Europe and approximately 2 million deaths in the European Union each year, attributing to 47% and 40% of all deaths, respectively [1]. After an acute cardiovascular event, the European Society of Cardiology (ESC) guidelines recommend cardiac rehabilitation to prevent recurrent disease for both coronary artery disease (CAD) [2] and chronic heart failure (CHF) [3] patients (Class IB). However, the long-term benefits of conventional center-based cardiac rehabilitation are often disappointing because of lack of adherence to prescribed lifestyle behavior [4]. Therefore, it is important to examine and introduce adjunct intervention strategies to stimulate adherence to a healthy lifestyle.

During the past years, cardiac telerehabilitation was introduced as an adjunct or alternative to conventional cardiac rehabilitation to increase uptake rates, enable more prolonged care, and improve long-term success. Two recent systematic reviews concluded telerehabilitation to be noninferior and/or superior when compared to standard cardiac rehabilitation [5,6]. However, the European Heart Network emphasizes the need for more studies to be carried out on eHealth interventions to ensure its effectiveness and cost-effectiveness before large-scale implementation in current health care systems [7].

The aim of this multicenter, prospective randomized controlled trial was to assess medium-term effectiveness of a patient-specific, comprehensive cardiac telerehabilitation program in addition to standard ambulatory cardiac rehabilitation. Contrary to most prior clinical trials on cardiac telerehabilitation, it included both telemonitoring and telecoaching strategies and focused on multiple cardiac rehabilitation core components (physical activity, nutritional counseling, and smoking cessation) [5]. It was hypothesized that the addition of cardiac telerehabilitation to standard cardiac rehabilitation leads to significant greater increments in physical activity level and physical fitness. This paper reports on the main study results.

Methods

Patient Recruitment

Telerehab III (ISRCTN29243064) was a multicenter, prospective randomized controlled clinical trial run at Jessa Hospital (Hasselt) (n=103), Ziekenhuis-Oost Limburg (Genk) (n=27), and St Franciscur Hospital (Heusden-Zolder) (n=10) in Belgium between February 2013 and 2015. Patients were recruited/enrolled over a timeframe of 19 months (from February 2013 to August 2014). A detailed description of the study protocol has been published previously [8].

Patients were eligible for participation in Telerehab III when they entered cardiac rehabilitation for (1) CAD and treated conservatively with a percutaneous coronary intervention or with coronary artery bypass grafting, (2) CHF with reduced ejection fraction (EF; New York Heart Association [NYHA] classes I, II, and III), or (3) CHF with preserved EF (NYHA I, II, and III as defined in the ESC guidelines). Patients were required to have a computer at home with Internet access (they had to be computer and Internet literate). The main exclusion criteria were (1) CHF NYHA class IV, (2) symptomatic and/or exercise-induced cardiac arrhythmia within the previous 6 months, (3) physical disability related to musculoskeletal or neurological problems, and (4) severe cognitive impairment. All patients provided offline informed consent after the nature and possible consequences of the study were explained before study enrollment (see Multimedia Appendix 1 for the informed consent). Patients were recruited offline at the hospitals’ rehabilitation centers by face-to-face information sessions. They were randomly assigned (1:1) to Internet-based telerehabilitation in addition to center-based rehabilitation (intervention group) or center-based rehabilitation alone (control group). A central computerized randomization system, using block randomization, ascertained equal distribution of patients in the different recruiting hospitals for both treatment arms.

The study was conducted in accordance with the principles stated in the Declaration of Helsinki (reviewed version of 2008), local and national regulations. The study protocol was approved by Jessa Ethics Committee (reference number: B243201216043). The trial is reported in accordance with CONSORT-EHEALTH (see Multimedia Appendix 2 for the completed CONSORT-EHEALTH form V1.6).
Study Intervention

Center-Based Cardiac Rehabilitation Program

Both groups participated in a 12-week conventional center-based cardiac rehabilitation program, including 45 multidisciplinary rehabilitation sessions with at least 2 exercise training sessions per week [9]. Patients were instructed to exercise for 45 to 60 minutes per session at a target heart rate and/or workload corresponding to an intensity between their first ventilatory threshold (VT1, as detected by V-slope method) and respiratory compensation point (RCP, as detected by carbon dioxide equivalent [VE/VCO2] slope method). Endurance training consisted of walking/running and/or cycling and arm cranking. They also had at least one consultation with the dietitian and the psychologist of the rehabilitation center. The dietitian provided the patients with general guidelines on healthy diet, the psychologist aimed to improve the patient’s self-efficacy to change prior unhealthy lifestyle behavior to a more healthy lifestyle behavior. He also assessed the patients’ potential mood disorders (eg, depression, anxiety) related to their cardiac event.

Telerehabilitation Program

Intervention group patients received a 24-week, Internet-based, comprehensive telerehabilitation program in addition to the conventional center-based cardiac rehabilitation. The telerehabilitation program started at week 6 of the 12-week center-based cardiac rehabilitation allowing the intervention group patients to become familiarized with the telerehabilitation’s motion sensor (Yorbody accelerometer, Belgium) and associated password-protected webservice during the 6-week overlap period. The program focused on multiple cardiac rehabilitation core components and used both physical activity telemonitoring and dietary/smoking cessation/physical activity telecoaching strategies. For the telemonitoring part, intervention group patients were prescribed patient-specific exercise training protocols based on achieved peak aerobic capacity (VO2 peak) during initial maximal cardiopulmonary exercise testing and calculated body mass index (BMI) [8]. Intervention group patients were instructed to continuously wear the accelerometer and to regularly transmit their registered activity data to the telerehabilitation center’s local server. They were instructed to transmit their physical activity data at least once weekly, but preferably daily. Data were transmitted to the telerehabilitation center’s local server in a few minutes after starting transmission. These data enabled a semiautomatic telecoaching system to provide the patients with feedback via email and short message service (SMS) text messaging (once weekly), encouraging them to gradually achieve predefined exercise training goals (see Multimedia Appendix 3 for a screenshot of the website with an example SMS text message sent to the patient). In addition, patients received emails and/or SMS text messages (once weekly) with tailored dietary and smoking cessation recommendations. The dietary telecoaching program included a module for diabetes mellitus, arterial hypertension, obesity, and a healthy module. Cardiovascular risk factor profiling at entry of study determined which module(s) were prescribed for each patient. The smoking cessation telecoaching program included information on major risks associated with smoking, the health benefits of smoking cessation, and nicotine replacement therapy. It provided smokers with encouraging messages toward smoking cessation.

The content of the feedback messages differed from the content of the center-based cardiac rehabilitation program in that it changed over time based on how well the patient changed his prior lifestyle behavior. For example, the exercise training feedback was intended to encourage patients to achieve predefined patient-specific training goals. If a patient succeeded in getting closer toward these predefined goals, the feedback would encourage the patient to improve his/her training even more. If the patient’s exercise training deteriorated during the study period, the feedback aimed to get the patient back on track. One independent person was responsible for technical assistance in case of sensor/system failure (part-time). One care provider supervised sent emails and/or SMS text messages and he/she was responsible for consistency and correctness of the content of sent messages. He/she also intervened in case of serious abnormal registrations (part-time). Access to registered data by the care provider was password-protected. The care provider that supervised sent emails and/or SMS text messages was a staff member that had coached cardiac patients for more than 5 years during their conventional center-based cardiac rehabilitation program. During the training period, this care provider also received a specific course on how to detect and what to do in case of alarming signs/symptoms. During the whole study period, one cardiologist supervised the care provider and was available to answer questions and to assist the care provider if necessary.

Outcome Measures

All outcome assessors were blinded to group allocation. The primary outcome measure was peak aerobic capacity (VO2 peak); measured during maximal cardiopulmonary exercise testing [10] with breath-by-breath gas exchange analysis at baseline and after 6 and 24 weeks (Jaeger MS-CPX). The cardiopulmonary exercise test was maximal in case of an achieved heart rate >85% of the maximal predicted heart rate, a respiratory gas exchange ratio (RER) >1.1, and/or a ventilatory reserve (VR; VR=peak minute ventilation/maximal voluntary ventilation [VE peak/MVV]) >80% [10]. The first ventilatory threshold (VT1) and the oxygen uptake efficiency slope (OUES) were used as surrogate markers for VO2 peak in case of submaximal cardiopulmonary exercise test. VT1 was defined by the V-slope method; OUES was calculated using the method of Baba et al [11]. Two independent investigators, blinded to treatment allocation, interpreted cardiopulmonary exercise test reports.

The first secondary outcome measure was daily physical activity [12], both registered by triaxial accelerometer (Yorbody sensor) and self-assessed by the patient. The accelerometer provided daily recordings of aerobic (defined as sustained activity at ≥60 steps/min for ≥10 minutes), regular (activity at <60 steps/min), and total (sum of aerobic and regular) steps. Self-reported physical activity was based on the offline International Physical Activity Questionnaire (IPAQ) questionnaire, completed at baseline and after 6 and 24 weeks. Metabolic equivalent task (MET) minutes were computed by multiplying predefined MET scores by the minutes of a specific activity performed to weigh...
each type of activity by its energy requirement (for the domain leisure time activity and for all domains together). The following MET scores were used: 3.3 METs for walking, 4.0 METs for moderate physical activity, and 8.0 METs for vigorous physical activity.

Hemoglobin A1c (HbA1c), glycemic control, and lipid profile were assessed by blood sampling at study start and after 24 weeks study period.

The 14-item offline HeartQol questionnaire was used to assess health-related quality of life (HRQL) at study start and after 6 and 24 weeks [13]. Mean (SD) scores were calculated for both the physical (10-item) and emotional (4-item) subscale. The proportion of patients at the floor (floor effect defined as the lowest possible score on the questionnaire) and at the ceiling (ceiling effect defined as the best possible score) was determined to assess sensitivity to positive and negative changes in HRQL.

Qualitative feedback on the cardiac telerehabilitation system was obtained from intervention group patients by special offline feedback forms (see Multimedia Appendix 4 for an example of the feedback form used). Intervention group patients were requested to fill in these forms after study completion.

Statistical Analysis

Data analysis was performed using SPSS version 22 (SPSS Inc, Chicago, IL, USA) according to the intention-to-treat principle by assigned treatment group. Nonparametric alternatives were used for parametric statistics in case assumptions for the latter were violated. The Shapiro-Wilk test was used to assess normality. Paired t tests (parametric) or Wilcoxon signed rank tests (nonparametric) were used for within-group analysis; independent t tests (parametric) or Mann-Whitney U tests (nonparametric) for between-group analysis. Repeated measures ANOVA (parametric) or Friedman’s ANOVA (nonparametric) compared multiple dependent means. Chi-square tests were used in case of categorical variables; Fisher’s exact tests were used when expected frequencies were small. Pearson’s (r) or Spearman’s (ρ) correlation coefficients were calculated to express relationships between variables (bivariate correlations). The significance level for tests was 2-sided α=.05. Effect sizes for the HeartQol questionnaire were reported using the standardized response mean methodology (standardized response mean=(A–B)/D), where A and B are the mean scores at time 2 and time 1, respectively, and D represents the score change standard deviation [13]. Sensitivity analysis of accelerometric activity measurements was performed to cope with incomplete activity registrations. Inclusion thresholds of 1000, 2000, 3000, 4000, and 5000 total daily steps or ≥7, ≥8, and ≥9 daily measurement hours were arbitrarily chosen because these represented reliable registrations. All available data were used; no data imputation was performed for missing values. A priori sample size calculation yielded 140 necessary patients to detect a 20% effect size of the primary outcome measure (VO2 peak) [14] between groups (intervention group vs control group) with a statistical power of 95% at a 2-sided type I error level of .05 and a dropout rate of 30%.

Results

A total of 140 patients agreed to participate in the study, 70 patients in the control group and 70 patients in the intervention group (Figure 1). The numbers and reasons for dropout during study period were similar for both treatment groups. Dropout patients were included in the final analysis, with the exception of one intervention patient who was diagnosed with a noncardiac-related pathology (ie, lung cancer) and was excluded from final analysis. Intervention patients transmitted their activity data a mean 1.0 (SD 0.3) times per week. When averaged over the whole study period (24 weeks), 76% (52/69) of the intervention group patients did more than 2000 total daily steps or ≥8 hours or more per day. Both treatment groups had similar baseline demographics, clinical characteristics, and medication use (Table 1).
Table 1. Baseline demographics, clinical characteristics, and medication use (N=140).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention group (n=69)</th>
<th>Control group (n=70)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>61 (9)</td>
<td>61 (8)</td>
<td>.95</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Female</td>
<td>10 (14)</td>
<td>15 (21)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>59 (96)</td>
<td>55 (79)</td>
<td></td>
</tr>
<tr>
<td>Type of cardiac pathology, n (%)</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>65 (94)</td>
<td>65 (93)</td>
<td></td>
</tr>
<tr>
<td>Heart failure with reduced ejection fraction</td>
<td>2 (3)</td>
<td>4 (6)</td>
<td></td>
</tr>
<tr>
<td>Heart failure with preserved ejection fraction</td>
<td>2 (3)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>NYHA class, a n (%)</td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>I</td>
<td>54 (78)</td>
<td>61 (87)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>12 (18)</td>
<td>4 (6)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>3 (4)</td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>Ejection fraction, n (%)</td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>&gt;50%</td>
<td>52 (75)</td>
<td>50 (71)</td>
<td></td>
</tr>
<tr>
<td>35%-50%</td>
<td>0 (0)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>&lt;35%</td>
<td>17 (25)</td>
<td>17 (24)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>5 (7)</td>
<td>6 (9)</td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>17 (25)</td>
<td>19 (27)</td>
<td>.85</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>53 (77)</td>
<td>55 (79)</td>
<td>.84</td>
</tr>
<tr>
<td>Arterial hypertension</td>
<td>40 (60)</td>
<td>44 (63)</td>
<td>.61</td>
</tr>
<tr>
<td>Family history of cardiac disease</td>
<td>34 (49)</td>
<td>36 (51)</td>
<td>.87</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>8 (12)</td>
<td>11 (16)</td>
<td>.62</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Current smoker</td>
<td>18 (26)</td>
<td>18 (26)</td>
<td></td>
</tr>
<tr>
<td>Prior smoker</td>
<td>22 (32)</td>
<td>23 (33)</td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>29 (42)</td>
<td>29 (41)</td>
<td></td>
</tr>
<tr>
<td>Body mass index (kg/m^2), mean (SD)</td>
<td>28 (5)</td>
<td>28 (4)</td>
<td>.54</td>
</tr>
<tr>
<td>Medications, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On beta blocker</td>
<td>53 (77)</td>
<td>57 (81)</td>
<td>.61</td>
</tr>
<tr>
<td>On ACE-inhibitor</td>
<td>44 (64)</td>
<td>48 (69)</td>
<td>.72</td>
</tr>
<tr>
<td>On statin</td>
<td>66 (96)</td>
<td>64 (91)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>On antiplatelet therapy</strong></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Dual antiplatelet therapy</td>
<td>37 (54)</td>
<td>40 (57)</td>
<td></td>
</tr>
<tr>
<td>Antiplatelet monotherapy</td>
<td>29 (42)</td>
<td>27 (39)</td>
<td></td>
</tr>
<tr>
<td>No antiplatelet therapy</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>On diuretics</td>
<td>12 (17)</td>
<td>14 (20)</td>
<td>.76</td>
</tr>
<tr>
<td>On oral antidiabetics</td>
<td>10 (15)</td>
<td>10 (14)</td>
<td>.94</td>
</tr>
<tr>
<td>On insulin</td>
<td>7 (10)</td>
<td>5 (7)</td>
<td>.51</td>
</tr>
<tr>
<td>On anticoagulative therapy</td>
<td>4 (6)</td>
<td>5 (7)</td>
<td>.76</td>
</tr>
<tr>
<td>On antiarrhythmics</td>
<td>4 (6)</td>
<td>3 (4)</td>
<td>.67</td>
</tr>
</tbody>
</table>
**Aerobic Capacity**

Table 2 shows the cardiopulmonary exercise test outcome measures assessed at baseline and after 6 and 24 weeks. Mean VO₂ peak improved significantly in intervention group patients from baseline (mean 22.46, SD 0.78 mL/[min*kg]) to 24 weeks (mean 24.46, SD 1.00 mL/[min*kg], *P* < .01). In the control group, mean VO₂ peak did not change after 24 weeks when compared to baseline (*P* = .09) and decreased from week 6 (mean 22.86, SD 0.66 mL/[min*kg]) to week 24 (mean 22.15, SD 0.77 mL/[min*kg], *P* = .02) after an initial nonsignificant increase. Between-group analysis of aerobic capacity was significant after 24 weeks (*P* < .001) in favor for the intervention group. VT₁ (Watt), OUES (mL/min/[log mL/min]), and Watt (% predicted) changed similarly over time (Figure 2) (see Multimedia Appendix 5 for a complete overview of the cardiopulmonary exercise test results).
Table 2. Cardiopulmonary exercise test parameters at baseline and 6 weeks and 24 weeks follow-up period.

<table>
<thead>
<tr>
<th>Cardiopulmonary exercise test results(^a)</th>
<th>Week, mean (SD)</th>
<th>Within-group, (P)</th>
<th>Between-group, (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week 1</td>
<td>Week 6</td>
<td>Week 24</td>
</tr>
<tr>
<td>Intervention group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{VO}_2) peak (mL/(min*kg))</td>
<td>22.46 (6.43)</td>
<td>23.91 (6.74)</td>
<td>24.46 (7.57)</td>
</tr>
<tr>
<td>HR max (% pred)</td>
<td>79 (13)</td>
<td>80 (12)</td>
<td>83 (12)</td>
</tr>
<tr>
<td>Watt (W)</td>
<td>152 (48)</td>
<td>163 (52)</td>
<td>165 (53)</td>
</tr>
<tr>
<td>Watt (pred%)</td>
<td>103 (23)</td>
<td>110 (27)</td>
<td>116 (27)</td>
</tr>
<tr>
<td>VT(_1) (W)</td>
<td>69 (24)</td>
<td>75 (25)</td>
<td>81 (26)</td>
</tr>
<tr>
<td>VT(_1) (bpm)</td>
<td>93 (17)</td>
<td>91 (15)</td>
<td>96 (15)</td>
</tr>
<tr>
<td>OUES (mL/min/log[mL/min])</td>
<td>2067 (518)</td>
<td>2241 (545)</td>
<td>2272 (579)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>83.3 (18.2)</td>
<td>83.2 (17.4)</td>
<td>83.0 (17.3)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>28 (5)</td>
<td>28 (5)</td>
<td>28 (5)</td>
</tr>
<tr>
<td>DBP rest (mm Hg)</td>
<td>82 (19)</td>
<td>81 (21)</td>
<td>77.24 (21.13)</td>
</tr>
<tr>
<td>SBP rest (mm Hg)</td>
<td>126 (21)</td>
<td>129 (30)</td>
<td>150 (140)</td>
</tr>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{VO}_2) peak (mL/(min*kg))</td>
<td>22.72 (6.05)</td>
<td>22.86 (5.37)</td>
<td>22.15 (5.83)</td>
</tr>
<tr>
<td>HR max (% pred)</td>
<td>77 (12)</td>
<td>79 (13)</td>
<td>79 (12)</td>
</tr>
<tr>
<td>Watt (W)</td>
<td>150 (49)</td>
<td>158 (50)</td>
<td>152 (53)</td>
</tr>
<tr>
<td>Watt (pred%)</td>
<td>105 (26)</td>
<td>108 (26)</td>
<td>104 (27)</td>
</tr>
<tr>
<td>VT(_1) (W)</td>
<td>83 (34)</td>
<td>88 (34)</td>
<td>76 (31)</td>
</tr>
<tr>
<td>VT(_1) (bpm)</td>
<td>95 (15)</td>
<td>96 (15)</td>
<td>95 (17)</td>
</tr>
<tr>
<td>OUES (mL/min/log[mL/min])</td>
<td>2493 (2338)</td>
<td>2264 (637)</td>
<td>2142 (636)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>82.7 (13.4)</td>
<td>82.5 (13.3)</td>
<td>82.5 (13.9)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>28 (4)</td>
<td>28 (4)</td>
<td>27 (5)</td>
</tr>
<tr>
<td>DBP rest (mm Hg)</td>
<td>84 (21)</td>
<td>78 (19)</td>
<td>79 (17)</td>
</tr>
<tr>
<td>SBP rest (mm Hg)</td>
<td>129 (25)</td>
<td>127 (23)</td>
<td>129 (21)</td>
</tr>
</tbody>
</table>

\(^a\) BMI: body mass index; CPET: cardiopulmonary exercise testing; DBP: diastolic blood pressure; HR: heart rate; N/A: not applicable; OUES: oxygen uptake efficiency slope; SBP: systolic blood pressure; VT\(_1\): first ventilatory threshold.
Physical Activity

Sensitivity analysis of accelerometric step data confirmed similar activity patterns for both groups, regardless of the thresholds (See Multimedia Appendix 6 for sensitivity analysis). More than 2000 total daily steps or 8 or more daily measurement hours were used as thresholds for further analysis. In the intervention group, total daily steps increased from baseline (median 7448, IQR 24) to both 6 weeks (median 7799, IQR 37) and 24 weeks (median 8233, IQR 32); however, no changes were significant ($P=.24$). In the control group, total daily steps showed an initial increasing trend from baseline (median 5678, IQR 13) to week 6 (median 6630, IQR 11), but declined afterwards (median 5265, IQR 17, $P=.85$). Total daily steps were positively correlated with VO$_2$ peak at baseline ($\rho=.330$, $P=.01$), 6 weeks ($\rho=.237$, $P=.03$), and 24 weeks ($\rho=.485$, $P<.001$).

Self-reported physical activity (by IPAQ questionnaire) was converted to MET-min/week of vigorous and/or moderate and/or walking (VMW) activities for the leisure time domain and all domains together, respectively. Summed leisure VMW increased significantly in the intervention group (based on Friedman’s test, $\chi^2=13.7$, $P=.01$) during the study period. In the control group, leisure VMW did not change (based on Friedman’s test, $\chi^2=0.6$, $P=.72$); however, it showed a downward trend (Figure 2). Between-group analysis confirmed a difference between the intervention group and control group in favor of the intervention group ($U=1830$, $z=3.336$, $P=.01$) (see Multimedia Appendix 7 for a summary of IPAQ questionnaire results). Contrary to the VMW activities, total sitting time decreased significantly during
the study period in the intervention group (based on Friedman's test, $\chi^2 = 19.9, P < .001$). In the control group, total sitting time did not change overall (based on Friedman's test, $\chi^2 = 3.7, P = .16$). Control patients tended to decrease sitting time during the first 6 weeks, but increased their sitting time back again after 6 weeks (Figure 1). Between-group analysis confirmed a difference between the intervention group and control group for self-reported total sitting time ($U = 1360, z = -2.427, P = .02$).

**Cardiovascular Risk Factors**

In the intervention group, no significant within-group differences were found for weight ($P = .69$), BMI ($P = .63$), diastolic blood pressure ($P = .48$), or systolic blood pressure ($P = .26$). The same was true for the control group (weight: $P = .18$; BMI: $P = .51$; diastolic blood pressure: $P = .33$; systolic blood pressure: $P = .57$). No between-group differences were found for these outcomes.

Fasting glucose levels, HbA1c, and LDL cholesterol did not change during the study period in the intervention group ($P = .67$, $P = .18$, and $P = .20$, respectively) nor in the control group ($P = .25$, $P = .51$, and $P = .31$, respectively). Total cholesterol levels increased in both treatment groups, but no between-group differences were found ($P = .97$).

**Health-Related Quality of Life**

Intervention group patients showed a significant improvement in perceived HRQL for the physical subscale from baseline (mean 2.23, SD 0.08) to the end of study period (mean 2.52, SD 0.07; based on Friedman's test, $\chi^2 = 15.4, P < .001$) (Table 3). The standardized response mean of 0.43 indicated a small to moderate effect size. Their global HRQL score also improved significantly (based on Friedman's test, $\chi^2 = 14.0, P < .001$). The standardized response mean of 0.43 indicated a small to moderate effect size. The HRQL of the control group patients did not change during study period for the physical subscale (based on Friedman's test, $\chi^2 = 6.3, P = .05$), the emotional subscale (based on Friedman's test, $\chi^2 = 0.5, P = .80$), or the global scale (based on Friedman's test, $\chi^2 = 3.1, P = .21$). Between-group analysis confirmed that globally the intervention group’s HRQL improved more than the control group ($U = 2407, z = 2.805, P = .01$).

**Qualitative Feedback**

In all, 97% (67/69) of intervention group patients reported the telerehabilitation’s motion sensor was easy to read and 97% (67/69) found it easy to use. In general, patients were very satisfied (44%, 30/69) or satisfied (51%, 35/69) (total: 95%, 65/69 very satisfied/satisfied) with the telerehabilitation program. In the end, 89% (61/69) of patients were willing to use the system after study completion.
Table 3. Results from HeartQol questionnaire at baseline and after 6 weeks and 24 weeks of follow-up.

<table>
<thead>
<tr>
<th>Score</th>
<th>Intervention groupa</th>
<th>Control groupa</th>
<th>P</th>
<th>SRM</th>
<th>Intervention groupa</th>
<th>Control groupa</th>
<th>P</th>
<th>SRM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline Week 6 Week 24</td>
<td>Baseline Week 6</td>
<td>Baseline Week 24</td>
<td></td>
<td>Baseline Week 6 Week 24</td>
<td>Baseline Week 6</td>
<td>Baseline Week 24</td>
<td></td>
</tr>
<tr>
<td>Physical subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD) score</td>
<td>2.23 (0.67) 2.45 (0.51) 2.52 (0.52)</td>
<td>2.27 (0.61) 2.39 (0.54) 2.28 (0.63)</td>
<td>.01</td>
<td>N/A</td>
<td>&lt;.001 .44</td>
<td>.05 N/A .01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceiling effect (%)</td>
<td>12% 14% 24%</td>
<td>11% 16% 17%</td>
<td>.05 N/A .05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floor effect (%)</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>.046 .45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>&lt;.001 .44</td>
<td>.05 N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ6-1</td>
<td>.09 .43</td>
<td>N/A N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-6</td>
<td>.001 N/A</td>
<td>N/A N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-1</td>
<td>.001 .43</td>
<td>N/A N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional subscale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD) score</td>
<td>2.36 (0.75) 2.47 (0.70) 2.53 (0.54)</td>
<td>2.41 (0.70) 2.43 (0.65) 2.41 (0.69)</td>
<td>.22 N/A .05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceiling effect (%)</td>
<td>30% 43% 34%</td>
<td>40% 35% 32%</td>
<td>N/A N/A N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floor effect (%)</td>
<td>5% 2% 0%</td>
<td>0% 0% 0%</td>
<td>N/A N/A N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.14 N/A</td>
<td>.80 N/A .22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ6-1</td>
<td>N/A N/A</td>
<td>N/A N/A N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-6</td>
<td>N/A N/A</td>
<td>N/A N/A N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-1</td>
<td>N/A N/A</td>
<td>N/A N/A N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD) score</td>
<td>2.27 (0.63) 2.46 (0.51) 2.53 (0.44)</td>
<td>2.31 (0.59) 2.40 (0.51) 2.32 (0.58)</td>
<td>.01 .44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ceiling effect (%)</td>
<td>8% 13% 19%</td>
<td>6% 10% 10%</td>
<td>.21 N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Floor effect (%)</td>
<td>0% 0% 0%</td>
<td>0% 0% 0%</td>
<td>.07 .44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.01 .44</td>
<td>.21 N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ6-1</td>
<td>.007 .44</td>
<td>N/A N/A .05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-6</td>
<td>.84 N/A</td>
<td>N/A N/A .04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ24-1</td>
<td>&lt;.001 .43</td>
<td>N/A N/A .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N/A: not applicable; SRM: standardized response mean.

Discussion

This study showed that an additional 6-month, patient-specific, comprehensive telerehabilitation program can lead to a bigger improvement in both physical fitness (VO₂ peak) and associated HRQL compared to center-based cardiac rehabilitation alone. The real difference between both groups occurred after center-based cardiac rehabilitation was completed. The VO₂ peak, daily total step count, and IPAQ’s self-reported VMW activities increased from baseline to 6 weeks in both treatment groups. They additionally increased between weeks 6 and 24 in the intervention group, but decreased in the control group. Control group patients participated in the center-based cardiac rehabilitation during the first 6 weeks of the study period only, probably explaining their initial improvement in outcome measures. The observed findings imply that control group patients return to prior lifestyle behavior after center-based cardiac rehabilitation, whereas intervention group patients further maintain and ameliorate acquired behavioral change. The proportions of dropout patients in the recruiting hospitals (9%, 9/103 for Jessa Hospital; 7%, 2/27 for Ziekenhuis-Oost Limburg; and 30%, 3/10 for St. Franciscus Hospital) were relatively low compared with dropout rates in standard cardiac rehabilitation programs.

Recent literature findings confirmed telehealth interventions such as telemonitoring to be feasible and effective for heart failure patients [15-18]. Furthermore, 2 systematic reviews on cardiac teleinterventions were published [5,6]. We reported on cardiac telerehabilitation in CAD and CHF patients with a total of 13,248 patients enrolled in 37 studies and a mean follow-up
period of 9 months. We concluded that telerehabilitation was associated with significantly lower lack of adherence to physical activity guidelines (OR 0.56, 95% CI 0.45-0.69) [19-27]. However, Huang et al [6] found no statistically significant difference between telehealth interventions and center-based cardiac rehabilitation for exercise capacity (standardized mean difference [SMD] = -0.01, 95% CI =-0.12 to 0.10), weight (SMD -0.13, 95% CI -0.30 to 0.05), systolic and diastolic blood pressure (mean difference [MD] -1.27, 95% CI -3.67 to 1.13 and MD 1.00, 95% CI -0.42 to 2.43, respectively), and lipid profile. Another recent systematic review by Widmer et al [28] on digital health interventions concluded that digital health interventions can improve cardiovascular risk factors such as weight loss, blood pressure, and LDL cholesterol in patients seeking primary prevention of CVD. In contrast, they found no consistent reductions in the aforementioned risk factors in secondary prevention studies.

The somewhat contrary findings between the review of Frederix et al [5], the results of the current Telerehab III trial (ISRCTN29243064) showing effectiveness of cardiac teleinterventions on exercise capacity, and the review of Huang et al [6] that showed no effect on exercise capacity, could be attributed to differences in intervention group programs. It appears that a comprehensive teleintervention, including at least physical activity telemonitoring and telcoaching, is necessary. The feedback provided by the teleintervention should be patient-specific to increase success rates.

In this Telerehab III trial, we found no significant effect of the additional cardiac telerehabilitation program on weight loss, blood pressure, lipid profile, and/or glycemic control. This is consistent with the findings of Huang et al [6] and Widmer et al [28]. Digital health interventions seem to be able to improve cardiovascular risk factors in primary prevention, but not secondary prevention programs. Future research should focus on furthering our understanding of the variables determining this success of digital health interventions in primary prevention populations, contrary to secondary prevention populations.

The intervention group patients could see and follow up their own transmitted activity data by logging onto the Telerehab III webpage as many times as they preferred. On average, they transmitted their activity data and logged onto the webpage a mean 1.0 (SD 0.3) times per week. For some patients, their frequency of data transmission increased during the study period; the frequency of others remained stable. There were almost no patients for whom the frequency of data transmission decreased during study period.

The reason for the increasing frequency of data transmission, seen for some of the intervention patients, remains unclear. In this trial, all intervention patients received feedback messages with the same frequency (once weekly). However, it would be interesting to investigate if the patients’ frequency of data transmission would be different for different frequencies of sent feedback messages.

The strength of Telerehab III is that it, contrary to most analyzed trials in the review of Huang et al [6], provided intervention group patients with a comprehensive, patient-specific telerehabilitation program focusing on multiple core components (exercise training, nutritional counseling, smoking cessation). Both telcoaching and telemonitoring strategies were included; exercise training programs and dietary prescriptions were based on initial maximal cardiopulmonary exercise testing, BMI, and individual cardiovascular risk factor profile.

A limitation of this study was that Telerehab III was initially designed to recruit a broad cardiac patient population (including both CAD, CHF with reduced EF, and CHF with preserved EF). However, as shown by the baseline clinical characteristics (Table 1), only a minority of CHF patients eventually participated (5.8% and 7.1% in the intervention and control groups, respectively). This reduced the generalizability of study findings for CHF patients.

Sensitivity analysis of accelerometric activity measurements, based on arbitrarily selected thresholds, was performed to cope with incomplete activity registrations. Although the analysis found similar activity patterns for both groups regardless of chosen thresholds, it remains unclear whether the finally used thresholds of more than 2000 total daily steps or 8 or more daily measurement hours were most representative of reality. Therefore, one needs to interpret the accelerometric measurements with caution.

Finally, in Telerehab III, one part-time person (caregiver) was responsible for control of feedback content and one part-time person (technical assistant) for system/service operability. In a routine application setting, similar staff requirements would be sufficient.

This paper shows the addition of the cardiac telerehabilitation program to conventional center-based cardiac rehabilitation to be more effective than center-based cardiac rehabilitation alone in improving VO₂ peak, self-reported physical activity, and associated HRQL at 24 weeks. We plan to conduct a follow-up trial of Telerehab III (starting in August 2015) to assess whether the intervention-related health benefits persist 2 years after study termination. The current findings answer to the European Heart Network’s question to profoundly well-document and evaluate critical eHealth interventions before large-scale deployment in the health care system. Future research should focus on even more elaborate comprehensive telerehabilitation programs that have the potential to improve not only aerobic capacity, physical activity level, and quality of life, but also improve the patient’s cardiovascular risk factor profile (weight, blood pressure, lipids, and glycemia control).
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Abstract

Background: The underreporting of adverse drug reactions (ADRs) through traditional reporting channels is a limitation in the efficiency of the current pharmacovigilance system. Patients’ experiences with drugs that they report on social media represent a new source of data that may have some value in postmarketing safety surveillance.

Objective: A scoping review was undertaken to explore the breadth of evidence about the use of social media as a new source of knowledge for pharmacovigilance.

http://www.jmir.org/2015/7/e171/
Methods: Daubt et al’s recommendations for scoping reviews were followed. The research questions were as follows: How can social media be used as a data source for postmarketing drug surveillance? What are the available methods for extracting data? What are the different ways to use these data? We queried PubMed, Embase, and Google Scholar to extract relevant articles that were published before June 2014 and with no lower date limit. Two pairs of reviewers independently screened the selected studies and proposed two themes of review: manual ADR identification (theme 1) and automated ADR extraction from social media (theme 2). Descriptive characteristics were collected from the publications to create a database for themes 1 and 2.

Results: Of the 1032 citations from PubMed and Embase, 11 were relevant to the research question. An additional 13 citations were added after further research on the Internet and in reference lists. Themes 1 and 2 explored 11 and 13 articles, respectively. Ways of approaching the use of social media as a pharmacovigilance data source were identified.

Conclusions: This scoping review noted multiple methods for identifying target data, extracting them, and evaluating the quality of medical information from social media. It also showed some remaining gaps in the field. Studies related to the identification theme usually failed to accurately assess the completeness, quality, and reliability of the data that were analyzed from social media. Regarding extraction, no study proposed a generic approach to easily adding a new site or data source. Additional studies are required to precisely determine the role of social media in the pharmacovigilance system.

(J Med Internet Res 2015;17(7):e171)  doi:10.2196/jmir.4304
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Introduction
Pharmacovigilance is defined by the World Health Organization as “the science and activities relating to the detection, assessment, understanding and prevention of adverse effects or any other drug-related problem” [1]. It comprises postmarketing safety surveillance activities to monitor drug benefit/risk ratios and to identify new potential adverse drug reaction (ADR) signals in real-life conditions. An ADR is defined as “[...] a response to a medicinal product which is noxious and unintended and which occurs at doses normally used in man for the prophylaxis, diagnosis or therapy of disease or for the restoration, correction or modification of physiological function. (WHO, 1972)” [2]. Not all ADRs are identified during clinical trials because of their limited duration and the numbers and types of patients. ADRs need to be followed up after drug approval [3] and, therefore, are burdens for health systems that can potentially lead to hospitalization [4] or death [5].

Pharmacovigilance is mainly based on the spontaneous reporting of ADRs. Initially, only health professionals were allowed to report ADRs. Subsequently, however, a number of studies [6-10] demonstrated the value of patients as reporters. Hughes and Cohen stated that drug user reporting could be a complementary source of knowledge [11]. Currently, a number of countries consider direct patient reporting to be a valuable source in pharmacovigilance [12] and have implemented regulations and solutions for patients’ spontaneous reporting to health authorities. Although patients have increased the number of reporters, ADR underreporting remains a limitation of the current pharmacovigilance system [13-15]. Moreover, other sources for pharmacovigilance are now considered, such as via the secondary use of electronic health records [16-23].

The recent Web 2.0 and social media expansions have been accompanied by a rapid growth in the number of discussions on the Internet regarding drug uses. Social media constitutes a new data source for postmarketing drug safety surveillance [24] and may be of interest in identifying signals because of their high volume and availability.

The use of Internet discussions as an additional data source relies on methods to parse, extract, structure, collect, and organize relevant information from the Web pages for analysis. The use of many sources, the large amount of data, and the heterogeneity of data require multiple steps to obtain analyzable corpora. Methods derived from big data and natural language processing (NLP) need to be considered. Recent works have proposed solutions to address these issues and to standardize the process of extracting information from Web pages in social media.

In addition, questions remain about the quality of information available in users’ Web 2.0 discussions. Whereas electronic health records and health professionals’ ADR reports are structured and well documented, there are no requirements regarding writing and structuring descriptions of pharmacovigilance-related events on social media, and information may be scarce or incomplete.

We performed a scoping review of relevant previously published studies to assess how social media can be used as a data source for postmarketing drug surveillance. This type of literature review aims at providing an overview of the type, extent, and quantity of research available on this topic. Our overview describes the methods used to manage the data from the corpus of Web users’ messages and the obtained results, and identifies potential research gaps and future needs.

Methods
Overview
We used the scoping review methodology described by Arksey and O’Malley [25] and further refined by Levac et al [26] and Daudt et al [27]. This methodology divides reviews into six stages: (1) identifying the research question, (2) identifying relevant studies, (3) selecting studies, (4) charting the data, (5) collating, summarizing, and reporting the results, and (6)
consultation with stakeholders. Although the sixth stage is optional, we followed the recommendations to consider it a required component.

**Stage 1: Identifying the Research Question**

The focus of this scoping review is the use of social media as a new source of data in pharmacovigilance. We use the common definition of social media as media-based or user-generated content. Consequently, we did not consider the news media. To define the search question, we first selected a sample of available publications and found two types: (1) reviews of Web forums conducted by pharmacovigilance specialists on the one hand and (2) technical articles on information extraction approaches authored by computer scientists on the other. In this article, we use the term “identification” to denote the manual process of pulling up social media pages and reviewing them for reports of ADRs. The term “extraction” is used to describe the algorithms that automatically extract ADR information from social media. In the following sections, terms such as “messages,” “social media,” “discussion,” and “page” refer to Web content.

The research question regarding the use of social media or pharmacovigilance is twofold:

1. Theme 1: What is the relevant information for ADR signals that have been issued from social media? The identification theme focuses on the first question and evaluates the information contained in patients’ narrations on social media.

2. Theme 2: What are the methods used to extract information from social media? The extraction theme commits to describing the automated tools and methods that have been used to access structured and valuable pharmacovigilance information.

**Stage 2: Identifying Relevant Studies**

Two electronic databases—PubMed and Embase—were searched for English and French articles. The PubMed database was searched twice, as follows:

1. With the following keywords (query #1) to investigate the pharmacovigilance and social media dimensions: pharmacovigilance, adverse reaction, adverse event (AE), drug, medication, pharmaceutical product, social media, Web 2.0, social network, Twitter, Facebook, blog, forum, fora, message board, comment, and user feedback. An outline view of this request is presented in Figure 1.

2. Medical Subject Heading (MeSH) terms (query #2)—pharmacovigilance, natural language processing, Adverse Drug Reaction Reporting Systems, and Internet—associated with the following keywords in the title or the abstract: surveillance, Twitter, Facebook, Doctissimo (the main French health-related discussion forum), social media, social network, online health community, online discussion, medical data mining, online, patient forum, and natural language processing.

Query #3 was specially designed for the Embase database based on query #1. The details of the three queries are given in Table 1.

The upper date limit of June 2014 was applied, with no lower date limit, considering that articles published in the early days of social networks could be of interest.

As an iterative process and in accordance with the scoping review methodology, all references from the studies selected in stage 3 were screened, as were all of the publications that cited the selected studies. To broaden the scope of the search, Google Scholar was also used to search for citations.
Table 1. Full search strategy for each database.

<table>
<thead>
<tr>
<th>Database</th>
<th>Query #1 (keywords)</th>
<th>Query #2 (MeSH terms)</th>
<th>Query #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>(pharmacovigilance[MeSH Terms] OR pharmacovigilance[All Fields] OR ADR[All Fields] OR ADE[All Fields] OR &quot;adverse reaction&quot;[All Fields] OR &quot;adverse event&quot;[All Fields] OR &quot;side effect&quot;[All Fields]) AND (drug[All Fields] OR medication[All Fields] OR pharmaceutical product[All Fields]) AND (&quot;social media&quot;[All Fields] OR &quot;Web 2.0&quot;[TIAB] OR &quot;Web 2.0&quot;[TIAB] OR &quot;social media&quot;[TIAB] OR &quot;social network&quot; OR Twitter OR Facebook OR blog OR forum OR fora OR message board OR comment OR (user feedback *))</td>
<td>(((&quot;pharmacovigilance&quot;[MeSH] OR surveillance&gt;Title)) AND (((Twitter&gt;Title/Abstract) OR Facebook&gt;Title/Abstract) OR Doctissimo&gt;Title/Abstract)) OR ((((((social media&gt;Title/Abstract) OR social networks&gt;Title/Abstract) OR &quot;online health community&quot;&gt;Title/Abstract) OR &quot;online discussion&quot;&gt;Title/Abstract) OR medical data mining&gt;Title/Abstract)) OR online&gt;Title/Abstract)) OR patient forum&gt;Title/Abstract) OR natural language processing[MeSH Terms]) OR &quot;natural language processing&quot;&gt;Title/Abstract)) OR (((&quot;Adverse Drug Reaction Reporting Systems&quot;&gt;MeSH) AND (((Twitter&gt;Title/Abstract) OR Facebook&gt;Title/Abstract) OR Doctissimo&gt;Title/Abstract)) OR ((((((social media&gt;Title/Abstract) OR social networks&gt;Title/Abstract) OR &quot;online health community&quot;&gt;Title/Abstract) OR &quot;online discussion&quot;&gt;Title/Abstract) OR medical data mining&gt;Title/Abstract)) OR online&gt;Title/Abstract)) OR patient forum&gt;Title/Abstract) OR natural language processing[MeSH Terms]) OR &quot;natural language processing&quot;&gt;Title/Abstract))))) OR ((((((social media&gt;Title/Abstract) OR social networks&gt;Title/Abstract) OR &quot;online health community&quot;&gt;Title/Abstract) OR &quot;online discussion&quot;&gt;Title/Abstract) OR medical data mining&gt;Title/Abstract)) OR online&gt;Title/Abstract)) OR patient forum&gt;Title/Abstract) OR natural language processing[MeSH Terms]) OR &quot;natural language processing&quot;&gt;Title/Abstract)) AND Adverse Drug Reaction Reporting Systems[MeSH Terms]) OR ((&quot;Adverse Drug Reaction Reporting Systems&quot;&gt;MeSH)) AND &quot;Internet&quot;&gt;MeSH))</td>
<td>&quot;pharmacovigilance&quot;/de OR ADR OR ADE OR (&quot;adverse reaction&quot;/de OR &quot;adverse event&quot; OR &quot;side effect&quot;/de AND (&quot;drug&quot;/de OR &quot;medication&quot;/de OR &quot;pharmaceutical product&quot;)) AND (&quot;social media&quot;/de OR &quot;Web 2.0&quot;/ab,ti OR &quot;Web 2.0&quot;/ab,ti OR &quot;social media&quot;:ab,ti OR &quot;social network&quot;/de OR Twitter OR Facebook OR blog OR forum OR fora OR &quot;message board&quot; OR comment OR &quot;user feedback&quot;)</td>
</tr>
</tbody>
</table>

*aMeSH: Medical Subject Heading
bADR: adverse drug reaction
cADE: adverse drug event
dTIAB: title and abstract
eab, ti: abstract, title

Figure 1. Structure of the search queries.

Stage 3: Selecting Studies
Four authors (JL, RA, CB, and FB) independently screened the titles and abstracts (when available) of the query results to identify relevant articles. Disagreements about exclusions were discussed until a consensus was reached.
Abstracts were excluded if they met at least one of the following criteria:

1. Not related to drugs.
2. Not related to ADR reporting or ADR detection (eg, efficacy or effectiveness of a study’s design).
3. Not related to patients’ reporting (eg, a safety study in animals, signal detection on a pharmacovigilance database).
4. No, or insufficient, results on the use of social media.
5. The study was a review.
6. Soliciting reporting: the study used data from a source where patients were asked to report the ADRs. Patients’ behavior is different depending on whether they are asked to report ADRs or they describe ADRs spontaneously without knowing that there may be further analysis of what they write [28].
7. Editorial: the study did not encompass a result but was an expression of the author’s opinion about the usefulness of social media as a new source of knowledge for pharmacovigilance.

Stage 4: Charting the Data

Two pairs of reviewers independently identified a set of characteristics that could be used to describe the articles in each theme (FB and HA for theme 1, ie, identification; JL and RA for theme 2, ie, extraction). In addition to the basic elementary metadata, a number of characteristics were recorded for each theme. They are listed in Table 2.

The reviewers independently extracted data from the articles that were assigned to them.

Table 2. Article characteristics overview.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Theme 1</th>
<th>Theme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year of publication</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Language used in the studied texts</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Type of data source, for example, forums or Twitter</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Presence of an anonymization step</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Volume of data analyzed</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>List of studied drugs</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Coding ADRs(^a) (medical lexicon)</td>
<td>✓✓</td>
<td></td>
</tr>
<tr>
<td>Keywords the authors used to identify sources or posts of interest</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Use of semiautomated processes (mixed methods)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Main results</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Whether reported ADRs were highly informative or not</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Seriousness of reported ADRs</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Reference source was used for comparison with reported ADRs</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Identification of potential unexpected ADRs or unexpected frequency of known ADRs</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Analysis of the influence of other media, for example, television, radio, or the press, as a potential cause of increased ADR reporting in social media</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>If the authors mentioned the use of a crawler</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Implemented methods of preprocessing</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Lay language lexicon or tools used</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Authors attempted to identify the relationship between the drug and the event</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Authors used a machine-learning approach</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Evaluation of the extraction methods with metrics</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Comparison with external pharmacovigilance databases</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Whether the system enabled evaluating the unexpectedness of any extracted ADRs</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

\(^a\)ADR: adverse drug reactions

Stage 5: Collating, Summarizing, and Reporting Results

This work aimed to describe the methods and the results of the two themes. The results for theme 1, “identification,” were related to studies based on the manual search and are presented in terms of methods and quality of data. The second theme, “extraction,” was related to the studies that promoted an automated approach to extracting information from raw data. We summarized the “methods” sections of this last set of studies to describe each step of the methods presented.
Stage 6: Consultation
Following Daubt et al’s recommendation [27], the research was multidisciplinary and multi-professional. The overall expertise covered pharmacovigilance, pharmacoepidemiology, public health, medical informatics, statistics, and data mining.

This helped us identify additional expectations regarding pharmacovigilance and social media, such as misuses, counterfeit drugs, drug-drug and food-drug interactions, and ADRs in specific populations such as pregnant women. It also permitted us to identify potential stakeholders—health care professionals, regulatory agencies, pharmaceutical companies, and patients—and establish the necessity of measuring the impact of mining social media, the interest in integrating this approach in a practical way in addition to classical reporting systems, and how we can be confident about the findings.

Results

Overview of Results
Figure 2 depicts the full review process and shows the number of citations excluded at each step.

Figure 2. Flowchart of our mapping process and study selection.

A total of 1032 publications were identified in PubMed and Embase after duplicates (n=38) were removed. After applying the exclusion criteria to the titles, abstracts, and full texts, 11 citations were relevant to the research question at the end of the screening process (stage 3).

An additional 2 publications were added based on our personal previous knowledge, and 11 studies were identified by the references cited in the publications that were initially selected or by checking other articles that cited these publications on Google Scholar—7 via references and 4 via citing papers.

A total of 24 publications were finally included in the chart process. Of these, 11 (46%) were analyzed for theme 1 (identification) [11,28-37] and 13 (54%) for theme 2 (extraction) [38-50]. The detailed results of charting the data are displayed in Multimedia Appendix 1 and Multimedia Appendix 2.
**Theme 1: Identification**

**Overview**

A total of 11 studies described a manual (or mixed) approach for identifying drug-ADR pairs in patients’ narratives that were posted on social media. The majority of these studies were performed in the United States (6/11, 55%) or in France (3/11, 27%). Of these 11 studies, 4 (36%) were published in 2014 and 2 (18%) before 2010—in 2007 [36] and 2009 [34].

In 3 out of the 11 (27%) studies, the authors used the term “adverse event” rather than “adverse drug reaction” to refer to problems reported by patients in social media [30,32,35]. Pages et al justified this in their methodology by stating that the events reported by patients “were not analyzed by health professionals to assess the causal relationship” with the drug [35].

Table 3 details the steps identified in the studies to conduct the manual analysis: (1) selection of data sources, (2) data collection, (3) identification of drug-ADR/AE pairs, and (4) results evaluations.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 0: Selection of data sources</td>
<td>This step consists of identifying and selecting the most relevant websites to answer the research question. They can be identified using a combination of keywords (eg, generic or brand-name drug, disease, ADR/AE) in Web search engines.</td>
</tr>
<tr>
<td>Step 1: Data collection</td>
<td>Potentially relevant patient narratives or posts are identified by entering keywords into the search engine hosted by the selected websites (manual identification only) or using a semiautomated process. Data may be imported into software (after anonymization) with the aim of additional analyses.</td>
</tr>
<tr>
<td>Step 2: Identification of drug-ADR/AE pairs</td>
<td>The manual identification of drug-ADR/AE pairs is performed by reading the patients' narratives or posts that were initially collected.</td>
</tr>
<tr>
<td>Step 3: Results evaluation</td>
<td>This step consists of manually evaluating the frequency and the seriousness of the ADRs or AEs that were identified in patients' narratives or posts. The results can be compared, after coding, with those of other sources (Summary of Product Characteristics [SPC], clinical trials, pharmacovigilance databases, or literature) to identify potential new ADRs or an unexpected frequency of a known ADR.</td>
</tr>
</tbody>
</table>

aADR: adverse drug reaction  
bAE: adverse event

**Analyzed Data Sources**

The main data source was online forums. Three authors also reported on the analysis of Tweets or blogs [29,30,32]. The selected websites are often devoted to consumers' health. Patients’ comments, mostly written in English, were identified by keywords (eg, brand-name and generic drugs, diseases, ADR) in the search engine hosted by the selected websites. In 2 of 11 (18%) studies, a hybrid (semiautomated) process was performed to identify potentially relevant posts [30,33].

The volume of analyzed data varied according to the studies—from 96 comments [31] to 61,401 Tweets [30]. Most often (ie, 8/11, 73%), the studies analyzed hundreds of narratives or posts.

**Scope of the Surveillance**

Out of 11 studies, 9 (82%) were designed to identify all of the ADRs/AEs that were potentially associated with one or more preselected drugs. Among these 9 studies, 7 (78%) focused on a class of drugs (eg, statins [31] or antineoplastic [33,35], psychotropic [10], or antiparkinsonian agents [36]), a recently marketed drug (eg, dabigatran [37]), or a drug that was removed from the market for pharmacovigilance reasons (eg, benfluorex [28]). Out of the 11 studies, 1 (9%) focused on two specific life-threatening ADRs—Stevens-Johnson syndrome and toxic epidermal necrolysis—and aimed at identifying any potentially associated drugs [29]. Another (1/11, 9%) was designed to identify and analyze predefined drug-AE pairs [34].

The rate of detected ADRs or AEs among the analyzed patients' comments varied according to the studies and was difficult to compare considering the methodological heterogeneity. Whereas Kmetz et al found a relatively low rate of reported AEs among patients' posts containing mentions of targeted drugs—0.3% of all brand mentions and 3.3% of brand mentions that contained side effects keywords [32]—Butt et al identified a large number of Internet descriptions for two rare and serious ADRs [29].

The informativeness of patients' comments was more or less evaluated in 8 of the 11 (73%) selected studies. In 5 of these 8 (63%) publications, information concerning patients’ characteristics (ie, age, gender, and medical history), suspected drugs (ie, indications, dosages, and date of treatment initiation), or concomitant medications was often not available [31,32,34,35,37].

The presence of chronological criteria (ie, time to onset of ADRs, dechallenge, or rechallenge) was mentioned in only 3 of 11 (27%) studies and varied significantly according to the websites that were analyzed [10,31,36].

In 6 of 11 (55%) studies, the authors verified if the ADRs that were identified in social media were expected or not and compared them with those that had been reported in clinical trials (3/6, 50%) [33,36,37], in pharmacovigilance databases (2/6, 33%) [30,35], or in the studied drugs’ Summary of Product Characteristics (SPC) (1/6, 17%) [31].

Out of 11 studies, 2 (18%) reported using a standard terminology—Medical Dictionary for Regulatory Activities (MedDRA) [30]—or Problem Intervention Documentation...
(PI-Doc) [36], a German classification system, for coding the ADRs or AEs that were reported in social media. Freifeld et al [30] found that the AEs/ADRs identified in social media had similar profiles to those that were spontaneously reported through official channels, whereas Pages et al described the qualitative differences between the data sources [35].

Some studies identified potential unexpected ADRs [31,35,37] or unexpected frequencies of known ADRs [33,36]. Furthermore, Abou Taam et al retrospectively identified one case of severe valvulopathy 7 months before benfluorex was withdrawn because of this toxicity [28]. In their study, Butt et al compared patients’ unsolicited Internet descriptions of severe cutaneous ADRs with experiences that had been previously collected in face-to-face interviews of survivors of these ADRs [29]. The authors identified new themes from Internet narratives, including fears and concerns of patients who had experienced the condition. According to the authors, patients also reported on more sensitive issues, such as sexual dysfunction, on the Internet rather than in face-to-face interviews.

The ADRs and AEs reported in social media were often less serious than those that were spontaneously reported through official channels [31,35], but they had impaired the patients’ quality of life and their adherence to treatment [30,33,34]. Patients’ comments were also related to complications from the ADRs, contraindications, drug–drug and food–drug interactions, and storage of drugs [37]. Users shared their experiences with individuals who were taking the same drug or had had similar adverse events, or with health care providers to obtain information or advice.

Abou Taam et al evaluated the impact of media coverage on benfluorex’s withdrawal in France by analyzing patients’ comments at three periods: before, during, and after the withdrawal of the drug. They found messages reflecting anxiety, anger, and other feelings, with drastic changes in consumers’ perceptions following media coverage [28].

**Theme 2: Extraction**

**Overview**

The 13 studies that were selected for the review had been recently published—2010 for the oldest [42].

Figure 3 shows a synthesis of the complete steps and presents five distinct parts: (1) data extraction, (2) preprocessing, (3) data annotation, (4) identifying the relationship between drug and event, and (5) results evaluation.

Multimedia Appendix 3 summarizes the use of these different steps in the papers.

![Figure 3. Main steps for extraction of adverse drug reactions (ADRs) from social media.](http://www.jmir.org/2015/7/e171/)

**Choice of the Source**

The main data source was forum discussions in 12 studies out of 13 (92%) [34,35,37,38,40–44,47–49]. Out of the 13 studies, 1 (8%) [39] was about extracting narratives from Tweets. Each study examined narratives that had been written in English, except for that of Hadzi-Puric and Grmusa [40]. The data volume was heterogeneous and varied from millions of messages [41] or billions of Tweets [39] to a more limited number of
messages, such as the 1290 messages included in the study by Hadzi-Puric and Grmusa [40].

The list of studied drugs was also heterogeneous. Out of the 13 selected studies, 11 (85%) focused on a limited number of drugs, such as lipid-modifying drugs in Li [43]. The other studies aimed at detecting signals of a large number of drugs, as in Liu and Chen’s work [44], which considered all of the drugs from the Unified Modeling Language System (UMLS) and the US Food and Drug Administration’s (FDA) Adverse Drug Event Reporting System (FAERS).

Data Extraction

The operating method to extract data from Web forums and social media depended on the nature of the source. For Web forums, 8 of 13 (62%) articles used an adapted Web crawler to collect Web pages, and then a Web scraper to extract the messages that were embedded in these Web pages [38,42-44,46-49].

Web scraping can be done through two approaches: (1) by taking the whole code of the page and cleaning it by eliminating the HTML tags and other unwanted elements or (2) by targeting the patients’ messages using the HTML structure. The first approach was chosen by Benton [38]. In this work, approximately 48% of the tokens, defined as strings of characters delimited by whitespace in the original HTML pages, were retained to generate the corpus.

When the source was Twitter [39], specific application programming interfaces (APIs) were available for extracting data. These APIs provided some structured information, such as the date of the message or the pseudonym of the author, which are benefits to data quality, but the narratives still had to be processed with NLP.

Preprocessing Data

Using raw data extracted from social media or Web forums was not straightforward. “Preprocessing” the data was necessary and consisted, for example, of clarifying abbreviations and checking spelling mistakes.

As shown in Table 4, a number of types of transformations were performed on the extracted data.

Table 4. Transformations performed on the extracted data.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Rationale and methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anonymization</td>
<td>Anonymization is required to remove patients’ personal data to comply with medical confidentiality. Benton’s team trained a classifier to determine if a token had to be anonymized or not [38]. Liu and Chen, only, did not extract the author pseudonyms [44], but they did not apply anonymization to the narratives.</td>
</tr>
<tr>
<td>Spelling correction</td>
<td>To maximize the detection of information in the corpus, spelling mistakes and typing errors that are common in texts extracted from social networks have to be corrected. The analyzed texts were extracted from social networks or public forums and included many abbreviations and typing errors. Li [43] applied this method to medical words that were often misspelled in messages.</td>
</tr>
<tr>
<td>Cleaning Web pages</td>
<td>Web pages consist of hundreds of tags that are invisible to users. When the crawler extracted a complete Web page code, a cleaning step was necessary to refine the content, as with Benton et al [38] and Liu and Chen [44].</td>
</tr>
<tr>
<td>Stemming</td>
<td>Reducing inflected words to their root helps to detect different forms of a word. This process reduces words to their word stem, base, or root forms, and these roots were then used for analysis. Different algorithms can be used by the «stemmer» [38,42,45,47,50]. For example, Benton et al [38] and Leaman et al [42] used the «Porter stemmer».</td>
</tr>
<tr>
<td>Sentencization/Tokenization</td>
<td>Breaking the text up into segments of words, sentences, and paragraphs allows for analyzing the sentences and locutions in the corpus. Liu and Chen [44] used sentences at the information extraction level. Similarly, Benton et al [38] and Leaman et al [42] relied on a window of, respectively, 20 and 5 tokens in which the drug and the event co-occurred. Sentencization and tokenization are also documented in Liu and Chen [44], Nikfarjam and Gonzalez [45], and Yeleswarapu et al [50].</td>
</tr>
</tbody>
</table>

Annotation

Annotation of the corpus, for instance, identification of adverse events and drugs in messages, was performed in all of the studies reviewed in this theme. Annotation was realized by (1) machine-learning algorithms [39,44] and (2) final statistical evaluation [38-50].

Out of 13 studies, 9 (69%) used standard medical terminology, including Cerner Multum’s Drug Lexicon, UMLS, side effect resource (SIDER), Coding Symbols for Thesaurus of Adverse Reaction Terms (COSTART), and MedDRA. Of the 13 studies, 8 (62%) took into account lay language. Among these 13 studies, 7 (54%) used lay vocabulary. Of the 13 that were originally selected, 3 (23%) studies [38,44,48] used a consumer health vocabulary [51], 1 of the 13 (8%) [49] used MedSyn [52], and 3 of the 13 (23%) [40,42,43] used a custom-built vocabulary.

Of the 13 studies, 3 (23%) [39,40,44] mapped lay language to medical terminologies using MetaMap [53].

Relationships Between Drugs and Events

The relationship between the drug and the medical term was then analyzed. This relationship could have been an indication (ie, the drug was taken to treat the symptom or the disease), a cause (ie, the drug caused the pathology, in this case, an ADR), or a question about a potential causal relationship.

The methods were classified into two categories. The first category corresponds to methods that assessed a relationship between the medication and the event (ie, machine learning, association rules), which were used in 7 studies out of 13 (54%), with machine learning being used in 5 of 13 (38%) publications. When this approach was used, the evaluation was done thanks to cross-validation (3/13, 23%). The second category
corresponds to exploratory analysis to identify main safety themes from the corpus of messages (ie, statistically significant co-occurrences) [38,40].

**Results Evaluation**

In the studies that used a computerized approach, the evaluation of results was based on precision (9/13, 69%), recall (9/13, 69%), f-measure (6/13, 46%), accuracy (3/13, 23%), both true- and false-positive rates (1/13, 8%), log-likelihood ratios (1/13, 8%), support (1/13, 8%), confidence (1/13, 8%), leverage (1/13, 8%), and Bayesian confidence propagation neural network (BCPNN) scores and variance (1/13, 8%).

From the initial data volume, authors selected test sets on which they evaluated their systems. The sizes of the test samples were much smaller than the initial volumes of the extracted data. For example, Hadzic-Puric and Grmusa [40] and Li [43] used the whole initial data volume, whereas Yates [49] used only 480 posts out of the initial 400,000 extracted posts.

The pharmacovigilance database that was used for comparison was the FAERS [54] in 4 of the 13 (31%) studies. In 7 other studies out of 13 (54%), the annotators had varying expertise levels—from medical school students to pediatric clinicians and those with PhDs. Benton [38] referred to the tables and notes contained on the drug labels. Overall, only Li [43] did not document the constitution of a new gold standard or the use of an existing standard.

A majority of studies (7/13, 54%) were not only about expected ADRs, but also about discovering relationships between drugs and adverse events that had not been documented on the drug labels or in the literature.

**Discussion**

**Gaps**

This scoping review revealed some gaps among the selected studies that could be challenging to fill.

Although some studies that were related to the identification theme concluded that patients’ comments posted in social media contained interesting data for pharmacovigilance (ie, potential unexpected ADRs, patients’ risk perceptions, effects on adherence), they usually failed to accurately assess the completeness, quality, and reliability of these data. We could highlight the near absence of accessible information related to chronology (ie, time to onset, dechallenge, rechallenge) or differential diagnosis that would be necessary to assess the causal relationship between a drug and an AE. Moreover, evaluations of the seriousness and unexpectedness of ADRs was available in only a few studies. Finally, we retrieved no study that took into account exposures during pregnancy and only one study that partly focused on drug-drug or food-drug interactions.

More than the quality of the information shared in social media, issues can be raised about the reliability of this information. Indeed, social media users adopt pseudonyms, which may allow malicious persons to spread fake rumors using multiple pseudonyms with limited risk of being identified as the origin of the rumor.

Furthermore, a user can post the same message twice or more on the same forum or on different forums using the same or different pseudonyms with no malevolent intent simply to maximize their chances of obtaining an answer. Consequently, it would be interesting to identify these duplicates. We found only one study in which an algorithm that addressed data redundancy was implemented but not described [40], and removing duplicates was seldom reported as an issue, for example, in Pages et al [35].

Regarding the extraction theme, we identified a set of processing steps that are used to process social media data after the Web crawling step and that could be recommended:

1. Anonymization: this was performed in only 2 studies out of 13 (15%), suggesting that privacy of data was not a major issue for the authors, who considered using pseudonyms to be sufficient for preserving confidentiality; nevertheless, it should be considered in every study that includes personal identifiers.

2. Preprocessing step: checking spelling errors and typographical errors; stemming, sentencization, and tokenization to process social media data.

3. Annotation and use of existing medical terminology. Because none of the selected articles reported on a method that encompassed all of the steps we considered key, we assume that refining current methods and tools is desirable to improve the quality of processed data.

We also noticed that implementation did not follow a generic approach, which would be necessary for easily adding new sites or data sources. This is understandable in the context of a research project, but genericity should be addressed if more sites are intended to be included in the general pharmacovigilance process.

Finally, from the studies returned by our citation database queries, no study used comments on video-sharing websites as a source of data.

**Limitations**

The methodology has at least two limitations. First, when we constituted the research team, we were not exhaustive regarding the stakeholders we included in this review. For example, we lack stakeholders from regulatory agencies, from the pharmaceutical industry, and from patients or patient associations. The second limitation relates to the citation searches. We limited ourselves to PubMed and Embase. Although both of these resources offer a wide range of citations, we potentially missed some citations in the field, as illustrated by the fact that we selected two additional articles that were not found by the queries or by screening the citations. Moreover, the query itself was not trivial because the field is still a new research area. Finally, by using PubMed and Embase, we could not find any analyses of ADRs using social media that were conducted confidentially within company safety departments.

**Perspectives**

Emerging evidence on the effectiveness of social media for surveillance suggests that mining messages posted on social media may be helpful for complementing pharmacovigilance programs. It is therefore important to develop methods and tools that can efficiently and accurately process social media data.
systems. Examples of information retrieval from social media have previously been shown in other domains. For instance, it has been demonstrated that Tweets and restaurant reviews might aid in identifying and taking action on localized foodborne illnesses [55-57].

Adverse drug reactions are serious, underreported public health problems with high health and financial costs. A number of authors often described the cases of ADRs reported in social media as insufficiently informative to effectively assess a causal association with the drugs, compared with classical reporting in which quality criteria are available [58,59]. Moreover, extracting ADRs from social media presents specific technical constraints, given the unstructured information, compared with electronic health records or pharmacovigilance databases. Finally, spelling errors and patients’ expressions [60,61] make extraction even more difficult.

However, our study confirms that there is a sufficient volume of data on pharmacovigilance in social media to work with and that quantity may eventually support the pharmacovigilance process despite variable quality. Whereas some websites may collect huge amounts of poorly documented posts, others such as PatientsLikeMe [60] collect very complete and high-quality data on drug treatments and, therefore, present very interesting possibilities for improving our knowledge on ADRs based on reliable information. It is thus necessary to further evaluate the quality of the different websites to fulfill the expectations of a new data source for pharmacovigilance.

Among the conceivable solutions for increasing reliability, we can suggest the use of comments’ metadata (eg, pseudonym, date, and eventually the location given in the profile) to detect duplicated posts from the same author.

Indeed, the objective is to use social media as an additional source of data to expedite signals of potential ADRs. Local pharmacovigilance departments nationwide collect data on adverse events to track cases and interpret data for surveillance. Social media may help to detect the misuse or abuse (including overdose) of drugs [62,63] and adverse effects that would otherwise go unreported (eg, ADRs that are not serious but can impair the patients’ quality of life and the adherence to treatment).

In order to verify the reliability of data retrieved online, comparison of this data with established sources, like FAERS or SIDER, as realized by several authors to derive reference material, can also be useful to detect new knowledge and improve quality of documentation of already described ADRs.

Social media may also provide new information on polypharmacy in real life, especially on the concomitant use of prescription drugs and self-medication drugs, and its consequences for patients, such as drug-drug interactions.

Nevertheless, it is necessary to verify how this new data source could be integrated into regular pharmacovigilance systems, with the aim of detecting, verifying, or validating signals.

Moreover, a number of authors highlighted the necessity of considering the context associated with the drug prescription, including whether any ADRs have been described in the media or discussed by regulatory agencies, to interpret the findings. Through the example of benfluorex, Abou Taam et al [28] analyzed narratives that were posted on French websites and reported drastic changes in consumers’ risk perceptions following media coverage. As such, social media may be analyzed to assess consumers’ behaviors and their risk perceptions and, finally, guide public communication campaigns.

Finally, a broader use of the Internet may include additional sources, such as soliciting reporting studies [64] we excluded, crowdsourcing [65] that may be complementary to social media, or Web search queries [66].

Conclusions

We conducted a scoping review to explore the potential interest in social media as a new source of data in pharmacovigilance and to define the methods for extracting data from this source. The exploratory aspect of the scoping review helped to give us an overview of this field, and this was a mandatory first step when we began our own work in the field. We are currently developing methods and tools within the Adverse Drug Reactions from Patient Reports In Social Media (ADR-PRISM) and Vigilance dans les Forums sur le Médicament (Vigi4MED) projects to collect data from social media and to evaluate the data’s potential interest for pharmacovigilance. This scoping review was beneficial for identifying gaps in previous studies and designing our work plan.

Among the studies that were related to extraction, the oldest one was published in 2010, which shows that this field is still new and suggests that we can expect numerous further developments and improvements to come.

Finally, it appears that there are still outstanding questions about the data collected from social media and that there is sufficient room for improving extraction systems. Depending on the measured characteristics of social media as a new data source for pharmacovigilance and the headway in extracting ADRs, pharmacovigilants will have to define the role of social media in the classical pharmacovigilance system.
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Abstract

Background: Type 2 diabetes mellitus is a worldwide challenge. Practice guidelines promote structured self-monitoring of blood glucose (SMBG) for informing health care providers about glycemic control and providing patient feedback to increase knowledge, self-efficacy, and behavior change. Paired glucose testing—pairs of glucose results obtained before and after a meal or physical activity—is a method of structured SMBG. However, frequent access to glucose data to interpret values and recommend actions is challenging. A complete feedback loop—data collection and interpretation combined with feedback to modify treatment—has been associated with improved outcomes, yet there remains limited integration of SMBG feedback in diabetes management. Incorporating telehealth remote monitoring and asynchronous electronic health record (EHR) feedback from certified diabetes educators (CDEs)—specialists in glucose pattern management—employ the complete feedback loop to improve outcomes.

Objective: The purpose of this study was to evaluate a telehealth remote monitoring intervention using paired glucose testing and asynchronous data analysis in adults with type 2 diabetes. The primary aim was change in glycated hemoglobin ($A_1c$)—a measure of overall glucose management—between groups after 6 months. The secondary aims were change in self-reported Summary of Diabetes Self-Care Activities (SDSCA), Diabetes Empowerment Scale, and Diabetes Knowledge Test.

Methods: A 2-group randomized clinical trial was conducted comparing usual care to telehealth remote monitoring with paired glucose testing and asynchronous virtual visits. Participants were aged 30-70 years, not using insulin with $A_1c$ levels between 7.5% and 10.9% (58-96 mmol/mol). The telehealth remote monitoring tablet computer transmitted glucose data and facilitated a complete feedback loop to educate participants, analyze actionable glucose data, and provide feedback. Data from paired glucose testing were analyzed asynchronously using computer-assisted pattern analysis and were shared with patients via the EHR weekly. CDEs called participants monthly to discuss paired glucose testing trends and treatment changes. Separate mixed-effects models were used to analyze data.
Results: Participants (N=90) were primarily white (64%, 56/87), mean age 58 (SD 11) years, mean body mass index 34.1 (SD 6.7) kg/m2, with diabetes for mean 8.2 (SD 5.4) years, and a mean A1c of 8.3% (SD 1.1; 67 mmol/mol). Both groups lowered A1c with an estimated average decrease of 0.70 percentage points in usual care group and 1.11 percentage points in the treatment group with a significant difference of 0.41 percentage points at 6 months (SE 0.08, t159=-2.87, P=.005). Change in medication (SE 0.21, t159=-3.37, P=.009) was significantly associated with lower A1c level. The treatment group significantly improved on the SDSCA subscales carbohydrate spacing (P=.04), monitoring glucose (P=.001), and foot care (P=.02).

Conclusions: An eHealth model incorporating a complete feedback loop with telehealth remote monitoring and paired glucose testing with asynchronous data analysis significantly improved A1c levels compared to usual care.


(J Med Internet Res 2015;17(7):e178) doi:10.2196/jmir.4112
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Introduction

In the United States, 9.3% of Americans have diabetes mellitus; of those, 90% to 95% are diagnosed with type 2 diabetes [1]. When uncontrolled, diabetes is the seventh leading cause of death and the leading cause of kidney failure, blindness, and nontraumatic amputations in the United States [1]. Achieving national diabetes outcome targets for blood glucose, blood pressure, and blood fats can decrease complications and improve quality of life [2]. However, research indicates people with diabetes remain at suboptimal glucose control for 2.9 years from patient and provider clinical inertia limiting treatment intensification [3,4]. Self-management of diabetes is a critical component of diabetes care [2] and self-monitoring of blood glucose (SMBG) is an essential self-management behavior [2,5]. Evaluation of SMBG data by primary care providers encourages more frequent medication changes and several studies indicate improved glycemic control [6-8]. Practice guidelines promote the use of SMBG for informing health care providers about glycemic control and providing patient feedback to increase knowledge, self-efficacy, and behavior change [9-11]. Effective SMBG includes structured behaviors such as (1) frequency of glucose testing, (2) participant use and response to glucose data, (3) health care provider data interpretation, and (4) therapy modifications [12,13]. However, there is controversy regarding the benefit of SMBG to improve glycated hemoglobin (A1c)—a measure of overall blood glucose control—in persons with noninsulin-treated type 2 diabetes with some systematic reviews reporting no reduction in A1c [14,15]. However, current research incorporating structured monitoring profiles—defining the frequency, intensity, and timing of SMBG—shows significant improvement in A1c [6,7,16,17]. Although there is limited research to document the most effective SMBG profile, paired glucose testing (eg, pairs of glucose results obtained before and after a meal, physical activity, or other event) is one suggested profile [10,18]. However, it is challenging to access glucose data frequently to interpret values and recommend patient actions. A complete feedback loop—data collection and interpretation combined with feedback to the patient to modify treatment plan—has been associated with improved outcomes [19]. Although the complete feedback loop is an essential component of both SMBG [20] and remote monitoring, there is limited and inconsistent incorporation of SMBG feedback in diabetes management [14,19-21]. Although research has evaluated telehealth remote monitoring glucose data, few studies have incorporated SMBG profiles that provide timely feedback to patients and allow for real-time decision making [22]. In primary care, health care providers are often not prepared to interpret SMBG data, respond to patterns, and implement a complete feedback loop with tailored feedback for behavior change or treatment modifications [14,23]. Diabetes management programs with nurse care coordination [14,23] often include diabetes education provided by certified diabetes educators (CDEs), who are uniquely qualified to analyze SMBG data and problem solve with patients. Incorporating telehealth remote monitoring with CDE support employs the complete feedback loop to improve outcomes. Figure 1 shows the complete feedback loop elements [19]. The patient generates glucose data following targeted education on the elements of structured SMBG. Next, data are analyzed and synthesized by both the CDE and the patient using pattern management and evidence-based guidelines. In collaboration, the CDE and patient agree on modification of the existing treatment plan through active communication and tailored feedback from the CDE. Finally, a new action plan is developed using shared decision making and implemented by the patient and the cycle continues. Telehealth remote monitoring may improve clinical outcomes, care coordination, engagement, and satisfaction [24,25]. Novel clinical interventions are needed that expand existing paradigms of diabetes care by utilizing telehealth remote monitoring and actionable patient-generated data for timely behavior and treatment changes. The purpose of this study was to test the effectiveness of a telehealth remote monitoring intervention with paired glucose testing for adults with noninsulin-treated type 2 diabetes. The hypothesis was that the intervention would result in a greater change in A1c and improved self-management, self-efficacy, and diabetes knowledge compared to usual care over 6 months.
Methods

Study Design
The study was a 2-group randomized clinical trial with 1:1 randomization to usual care or telehealth remote monitoring with paired glucose testing (treatment group). Sample size was determined based on the main outcome: mean change in $A_1c$ between treatment and usual care over 6 months. The comparison of usual care ($n=39$) to treatment participants ($n=39$) had 80% power to detect a 0.9% difference in $A_1c$ between treatment and usual care after 6 months ($\alpha=.05$, 2-tailed). A 15% additional margin for participant dropout resulted in a sample size of $n=45$ per group.

Setting
The study was conducted between January and October 2013 in a large health care system in California with an established diabetes management program with telephonic nurse care coordination for diabetes population health management. CDEs proactively telephoned patients with $A_1c \geq 10\%$ (86 mmol/mol) to develop care plans, whereas patients in lower risk groups ($A_1c 7.5\%-9\%$ or 58-75 mmol/mol) called the program if desired. CDEs were trained in motivational interviewing to support behavior change, structured paired glucose testing, pattern management, and medication management. Approximately 7000 patients were enrolled in the diabetes management program at that time and nearly 1500 patients met the inclusion criteria.

Recruitment and Enrollment
Participants were recruited through query of the electronic health record (EHR) and diabetes management database using the International Classification of Diseases, Ninth Revision (ICD-9) code 250.02. The inclusion criteria were:

1. Type 2 diabetes diagnosis treated with oral antihyperglycemic medications, noninsulin injectable medications, or lifestyle alone;
2. Participant in the diabetes management program for previous 12 months;
3. Aged between 30 and 70 years;
4. $A_1c$ between 7.5% and 10.9% (58-96 mmol/mol) in previous 6 months;
5. Internet or 3G connection with email access;
6. Landline or cellular phone;
7. English speaking; and
8. Primary care provider in health system.

Exclusion criteria identified by medical chart review included:

1. Insulin prescription;
2. Unable to independently self-manage (diagnosis of dementia, severe depression, schizophrenia, or cognitive impairment for previous 12 months); and/or
3. Diagnoses of debilitating stroke, heart failure, end-stage renal disease, or legally blind.

Eligible participants were contacted through mail, email, and telephone (see Figure 2). Consent forms were mailed and emailed to participants. The research team obtained informed consent by telephone and then participants signed consents and returned by postal mail. We estimated a 15% enrollment rate, but 6% was attained. Major reasons for ineligibility were non-English speakers (21%, 8/37), insulin (21%, 8/37), primary care provider not in health system (16%, 6/37), and no Internet access (14%, 5/37).

A permuted block, with blocks of 4 and 6, and a computer-generated random number table were utilized for randomization. After participants signed the consent form, the research coordinator assigned sequential study identification (ID) numbers. The investigator matched the ID numbers to the random number table to assign study group. Participants were
notified of group assignment by email after completing online baseline self-assessment questionnaires. Participants randomized to the control group (usual care) were informed to continue in the diabetes management program for usual care. Blinding of participants, providers, and the research team was not possible. Participants in both groups received a US $10 gift card after completing online questionnaires. A\textsubscript{1c} tests were ordered every 3 months, as is standard of care when A\textsubscript{1c} is elevated, then billed to insurance. A\textsubscript{1c} tests were collected at health system laboratories using similar equipment following standardized procedures. Questionnaires were completed online using the Research Electronic Data Capture (REDCap) database. The study was approved by Sutter Health Central Institutional Review Committee and a Data and Safety Monitoring Board (DSMB) reviewed the study procedures and adverse events.

**Figure 2.** CONSORT flowchart of enrollment and participant status.

---

**Measures**

**Primary Outcome**

The primary outcome was the difference in mean change in A\textsubscript{1c} from baseline to 6 months between groups. A\textsubscript{1c} at recruitment (prestudy A\textsubscript{1c}), baseline, and 3 and 6 months postprogram was obtained from EHR review. Baseline data were the most recent A\textsubscript{1c} recorded before study enrollment in the previous 6 months. At the conclusion of the study, the A\textsubscript{1c} was scheduled within a 3-month time period, approximately 4 weeks before and 8 weeks after the 6-month due date.

**Secondary Outcomes**

**Diabetes Knowledge**

Diabetes knowledge was measured using the Diabetes Knowledge Test (DKT) [26], a valid and reliable measure for estimating general understanding of diabetes, including healthy eating and glucose monitoring consisting of 23 multiple-choice items. The first 14 items, appropriate for people not using insulin, were administered to study participants. Scores are measured as the number of correct answers divided by the possible total of 14.

**Self-Management**

Self-management was measured by the Summary of Diabetes Self-Care Activities (SDSCA) [27], a 12-item self-report questionnaire with subscales: general diet, specific diet, carbohydrate spacing, exercise, monitoring blood glucose, and foot care. For example, participants were asked: “In how many of the past 7 days (0-7) did you check your blood glucose?” Higher scores indicate better self-care behavior.
Self-Efficacy
Self-efficacy was measured by the Diabetes Empowerment Scale short form (DES-SF), an 8-item measure of psychosocial self-efficacy in people with diabetes [28]. Scores ranged from 1-5, with 5 indicating “strongly agree.” The mean score of 8 items is reported.

Usual Care/Control Group
Participants in usual care received diabetes education booklets and referral for formal diabetes education as needed. This group continued to receive nurse care coordination including reminders for \( A_1 \), and health maintenance exams sent by postal mail. The CDEs evaluated SMBG data when reported by participants (no specific monitoring profile was required) and discussed behavior changes with participants by telephone and/or secure messaging and discussed possible medication changes with their primary care provider through the EHR staff messaging tool. CDE contact with the usual care group was documented in the study database.

Treatment Group: Structured Glucose Monitoring
The intervention incorporated a complete feedback loop and all essential elements of structured monitoring. Before the intervention, 6 CDEs attended in-person training sessions on intervention procedures, paired testing, and the goal of implementing a complete feedback loop. Participants in the treatment group attended a 1-hour, small group, in-person training session led by the CDE that included (1) use of the glucose meter, (2) implementation of the complete feedback loop, (3) use of paired glucose testing (frequency and intensity of monitoring), (4) American Diabetes Association (ADA) goals for pre- and postmeal, (5) how to use SMBG data to modify behavior or treatment, (6) expected feedback from CDEs with communication by secure message or phone, and (7) the use of shared decision making to implement the treatment plan [22]. Participants created a “personal experiment” and agreed to check glucose before and 2 hours after the same meal or physical activity for 1 week, and created a behavior change action plan to evaluate changes in SMBG data.

During training, participants were educated on how to use the Care Innovations Guide, a telehealth remote monitoring system approved by US Food and Drug Administration (FDA), which includes an in-home tablet computer connected by Internet or 3G network to the Care Innovations Health Suite online portal (Intel-GE Care Innovations, Roseville, CA, USA). The Care Innovations Guide is connected to the glucometer via USB cables and has a touchscreen for participants to answer daily health session questions. Data are downloaded to the Health Suite for CDEs to access via the Internet. Participants received a OneTouch Ultra 2 glucometer (approved by the FDA), test supplies, and USB cables to keep (Johnson and Johnson-Lifescan Inc, Milpitas, CA, USA) at no charge. Participants returned the Care Innovations Guide when the intervention concluded.

The 84 sequential daily health sessions, designed by the research team, were delivered electronically through the Care Innovations Guide as a text document in the style of a PowerPoint slide or via short video clips. The daily health session started with an audible prompt from the Care Innovations Guide at a time convenient for the participant, then participants completed a glucose check while the glucometer was connected to the Care Innovations Guide via the USB cable. Glucose data were automatically transferred to the Care Innovations Guide at that time. Participants read brief educational content focusing on 1 or 2 key points from the American Association of Diabetes Educators AADE7 [5] self-care behaviors (healthy eating, being active, monitoring, taking medication, problem solving, reducing risks, and healthy coping) a framework for organizing education and structuring behavior change goals. An automated health session reminded participants to evaluate glucose data, using pattern management, every week and to revise or continue their personal experiment for the following week. Participants were assigned a CDE to contact by secure message or phone for diabetes-related questions, instructed to contact their primary care provider for additional health care needs, and to call 911 for emergencies.

Data Review and Nurse Care Coordination
The CDEs reviewed health session and SMBG data in the Health Suite Web portal, stratified by a stoplight system with red indicating missing data or data above or below predetermined thresholds, yellow indicating pending data, and green indicating all data within range. CDEs telephoned participants, at predetermined times, when SMBG data indicated an urgent situation, such as severe hypoglycemia (1 value <50 mg/dL) or hyperglycemia (1 value >450 mg/dL). CDEs also telephoned participants if they reported a change in their feet or a new problem with medication by answering “yes” to health session questions. The Web portal data were reviewed by CDEs during normal business hours Monday through Friday. Data entered during nonbusiness hours were reviewed the following business day. Glucose data were analyzed weekly via software specifically designed for the intervention and evaluated against ADA goals of 80-130 mg/dL before meals, ≤180 mg/dL 2 hours postmeal, and a 30-50 point change between premeal to postmeal. After SMBG analysis, CDEs generated a virtual visit via asynchronous secure messaging through the EHR using the secure message feature. CDEs created a virtual encounter in the EHR, then “copy and pasted” a summary of SMBG pattern analysis data along with personalized feedback and individualized care coordination to reinforce action plans to create the virtual visit for both participants and providers to read (Figure 3). CDEs telephoned participants at weeks 4, 8, and 12 for a 30-minute discussion of SMBG trends, patterns, and goal achievement using motivational interviewing to identify opportunities to improve glucose values. If SMBG data did not improve after 4 weeks, CDEs discussed medication options with patients and/or primary care providers using shared decision making [29]. CDEs incorporated virtual visit data, both preprandial and postprandial glucose, to suggest medication changes, including insulin therapy. Medication changes were ordered by primary care providers via the EHR. Participants were instructed to use paired glucose testing or a monthly, 3-day 7-point glucose profile until the 6-month \( A_1 \). CDEs documented patient contact in the study database.
Figure 3. Sample weekly paired glucose testing data analysis, by software designed for the study, and sample message text for feedback to participants through asynchronous secure messaging via the electronic health record.

<table>
<thead>
<tr>
<th>Date</th>
<th>Premeal glucose, mg/dL (mmol/L)</th>
<th>Postmeal glucose, mg/dL (mmol/L)</th>
<th>Change mg/dL</th>
</tr>
</thead>
<tbody>
<tr>
<td>6/2/2013</td>
<td>203 (11.3)</td>
<td>218 (12.1)</td>
<td>15</td>
</tr>
<tr>
<td>6/3/2013</td>
<td>192 (10.7)</td>
<td>227 (12.6)</td>
<td>35</td>
</tr>
<tr>
<td>6/4/2013</td>
<td>256 (14.2)</td>
<td>232 (12.9)</td>
<td>-24</td>
</tr>
<tr>
<td>6/5/2013</td>
<td>217 (12.1)</td>
<td>274 (15.2)</td>
<td>57</td>
</tr>
<tr>
<td>6/6/2013</td>
<td>193 (10.7)</td>
<td>277 (15.4)</td>
<td>84</td>
</tr>
</tbody>
</table>

Message Text:
- Hi, it looks like you have 5 sets of paired tests.
- The pre to post change is below the goal of 50 points 3/5 times; 2 are above goal and average 71.
- 0/5 premeal values are within the goal of 80-130; 5 are above goal and average 212.
- 0/5 postmeal values are within the goal of less than 180; 5 are above goal and average 246.

Statistical Analysis
Mixed-effects models were used to compare mean change over time in primary and secondary outcomes between groups. A1c was measured at baseline and at approximately 3 and 6 months. Change in A1c was evaluated by fitting different growth models. Time was represented in the models by 90-day increments with the estimated change in A1c equaling the amount of change of approximately 3 months. An indicator of group membership was added to the best-fitting growth model to test for differences between groups in A1c at 3 and 6 months and the change in A1c statistically adjusting for prestudy A1c. An indicator variable was added to the model that denoted whether a participant changed medication during the study and tested the effect of medication change on A1c at 3 and 6 months, and on the change in A1c. Finally, a model was fit to test the effect of the number of paired glucose tests on A1c at 3 and 6 months and change in A1c over time controlling for change in medication and prestudy A1c. The effect of the number of paired glucose tests on A1c, accounting for effects due to changes in medication, was studied. Tests used a significance level of $P<.05$ or a 95% confidence interval that excluded zero. SAS version 9.4 (SAS Institute, Inc, Cary, NC, USA) was used to obtain restricted maximum-likelihood estimates using PROC MIXED.

Results
Overview
Table 1 shows baseline characteristics of participants (N=90). The majority were white (64%, 56/87), had diabetes for a mean 8.2 (SD 5.4) years, mean age of 58 (SD 11) years, and mean A1c of 8.3% (SD 1.1; 67 mmol/mol). Participants were highly educated (63%, 55/87 college/postcollege), employed (53%, 46/87), with previous diabetes education (86%, 75/87), hypertension (59%, 51/87), and hyperlipidemia (69%, 60/87). There were no differences between groups at baseline except for self-reported hyperlipidemia ($P=.006$) in the treatment group. All data were included in an intent-to-treat analysis. There were no serious hyper- or hypoglycemic events or hospitalizations. One participant visited the emergency department unrelated to the study and DSMB determined there were no serious adverse events related to the study.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Usual care n=45</th>
<th>Treatment n=45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>19 (21)</td>
<td>23 (25)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.5 (10.6)</td>
<td>53.9 (10.4)</td>
</tr>
<tr>
<td>Years with diabetes (years), mean (SD)</td>
<td>8.1 (5.3)</td>
<td>8.3 (5.5)</td>
</tr>
<tr>
<td>Ethnicitya, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>8 (9)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>White</td>
<td>27 (31)</td>
<td>29 (33)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>2 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>American Indian</td>
<td>1 (1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>4 (5)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Educationa, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>18 (21)</td>
<td>17 (20)</td>
</tr>
<tr>
<td>High school</td>
<td>10 (12)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (3)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Post college</td>
<td>12 (14)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Employment statusa, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>21 (24)</td>
<td>25 (29)</td>
</tr>
<tr>
<td>Not employed</td>
<td>6 (7)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Retired</td>
<td>16 (18)</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Marital statusa, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>29 (33)</td>
<td>36 (41)</td>
</tr>
<tr>
<td>Single/divorced/widowed</td>
<td>14 (16)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Previous diabetes educationa, n (%)</td>
<td>40 (46)</td>
<td>35 (40)</td>
</tr>
<tr>
<td>Computer usea, n (%)</td>
<td>42 (48)</td>
<td>44 (51)</td>
</tr>
<tr>
<td>Type of Internet usea, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email, yesterday</td>
<td>34 (39)</td>
<td>41 (47)</td>
</tr>
<tr>
<td>News, yesterday</td>
<td>24 (28)</td>
<td>34 (39)</td>
</tr>
<tr>
<td>Medical, yesterday</td>
<td>9 (10)</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Video, yesterday</td>
<td>11 (13)</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Treatmenta, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifestyle</td>
<td>2 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Pills</td>
<td>10 (12)</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Pills and lifestyle</td>
<td>27 (31)</td>
<td>30 (35)</td>
</tr>
<tr>
<td>Noninsulin injectable</td>
<td>2 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Noninsulin injectable and pills</td>
<td>2 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Comorbiditiesa, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart attack</td>
<td>6 (7)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>5 (6)</td>
<td>4 (5)</td>
</tr>
</tbody>
</table>
Primary Outcomes

The best-fitting model to describe $A_{1c}$ over time was a quadratic growth model suggesting that the rate of change in $A_{1c}$ was not constant over time. The quadratic model included 3 coefficients. The first two, the intercept and the linear change rate, described $A_{1c}$ level and change in $A_{1c}$ at specific time points. We evaluated these 2 coefficients at baseline and at 3- and 6-months postbaseline. Time was coded to reflect change at approximately 3-month intervals; thus, the linear change rate was the expected rate of change using a 90-day interval. The third coefficient, the quadratic effect, was the acceleration rate that allowed for a nonconstant rate of change over time. Of the 3 coefficients, only the intercept varied across individuals suggesting individual differences in $A_{1c}$ levels over time, but no significant individual differences in the change rate. After fitting a growth model to data, individual scores may correlate between measurements. Model fit for $A_{1c}$ scores was improved by allowing the residuals between measurements to correlate within persons.

Using a quadratic growth model to describe $A_{1c}$ over time, we tested group differences in $A_{1c}$ levels and the linear rates of change at baseline and at 3 and 6 months controlling for prestudy $A_{1c}$. Comparisons between usual care group and treatment group suggested no difference in mean $A_{1c}$ or in the linear change rate at baseline. An estimated group mean $A_{1c}$ difference of 0.11 ($t_{159}=0.63$, $P=.53$) at 3 months and -0.11 ($t_{159}=-0.59$, $P=.55$) at 6 months showed no significant differences between groups. At 3 months, the usual care group decreased $A_{1c}$ at a mean rate of -0.35 units ($t_{159}=-4.37$, $P<.001$). Between groups, the difference in the change rate was not significant, suggesting no difference in the change rate at 3 months. At 6 months, the change rate in $A_{1c}$ for the usual care group of -0.07 ($t_{159}=-1.41$, $P=.16$) was not statistically significant, indicating no further improvement in $A_{1c}$ at 6 months. However, the groups differed significantly in the change rate at 6 months, with the treatment group decreasing 0.23 units faster than the usual care group ($t_{159}=-2.87$, $P=.005$) (Table 2).

Figure 4 shows $A_{1c}$ trajectories for groups over 6 months. Finally, the estimated acceleration rate for the usual care group was 0.14 ($t_{159}=4.07$, $P<.001$), suggesting that the change rate increased with time. The estimated acceleration rate for the treatment group was 0.14 + (-0.013)=0.13, although the difference in this coefficient between groups was not significant ($t_{159}=-0.26$, $P=.80$) suggesting no difference in this aspect of change in $A_{1c}$ over time.
Table 2. Estimated mean $A_1c$ level and instantaneous linear change in $A_1c$ at baseline and 3 and 6 months with group differences and prestudy $A_1c$ level as a covariate.\(^a\)

<table>
<thead>
<tr>
<th>Factor</th>
<th>n</th>
<th>Usual care group</th>
<th>Treatment group</th>
<th>Group difference</th>
<th>$t$-ratio(^{19}b)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $A_1c$ level, % (mmol/mol)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>90</td>
<td>8.16 (66)</td>
<td>8.46 (69)</td>
<td>0.30</td>
<td>1.57</td>
<td>.12</td>
</tr>
<tr>
<td>3 months</td>
<td>83</td>
<td>7.68 (60)</td>
<td>7.81 (62)</td>
<td>0.11</td>
<td>0.63</td>
<td>.53</td>
</tr>
<tr>
<td>6 months</td>
<td>80</td>
<td>7.46 (58)</td>
<td>7.35 (57)</td>
<td>-0.11</td>
<td>-0.59</td>
<td>.55</td>
</tr>
<tr>
<td>Prestudy $A_1c$ effect(^c)</td>
<td></td>
<td>0.52</td>
<td></td>
<td></td>
<td>5.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instantaneous linear change in $A_1c$ (^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>90</td>
<td>-0.62</td>
<td>-0.80</td>
<td>-0.18</td>
<td>-0.94</td>
<td>.35</td>
</tr>
<tr>
<td>3 months</td>
<td>83</td>
<td>-0.35</td>
<td>-0.56</td>
<td>-0.21</td>
<td>-1.87</td>
<td>.06</td>
</tr>
<tr>
<td>6 months</td>
<td>80</td>
<td>-0.07</td>
<td>-0.31</td>
<td>-0.23</td>
<td>-2.87</td>
<td>.005</td>
</tr>
<tr>
<td>Estimated change from baseline to 6 months</td>
<td></td>
<td>-0.70</td>
<td>-1.11</td>
<td>-0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceleration rate(^e)</td>
<td></td>
<td>0.14</td>
<td>0.12</td>
<td>-0.01</td>
<td>-0.26</td>
<td>.80</td>
</tr>
</tbody>
</table>

\(^a\) Tabled values are maximum-likelihood estimates.
\(^b\) $t$-ratios are ratios of the estimates to their respective standard errors.
\(^c\) The prestudy $A_1c$ effect, a regression coefficient, is the change in $A_1c$ when measured during the study for a unit increase in prestudy $A_1c$ level.
\(^d\) Instantaneous linear change in $A_1c$ reflects the point change in $A_1c$ for a 90-day increment.
\(^e\) Acceleration rate is the rate of acceleration of the quadratic growth model.
One usual care participant and 27 participants in the treatment group self-reported medication change, including 4 starting insulin. A change in medication was related to lower A1c at 3 months ($t_{157}=-3.42, P<.001$) and 6 months ($t_{157}=-3.37, P<.001$) controlling for treatment effect and prestudy A1c. The effect of a medication change was not significant on the change rate in A1c at 3 or 6 months (see Table 3). Three usual care group participants engaged with CDEs via telephone during the study. Although only 1 participant changed medication, they all decreased their A1c levels.

The paired glucose testing goal was 84 pairs over 12 weeks with actual values ranging from zero to 73 pairs, mean 10.2 (SD 14.4) pairs, and median 21 (IQR 15) pairs. The effect of the number of paired glucose tests was not statistically significant on either the level ($t_{156}=-0.99, P=.33$) or change rate in A1c at 3 months ($t_{156}=-1.82, P=.07$) and the level ($t_{156}=-1.86, P=.06$) or change rate in A1c at 6 months ($t_{156}=-1.82, P=.07$) (see Table 3).
Table 3. Estimated effects of change in medication and number of paired glucose tests on $A_1^c$ level and instantaneous linear change in $A_1^c$ at baseline and at 3 and 6 months.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimated effect on $A_1^c$ level$^a$</th>
<th>Estimated effect on the instantaneous linear change rate in $A_1^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE$^b$</td>
<td>t-ratio (df)$^c$</td>
</tr>
<tr>
<td>Medication change</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>−1.05</td>
<td>−3.42 (157)</td>
</tr>
<tr>
<td>6 months</td>
<td>−0.71</td>
<td>−3.37 (157)</td>
</tr>
<tr>
<td>Number of paired tests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>−0.007</td>
<td>−0.99 (156)</td>
</tr>
<tr>
<td>6 months</td>
<td>−0.015</td>
<td>−1.86 (156)</td>
</tr>
</tbody>
</table>

$^a$ Models were estimated in a hierarchical fashion.

$^b$ MLE: maximum-likelihood estimate.

$^c$t-ratios are ratios of the estimates to their respective standard errors.

Secondary Outcomes

Table 4 shows secondary outcomes by group over 3 months. Both groups showed improvement on average for general diet, specific diet, carbohydrate spacing, and foot care self-management behaviors measured by the SDSCA. The treatment group showed greater improvement in the self-management behaviors of carbohydrate spacing, monitoring glucose, and foot care. Neither group showed improvement in DKT, DES, or SDSCA subscales of exercise, smoking, and medication.
### Table 4. Patient-reported secondary outcomes by group.

<table>
<thead>
<tr>
<th>Secondary outcome</th>
<th>Usual care</th>
<th>Treatment</th>
<th>t-ratio (df)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (95% CI)</td>
<td>n</td>
<td>Mean (95% CI)</td>
</tr>
<tr>
<td>DES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>3.5 (3.3, 3.8)</td>
<td>45</td>
<td>3.8 (3.2, 4.4)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>3.8 (3.2, 3.3)</td>
<td>40</td>
<td>4.1 (2.8, 5.3)</td>
</tr>
<tr>
<td>DKT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>12.0 (11.3, 12.6)</td>
<td>45</td>
<td>12.4 (10.9, 13.9)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>11.4 (10.1, 12.6)</td>
<td>40</td>
<td>12.1 (9.1, 14.0)</td>
</tr>
<tr>
<td>SDSCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>3.7 (3.2, 4.3)</td>
<td>45</td>
<td>3.7 (2.4, 5.0)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>4.9 (3.7, 6.1)</td>
<td>40</td>
<td>4.7 (2.0, 7.0)</td>
</tr>
<tr>
<td>Specific diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>2.9 (2.4, 3.4)</td>
<td>45</td>
<td>3.5 (2.3, 4.7)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>4.2 (3.0, 5.3)</td>
<td>40</td>
<td>4.6 (1.7, 7.0)</td>
</tr>
<tr>
<td>Carbohydrate spacing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>3.0 (2.3, 3.8)</td>
<td>45</td>
<td>2.7 (1.0, 4.6)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>3.9 (2.4, 5.4)</td>
<td>40</td>
<td>4.7 (3.4, 7.0)</td>
</tr>
<tr>
<td>Exercise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>2.4 (1.7, 3.1)</td>
<td>45</td>
<td>2.7 (1.1, 4.3)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>2.6 (1.3, 3.9)</td>
<td>40</td>
<td>3.7 (0.6, 6.8)</td>
</tr>
<tr>
<td>Medication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>6.5 (6.0, 7.0)</td>
<td>45</td>
<td>6.2 (4.9, 7.0)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>6.4 (5.4, 7.3)</td>
<td>40</td>
<td>6.3 (5.2, 7.0)</td>
</tr>
<tr>
<td>Monitoring glucose</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>3.6 (2.8, 4.4)</td>
<td>45</td>
<td>3.0 (1.1, 4.8)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>3.7 (2.1, 5.3)</td>
<td>40</td>
<td>5.1 (2.6, 7.0)</td>
</tr>
<tr>
<td>Foot care</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42</td>
<td>2.5 (1.8, 3.2)</td>
<td>45</td>
<td>2.5 (0.9, 4.2)</td>
</tr>
<tr>
<td>3 months</td>
<td>41</td>
<td>3.8 (2.5, 5.2)</td>
<td>40</td>
<td>5.0 (1.7, 7.0)</td>
</tr>
</tbody>
</table>

---

**Discussion**

**Principal Findings**

To our knowledge, this is the first telehealth remote monitoring study for type 2 diabetes, within a diabetes management program, that incorporated all essential elements of structured monitoring, including (1) identifying frequency of glucose testing, (2) participant use and response to data, (3) health care provider data interpretation, and (4) therapy modifications [12,13] with paired glucose testing [22]. Structured monitoring created actionable patient-generated data in the context of a complete feedback loop facilitating change in both self-management behavior and treatment. In this study, both groups had improved $A_1c$ levels at 3 months without a significant difference between groups in the rate of change ($P=.06$). However, at 6 months, the treatment group continued to have a statistically significant decrease in $A_1c$ levels (demonstrating sustained benefit from the intervention), whereas the usual care group participants were no longer improving ($P=.005$). Both groups had lower $A_1c$ levels with an estimated average decrease of 0.70 percentage points in the usual care group and 1.11...
percentage points in the treatment group, with a significant group difference of 0.41 percentage points at 6 months. Although baseline A₁c levels were higher in the treatment group, it was not significantly different from the usual care group. These outcomes are similar to a recent systematic review and meta-analysis that demonstrated a statistically significant and clinically relevant mean difference in A₁c of -0.44 percentage points (−4.8 mmol/mol) between treatment and usual care when telehealth was added to usual care in diabetes management [30]. Previously, a difference of -0.50 percentage points in A₁c levels between treatment and usual care groups has been reported as clinically meaningful in the literature [14]. Implementation of all complete feedback loop elements (telehealth remote monitoring, structured SMBG, nurse care coordination, and treatment change) is necessary to improve outcomes and future clinical translational research needs to be conducted in the context of the complete feedback loop [20].

Reducing clinical inertia in management of type 2 diabetes was a goal of this intervention [3]. In this study, treatment participants had more self-reported medication changes compared to usual care participants and this was significantly associated with A₁c level at both 3 (P<.001) and 6 months (P<.001). The weekly asynchronous virtual visits provided analyzed glucose data to reinforce ADA goals and facilitate pattern management. The paired glucose testing analysis reduced clinical inertia for both patients and providers. Evaluating multiple weeks of SMBG data, often continuously above goal, compared to the usual practice of assessing a single A₁c result at 3-month intervals, encouraged medication change. This study is similar to others that incorporated nurse care coordination [25,31,32] to suggest medication changes to primary care providers, but different from those that used nurse practitioners [33,34] who were able to adjust medication independently. Although CDEs suggested medication changes, the primary care providers did not always follow the recommendations or ordered a different medication class. Allowing CDEs to adjust and order medications independently might improve outcomes. Although primary care providers had access to paired glucose testing data analysis, several chose to wait for A₁c results before initiating medication change. Targeted primary care provider education before the study may have improved outcomes and increased comfort level with adjusting medications using SMBG data [35].

In the telehealth literature, some studies report an association between the frequency of SMBG and the impact on A₁c change [33,36], whereas others report no impact [34]. The SteP study showed structured SMBG data resulted in more frequent and effective treatment changes by primary care providers [6]. The St Carlos [7], ROSSO [37], and PRISMA [17] studies also showed improvement in A₁c when structured SMBG data were used to adjust treatment. In this study, more sets of paired glucose testing were not associated with a faster rate of decline in A₁c levels (P=.06). However, the frequency of paired glucose testing varied. Identifying opportunities to encourage consistent paired glucose testing may improve outcomes. Research to examine the minimum number of paired glucose tests required to improve outcomes is important. The study was not powered to conduct subanalyses of individuals with consistent weekly paired glucose testing. Newer glucose monitoring technologies, including continuous glucose sensors that collect and store glucose data with minimal fingerstick requirements, may improve primary care provider and patient access to glucose data and reduce clinical inertia. Finally, long-term use of paired glucose testing over 12 months needs to be evaluated. Although A₁c data were collected at 6 months, the active intervention ended at 3 months. It is possible that continuing the telehealth remote monitoring would further improve outcomes. A comparative effectiveness study varying the frequency of paired glucose testing and type of remote monitoring feedback is necessary to identify best practices to lower A₁c levels [38].

This telehealth study incorporated asynchronous virtual encounters via the EHR to provide feedback on the weekly analysis of paired glucose testing data. This study was similar to others that focused on the use of EHRs for feedback [33,39,40], allowing participants to engage in self-management at a convenient time. This study was also similar to others that analyzed data using treatment algorithms [32], but offered a unique approach by using paired glucose testing data to educate the participant on glucose pattern management and empower participants in self-management.

The treatment group improved in 3 self-management behaviors. Daily education on AADE7 self-care behaviors required the participant to respond through the Care Innovations Guide [5]. The treatment group showed greater improvement in SDSCA self-management subscores of foot care, carbohydrate spacing, and monitoring glucose, all content areas presented in the Care Innovations Guide. The asynchronous virtual visits concentrated on the impact of paired glucose testing and helped participants evaluate carbohydrate quantity in food choices while identifying effect on glucose. This telehealth remote monitoring study is unique in that the participants were taught to analyze paired glucose testing data in the same manner as CDEs, looking for trends and patterns, and adjusting behavior accordingly. Data from a recent systematic review showed that only 31.1% of mobile apps create an opportunity for people with diabetes to share glucose data with providers and even fewer (17.8%) offer an opportunity to analyze data and graphically display results to help the individual learn from their data, whereas only 8.8% of applications supported patients in developing personalized action plans [38]. This study improved on limitations identified in this systematic review by sharing glucose data with the health care team, providing both automated and tailored feedback along with problem solving and goal setting support. Although foot care was not directly an intervention component, foot care was incorporated into the 84 virtual health sessions participants completed through the Care Innovations Guide. Participants improved scores in foot care due to the daily educational content provided through the Care Innovations Guide, which indicates virtual education is a successful option to improve self-management behaviors.

**Limitations**

Due to challenges with recruitment and saturation of the participant pool, the sample size was small. Results may be different for larger studies powered to detect a smaller change...
in A₁c levels. The study took place over 6 months, thus long-term outcomes and sustainability over time is unknown. Although there are baseline data from the SDSCA subscale on glucose monitoring, we do not know if the usual care group engaged in paired glucose testing or another profile. However, most participants self-reported not checking glucose on a regular schedule and randomization would account for this issue. A Hawthorne effect is always possible when enrolling individuals motivated to change their self-management behaviors. A delayed entry or a crossover study would address the problem of usual care participants knowing group assignment. The population for the study was an existing diabetes management program, a higher level of usual care than described in most telehealth remote monitoring studies, so between-group differences may be smaller than if compared to typical usual care. Data were not collected on specific dietary or physical activity changes participants made. An online food diary and accelerometer to automatically capture physical activity would create a richer dataset to analyze. Although a treatment fidelity plan was in place, the same CDEs were responsible for treatment and usual care groups, possibly contaminating the usual care group. This intervention did not use mobile technology and was unable to provide real-time feedback, which may have limited outcomes [32].

This study enrolled insured, English-speaking participants in a diabetes management program in a health system. There may be membership bias because the study was conducted in English, yet people affected by diabetes represent multiple ethnic groups, many of whom are underinsured or uninsured. A majority of the participants were white, highly educated, with a strong history of computer use. The results of this study can only be generalized to a similar population. This study should be repeated in populations of lower socioeconomic status without access to sophisticated diabetes management programs. Varying the length of telehealth remote monitoring interventions, including duration and intensity, may help define specific requirements to improve outcomes [41]. There are significant costs associated with SMBG that impact patients and payers and a cost-effectiveness analysis would have provided important information. This intervention required 2 test strips per day whereas Medicare allows for 1 strip per day. Nurse care coordination is expensive and other technology-enabled models of care that facilitate the complete feedback loop and increase patient engagement at a lower cost are needed. Incorporating social media for patient support may reinforce problem solving and behavior change and be less costly. Weitzman and colleagues [42] identified that 31.7% of study participants posted their A₁c values on their profile page during a study in the diabetes online community Tudiabetes.org indicating an interest in participating in online peer support for glucose management.

**Conclusions**

This eHealth clinical trial implemented essential elements of structured monitoring in tandem with telehealth remote monitoring and asynchronous virtual visits through a health system EHR. The complete feedback loop was utilized to educate participants, obtain and analyze actionable SMBG data, provide feedback, and collaborate as a team in the decision-making process. Participants used paired glucose testing data to change behavior, self-reporting an increase in both carbohydrate spacing and glucose monitoring. CDEs, experienced in pattern management and medication adjustment, suggested treatment changes in a reasonable time frame (typically 4 weeks), breaking a link in the cycle of clinical inertia, showing a change in medication was associated with a lower A₁c level [3]. At present, this level of nurse care coordination has limited reimbursement. Further research is needed to support eHealth models of care that incorporate remote nurse care coordination by CDEs [43]. Implementing a complete feedback loop in the primary care setting, supported by telehealth remote monitoring and paired glucose testing, improves A₁c and self-management behaviors in adults with type 2 diabetes.
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Abstract

Background: Internet and mobile health (mHealth) apps hold promise for expanding the reach of evidence-based health interventions. Research in this area is rapidly expanding. However, these studies may experience problems with recruitment and retention. Web-based and mHealth studies are in need of a wide-reaching and low-cost method of recruitment that will also effectively retain participants for the duration of the study. Online recruitment may be a low-cost and wide-reaching tool in comparison to traditional recruitment methods, although empirical evidence is limited.

Objective: This study aims to review the literature on online recruitment for, and retention in, mHealth studies.

Methods: We conducted a review of the literature of studies examining online recruitment methods as a viable means of obtaining mHealth research participants. The data sources used were PubMed, CINAHL, EbscoHost, PsycINFO, and MEDLINE. Studies reporting at least one method of online recruitment were included. A narrative approach enabled the authors to discuss the variability in recruitment results, as well as in recruitment duration and study design.

Results: From 550 initial publications, 12 studies were included in this review. The studies reported multiple uses and outcomes for online recruitment methods. Web-based recruitment was the only type of recruitment used in 67% (8/12) of the studies. Online recruitment was used for studies with a variety of health domains: smoking cessation (58%; 7/12) and mental health (17%; 2/12) being the most common. Recruitment duration lasted under a year in 67% (8/12) of the studies, with an average of 5 months spent on recruiting. In those studies that spent over a year (33%; 4/12), an average of 17 months was spent on recruiting. A little less than half (42%; 5/12) of the studies found Facebook ads or newsfeed posts to be an effective method of recruitment, a quarter (25%; 3/12) of the studies found Google ads to be the most effective way to reach participants, and one study showed better outcomes with traditional (eg in-person) methods of recruitment. Only one study recorded retention rates in their results, and half (50%; 6/12) of the studies recorded survey completion rates.

Conclusions: Although online methods of recruitment may be promising in experimental research, more empirical evidence is needed to make specific recommendations. Several barriers to using online recruitment were identified, including participant retention. These unique challenges of virtual interventions can affect the generalizability and validity of findings from Web-based and mHealth studies. There is a need for additional research to evaluate the effectiveness of online recruitment methods and participant retention in experimental mHealth studies.

(J Med Internet Res 2015;17(7):e183) doi:10.2196/jmir.4359
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Introduction

Background

Chronic health conditions have replaced acute diseases as the leading causes of both illness and death in the United States [1]. While overall mortality rates have declined, chronic health conditions are becoming more common [1]. There is a great need for empirically based treatment and support for these conditions [2]. While the accessibility and availability of health information is limited when it is delivered solely in medical settings, the Internet and mobile health (mHealth) apps hold promise for expanding the reach of evidence-based health interventions and information [3]. Both tools have opened up a new audience for health information [4]. According to a recent survey, approximately 284.5 million people in the United States (90% of the population) have at least one mobile phone [5]. An estimated 58% of mobile phone users have a smartphone, about 31% of mobile phone owners use their phones to look for health or medical information, and approximately 35% of mobile phone users download apps to track or manage their health [6,7]. A similar report found that 72% of adults look on the Internet for health information [8]. Sixty-five percent of Internet users say they are better informed about health because of Internet and mobile phone use, and 44% report that these technologies have greatly helped their ability to get this information [9]. mHealth apps hold power in their accessibility and reach [10], as well as their ability to lower the costs associated with relaying information, support, and assistance to those who need it [11].

While in-person interventions and consultations produce the highest efficacy, mobile technologies may address the disparity between supply and demand for health-related services and information, thus creating a potentially lower-cost solution to bridging that gap [4,12]. In addition, mHealth apps and Web-based interventions provide flexibility that in-person interventions are unable to provide, such as around-the-clock access to information and personalized feedback [4,13,14]. The benefits of this technology are promising but are in the development stage. However, mHealth is predicted to continue its growth as the technology becomes more pervasive in the US population [3].

Although research has been conducted for many years on Web-based health interventions, research in the area of mHealth is nascent. There are few published studies of mHealth apps designed using theoretical frameworks [4,14-16]. There are a large number of smoking cessation apps available for Apple, Android, and Windows Phone platforms, but the vast majority do not include basic evidence-based practices and are found to have low levels of adherence, meaning that participants quit using the app over time [17,18]. In addition, a majority of Web-based smoking cessation interventions are not evidence-based [19]. There is a clear need for evaluation of Web-based and mHealth interventions to ensure that public health problems, such as smoking, can be addressed with evidence-based tools [17,19].

Web-based interventions and mHealth apps are fundamentally different, but research in these areas can experience similar challenges. There are special issues involved with conducting virtual interventions. Research on mHealth apps and Web-based interventions is difficult due to unique challenges associated with recruiting, enrolling, and retaining participants [4,13]. Recruitment and retention of participants in these studies directly affects sample size, which determines the power and significance of the study [14,20]. If recruitment goals are not met in the initial period, it can negatively influence the chance of finding an effect or, if an extension on the recruitment period is required, it can expand study costs considerably [20]. Participant retention is another main concern for studies using mHealth interventions [4]. Some claim attrition may be due to early interest in the novelty of mHealth apps, which then fades as the innovation wears off [4], while others suggest the lack of personal contact can lead to higher dropout rates [21]. Attrition is inevitable, especially in lifestyle interventions such as diet or smoking cessation where dropout rates less than 20% are rarely achieved, but excessive attrition can reduce study power, increase bias, and lower generalizability [22].

Challenges in enrolling participants have led researchers to look towards alternative methods for identifying potential participants [23,24]. Web-based strategies for attracting participants, such as the use of Internet advertising, email invites, craigslist, online message boards, and more recently, social media, have been explored by researchers in order to find general and specific populations for studies [24]. Some studies indicate that online strategies can be effective at reaching a larger number of potential participants, as well as improving affiliated costs [4,13,24]. Online recruitment can cast a broader net than traditional recruitment, extending to previously hard-to-reach populations, such as young adults, racial/ethnic minorities, and those with low education attainment [25,26]. In addition, Internet-based recruitment can be affordable and reach a wider, more diverse population, thus increasing generalizability [27,28]. However, there is lack of consistency in reporting these population variables in studies employing these methods [29].

In a recently completed study (National Cancer Institute Grant #R41CA162502; J Gordon, PI), our research team developed and evaluated a theory-based mHealth app to improve medication adherence and provide behavioral support for tobacco cessation. Our team used online and in-app methods of recruitment with varying degrees of success. The research team, currently conducting another study (National Cancer Institute Grant #R21CA174639; J Gordon, PI) to test a multi-behavioral smoking, diet, and physical activity mHealth intervention, sought to identify the most effective methods for recruiting and retaining research participants. Our first-hand experience, as well as the desire to formulate recommendations for other researchers, prompted an analysis of the literature on methods of attracting and retaining participants in mHealth studies.

Variables of Interest

The cost of the recruitment method used and participant retention rates were our primary variables of interest. Recruitment cost can be important with a limited budget in order to find the largest, most representative sample with the allotted funds. Participant retention rates were a primary focus due to our suspicion that the lesser amount of investment...
required from participants in virtual research negatively affects retention [4,21]. In addition, the broad reach achieved by Web-based recruitment might bring in people who are unfamiliar with the research environment and are unaware of the extent of the commitment they are making. This might later affect the number of participants who enroll and complete all interventions. This predicted higher attrition rate was evident in our own experience, as well as in the literature on Web-based and mHealth studies [4,21]. Participant demographics were included in the review to allow for comparison to “traditional” methods of recruitment. The “traditional” recruitment methods are defined as telephone, newspapers, radio, TV, flyers, or word-of-mouth. Other variables included were duration of recruitment and intervention because of their influence on participant retention and engagement, which are important factors in the generalizability and success of mHealth research [4,22].

Methods

Search Strategy

A review of the literature published between 2004 and 2014 was conducted from August 2014 to October 2014, using the search terms “mHealth”, AND “social media”, AND “health behavior change”, AND “online recruitment”, OR “recruitment”, in the databases PubMed, MEDLINE, Cumulative Index of Nursing and Allied Health Literature (CINAHL), PsycINFO, and EbscoHost. Articles’ reference lists were also screened for relevant literature. Two searches of the literature were conducted, with the first using more stringent selection criteria. The goal of the initial search was to focus solely on mHealth research. The second search was conducted with more expansive selection criteria to include Web-based interventions due to minimal results from the first search.

Phase I Selection Criteria

The initial review was limited to articles that were published in English, had an abstract available, and reported on research about behavioral interventions to improve health. While certain demographic components such as age can affect recruitment results [23], there were no specifications for age or race of participants included in the review. The first author (TL) screened the abstracts and titles of relevant articles for eligibility. Only peer-reviewed papers were included. Mobile health articles that detailed their recruitment process in their methods section were selected (TL). These articles reported online recruitment methods and outcomes from current or past experimental studies, retention rates, and costs related to online recruitment. This initial search produced only one publication [29].

Phase II Selection Criteria

The first search highlighted the novelty of the mHealth research field. Therefore, an additional, broader search was conducted to see if any Web-based studies, in addition to mHealth studies, published articles detailing their recruitment processes and outcomes. This search utilized the same keywords and similar study selection criteria. The only change was expanding the criteria to include Web-based studies, as well. This second phase search gave the researchers a better understanding of what types of articles were being published about online recruitment and what types of information were being reported. Upon conclusion of the broader search, 11 peer-reviewed publications were included for the literature review. This created a total of 12 peer-reviewed articles [24-27,29-36].

Descriptive Characteristics of the Studies

The following data were collected from each article and recorded in an Excel spreadsheet: (1) authors of the publication, (2) year of publication, (3) article digital object identifier (DOI) number, (4) health domain, (5) study design, (6) number of participants enrolled in the study, (7) general demographics of participants, (8) method of recruitment, (9) total time duration of recruitment, (10) total cost of advertising, as well as cost per click if applicable, (11) percentage retention of participants, (12) study or intervention duration, and (13) most effective methods of recruiting, including cost and number of participants, found by the study.

Results

Description of Studies

Overview

Four of the articles (33%) were published in 2014, three (25%) were published in 2013, and the rest were published between 2006 and 2012. The most common health category was tobacco use/smoking cessation (58%, 7/12). Other categories included mental health, general health, and human immunodeficiency virus (HIV). One third (4/12) of the studies used a randomized control trial as their study design, and one quarter (3/12) used a comparison study design. Other designs included exploratory design, pilot studies, and feasibility trials. The most common participant age group recruited was 18-25 years old. One study included participants between 16-25 [25], and all other research employed broad criteria, requiring participants to be older than 18 years of age. The studies targeting users under 25 used Facebook advertising only, whereas all other studies used a variety of online and traditional methods. Examples of online recruiting methods consist of paid media, including search engine advertising, and earned media, such as posting on various websites and craigslist. A majority (83%, 10/12) of the studies recorded participant engagement in some way. An example of engagement could be the number of page or icon clicks within an app in an mHealth study (see the Participant Engagement and Retention section for a more in-depth explanation).

Recruitment Method

Five of the articles used only one recruitment tool (42%), which was Facebook. These articles specified that they used Facebook, as they were targeting only a small demographic (eg, individuals 18-25). Three of these articles [30-32] used different types of ads through Facebook (17%), some more successful than others. The first article, which looked at depression, found that ads that were closely aligned with the content of the research and used wording regarding a problem to solve were more successful than the other ads [30]. The second article, which looked at smoking cessation, found that newsfeed ads were more successful. They also found that simple images of cigarettes, the study logo, and general informational messaging were the
most successful compared to more complex images and intricate targeted messaging [31]. The third article, which looked at tobacco use, found that Facebook ads were more affordable than previous methods used. They noted success of ads as being dependent upon Facebook’s approval of the ad [32]. A quarter (3/12) of the articles used multiple methods of Web-based recruitment [27,33,34]. One study advertised through search term query results on multiple search engines [34], and the other two studies used a combination of various websites, search engines, and social media outlets for recruitment purposes [27,33]. One third of the studies (4/12) used a combination of traditional methods and Web-based methods of recruitment and compared them side-by-side for effectiveness [24,26,29,35]. Two studies [24,35] used Facebook ads as the Web-based method (17%) and compared it to the use of flyers and newspaper ads. One study [26] used national websites, local websites, and search engines, and compared them to the use of billboards, TV and radio ads, and direct mail. One study [29] used health websites (eg, WebMD.com), Google AdWords, Facebook, and Twitter, and compared them to TV, radio, newspaper, email, and word of mouth.

**Recruitment Duration and Participant Numbers**

Recruitment duration was deemed to be an important factor due to its direct impact on the costs associated with recruitment methods. The majority of articles (67%, 8/12) reported an average recruitment duration of approximately 5 months (range 7 weeks-7 months). Of the studies that recruited for less than a year, half noted two trial periods of recruitment where advertising was changed in some way after the first trial. Two studies (17%) noted the reason for the split in recruitment period as a way to evaluate the effectiveness of different types of ads [30,31]. Articles that specified recruitment duration of less than 1 year had an average of 468 participants. Four articles (33%) reported an average duration of 17 months (range 13-23 months). Studies that recruited for more than 1 year had an average of 3199 participants.

**Participant Eligibility**

Eligibility criteria were diverse across articles, except for age (>18 years old), which was common across studies (92%, 11/12). Only one study recruited participants under age 18 [25]. Eligibility criteria were specific to the health domain on which the study focused. A majority of the tobacco cessation studies specified eligibility criteria (86%, 6/7), including English literacy, current resident of the United States, some form of Internet access, current smoking (usually defined by number of cigarettes smoked within a specific time frame), and not having used a specific tobacco cessation website or other intervention. Half (6/12) of all articles specified geographic location as an eligibility requirement, usually the country in which the study was being conducted. Half (6/12) of all articles also had intervention-related criteria as eligibility requirements. Examples of intervention-related criteria include access to the Internet for some period of time in a week or not already receiving treatment for the health problem specified in the study. One article did not include any eligibility requirements [26].

**Recruitment Costs**

Cost was recorded in several ways: as overall recruiting cost, cost-per-click for paid advertising on social media sites and search engines, cost per participant or per completed survey, and/or direct cost related to the specific type of recruitment tool used (eg, Facebook ads). A majority (80%, 4/5) of the studies that used Facebook ads as their sole method of recruitment reported that the advertising features on Facebook helped their recruitment (Table 1). These four studies used Facebook ads successfully to recruit their ideal number of subjects within their budget and reported the ability to target a specific population or demographic as an important factor [25,30-32]. One study that compared Internet advertisements to craigslist and email invitations found Facebook to be the most effective type of Internet ad as it recruited the most participants in the 18-25 year old age range [33]. However, one study that used Facebook as the sole method of recruiting found this strategy was not able to generate sufficient participation for conducting large sample surveys [36]. Two Web-based recruitment studies (17%) did not specify a target age range and used Google ads to successfully recruit ideal participant numbers while staying within budget [27,34]. One compared advertising on Google to other search engines [34], and the other compared advertising on Google to social media outlets and online forums [27]. Certain search terms, such as those related to seeking a depression test or information about symptoms of depression [27], and “quit smoking” [34] were more effective in converting number of ad views to enrolled participants in both of these studies.

The studies that compared Web-based methods and traditional methods of recruitment reported various findings. One study recorded the highest yield of participants from Facebook, but found online advertising to cost twice as much per participant than using newspaper advertising, fliers, and word of mouth [24]. Another comparison study achieved the highest yield of participants from print advertisements, and found lower cost per participant from print ads and flyers than from Web-based methods [32]. However, this study noted that social networking sites were more likely to reach typically unrepresented populations [32]. The third comparison study reported that Google produced the highest yield of participants with the least cost, followed by news stories on medical Internet media (eg, websites such as WebMD) and traditional media [29]. This study also noted that using paid advertising and free posting on social media was the least cost effective [29].
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study type</th>
<th>N</th>
<th>Participant eligibility</th>
<th>Method of recruitment</th>
<th>Recruitment duration</th>
<th>Recruitment costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batterham (2014)</td>
<td>Systematic Investigation</td>
<td>1893</td>
<td>Australian, 18 years old</td>
<td>Facebook advertising: First period—4 ads with direct link (2x2 factorial design—“problem” vs “positive” terminology and “altruistic” vs “self-gain” terminology). Second period—Facebook page that you “liked” and page showed visible links to the survey site. Facebook compared to previously completed study which used postal and telephone surveys.</td>
<td>First period recruited for 1 month. Second period recruited for 2 months.</td>
<td>Direct link cost $9.82 per completed survey. Survey linked to the Facebook page cost $1.51 per completed survey.</td>
</tr>
<tr>
<td>Fenner (2012)</td>
<td>Exploratory study</td>
<td>278</td>
<td>Female, 16-25, live in Victoria, Australia, willing to complete health survey</td>
<td>Facebook advertising</td>
<td>4 months</td>
<td>Cost-per-click: $0.67. Cost-per-participant: $20.14</td>
</tr>
<tr>
<td>Frandsen, Walters, &amp; Ferguson (2013)</td>
<td>Multisite randomized trial</td>
<td>266</td>
<td>Older than 18, smoke more than 10 cigarettes a day for the last 3 years at least, not enrolled in another smoking cessation trial in the last 3 months, highly motivated to quit (&gt;75 on 100 pt scale)</td>
<td>Two methods: Traditional—flyers, newspaper ads Online—Facebook ads</td>
<td>18 months</td>
<td>Average cost-per-click was AUD $0.95. Cost-per-participant was AUD $42.34. Newspaper cost-per-participant was AUD $21.52</td>
</tr>
<tr>
<td>Graham, Bock, Cobb, Niaura, &amp; Abrams (2006)</td>
<td>Randomized controlled trial</td>
<td>764</td>
<td>Older than 18, smoking 5 or more cigarettes a day, no prior QuitNet.com use</td>
<td>Major search engines (AOL, MSN, Yahoo, Google), using an active user-intercept protocol</td>
<td>At least 7 months (recruitment was ongoing at published time)</td>
<td>[Not reported]</td>
</tr>
<tr>
<td>Graham, Milner, Saul, &amp; Pfaff (2008)</td>
<td>Comparison of different media campaigns</td>
<td>9,655</td>
<td>Not reported</td>
<td>Two methods: Traditional—billboards, TV, radio, direct mail, physician detailing Online—national websites (banner ads), local websites (banner ads), paid search ads (per click basis)</td>
<td>One 6-month period, one 3-month period</td>
<td>First phase: $35 per participant (with a 9% conversion rate). Second phase: $38 per participant (with a 7% conversion rate)</td>
</tr>
<tr>
<td>Heffner, Wyszynski Comstock, Mercer, &amp; Bricker (2013)</td>
<td>Pilot study</td>
<td>222</td>
<td>Older than 18 years, smoked at least five cigarettes daily for the past year, want to quit in the next 30 days, willing to be randomly assigned to either group, lives in the United States, has weekly access to the Internet, English literate, not participating in other smoking cessation interventions, and never used Smokefree.gov website</td>
<td>Two methods: Traditional—Standard media (news coverage on TV, radio, newspaper ads), emails, word of mouth. News coverage on online—medical Internet media, Google AdWords, Facebook advertising and free posts Twitter posts</td>
<td>10 weeks</td>
<td>Total cost: $9,429.83; Direct cost from Facebook: $1,250; Direct cost from Google: $3,320.53; Direct cost from press releases: $1,250; Cost-per-participant: $42.48.</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study type</td>
<td>N</td>
<td>Participant eligibility</td>
<td>Method of recruitment</td>
<td>Recruitment duration</td>
<td>Recruitment costs</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------</td>
<td>----------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>Morgan, Jorm, &amp; Mackinson (2013)</td>
<td>Randomized controlled trial</td>
<td>1326</td>
<td>18 years, from Australia, New Zealand, UK, Ireland, Canada, or US, access to Internet once a week, not getting help for depression already</td>
<td>Search engine advertising, Facebook ads, Forum posts, posts on relevant websites and online newsletters</td>
<td>14 months</td>
<td>Google keyword costs: Cost-per-click=AUD $0.09, cost-per-participant=AUD $10.75 (click-through rate of 6%); Google display network advertising: Cost-per-click= AUD$0.13, cost-per-person= AUD$14.71; Facebook costs: Cost-per-click= AUD $0.62, cost-per-participant=AUD $19.89 (click-through rate of 0.05%)</td>
</tr>
<tr>
<td>Ramo, Hall, &amp; Prochaska (2010)</td>
<td>Comparison of three recruit-ment methods</td>
<td>201</td>
<td>18-25 years of age, English literate, smoked at least one cigarette in past 30 days</td>
<td>craigslist, Internet ads through Adbrite (2 banner ads and 1 text ad), email invitations</td>
<td>6 months</td>
<td>craigslist: Free to post (estimated $0.66 per participant for time spent); Adbrite: Cost-per-participant=$20.86 (Charge every 1000 impression); SSI (online sampling service)=$19.24 per completed survey</td>
</tr>
<tr>
<td>Ramo &amp; Prochaska (2012)</td>
<td>Investigation of Facebook as a recruitment mechanism</td>
<td>1548</td>
<td>18-25 years of age, live in the United States, English literate, smoke at least one cigarette in the past 30 days</td>
<td>Facebook’s Ad program</td>
<td>13 months</td>
<td>Cost-per-click: $0.45; cost-per-completed survey: $4.28; Overall cost: $6,628.24</td>
</tr>
<tr>
<td>Ramo, Rodriguez, Chavez, Sommer, &amp; Prochaska (2014)</td>
<td>Investigation of recruitment campaigns</td>
<td>79</td>
<td>18-25 years of age, English literate, go on Facebook 4 or more days a week, smoked 100 or more cigarettes in their lives, currently smoke one per day on 3 or more days of the week, access to camera required for bioconfirmation of nonsmoking</td>
<td>Facebook’s Ads Manager program- Newsfeed ads and ads on the right column of the page</td>
<td>5 different standard ads, 2 sponsored stories, and 3 promoted posts were up for 3 weeks, 16 ads with a picture and text combination were posted for 7 weeks</td>
<td>Cost-per-click: $0.34; Overall cost: $2,024; Cost-per-participant: $8.80</td>
</tr>
<tr>
<td>Raviotta, Nowalk, Lin, Huang, &amp; Zimmerman (2014)</td>
<td>Human Papillomavirus Vaccine Trial</td>
<td>220</td>
<td>18-25 years of age, male, fewer than five lifetime sexual partners, no history of HPV infection or vaccination, no autoimmune disease nor immunosuppression, no hospitalization in the past year, no receipt of blood products or immunoglobulins within 90 days, no participation in other drug studies within 30 days, and no receipt of other vaccines within 8 days.</td>
<td>Two methods: Traditional—flyers, email, student newspaper ads, class announcements Online—Facebook ads</td>
<td>One 3-month period, one 5-month period</td>
<td>Facebook: Direct costs= $4,820, Cost-per-click= $1.24, cost-per-person= $110. Print ads and Flyers: Direct cost= $6,758, Cost-per-participant= $61</td>
</tr>
<tr>
<td>Valdez, Guterbock, Thompson, Reilly, Menefee, Williams, &amp; Rexrode (2014)</td>
<td>Feasibility trial</td>
<td>87</td>
<td>Study 1: 18 years or older, identify as Filipino, live in the United States; Study 2: 18 years or older, US citizen, diagnosed with type 2 diabetes, Facebook user</td>
<td>Already-established Facebook group</td>
<td>Study 1: 5 months; Study 2: 2 months</td>
<td>Study 1: No direct costs; Study 2: Direct cost= $118.17, cost-per-participant= $1.94</td>
</tr>
</tbody>
</table>
Participant Engagement and Retention

The amount of time participants spend using the site or app in a study can affect retention rates [37], and retention can greatly impact the overall power and generalizability of study results [22]. Engagement is a complex amalgam of time and interactivity with the website or app [37]. Examples of engagement metrics include number of times logging in to a website, number of page or icon clicks within an app, or completing surveys [38]. Slightly more than half (58%, 7/12) of the studies were conducting interventional research, while five (42%) of the 12 studies were conducting survey research. The studies conducting survey research (42%, 5/12) reported participant engagement as the time it took to complete study surveys. Of the remaining articles (58%, 7/12), only three (43%) reported participant engagement defined as the amount of time participants spent using the site. One intervention entailed an email chain lasting for 6 weeks [27]. Another study required a 90-day Facebook intervention and periodic biochemical confirmation of smoking cessation for 3 months [31]. The third study involved random assignment to one of two online interventions, each lasting 3 months before follow-up [29]. A third (4/12) of all the articles did not specify participant engagement at all.

The studies conducting survey research used survey completion as participant engagement. These five studies reported the number of participants that began eligibility screening, were deemed eligible, and successfully completed the surveys [25,30,32,33,36]. From these data, a completion rate was calculated as a ratio of the number of participants who completed surveys over eligible participants and then reported. These five articles (42%) either did not require or report survey follow-up, so their retention rates were calculated from their completion rates. However, retention in the context of mHealth and Web-based studies is focused on retaining participants for longer durations of time, so these rates were not reported.

Only one study (8%) reported participant retention [29]. They specified retention rates by recruitment method and found the following rates over a 3-month period: overall (52%), standard media (53%), broadcast email (46%), word of mouth (62%), press releases on health websites (56%), social media (paid ads and free posts—64%), and Google Ad Words (46%) (Tables 1 and 2). This study found no significant difference in retention rates between Web-based methods and traditional methods of recruitment [29].
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Intervention</th>
<th>Intervention duration</th>
<th>Results by recruitment method</th>
<th>Retention methods</th>
<th>Retention or completion rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batterham (2014)</td>
<td>Online survey</td>
<td>Time taken to complete online survey</td>
<td>Online surveys cost less than postal surveys- Internal links more cost less than external links. Content of ads crucial to the cost aspect of online recruitment. Terms “mental health problems” was more effective than “emotional well-being.”</td>
<td>Completion rate percentage calculated in order to see how many people completed surveys after responding to ads.</td>
<td>Survey: 10.4% completion for Problem/Altruistic ad; 11% completion for Problem/Self-Gain ad; 5.8% completion for Positive/Altruistic ad; 9% completion for Positive/Self-Gain ad</td>
</tr>
<tr>
<td>Fenner (2012)</td>
<td>Health survey</td>
<td>15-30 minutes to complete survey, either electronically or at the site</td>
<td>Facebook recruitment found to compare favorably with traditional recruitment methods. Facebook also found to yield a representative sample</td>
<td>Calculated a participation rate for those who completed the survey out of those who clicked on the ad</td>
<td>Survey: 3.5% participation rate out of all who clicked on ad, 65% survey completion of those who consented</td>
</tr>
<tr>
<td>Frandsen, Walters, &amp; Ferguson (2013)</td>
<td>[To be reported in future publication]</td>
<td>[To be reported in future publication]</td>
<td>Most participants recruited through online methods (Facebook). Facebook cost twice as much per participant than print media. Participant demographics from each method of recruitment were equally matched meaning online methods can supplement traditional methods.</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Graham, Bock, Cobb, Niaura, &amp; Abrams (2006)</td>
<td>Telephone counseling or using QuitNet.com (an Internet smoking cessation website)</td>
<td>N/A</td>
<td>Google yielded the greatest number of participants</td>
<td>Completing baseline assessment</td>
<td>51.3% completed baseline assessment and were randomized to treatment</td>
</tr>
<tr>
<td>Graham, Milner, Saul, &amp; Pfaff (2008)</td>
<td>Telephone counseling and using QuitNet.com for smoking cessation treatment</td>
<td>[Not reported]</td>
<td>Traditional methods yielded more participants and found those participants engaged with the website more, online methods reached typically hard-to-reach populations and was found to cost less</td>
<td>Number of logins, minutes per login, number of page views, and interactions with other users and counselors</td>
<td>18.4% of identifiers on QuitNet were from traditional media, 81.6% from online media. 9.1% of online clicks registered for cessation treatment (6.8% Web-only, 1.1% phone only, 1.2% both); retention data not available at time of analysis</td>
</tr>
<tr>
<td>Heffner, Wyszynski Comstock, Mercer, &amp; Bricker (2013)</td>
<td>Baseline survey, 3-month follow-up assessment</td>
<td>Time taken to complete baseline survey and follow-up 3 months later</td>
<td>GoogleAds had highest participant yield, social media and GoogleAds cost more than traditional methods. No difference between traditional and online methods in data retention or intervention success</td>
<td>Completing follow-up after 3 months went by</td>
<td>3-month retention: Overall: 52%, Standard media: 53%, email: 46%, word of mouth: 62%, medical Internet: 56%, social media: 64%, Google: 46%</td>
</tr>
<tr>
<td>Morgan, Jorm, &amp; Mackinson (2013)</td>
<td>Patient Health Questionnaire, receiving weekly emails with self-help strategies</td>
<td>6 weeks</td>
<td>Google had highest participant yield, found to be less time-consuming and more effective than other recruitment techniques, even those that are free.</td>
<td>Completing baseline survey, receiving emails, and completing depression questionnaire</td>
<td>Survey: 78% completion after consent</td>
</tr>
<tr>
<td>Ramo, Hall, &amp; Prochaska (2010)</td>
<td>10-item smoking questionnaire; Fagerstron Test of Nicotine Dependence; smoking stages of change questionnaire</td>
<td>20 min survey</td>
<td>Adbrite Internet advertisements resulted in highest participant yield (Facebook was most successful Internet Web sites), craigslist and SSI were more successful at targeting young adult smokers</td>
<td>Completing survey in entirety (all questionnaires)</td>
<td>Survey: 59.8% completion after eligibility screening</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The use of mHealth has tremendous potential for improving public health through its convenience, wide reach, and flexibility [14]. The Internet and mHealth apps are increasingly used by individuals who seek health information, thus increasing the potential to reach underserved populations [32]. However, there is a need to develop and evaluate mHealth apps in order to establish consistent, effective methods for producing health behavior change. Research on mHealth may experience challenges in participant recruitment and retention due to its very nature, which is characterized by the virtual aspect of the intervention [27]. Virtual interventions may lead to less investment and fraudulent enrollment on behalf of participants due to lack of relationship with the study team and potential incentives to participate [27]. Personal relationships may help participants to understand their contribution to the research [27]. Currently the literature on Web-based interventions is greater than that for mHealth apps, but there is a lack of detail in both about participant recruitment and even less information on retention. More attention must be paid to these two factors as they affect the validity and generalizability of the research findings [15].

Cost of Recruitment

For researchers conducting online and/or mHealth studies, online methods of recruitment have the potential to achieve better affordability than traditional methods of recruitment [27]. However, the results of this review found inconsistent findings related to cost-per-participant. This review also found conflicting outcomes regarding whether Web-based or traditional methods of recruitment were more effective at enrolling participants. It appears that the type of intervention and target population influenced which type of recruitment method was most successful.

Of the 12 studies examined, there was no clear consensus on which method (Web or traditional) is best to use when conducting mHealth research. The success of recruitment method varied widely based on population, budget, intervention, cost, and study design. “Best method”, as defined in these articles, was the one that achieved the highest participant yield for the cost incurred. Assessing largest participant yield can be achieved through analyzing overall impressions and click-through rates. Four articles (33%) found Facebook ads to be effective for recruitment when the intention was to achieve a sample within a specific age range. The use of Facebook ads for recruiting those under 25 may be due to the fact that Facebook offers the ability to target a specific demographic or age group by displaying ads only on profiles within that listed age range. Google ads appeared to be the most effective

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Intervention</th>
<th>Intervention duration</th>
<th>Results by recruitment method</th>
<th>Retention methods</th>
<th>Retention or completion rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramo &amp; Prochaska (2012)</td>
<td>Smoking Stages of Change Questionnaire, A Smoking Questionnaire, Thoughts about Abstinence form</td>
<td>Time to complete survey</td>
<td>Facebook found to be more affordable than other previously-used methods with a similar population (Internet marketing company cost-per-participant=$42.77), success of specific ads dependent upon Facebook’s approval of the ad</td>
<td>Completing survey in entirety</td>
<td>Survey: 50% completion after eligibility screening</td>
</tr>
<tr>
<td>Ramo, Rodriguez, Chavez, Sommer, &amp; Prochaska (2014)</td>
<td>Smoking History Questionnaire, Smoking States of Change scale, baseline survey, Private Facebook group tailored to their readiness to quit (ready, thinking about it, not ready), bioconfirmation of nonsmoking tests</td>
<td>One year</td>
<td>Facebook found to be efficient and affordable. Newsfeed ads more successful—Ads with simple pictures of cigarettes, the study logo, and general info messaging were most successful</td>
<td>Participant in a Facebook group and complete follow-up assessments with saliva cotinine tests at 3, 6, and 12 months.</td>
<td>34% of those who were eligible and consented completed the intervention</td>
</tr>
<tr>
<td>Ravioita, Nowalk, Lin, Huang, &amp; Zimmerman (2014)</td>
<td>Complete baseline survey and postvaccination survey. Half participants randomized to standard dosing group (0, 2, &amp; 6 months) and half randomized to alternate dosing group (0, 2, &amp; 12 months).</td>
<td>[Not reported]</td>
<td>Traditional methods reached more people, but online methods were more likely to reach hard-to-reach populations. Direct cost was higher for electronic advertising</td>
<td>Completing four visits to study site for intake survey, blood draw, vaccination does 1, 2, &amp; 3, and final blood draw and survey</td>
<td>Survey: 70.7% completion after eligibility screening</td>
</tr>
<tr>
<td>Valdez, Guterbock, Thompson, Reilly, Menefee, Bennici, Williams, &amp; Rexrode (2014)</td>
<td>Survey</td>
<td>Time taken to complete the survey</td>
<td>Facebook found to be affordable, but not feasible for large, quantitative studies</td>
<td>Completing the survey in its entirety</td>
<td>Survey: 77.2% completion after eligibility screening</td>
</tr>
</tbody>
</table>
Web-based recruitment method when there was no specific age range targeted. Four studies (33%) compared Web-based methods against traditional methods of recruitment and reached different conclusions about highest participant yield and affordability.

There are a variety of factors that could lead to these results. First, paying for advertisements is different for each online method. For example, the bidding method that both Facebook and Google use does not allow for a stable cost prediction that could be replicated by the same researcher or even future researchers. This is due to the intermittent presence of other bidders. Based on project budgets and desired participant demographics, very different results could be achieved. In addition, the business models of Internet advertising (eg, Facebook and Google ads) are constantly changing, presenting ongoing challenges for determining affordable strategies relating to online recruitment. Also, virtual interventions and methods of recruitment allow for a certain degree of ambiguity and anonymity. This might allow participants to feel more comfortable enrolling in a study or could lead to less investment in the process.

Participant Retention
Overall, studies are not doing a good job of reporting retention rates. Only one of the five studies that utilized a long-duration intervention reported participant retention rates. Retention issues can create bias and complications with generalizability [22], and if the rates are not reported, it is unclear if the results are valid. Consort diagrams are needed to describe the recruitment process and sources of attrition. Retention is a factor that not only should be addressed, but also reported with its potential effects in all articles related to online (eHealth) and mHealth interventions.

We recommend that researchers report recruitment methods, costs, participant demographics, and participant engagement metrics in their publications. Studies evaluating the effectiveness of interventions, especially mHealth interventions, should include this information in order to allow for future replication. A set of guidelines should be established for informing eHealth and mHealth researchers about recruiting generalizable samples. These guidelines might include, for example, a list of successful methods for targeting a specific participant demographic or approaches to maximizing a limited recruitment budget.

Limitations
This review has two possible limitations. First, the limited number of studies required us to modify the selection process to more broadly examine the literature in order to meet the specific needs of the research team. Therefore, our inclusionary and exclusionary criteria changed over the course of the study. Second, the studies identified during the search used very different designs and methods. These discrepancies made it difficult to form recommendations as to which methods of recruitment are most beneficial and cost-effective in conducting mHealth research.

Future Research and Recommendations
Further evaluation of online methods of recruitment is necessary to better understand their effectiveness for use in Web-based and mHealth research. Due to the unique challenges that Web-based and mHealth interventions face, there is a critical need for published articles focusing solely on recruitment methods, including participant recruitment and retention rates. Although it was outside the scope of this review, researchers in this area may also experience the possibility of fraudulent participants. Little is known about how the mHealth research process may encourage/discourage “fake” participants from enrolling in this type of study. There is also a need for guidelines and recommendations for affordable ways of recruiting and retaining representative samples of participants in Web-based and mHealth research. It is difficult to assess which methods of recruitment will work best, and there is not a “one-size-fits-all” approach, which should be included as a part of a set of guidelines. Currently, recommendations for guidelines cannot be made due to the inconsistent nature of reporting of online recruitment strategies. As the body of literature grows around mHealth, and as researchers begin to report specific recruitment methods, associated costs, and retention methods and rates, guidelines may be formed.

Conclusions
Research on mHealth apps and Web-based interventions may experience challenges with participant recruitment and retention. The research available regarding ideal participant yield and the associated costs of online recruitment methods for Web-based and mHealth studies is minimal and inconsistent. Researchers in this area should routinely report metrics regarding recruitment methods used and participant attrition. This includes detailing specifically what type of ads were used (eg, banner or search ads), as well as specific cost information (eg, cost per click, cost per participant, and overall costs). In addition, retention methods and retention rates should be included, as it is an important factor for mHealth and Internet-based studies. Information needed would include participant engagement in the intervention (eg, metrics associated with use of the intervention), and how many participants successfully completed the intervention and associated research activities. A set of guidelines for successful and affordable methods of recruitment, and metrics for evaluating mHealth engagement and participant retention are needed.
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Abstract

Background: Survey response rates among physicians are declining, and determining an appropriate level of compensation to motivate participation poses a major challenge.

Objective: To estimate the effect of permitting intensive care physicians to select their preferred level of compensation for completing a short Web-based survey on physician (1) response rate, (2) survey completion rate, (3) time to response, and (4) time spent completing the survey.

Methods: A total of 1850 US intensivists from an existing database were randomized to receive a survey invitation email with or without an Amazon.com incentive available to the first 100 respondents. The incentive could be instantly redeemed for an amount chosen by the respondent, up to a maximum of US $50.

Results: The overall response rate was 35.90% (630/1755). Among the 35.4% (111/314) of eligible participants choosing the incentive, 80.2% (89/111) selected the maximum value. Among intensivists offered an incentive, the response was 6.0% higher (95% CI 1.5-10.5, P=.01), survey completion was marginally greater (807/859, 94.0% vs 892/991, 90.0%; P=.06), and the median number of days to survey response was shorter (0.8, interquartile range [IQR] 0.2-14.4 vs 6.6, IQR 0.3-22.3; P=.001), with no difference in time spent completing the survey.

Conclusions: Permitting intensive care physicians to determine compensation level for completing a short Web-based survey modestly increased response rate and substantially decreased response time without decreasing the time spent on survey completion.

(J Med Internet Res 2015;17(7):e189) doi:10.2196/jmir.3898
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**Introduction**

Understanding the opinions and practices of health care providers is essential for clinical research [1]. However, surveys of health care providers are plagued by declining response rates [2-4], and techniques for increasing response rates in the general public [5] frequently fail to motivate physicians [6]. Although low response rates do not necessarily bias results [7,8], they do increase the potential for nonresponse bias, and hamper publication [9-11].

While physician response rates are declining, inexpensive tools for conducting sophisticated Web-based electronic surveys are flourishing. Although physician response rates to electronic surveys have generally been lower than to postal surveys, many trials comparing postal versus electronic surveys were conducted a decade ago and targeted community-based physicians in regions where high-speed Internet access was unreliable or nonexistent [12-15]. As high-speed Internet access becomes ubiquitous and health care providers become more comfortable with Web-based technologies, electronic surveys have the potential to provide researchers with unique tools, including instant compensation for participation and data about how physicians interact with surveys.

A major challenge when designing a survey is determining the appropriate level of financial compensation required to incentivize participation [16-18]. Allowing respondents to choose how much they wish to be compensated provides insight into participant motivation and may maximize the cost-effectiveness of incentives by not spending funds on participants who do not require a large incentive to respond. An additional challenge posed by electronic surveys is the inability to provide prepayment. Prepayment in postal surveys, traditionally achieved by including cash in the survey envelope, is associated with significantly greater response rates among surveys of physicians versus providing payment contingent on survey completion [16,19,20].

We combined three techniques to address these challenges. First, we invited physicians to select their preferred level of instant compensation, up to US $50, for completing a short, electronic survey. Second, we attempted to engender altruism by reminding physicians that the study was funded by a limited student budget. Finally, compensation was only promised to the first 100 respondents, making it a scarce, time-limited incentive. To assess whether these three combined techniques affected response rate, time to response, survey completion rate, and time spent completing the electronic survey, we designed a randomized controlled trial of respondent-selected compensation.

**Methods**

**Study Design**

A previously described database of academic intensivists was used to recruit faculty from US hospitals with training programs accredited by the Accreditation Council for Graduate Medical Education in Internal Medicine-Critical Care Medicine, Anesthesiology-Critical Care Medicine, and Surgical Critical Care [21]. The database was updated in 2012 to include demographic and electronic contact information for 2482 physicians. Physicians were excluded from randomization if they (1) lacked electronic contact information (285/2482, 11.48%), (2) had been invited to participate in a pilot study (268/2482, 10.80%), (3) had made a previous request not to be contacted (76/2482, 3.06%), or (4) contributed to study design or survey development (3/2482, 0.12%). The remaining 1850 intensivists were potentially eligible to participate in a randomized trial of an intervention to increase communication about life support with families of critically ill patients [22], administered using the Qualtrics Web-based survey platform [23]. The Institutional Review Board (IRB) of Johns Hopkins School of Medicine approved the study. Intensivists were notified that survey completion served as consent to participate in the trial.

Randomization was blocked on intensivist sex, specialty—medicine, anesthesiology, or surgery—years since completing residency, and geographic region of residency [24,25]. Within each block, 45% of eligible intensivists were randomly assigned to the group with the ability to select their preferred level of compensation as an incentive to participate.

On November 20, 2012, each randomized intensivist was sent an invitation by email containing a unique link to the survey. All invitations included the survey topic, number of questions, expected time required to complete the survey (5 minutes), IRB approval, study confidentiality, number of follow-up/reminder emails for nonresponders, planned date for study closing (December 20, 2012), and names and affiliations of study investigators. Invitations for intensivists randomized to receive an incentive to participate also included the following text:

*In appreciation for your participation, the first 100 respondents to complete the survey will be offered an Amazon.com gift code at the end of the survey. The code can be redeemed immediately for any amount up to $50. In selecting the compensation amount, please consider that this is a PhD thesis project being funded by a limited student budget.*

Reminder emails were sent to all intensivists who had not completed the survey on days 13, 22, and 28 following the initial invitation. In each of the reminder emails, intensivists randomized to the incentive group were informed that funds for incentives were still available. Because not all respondents chose to take the full amount available, there were sufficient funds to offer the incentive to more than 100 respondents. To establish survey eligiblility, participants were first asked if they had treated patients in the intensive care unit (ICU) setting during the previous 2 years. Those who had were then asked one question about practice history followed by 10 screens, each containing a brief clinical scenario for review.

Participants randomized to the incentive intervention who completed the survey had the option of entering the amount they wished to spend at Amazon.com [26] up to US $50 using the Amazon Gift Codes On Demand service, which allows study participants to claim incentives instantly. Among those participants who elected to receive one, incentives were claimed on the Amazon.com website. The value of created incentives
was instantly deducted from a study fund containing US $5000. Study investigators could not access information on goods purchased by participants or the timing of purchases made using gift codes.

Statistical Analysis

The primary outcome measure was the difference in survey response rate between trial arms. Response rates were calculated in accordance with response rate three (RR3), defined by the American Association for Public Opinion Research guidelines for Internet surveys of specifically named persons [27] as follows:

\[
RR3 = \frac{I}{I + P + eC[UH + UO] + eI[UH + UO]}
\]

The RR3 is equal to the number of eligible participants who responded to all survey questions (I) divided by the sum of eligible participants who responded to all survey questions (I), eligible participants who answered the eligibility screening question but did not answer all survey questions (P), and the estimated proportion in the control arm (eC) and intervention arm (eI) of nonresponders (UH) and responders with unknown eligibility (UO) who were eligible. The proportions of eligible nonresponders and responders with unknown eligibility were estimated based on the proportion of responders in each arm of the trial who answered the screening question and were known to be eligible.

Secondary outcome measures were defined as follows: survey completion rate (ie, number of intensivists known to be eligible who answered all survey questions divided by the number of eligible intensivists who clicked the link to the Web-based survey), time to response (ie, time of survey completion minus the time the initial email was sent among intensivists who completed the survey), and time spent completing survey (ie, time of survey completion minus time that the link in the invitation email was clicked by eligible intensivists).

Analyses were performed using the R programming language version 3.0.1 (Vienna, Austria) [28] using two-sided significance tests, with \( P<.05 \) indicating statistical significance, and data were analyzed on an intention-to-treat basis. Hypothesis tests for differences in proportion were performed using Pearson’s chi-square test. Fisher’s exact test was used when a cell within a contingency table contained fewer than 10 observations. Confidence intervals for differences in proportions were calculated using the Wald interval. Differences in the distribution of continuous variables were assessed using the Wilcoxon-Mann-Whitney test [29].

Results

Overview

The overall response rate was 35.90% (630/1755), with 92.0% (630/685) of eligible respondents answering all questions in the survey (see Figure 1 and Table 1). A total of 13 out of 991 (1.3%) respondents in the control arm and 22 out of 859 (2.6%) respondents in the incentive arm indicated that they had not treated patients in the ICU setting in the last 2 years and were deemed ineligible. Among the 55 known eligible respondents who did not complete the survey, 32 (58%) answered the screening question and the question about practice history, but did not answer any of the questions related to the brief clinical scenarios. The remaining 23 (42%) participants responded to a median of 4 scenarios (interquartile range [IQR] 3-6). The median time to response was 3.4 days (IQR 0.3-22.0) and the median amount of time eligible intensivists spent completing the survey was 3.9 minutes (IQR 2.5-5.5). Among eligible intensivists invited to participate, 80.49% (1489/1850) were male, 63.30% (1171/1850) specialized in internal medicine, and the median number of years since completing initial residency was 20 (IQR 13-28). The characteristics of intensivists randomized to the control versus incentive groups were similar (see Table 2).

Based on the RR3 equation, the overall response rate was equal to 35.90%:

\[
\frac{(316+314)/(316+314)+[35+20]+.96[624+3]+.93[500+3])}{630/1755} = 35.90\%
\]

The control arm response rate was equal to 33.2%:

\[
\frac{316/(316+35+.96[624+3])}{316/953}=316/953=33.2\%
\]

The incentive arm response rate was equal to 39.2%:

\[
\frac{314/(314+20+.93[500+3])}{314/802}=314/802=39.2\%
\]
### Table 1. Response rate calculation values using response rate three (RR3)\(^a\).

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Control arm (n=991), n (%) or n/n (proportion)</th>
<th>Incentive arm (n=859), n (%) or n/n (proportion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Eligible participants who answered all survey questions, n (%)</td>
<td>316 (31.9)</td>
<td>314 (36.6)</td>
</tr>
<tr>
<td>P</td>
<td>Participants who answered the eligibility question but did not answer all survey questions, n (%)</td>
<td>35 (3.5)</td>
<td>20 (2.3)</td>
</tr>
<tr>
<td>UH</td>
<td>Nonresponders, n (%)</td>
<td>624 (63.0)</td>
<td>500 (58.2)</td>
</tr>
<tr>
<td>UO</td>
<td>Responders with unknown eligibility, n (%)</td>
<td>3 (0.3)</td>
<td>3 (0.3)</td>
</tr>
<tr>
<td>eC</td>
<td>Estimated proportion of eligible participants in the control arm, n/n (proportion)</td>
<td>351/367 (0.96)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>eI</td>
<td>Estimated proportion of eligible participants in the incentive arm, n/n (proportion)</td>
<td>N/A</td>
<td>334/359 (0.93)</td>
</tr>
</tbody>
</table>

\(^a\)RR3 = I/(I + P + eC[UH + UO] + eI[UH + UO]). RR3 is defined by the American Association for Public Opinion Research guidelines for Internet surveys of specifically named persons [27].

\(^b\)Not applicable (N/A).

### Table 2. Characteristics of the study population\(^a\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control (n=991), n (%) or median (IQR(^b))</th>
<th>Incentive (n=859), n (%) or median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>786 (79.3)</td>
<td>703 (81.8)</td>
</tr>
<tr>
<td>Specialty, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>615 (62.1)</td>
<td>556 (64.7)</td>
</tr>
<tr>
<td>Surgery</td>
<td>204 (20.6)</td>
<td>170 (19.8)</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>172 (17.4)</td>
<td>133 (15.5)</td>
</tr>
<tr>
<td>Years since residency, median (IQR)</td>
<td>20 (13-28)</td>
<td>20 (13-27)</td>
</tr>
<tr>
<td>Years since residency not reported, n (%)</td>
<td>156 (15.7)</td>
<td>134 (15.6)</td>
</tr>
<tr>
<td>Region of residency(^c), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>314 (32.0)</td>
<td>291 (33.9)</td>
</tr>
<tr>
<td>Midwest</td>
<td>215 (21.7)</td>
<td>189 (22.0)</td>
</tr>
<tr>
<td>South</td>
<td>218 (22.0)</td>
<td>192 (22.4)</td>
</tr>
<tr>
<td>West</td>
<td>113 (11.4)</td>
<td>97 (11.3)</td>
</tr>
<tr>
<td>International</td>
<td>55 (5.5)</td>
<td>36 (4.2)</td>
</tr>
<tr>
<td>Unknown</td>
<td>73 (7.4)</td>
<td>54 (6.3)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages may not sum to 100\% due to rounding.

\(^b\)Interquartile range (IQR).

\(^c\)Region defined according to US census region.
Figure 1. Study profile. Eligible participants had treated patients in the intensive care unit (ICU) setting during the last 2 years.

**Intensivists randomized to receive invitation to participate in study about end-of-life care**  
N = 1,850

<table>
<thead>
<tr>
<th>Control</th>
<th>Incentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 991</td>
<td>N = 859</td>
</tr>
<tr>
<td>Non-responders N = 624</td>
<td>Non-responders N = 500</td>
</tr>
<tr>
<td>Clicked link in invitation email</td>
<td>N = 367 (37.0%)</td>
</tr>
<tr>
<td>Not eligible N = 13</td>
<td>Not eligible N = 22</td>
</tr>
<tr>
<td>Unknown eligibility N = 3</td>
<td>Unknown eligibility N = 3</td>
</tr>
<tr>
<td>Known eligible N = 351 (95.8%)</td>
<td>Known eligible N = 334 (93.0%)</td>
</tr>
<tr>
<td>Eligible, but survey not complete N = 35</td>
<td>Eligible, but survey not complete N = 20</td>
</tr>
<tr>
<td>All questions answered N = 316</td>
<td>All questions answered N = 314</td>
</tr>
</tbody>
</table>

**Primary and Secondary Outcomes**

The overall response rate among eligible intensivists offered an incentive was 39.2% (314/802) versus 33.2% (316/953) in the control group ($P=.01$) (see Figure 1). The proportion of eligible respondents answering all survey questions was modestly greater in the incentive group (807/859, 94.0%) versus the control group (892/991, 90.0%) ($P=.06$). Among the known eligible participants who did not complete the survey, 65% (13/20) in the incentive group and 54% (19/35) in the control group did not answer questions related to the brief clinical scenarios ($P=.44$). In contrast to these relatively small effects on response, the incentive was associated with a large reduction in median time to response among responders (0.8 days for incentive group and 6.6 days for control group, $P=.001$; see Table 3). The median time required to complete the survey was 3.9 minutes in each group ($P=.56$).
Table 3. Survey outcomes by intervention arm.

<table>
<thead>
<tr>
<th>Survey outcomes</th>
<th>Control (n=991), n (%) or median (IQR)</th>
<th>Incentive (n=859), n (%) or median (IQR)</th>
<th>p b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response rate c, n (%)</td>
<td>329 (33.2)</td>
<td>337 (39.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Eligible responders completing survey, n (%)</td>
<td>892 (90.0)</td>
<td>807 (94.0)</td>
<td>.06</td>
</tr>
<tr>
<td>Days to response among eligible responders, median (IQR)</td>
<td>6.6 (0.3-22.3)</td>
<td>0.8 (0.2-14.4)</td>
<td>.001</td>
</tr>
<tr>
<td>Minutes spent completing survey, median (IQR)</td>
<td>3.9 (2.5-5.5)</td>
<td>3.9 (2.4-5.5)</td>
<td>.56</td>
</tr>
</tbody>
</table>

aInterquartile range (IQR).
bCalculated using the chi-square test for proportions and the Wilcoxon-Mann-Whitney test for continuous variables.
cResponse rate calculated in accordance with response rate three (RR3) defined by the American Association for Public Opinion Research guidelines for Internet surveys of specifically named persons [27].

Incentive Amount

Out of 314 intensivists who answered all survey questions and were offered an incentive, 111 (35.4%) chose to create one (see Table 4). All who chose to accept an incentive were able to do so, as US$95 remained at study end from the US$5000 originally budgeted for incentives. Overall, 80.2% (89/111) of accepted incentives were for the maximum value of US$50. Among the 22 intensivists out of 111 (19.8%) who chose incentives worth less than US$50, the median value was US$20 (IQR $11-$25). Intensivists randomized to the incentive group who accepted, versus did not accept, incentives completed their first residency more recently (median years since residency 15 vs 19, respectively; P=.004). A greater proportion of male versus female intensivists chose incentives (99/259, 38.2% versus 12/55, 22%, respectively; P=.03).

Table 4. Participant characteristics and survey outcomes within the incentive arm of the trial, by participant response to financial incentive a.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Incentive declined (n=203), n (%) or median (IQR)</th>
<th>Incentive claimed (n=111), n (%) or median (IQR)</th>
<th>p c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>160 (78.8)</td>
<td>99 (89.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Specialty, n (%)</td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Medicine</td>
<td>128 (63.1)</td>
<td>68 (61.3)</td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>43 (21.2)</td>
<td>17 (15.3)</td>
<td></td>
</tr>
<tr>
<td>Anesthesia</td>
<td>32 (15.8)</td>
<td>26 (23.4)</td>
<td></td>
</tr>
<tr>
<td>Years since residency, median (IQR)</td>
<td>19 (13-27)</td>
<td>15 (10-22)</td>
<td>.004</td>
</tr>
<tr>
<td>Region of residency d, n (%)</td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Northeast</td>
<td>68 (33.5)</td>
<td>33 (29.7)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>55 (27.1)</td>
<td>24 (21.6)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>44 (21.7)</td>
<td>30 (27.0)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>25 (12.3)</td>
<td>10 (9.0)</td>
<td></td>
</tr>
<tr>
<td>International</td>
<td>6 (3.0)</td>
<td>4 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (2.5)</td>
<td>10 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Days to response among responders, median (IQR)</td>
<td>0.5 (0.2-13.4)</td>
<td>2.9 (0.3-18.5)</td>
<td>.10</td>
</tr>
<tr>
<td>Minutes spent completing survey, median (IQR)</td>
<td>3.7 (2.4-5.5)</td>
<td>4.2 (2.6-5.5)</td>
<td>.66</td>
</tr>
</tbody>
</table>

aPercentages may not sum to 100% due to rounding.
bInterquartile range (IQR).
cCalculated using Fisher’s exact test, the chi-square test for proportions, and the Wilcoxon-Mann-Whitney test for continuous variables.
dRegion defined according to US census region.
Discussion

Principal Findings

In a national randomized trial of 1850 academic intensivists, permitting these physicians to choose their preferred level of financial compensation for participating in a short Web-based survey resulted in a 6.0% (95% CI 1.5-10.5, P=01) absolute increase (15.3% relative increase) in response rate, a 3.9% absolute increase in survey completeness, and a faster response time (0.8 vs 6.6 days), with no impact on the time spent completing the survey. Although 66.7% of intensivists offered compensation did not take it, those who did accept it generally took the maximum US $50 amount that was available to them.

Among intensivists offered an incentive, the only respondent characteristics associated with taking it was time since completing residency and gender. More recent graduates of medical training are likely to have lower salaries, higher educational debt levels, and greater electronic expertise, making US $50 more valuable and accessible. Although previous studies have found male healthcare workers to be less likely to respond to surveys than women [2,10], a sex-based difference in response to compensation has not been commonly reported in prior literature and merits greater investigation. The observed association between instant compensation and time to response is likely to have been influenced by the perceived scarcity of the compensation (ie, the invitation email said the incentive would be offered to the first 100 respondents) and the proximity of the study timing to annual holiday spending in December. This enhanced desirability of scarce resources is a well-known psychological effect [30], and an example of the larger phenomenon of loss aversion [31].

Shortening the time to survey response decreases the number of reminder or follow-up contacts required. Sending fewer reminders saves time and money when surveys are administered by post. Additionally, previous work suggests that late responders often differ from early responders both demographically and in their survey responses [32-35]. Techniques that recruit physicians who intend to respond, but are prone to delaying participation, help ensure their unique perspectives are represented in the study sample.

The fact that relatively few intensivists (33.3%) took the incentive may have meant that most respondents were sufficiently interested in the survey topic not to require any further motivation for participation, or that the survey was short enough—median completion time was 3.8 minutes—that most respondents did not require reimbursement. Participants who took the incentive may have been less interested in the survey topic, but this difference in interest did not lead these participants to spend less time considering or answering survey questions. Efficiently incentivizing participants to thoughtfully answer all questions may be more important for lengthier research questionnaires, although recent trials have reported no association between survey length and physician response for either postal [36-38] or Web-based surveys [39]. Decisions about whether to take the incentive also may have been influenced by altruistic or sympathetic sentiments created by disclosing the limited funding available for this student thesis project.

As physician response rates decline, leveraging available funds to incentivize survey participation becomes increasingly important. Allowing physicians in the incentive group to decide whether they wished to be compensated and explicitly mentioning that only the first 100 respondents could take the incentive allowed us to offer the full US $50 to the 859 targeted intensivists who were potentially motivated by financial gain, despite a budget of only US $5000. There are two alternative incentive strategies to consider. The first is providing US $50 to all 314 eligible respondents who completed the survey. This would have cost US $15,700. Compared to this incentive strategy, our approach produced an absolute savings of US $10,845 and a relative savings of 69.08%. The second incentive strategy is to provide a flat incentive of US $50 to the 111 eligible respondents who requested compensation which would have cost US $5500. By permitting these 111 respondents to determine their preferred compensation level up to a maximum of US $50, the total value of compensation requested was US $4855. Compared to the second strategy, providing the option to choose the value of compensation to those who requested it resulted in an absolute savings of US $645 and a relative savings of 11.73%.

Determining the appropriate amount of compensation to offer for survey completion remains challenging. Given that the vast majority of respondents who elected compensation took the maximum amount suggests that US $50 may not have been viewed as sufficient by the majority of intensivists requiring a financial incentive to participate in this very short survey. Future studies with the ability to offer greater incentives and, thus, subject to less of a ceiling effect could provide insight into the distribution of preferred compensation for survey participation among physicians.

It is important to consider the ethical and practical ramifications of perceived scarcity and providing different levels of financial compensation to members of the same study cohort. If provided as remuneration for a participant’s time, failing to provide sufficient compensation may be ethically untenable or impact data quality. In such cases, a preferable strategy would be to offer an ethically acceptable level of remuneration for all participants completing the survey and to permit the subset of participants who respond most quickly to choose a preferred level of compensation beyond the minimum remuneration level. In such cases, study investigators would need sufficient funds to cover the maximum possible cost of the total compensation and would effectively be incentivizing prompt responses.

Limitations and Strengths

A potential limitation of our study is the generalizability of our results to other groups of physicians and other health care providers. Additionally, as a bundled intervention comprised of three techniques to optimize survey response, we cannot isolate the impact of any one technique or detect any potential synergistic effects. Study strengths include the use of a national database of academic intensivists containing demographic information on physicians who are almost certain to have regular Internet access, and an electronic survey platform that provided...
important details regarding survey completion. A study of health care providers offered a gift card to a retail store chain in a postal survey found that provider response decreased in proportion to distance from the nearest store [40]. By offering an incentive that can be used to make Web-based purchases, it is unlikely that the decision to create an incentive was influenced by concerns about proximity to a physical location.

**Conclusions**

In conclusion, in this randomized controlled trial of 1850 US academic intensivists, giving physicians a time-limited opportunity to choose how much they wished to be compensated for participation in a brief, Web-based survey was associated with a small increase in response rate and a substantial decrease in time to response, without any decrease in how long physicians spent in completing the survey.
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Abstract

Background: Pregnancy and the postpartum period provide windows of opportunity to impact perinatal and lifelong preventive health behavior for women and their families, but these opportunities are often missed. Understanding racial/ethnic differences in information and communication technology (ICT) use could inform technology-based interventions in diverse populations.

Objective: The objective of the study was to evaluate differences in the use of ICT between racial and ethnic groups as well as by English language proficiency.

Methods: We conducted a cross-sectional study of 246 women who were aged 18 years or older and pregnant or within 1 year of delivery. They were recruited from 4 hospital-based outpatient clinics and completed a self-administered survey. We used multivariate regression analysis to evaluate the association between race/ethnicity and ICT (mobile phone/short message service [SMS] text message, Internet, and social network) usage by race/ethnicity and perceived English language proficiency after adjusting for age, income, marital status, and insurance status.

Results: In all, 28% (69/246) of participants were Latina, 40% (98/246) were African American, 23% (56/246) were white, and 9% (23/246) from other racial/ethnic groups. Of the Latinas, 84% (58/69) reported limited English language proficiency and 59% (41/69) were uninsured. More than 90% of all participants reported mobile phone use, but more than 25% (65/246) had changed phone numbers 2 or more times in the past year. Compared to white women, African American women were less likely to SMS text message (OR 0.07, 95% CI 0.01-0.63) and Latinas were less likely to use the Internet to find others with similar concerns (OR 0.23, 95% CI 0.08-0.73). Women with limited English language proficiency were less likely to use the Internet overall (OR 0.30, 95% CI 0.09-0.99) or use email (OR 0.22, 95% CI 0.08-0.63) compared to women with adequate English language proficiency.

Conclusions: Mobile phones are widely available for the delivery of health interventions to low-income, racially diverse pregnant and postpartum women, but disparities in Internet use and SMS text messaging exist. Interventions or programs requiring Web-based apps may have lower uptake unless alternatives are available, such as those adapted for limited English proficiency populations.

(J Med Internet Res 2015;17(7):e163) doi:10.2196/jmir.3916
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Introduction

Information and communication technologies (ICT), including mobile phones (eg, smartphones and regular mobile phones), Internet, email, and social networking have the potential to improve care for underserved communities with reduced access to health care. Although pregnant women frequently utilize health care services, they are often lost to follow-up after delivery, even among those with high-risk pregnancies [1]. Prior studies in pregnant and postpartum women show increasing use of Internet for delivery of health information [2] and interest in mobile phone apps [3]. Potential participants in postpartum weight loss interventions report high interest in Web-based components [4]. ICT has the potential to engage with and educate women, thus promoting improved health for women and their families before and after delivery [5], but evidence to support the uptake among low-income racially and ethnically diverse populations is limited.

The Pew Research Center showed 90% of Americans used a mobile phone [6] and 87% reported at least some Internet use [7]. Among those who report Internet use, 91% send or read emails and 74% use social networking sites such as Facebook, Myspace, or LinkedIn. Those with higher education and in younger age groups report most frequent Internet use, suggesting that ICT may be an optimal tool for communication, monitoring, education, and even providing interventions to young women [7]. However, studies have shown that low-income populations have fewer available ICT resources, including a reliable home Internet connection, and also frequently change mobile phone numbers [8,9]. People with limited English proficiency face multiple barriers to health care and community services, indicating a high need for novel and effective outreach strategies to engage and communicate with this population [10-14].

To inform the development of ICT-based health-related programming to a diverse population of pregnant and postpartum women, we conducted a cross-sectional survey about their ICT usage. The aim of this study was to evaluate differences in the use of ICT between racial and ethnic groups and by English language proficiency. We hypothesized that pregnant and postpartum women frequently use ICT, including mobile phones, Internet, and social networking, and that rates of ICT use would be lowest among Latinas and those with limited English language proficiency. The rationale for the hypothesis was based on prior literature indicating that Latino adults, especially those with less education, had lower Internet usage [15].

We designed the study to inform the development of culturally appropriate ICT interventions to promote healthy lifestyle behaviors in the perinatal period.

Methods

Study Design

This was a cross-sectional study, using a one-time self-administered questionnaire, to describe ICT use among women who were pregnant or in the first year postpartum. The study was approved by the Johns Hopkins University institutional review board.

Study Setting and Population

We recruited 246 women who were attending a clinical visit at 1 of 4 outpatient obstetric or pediatric clinical sites from 2 hospitals in Baltimore, MD, between January and April 2013. Three of the sites provided high-risk obstetric care. Women were eligible to participate if they were aged at least 18 years, reported that they could read English or Spanish either “well” or “very well” and were either pregnant or within 1 year of delivery.

Survey Design and Data Collection

We designed a 68-item questionnaire with items adapted from validated instruments to assess sociodemographics, use of ICT, and self-efficacy (confidence on their ability) for accessing online health information. Self-efficacy was assessed using the question “How confident are you in your ability to find helpful and useful health information on the Internet?” adapted from the Perceived Efficacy in Patient-Physician Interactions (PEPPI) 5-item scale [16]. The stem of these items began with “How confident are you in your ability to...” which we adapted to be specific to health information on the Internet. The questions used a 5-point response scale (1=“not at all confident” and 5=“extremely confident”), which we dichotomized based on the distribution of responses into “extremely confident” and “somewhat confident” versus “neutral,” “not very,” and “not at all confident.” Questions on medical history and access to care were adapted from several national surveys including the Center for Disease Control and Prevention’s Behavioral Risk Factor Surveillance System [11] or the Pregnancy Risk Assessment Monitoring System Core and Standard Questionnaires [12].

ICT usage questions were adapted from The Pew Research Center’s questionnaires on Peer-to-Peer Healthcare [13] and Health Online [14]. The final survey was translated into Spanish. The English and Spanish versions of the survey were pilot-tested among English- and Spanish-speaking patients to ensure cultural relevance, understandability, readability (aiming for fifth grade reading level or less), and completion within 10-15 minutes. Eligible participants completed a 10-15 minute self-administered questionnaire either immediately before or after their outpatient clinic visit in a private space. We offered an audio-recorded version that read each question aloud using a CD player, but no one chose this version. Participants received a US $10 gift card.

Measures

The primary outcome was use of ICT, which included use of mobile phone, short message service (SMS) text messaging,
Internet, email, and social networks. We also asked whether participants used these technologies to identify health information for themselves and their families and, if so, what they found useful.

The main independent variables were self-reported race/ethnicity, coded as non-Hispanic black, non-Hispanic white, Hispanic (Latino), and other races, and self-perceived spoken English language proficiency. English language proficiency was assessed based on the US Census question and categorization, which had been incorporated into the Consumer Assessment of Healthcare Providers and Systems (CAHPS) Cultural Competence Supplemental Survey [17,18]: “How well do you speak English?” The response of “very well” was coded as “adequate” and any response of less than “very well” ("well," “not well,” and “not at all”) was coded as having “limited English proficiency” based on previous validation of these cutpoints [17-19].

Other descriptors and covariates included sociodemographic variables [17] (eg, education level, income, marital status), pregnancy status, self-reported medical history, and health insurance.

Data Analysis

We used descriptive statistics (t tests for continuous variables and chi-square tests for categorical variables) to assess and describe the characteristics of our sample and use of ICT by race/ethnicity. We created multivariate logistic regression models to assess the association between race and ethnicity and mode of ICT after adjusting for age and education level.

Results

Characteristics of Study Sample

The mean age in our sample of 246 women was 28 (SD 6) years with white women being slightly older (mean 31, SD 6 years) than Latina (mean 28, SD 6 years) and African American (mean 26, SD 6 years) women. Most women were pregnant at the time of the survey. In all, 28% (69/246) were Latina, 40% (98/246) were African American, 23% (56/246) were white, and 9% (23/246) were from other racial/ethnic groups, which included Asian (n=10), Native Hawaiian and Pacific Islander (n=1), American Indian/Alaskan Native (n=4), and multiethnic women (n=8). In all, 17% (12/69) of Latinas and 4% (33/98) of African Americans reported household incomes less than US $10,000 compared to 9% (5/56) of white women. For insurance status, 54% (132/246) were insured with Medicaid or Medicare, but 60% (41/69) of Latinas were uninsured and 36% (89/246) of women were employed either full or part time. For Latina women, 84% (58/69) reported limited spoken English language proficiency compared to 1.1% (2/177) of the other racial/ethnic groups. Latinas most commonly reported Mexico (29%, 20/69) and El Salvador (28%, 19/69) as countries of origin. The sample had a high prevalence of medical conditions including type 2 diabetes (7%, 16/246), gestational diabetes (11%, 28/246), hypertension (12%, 29/246), and overweight/obesity (56%, 138/246). For white and African American women, 84% (47/56) and 72% (71/98), respectively, reported having a primary care physician compared to 19% (13/69) of Latina women (Table 1).
Table 1. Characteristics of the sample of pregnant and postpartum women (N=246).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total N=246</th>
<th>Latino n=69</th>
<th>African American n=98</th>
<th>White n=56</th>
<th>Other races n=23</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>28 (6)</td>
<td>28 (6)</td>
<td>26 (6)</td>
<td>31 (6)</td>
<td>29 (7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married or living with partner, n (%)</td>
<td>173 (70)</td>
<td>59 (86)</td>
<td>50 (51)</td>
<td>44 (79)</td>
<td>20 (87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Currently pregnant, n (%)</td>
<td>206 (84)</td>
<td>53 (77)</td>
<td>85 (87)</td>
<td>50 (89)</td>
<td>18 (78)</td>
<td>.18</td>
</tr>
<tr>
<td>Limited English proficiency</td>
<td>60 (24)</td>
<td>58 (84)</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Household income (US $), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>53 (22)</td>
<td>12 (17)</td>
<td>33 (34)</td>
<td>5 (9)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>$10,000-$49,999</td>
<td>83 (34)</td>
<td>26 (38)</td>
<td>37 (38)</td>
<td>14 (25)</td>
<td>6 (26)</td>
<td></td>
</tr>
<tr>
<td>&gt;$50,000</td>
<td>50 (20)</td>
<td>4 (6)</td>
<td>4 (4)</td>
<td>30 (54)</td>
<td>12 (52)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;Grade 12 or GED</td>
<td>60 (24)</td>
<td>36 (52)</td>
<td>13 (13)</td>
<td>7 (13)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Grade 12 or GED</td>
<td>83 (34)</td>
<td>22 (32)</td>
<td>48 (49)</td>
<td>10 (18)</td>
<td>3 (13)</td>
<td></td>
</tr>
<tr>
<td>&gt;Grade 12 or GED</td>
<td>101 (41)</td>
<td>10 (14)</td>
<td>36 (37)</td>
<td>39 (70)</td>
<td>16 (70)</td>
<td></td>
</tr>
<tr>
<td>Insurance status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Commercial plan</td>
<td>66 (27)</td>
<td>7 (10)</td>
<td>14 (14)</td>
<td>32 (57)</td>
<td>13 (57)</td>
<td></td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>132 (54)</td>
<td>19 (28)</td>
<td>80 (82)</td>
<td>24 (43)</td>
<td>9 (39)</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>45 (18)</td>
<td>41 (59)</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Employed</td>
<td>89 (36)</td>
<td>15 (22)</td>
<td>35 (36)</td>
<td>27 (48)</td>
<td>12 (52)</td>
<td></td>
</tr>
<tr>
<td>Homemaker/maternity leave</td>
<td>68 (28)</td>
<td>33 (48)</td>
<td>16 (16)</td>
<td>14 (25)</td>
<td>5 (22)</td>
<td></td>
</tr>
<tr>
<td>Attending school</td>
<td>13 (5)</td>
<td>2 (3)</td>
<td>6 (6)</td>
<td>3 (5)</td>
<td>2 (9)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>69 (28)</td>
<td>15 (22)</td>
<td>38 (39)</td>
<td>2 (4)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Medical history, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>16 (7)</td>
<td>3 (4)</td>
<td>10 (10)</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>28 (11)</td>
<td>7 (10)</td>
<td>8 (8)</td>
<td>12 (21)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>29 (12)</td>
<td>4 (6)</td>
<td>13 (13)</td>
<td>8 (14)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Overweight or obese</td>
<td>138 (56)</td>
<td>30 (44)</td>
<td>70 (71)</td>
<td>27 (48)</td>
<td>11 (48)</td>
<td></td>
</tr>
<tr>
<td>Has primary care physician</td>
<td>147 (60)</td>
<td>13 (19)</td>
<td>71 (72)</td>
<td>47 (84)</td>
<td>16 (70)</td>
<td></td>
</tr>
<tr>
<td>Phone and Internet use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Uses mobile phone</td>
<td>234 (95)</td>
<td>65 (94)</td>
<td>90 (92)</td>
<td>56 (100)</td>
<td>23 (100)</td>
<td></td>
</tr>
<tr>
<td>Uses smartphone</td>
<td>172 (74)</td>
<td>38 (55)</td>
<td>69 (77)</td>
<td>47 (84)</td>
<td>18 (78)</td>
<td></td>
</tr>
<tr>
<td>≥2 mobile phone numbers in last 12 months</td>
<td>65 (26)</td>
<td>17 (25)</td>
<td>34 (35)</td>
<td>10 (18)</td>
<td>4 (17)</td>
<td></td>
</tr>
<tr>
<td>Has home phone</td>
<td>106 (43)</td>
<td>25 (36)</td>
<td>48 (49)</td>
<td>24 (43)</td>
<td>9 (39)</td>
<td></td>
</tr>
<tr>
<td>Uses Internet</td>
<td>209 (85)</td>
<td>43 (62)</td>
<td>90 (92)</td>
<td>54 (96)</td>
<td>22 (96)</td>
<td></td>
</tr>
<tr>
<td>High (vs low) self-efficacy for using Internet</td>
<td>145 (59)</td>
<td>20 (29)</td>
<td>62 (63)</td>
<td>44 (79)</td>
<td>19 (83)</td>
<td></td>
</tr>
<tr>
<td>ICT outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>SMS text messaging</td>
<td>222 (90)</td>
<td>61 (88)</td>
<td>83 (85)</td>
<td>55 (98)</td>
<td>23 (100)</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>193 (79)</td>
<td>35 (51)</td>
<td>84 (86)</td>
<td>52 (93)</td>
<td>22 (96)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>209 (85)</td>
<td>43 (62)</td>
<td>90 (92)</td>
<td>54 (96)</td>
<td>22 (96)</td>
<td></td>
</tr>
<tr>
<td>Use of Internet to find health info</td>
<td>182 (74)</td>
<td>35 (51)</td>
<td>77 (79)</td>
<td>49 (88)</td>
<td>21 (91)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Other races
n=23
White
n=56
African American
n=98
Latino
n=69
Total
N=246

Characteristics | Total N=246 | Latino n=69 | African American n=98 | White n=56 | Other races n=23 | P
--|---|---|---|---|---|---
Using Internet to find others with similar concerns | 102 (42) | 8 (12) | 48 (49) | 36 (64) | 10 (43) | <.001
Social networking | 187 (76) | 37 (54) | 81 (83) | 49 (88) | 20 (87) | <.001

a Limited language proficiency defined less than “very well” on the question “How well do you speak English?”

b Survey item provided the option of declining to disclose income. A total of 24% (60/246) declined: 39% (27/69) Latino, 25% (24/98) African American, 13% (7/56) white, 9% (7/23) other races.

c Proportion with Medicaid (vs Medicare) was 52% (128/246) with 26% (18/69) Latinas, 77% (77/98) African American, 43% (24/56) white, and 39% (9/23) with other races.

d Medical history is self-reported.

e Body mass index (BMI) calculated using self-reported prepregnancy weight (kg) divided by the square of self-reported height (m²). Overweight or obese defined as BMI ≥ 30 kg/m².

Rates of Information and Communication Technology Usage

Mobile phone use was greater than 90% (234/246) among all racial and ethnic groups with African American women reporting the lowest rate of 92% (90/98) (Table 1). Compared with African American and white women, fewer Latina women used smartphones (55%, 38/69), social networking sites (54%, 37/69), or accessed the Internet (62%, 43/69) (Table 1). However, the majority of women in all racial/ethnic groups used mobile phones for SMS text messaging, although the rate was slightly lower for African American women (Latina: 88%, 61/69; African American: 85%, 83/98; white: 98%, 55/56) (Table 1). More than one-quarter of the sample (26%, 65/246) reported having 2 or more different mobile phone numbers in the past 12 months and 43% (106/246) of women reported having a home phone number or landline. Compared with women with adequate spoken English language proficiency, women with limited English language proficiency less frequently used all forms of ICT (Figure 1). Among Latinas, those with limited English proficiency had lower use of Internet (38/69, 55%) compared to Latinas with adequate English language proficiency (55%, 32/58 vs 100%, 11/11, P=.005) (not shown).

Figure 1. Rates of use of information and communication technology modality and function by English language proficiency (adequate vs limited).
Odds of Information and Communication Technology Use by Race/Ethnicity and English Language Proficiency

Compared to a white reference group, African American women were statistically significantly less likely to report SMS text messaging (OR 0.08, 95% CI 0.01-0.67) after adjustment for age and education (Table 2). Compared to white women, Latinas were less likely to report using the Internet (OR 0.15, 95% CI 0.05-0.61), email (OR 0.17, 95% CI 0.05-0.61), social networking (OR 0.27, 95% CI 0.09-0.75), Internet use to find other people with similar health concerns (OR 0.16, 95% CI 0.06-0.43), and had lower self-efficacy for health information–related Internet use (OR 0.26, 95% CI 0.10-0.68) (Table 2).

Table 2. Odds of using information and communication technology (ICT) by race/ethnicity.a

<table>
<thead>
<tr>
<th>ICT use</th>
<th>Latino, OR (95% CI)</th>
<th>African American, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMS text message</td>
<td>0.18 (0.02-1.61)</td>
<td>0.08 (0.01-0.67)</td>
</tr>
<tr>
<td>Internet useb</td>
<td>0.15 (0.03-0.78)</td>
<td>0.54 (0.10-3.04)</td>
</tr>
<tr>
<td>Email use</td>
<td>0.17 (0.05-0.61)</td>
<td>0.52 (0.14-1.91)</td>
</tr>
<tr>
<td>Social networking</td>
<td>0.27 (0.09-0.75)</td>
<td>0.58 (0.20-1.66)</td>
</tr>
<tr>
<td>Internet used to obtain health Informationb</td>
<td>0.38 (0.14-1.07)</td>
<td>0.90 (0.32-2.54)</td>
</tr>
<tr>
<td>Internet used to find others with similar concerns</td>
<td>0.16 (0.06-0.43)</td>
<td>0.86 (0.39-1.89)</td>
</tr>
<tr>
<td>High (vs low) self-efficacy for Internet usec</td>
<td>0.26 (0.10-0.68)</td>
<td>0.62 (0.26-1.49)</td>
</tr>
</tbody>
</table>

a Reference=white race. Model adjusted for age and education.
b Includes accessing Internet via mobile phone or computer.
c Self-efficacy assessed using question “How confident are you in your ability to find helpful and useful health information on the Internet?” and categorized as high=extremely confident and somewhat confident vs low=neutral, not very, and not at all confident.

Compared to women with adequate English language proficiency, women with lower English language proficiency were equally likely to SMS text message (OR 0.97, 95% CI 0.34-2.72), but had a lower likelihood of using the Internet (OR 0.20, 95% CI 0.08-0.47), email (OR 0.19, 95% CI 0.09-0.41), social networking (OR 0.27, 95% CI 0.13-0.57), Internet used to obtain health information (OR 0.27, 95% CI 0.13-0.56), and Internet used to find others with similar concerns (OR 0.08, 95% CI 0.02-0.28) (Table 3).

Table 3. Odds of information and communication technology (ICT) use for women with low vs adequate English proficiency.a

<table>
<thead>
<tr>
<th>ICT use</th>
<th>Low English language proficiency, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMS text message</td>
<td>0.97 (0.34-2.72)</td>
</tr>
<tr>
<td>Internet useb</td>
<td>0.20 (0.08-0.47)</td>
</tr>
<tr>
<td>Email use</td>
<td>0.19 (0.09-0.41)</td>
</tr>
<tr>
<td>Social networking</td>
<td>0.27 (0.13-0.57)</td>
</tr>
<tr>
<td>Internet used to obtain health informationb</td>
<td>0.27 (0.13-0.56)</td>
</tr>
<tr>
<td>Internet used to find others with similar concerns</td>
<td>0.08 (0.02-0.28)</td>
</tr>
<tr>
<td>High (vs low) self-efficacy for Internet usec</td>
<td>0.21 (0.09-0.45)</td>
</tr>
</tbody>
</table>

a Model adjusted for age and education.
b Includes accessing Internet via mobile phone or computer.
c Self-efficacy assessed using question “How confident are you in your ability to find helpful and useful health information on the Internet?” and categorized as high=extremely confident and somewhat confident vs low=neutral, not very, and not at all confident.

Discussion

In this sample of low-income, racially and ethnically diverse pregnant and postpartum women, mobile phone and SMS text message usage were common across all racial/ethnic groups. Although more than 85% of all participants reported SMS text messaging, African American women were less likely to text compared to white women. The rates of mobile phone usage reported in our survey were similar to The Pew Research Center’s Internet Project Survey data showing 90% of people own cell phones, including 90% of whites and African Americans and 92% of Hispanics [6]. Additionally, we confirmed low rates of landline use (57% did not own landlines) consistent with Pew Internet Research findings (41%). In the Pew survey, households with lower socioeconomic status and
Hispanics had higher rates of not having landlines (56.2% and 53.1%, respectively) [20]. Although our sample generally reported high mobile phone and SMS text messaging rates, we identified disparities in Internet, email, and social networking use by racial/ethnic groups and limited English language proficiency. Our results suggest that mobile phones are potentially useful modalities for the delivery of health interventions to low-income pregnant and postpartum women, but interventions requiring Web-based apps may have lower uptake unless alternatives (ie, paper) and Spanish translations are available.

Other studies have also reported lower rates of Internet usage among Latinas, but without close examination of the role of English language proficiency. A large cross-sectional survey of 3181 young women attending reproductive health clinics in Texas reported 92.7% of whites and 92.9% of African American women, but only 67.5% of Latinos, used the Internet. Hispanic women reported barriers to Internet use including cost, not having a computer at home, and not knowing how to use a computer [21]. However, the impact of English language proficiency on differential ICT use was not described. Notably, more than 80% of Latinas in our study had limited English language proficiency and 17% spoke any English, which is in contrast to the Latino population sampled in the Pew Internet Research Survey in which 65% were English speaking (either English dominant or bilingual) and proficiency was not assessed. The large difference in English proficiency likely accounts for the disparity we noted in Internet use, in which only 62% of Latinas in our sample used the Internet compared to 78% of Latinos in the Pew Survey [22]. In addition, more than half of the Latinas in our sample reported less than a high school education; from other surveys from this community, more than one-third likely have less than a sixth grade education [15] indicating lower literacy, including Spanish literacy. Our results suggest that English language and literacy are major barriers for women to use and access the Internet. The development of technology-based interventions, especially those that require Internet components, should be translated into Spanish, designed for people with lower literacy, and culturally adapted for Latinos to have the greatest potential impact.

Despite these disparities in Internet usage, our study supports mobile phone-based interventions in a low-income, racially diverse population. Growing evidence supports mobile phone-based interventions to impact health behaviors, but few studies have focused on pregnancy and postpartum health [23]. One example of a large-scale SMS text messaging program aimed at improving prenatal care and pregnancy outcomes is the Text4Baby program launched in 2010 by the Centers for Disease Control and Prevention. Women who sign up receive texts containing information about prenatal and postpartum health and services [24]. However, a randomized controlled trial of 123 women (approximately 80% of whom were Spanish speaking and 75.6% who had participated in the Special Supplemental Nutrition Program for Women, Infants, and Children [WIC] program) did not show a difference between text4baby intervention and usual care control in terms of changes in self-reported health behaviors, but no birth or utilization of care outcomes were reported [25]. Adaptation of the SMS text messaging programs for low-income women is especially important. The WIC program serves low-income women and children and has also been focused on improving care delivery through mobile-based apps [25,26]. A WIC program in Atlanta, GA, tested the text4bab program to assess participants’ enrollment and satisfaction in 468 (91% African American) participants. Only 51% of women provided with enrollment instructions attempted to enroll in the program; among these, 69% successfully enrolled mostly via SMS text message (vs online). Higher education and higher incomes were associated with increased enrollment, indicating that the enrollment process may have more barriers for less educated and poorer women [27]. This study notes the importance of testing actual use of ICT interventions in low-income populations to reduce their risk of widening the disparities that they were designed to address.

An additional challenge to implementing and sustaining SMS text messaging interventions and programs is the frequency with which women reported changing mobile phones or phone numbers. In our sample, more than one-quarter of women reported having 2 or more cell phone numbers in the last 12 months, with the highest rates among African American women (35%) and Latinas (25%). To facilitate intervention adherence involving use of mobile phones, studies have budgeted funding to provide mobile phone minutes or plans or even phones to participate to enhance participation rates, but this may not be cost-effective for community-based programs and the aforementioned intervention was not offered in multiple languages [28]. Other studies have required an unlimited short messaging plan [29], but this may exclude lower income populations [30].

The major strengths of our study are including both obstetric and pediatric sites, and identifying a higher risk population of women with medical comorbidities and a racially and ethnically diverse sample. We also collected information about perceived English language proficiency to analyze the results not only by racial and ethnic groups, but also by English language proficiency.

There are several limitations of our study. First, we surveyed a convenience sample of women who were attending one of several clinical sites and may have missed women who did not receive prenatal care or who did not attend visits. This may have made the study’s results less generalizable to other women in Baltimore, but because we collected data over several months, women had multiple opportunities to attend visits and complete the surveys. Second, because this was a self-administered questionnaire, we screened out 5 participants who had self-reported low literacy in English or Spanish as part of study eligibility and thus our results provide a “best-case scenario” for Internet and mobile phone use among literate women. Third, the cross-sectional design limits our ability to assess causality. Fourth, our study examined racial and ethnic differences in Internet and mobile phone usage in a population of low-income women in Baltimore, MD, and these differences may be different in other cities in the United States. Fifth, there is a potential that results being attributed to ethnicity may in fact be due to income instead, especially because the latter was not included in the multivariate regression analysis. Sixth, our study did not account for other factors such as education and income and may have missed women who did not attend visits. This may have led to an underestimation of the disparity in Internet use, in which only 62% of Latinas in our sample used the Internet compared to 78% of Latinos in the Pew Survey [22]. In addition, more than half of the Latinas in our sample reported less than a high school education; from other surveys from this community, more than one-third likely have less than a sixth grade education [15] indicating lower literacy, including Spanish literacy. Our results suggest that English language and literacy are major barriers for women to use and access the Internet. The development of technology-based interventions, especially those that require Internet components, should be translated into Spanish, designed for people with lower literacy, and culturally adapted for Latinas to have the greatest potential impact.
for potential differences in ICT usage for nulliparous versus multiparous women because more experienced mothers may differ in their level of need for information.

In conclusion, our findings show that the racial and ethnic digital divide regarding mobile phone use and SMS text messaging is diminishing, but persists for Internet, email, and social networking by race and ethnicity and particularly for women with limited English language proficiency. These findings support developing linguistically and culturally appropriate mobile phone and SMS text messaging interventions for women of all ethnicities and language proficiencies to promote improved healthy lifestyle behaviors, specifically in the perinatal period.
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Abstract

Background: Both mHealth and eHealth interventions for smoking cessation are rapidly being developed and tested. There are no data on use of mHealth and eHealth technologies by smokers in general or by smokers who are not motivated to quit smoking.

Objective: The aims of our study were to (1) assess technology use (eg, texting, social media, Internet) among smokers in the United States and United Kingdom, (2) examine whether technology use differs between smokers who are motivated to quit and smokers who are not motivated to quit, (3) examine previous use of technology to assist with smoking cessation, and (4) examine future intentions to use technology to assist with smoking cessation.

Methods: Participants were 1000 adult smokers (54.90%, 549/1000 female; mean age 43.9, SD 15.5 years; US: n=500, UK: n=500) who were recruited via online representative sampling strategies. Data were collected online and included demographics, smoking history, and frequency and patterns of technology use.

Results: Among smokers in general, there was a high prevalence of mobile and smartphone ownership, sending and receiving texts, downloading and using apps, using Facebook, and visiting health-related websites. Smokers who were unmotivated to quit were significantly less likely to own a smartphone or handheld device that connects to the Internet than smokers motivated to quit. There was a significantly lower prevalence of sending text messages among US smokers unmotivated to quit (78.2%, 179/229) versus smokers motivated to quit (95.0%, 229/241), but no significant differences between the UK groups (motivated: 96.4%, 239/248; unmotivated: 94.9%, 223/235). Smokers unmotivated to quit in both countries were significantly less likely to use a handheld device to read email, play games, browse the Web, or visit health-related websites versus smokers motivated to quit. US smokers had a high prevalence of app downloads regardless of motivation to quit, but UK smokers who were motivated to quit had greater prevalence of app downloads than smokers unmotivated to quit. US smokers were significantly more likely to have a Facebook account (87.0%, 435/500) than UK smokers (76.4%, 382/500), but smokers unmotivated to quit in both countries used Facebook less frequently than smokers motivated to quit. Smokers who were unmotivated to quit were less likely to have used eHealth or mHealth platforms to help them quit smoking in the past and less likely to say that they would use them for smoking cessation in the future.

Conclusions: Although smokers unmotivated to quit make less use of technology than smokers motivated to quit, there is sufficient prevalence to make it worthwhile to develop eHealth and mHealth interventions to encourage cessation. Short and low-effort communications, such as text messaging, might be better for smokers who are less motivated to quit. Multiple channels may be required to reach unmotivated smokers.

(J Med Internet Res 2015;17(7):e164) doi:10.2196/jmir.4420

http://www.jmir.org/2015/7/e164/
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Introduction

The current prevalence of cigarette smoking is 18.1% in the United States [1] and 19% in the United Kingdom [2], with substantially higher prevalence among specific underserved subpopulations [3,4]. Although rates of smoking have declined over the last 10 years, this decline has recently plateaued [1,2], possibly due to lower cessation among specific subpopulations, such as those with low income and education and those with medical and psychiatric comorbidities [4]. In the United States and United Kingdom, national studies have shown that 29% to 31% of smokers are not interested in quitting smoking in either the short or long term [5,6].

The use of technology-based interventions, such as those delivered through Internet (eHealth) and mobile phones (mHealth), may enhance the reach of smoking cessation interventions given the lack of disparities by race, education, and income in use of these technologies [7-10]. For example, rates of mobile phone penetration are expected to reach close to 100% [11]; 81% of mobile phone owners use their phone to send or receive text messages [12] and the average number of text messages per day is high across all racial and ethnic groups (black: mean 70.1, median 20; Hispanic: mean 48.9, median 20; white: mean 31.2, median 10 [8]). Moreover, those who are Latino, black, or aged between 18 and 49 years are more likely to gather health information through their mobile phones [7].

Both mHealth and eHealth interventions have been shown to be effective for smoking cessation among those who are ready to quit [13-16]. However, mHealth and eHealth have not yet been used to motivate quit attempts in smokers who are not motivated to quit. Given the extent to which technology has become integrated into people’s everyday lives, targeting smokers who are not motivated to quit through these platforms may help to jump-start stalled smoking cessation rates. To our knowledge, there are no studies that assess mHealth and eHealth use (and frequency of use) by smokers in general or by smokers who are not motivated to quit smoking. Before the development of mHealth and eHealth interventions for these smokers, it is necessary to ascertain their level of engagement with technology. This information could help intervention planners and funders to find out where the smokers “hang out” and direct resources accordingly. Thus, the aims of our study are to (1) assess technology use (eg, texting, social media, Internet) among smokers in the United States and United Kingdom, (2) examine whether use of technology differs between smokers who are motivated to quit and smokers who are not motivated to quit, (3) examine previous use of technology to assist with smoking cessation, and (4) assess future intentions to use technology to assist with smoking cessation.

We assessed smokers in the United States and United Kingdom because they are the 2 English-speaking markets with the most active users of iOS (iPhone/iPad) and Android devices [17]. Given that smokers who are not ready to quit comprise a large minority of the smoking population, understanding their use of, and level of engagement with, technology could help expand the reach of current smoking cessation interventions and develop interventions specifically targeted to, and tailored for, this population.

Methods

Participants

Participants were 1000 current smokers: 500 in the United States and 500 in the United Kingdom. In each country, we recruited 250 smokers who did not want to quit smoking (defined as “does not plan to quit smoking cigarettes in the next 30 days”) and 250 smokers who were ready to quit smoking within 30 days and were either (1) currently investigating options for help with quitting smoking or (2) had set a quit date within 30 days. Participants were eligible if they were current, regular smokers (ie, smoke at least 3 tobacco cigarettes per day for the past year and smoked more than 100 cigarettes in their lifetime) and aged 18 years or older.

A total of 1767 people completed the initial screening questions; 572 were screened out because they did not meet eligibility criteria, 32 were removed due to random responding (see Data Analyses), and 89 were removed to ensure that the sample was representative of age and gender. Of those who were eligible to participate (n=1074), one participant was not able to be categorized as “motivated to quit” or “unmotivated to quit” and 6.80% (73/1074) did not complete the survey. Thus, the final sample was 1000 smokers: 500 in the United States and 500 in the United Kingdom.

Procedure

Participants were recruited through online survey sampling conducted by Toluna, Inc. Toluna has processes in place to ensure that respondents do not misrepresent themselves to gain access to a study for which they are not eligible and that no participant takes part in any study more than once. Participants were recruited from Toluna’s panel, Toluna-affiliated partnerships, websites, and social media. All potential participants were extensively verified and underwent checks to ascertain their identity and location. Toluna also checked for duplication within the panel before permitting access to the survey. Participants received 4000 “panel points” for survey completion. These points could be redeemed for vouchers for shops and services, redeemed as cash, or used to enter prize drawings at the participant’s discretion.

All data were collected during one week in August 2014 and 21.90% (219/1000) of the sample completed the survey on their mobile phone. Toluna removed all identifiable information before transferring the dataset to investigators (ie, removal of IP addresses). Toluna adheres to and exceeds various data security protocols regarding personal identifiable information for its panelists and its research respondents and they meet all international data security protocols (eg, ISO27001). Ethical approval was obtained from The Miriam Hospital in the United States and the University of Manchester in the United Kingdom.
and informed consent was obtained from participants before participation.

**Measures**

Demographics and smoking history were assessed with age, gender, marital status, ethnicity, employment, years of education, and number of cigarettes smoked per day. We assessed nicotine dependence with one item from the Fagerström Test for Nicotine Dependence (FTND) [18]: “Do you smoke within 30 minutes of waking? (yes/no).” This single item is highly correlated with the full scale [19]. General use of technology was assessed with the Technology Use Questionnaire, a series of questions developed for this study regarding use and frequency of use of different types of Internet and mobile technologies. We also used the social media and smartphone usage subscales from the Media and Technology Usage and Attitudes Scale [20]. We defined “regular users” as those who used a feature several times per month or once per day or more. The Technology-Assisted Smoking Cessation Questionnaire, also developed for this study, was used to assess the use of technology for smoking cessation. It consisted of 5 items asking about previous use and 5 items asking about future intentions to use each of the following technologies for smoking cessation: the Internet, text messages, mobile phone apps, Twitter, or Facebook.

**Data Analysis**

Data were cleaned before analyses. We eliminated (1) straight-liners (n=8), defined as respondents who selected the same answer option for all items within a scale so that they completed the survey as quick as possible with minimum effort and (2) speeders (n=24), who did not carefully read the questions and provided random responses as evidenced by completing the survey more quickly than the typical respondent (ie, completing the survey in less than half the median time). Toluna also checked for respondents who filled in random letters into open-ended question fields, those who inserted offensive words, and duplicate survey takers, but none were noted in our sample. The final sample size was 1000.

We analyzed the overall prevalence of technology use and frequency of use by smokers, as well as compared differences between smokers who were motivated to quit and smokers who were not motivated to quit. Independent group t-tests were computed for continuous variables and chi-square tests were computed for categorical data. For chi-square tests, standardized residuals were calculated and values equal to or greater than 1.96 or equal to or less than -1.96 (the critical value that corresponds to $\alpha=0.05$) were considered large (ie, [21]). We used hierarchical logistic regression to ascertain whether motivation group (motivated to quit vs unmotivated to quit) was related to device ownership and technology use after controlling for demographics (age, education, ethnicity, and income).

**Results**

**Sample Demographics**

Only 6.80% (73/1074) of the sample did not complete the survey. Noncompleters (n=73) were significantly more likely to be female ($\chi^2=6.2, P=.01$) and were more likely to complete the survey on a mobile device ($\chi^2=7.3, P<.007$). There were no differences between completers and noncompleters in age, country, group (motivated vs unmotivated), number of cigarettes smoked per day, when they planned to quit smoking, and confidence in their ability to quit smoking.

The sample was comprised of 54.90% (549/1000) female smokers (Table 1) and the ethnic composition was 82.60% (826/1000) white, 6.50% (65/1000) black, 3.70% (37/1000) Hispanic/white, 0.40% (4/1000) Hispanic/black, 3.10% (31/1000) Asian, 0.40% (4/1000) American Indian/Alaskan Native, 0.30% (3/1000) Native Hawaiian or Pacific islander, 1.50% (15/1000) multiracial, and 1.50% (15/1000) prefer not to say. Slightly more than half (55.90%, 559/1000) of the sample was employed (full- or part-time) and 61.30% (613/1000) were partnered (ie, married, engaged, living together, or in relationship but not living together). Participants smoked mean 16.5 (SD 13.4) cigarettes per day and 72.30% (723/1000) smoked within 30 minutes of waking, suggesting a high level of behavioral dependence on nicotine [19].

We assessed demographic differences between smokers who were motivated to quit and smokers who were not motivated to quit. Smokers who were not motivated to quit were significantly older ($t_{999}=14.31, P<.001$) and less likely to be employed ($\chi^2=19.3, P<.001$) than smokers who were motivated to quit. Ethnic minorities were more likely to be motivated to quit (71.7%, 114/159) than white smokers (45.5%, 376/826; $\chi^2=36.6, P<.001$). There were no other significant demographic differences between motivated and unmotivated smokers (Table 1). In terms of differences between the samples in the 2 countries, the US sample had a significantly higher proportion of females ($\chi^2=7.5, P=.006$), were less likely to report paid employment ($\chi^2=7.5, P=.006$), and were significantly more likely to complete the survey on a mobile phone (26.8%, 134/500) than UK participants (17.0%, 85/500; $\chi^2=14.0, P<.001$).
of those, 26.4% (n=95/360) said that they used it for 1 month or less than 1 year, and 34.4% (124/360) said that they used it for 1 year or more. Only 10.0% (36/360) reported that they downloaded an app, but used it for less than 1 day. For Facebook, 87% (435/500) reported having a Facebook account; 20.5% (89/435) checked it once per day and 49.7% (n=216/435) checked it more than once per day.

### Prevalence of Handheld Device Ownership and Differences by Motivation to Quit

Of the US sample, 92.8% (464/500) reported owning a mobile phone and 75.9% (352/464) of these were smartphones (Table 2). In addition, 79.6% (374/470) reported that they owned a handheld device that connects to the Internet and 49.8% (249/500) reported owning a tablet. Smokers who were motivated to quit were significantly more likely to own a mobile device, such as a mobile phone or tablet (95.6%, 239/250), than smokers who were not motivated to quit (90.0%, 225/250). Of those who owned devices, smokers who were motivated to quit (86.3%, 208/240) were more likely to be able to access the Internet on their mobile phone or tablet versus smokers not motivated to quit (72.5%, 160/223). There were no differences between groups after controlling for demographics in regression analyses.

### Prevalence of Types of Technology and Frequency of Use: Differences by Motivation to Quit

Of those who had devices capable of text messaging, only 13.2% (62/470) reported that they never send text messages and 10.6% (50/470) reported that they never receive text messages. Of those who sent text messages, 32.8% (134/408) sent 2 to 9 texts per day and 34.1% (139/408) sent 10 or more texts per day (“supertexters”). Of those who received text messages, 33.5% (141/421) received 2 to 9 texts per day and 32.8% (138/421) received 10 or more texts per day. Of those who reported having handheld devices (94.0% (470/500), the most common features regularly used (ie, several times per month or more) were reading email (68.3%, 321/470), browsing the Web (70.0%, 329/470), taking photos (66.0%, 310/470), using apps (66.6%, 313/470), and playing games (58.7%, 276/470). Additionally, 70% (350/500) of this sample had visited health-related websites on either a handheld device or computer; of these, only 34.0% (119/350) visited them regularly (twice per week or more). Of those who owned a handheld device capable of accessing the Internet, 91.4% (342/374) reported that they had previously downloaded an app; of those, 26.4% (95/360) said that they used it for 1 month or more (but less than 1 year) and 34.4% (124/360) said that they used it for 1 year or more.

### Smokers in the United States

Of those who received text messages, 33.5% (134/408) sent 2 to 9 texts per day and 32.8% (139/408) sent 10 or more texts per day (“supertexters”). Of those who sent texts, there was a significant relationship between type of smoker (motivated vs unmotivated) and frequency of texting. Examination of the standardized residuals suggested that motivated smokers were more likely to be supertexters (texting >10 times per day).

Smokers who were motivated to quit were significantly more likely than smokers unmotivated to quit to regularly use their handheld devices to accomplish a variety of tasks (eg, email, browse the Web, use apps, play games; Table 2). Of smokers who were not motivated to quit, 43.2% (108/250) reported that they never visited websites related to health issues versus 16.8% (42/250) of smokers who were not motivated to quit. Differences between motivation groups were maintained after demographics were controlled for in regression analysis (P=.01, Wald=6.08, SE=0.40). Of those who sent texts, there was a significant relationship between type of smoker (motivated vs unmotivated) and frequency of texting. Examination of the standardized residuals suggested that motivated smokers were more likely to be supertexters (texting >10 times per day).

The majority of smokers who were motivated to quit (93.8%, 195/208) reported that they previously downloaded an app and this prevalence was not significantly different from that of unmotivated smokers (88.6%, 147/166; P=.07). There were no significant differences between motivation groups in the longest length of time of app use. Although there were no significant differences between motivated and unmotivated smokers in the prevalence of having a Facebook account (P=.14), smokers who were motivated to quit checked Facebook more frequently (>once per day: 57.8%, 129/223) than smokers who were unmotivated to quit (>once per day: 41.0%, 216/435).

## Table 1. Demographics of the total sample and by motivation to quit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total sample (N=1000)</th>
<th>Smokers not motivated to quit (n=500)</th>
<th>Smokers motivated to quit (n=500)</th>
<th>X²</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>549 (54.90)</td>
<td>286 (52.1)</td>
<td>263 (47.9)</td>
<td>2.1</td>
<td>1.998</td>
<td>.14</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.9 (15.4)</td>
<td>50.3 (14.1)</td>
<td>37.5 (14.1)</td>
<td>14.31</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Ethnicity (white), n (%)</td>
<td>826 (82.60)</td>
<td>450 (54.5%)</td>
<td>376 (45.5%)</td>
<td>36.6</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>&lt;University education, n (%)</td>
<td>488 (49.10)</td>
<td>253 (51.8)</td>
<td>235 (48.2%)</td>
<td>1.10</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>Employed full- or part-time, n (%)</td>
<td>559 (55.90)</td>
<td>245 (43.8)</td>
<td>314 (56.2)</td>
<td>19.3</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Partnered/in relationship, n (%)</td>
<td>613 (61.30)</td>
<td>312 (50.9)</td>
<td>301 (49.1)</td>
<td>0.5</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Cigarettes smoked/day, mean (SD)</td>
<td>16.6 (13.4)</td>
<td>17.3 (12.6)</td>
<td>15.8 (14.1)</td>
<td>1.76</td>
<td>.08</td>
<td></td>
</tr>
</tbody>
</table>

*Participants selecting “I don’t know” were counted as missing.*
Table 2. Prevalence of technology use among smokers in the United States and differences in technology use by motivation to quit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total US sample, n (%), n=500</th>
<th>Smokers not motivated to quit, n (%), n=250</th>
<th>Smokers motivated to quit, n (%), n=250</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Device ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own a mobile</td>
<td>464 (92.8)</td>
<td>225 (90.0)</td>
<td>239 (95.6)</td>
<td>5.9 (1)</td>
<td>.02</td>
</tr>
<tr>
<td>Own a tablet</td>
<td>249 (49.8)</td>
<td>100 (40.0)</td>
<td>149 (59.6)</td>
<td>19.2 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile is a smartphone</td>
<td>352 (75.9)</td>
<td>153 (68.0)</td>
<td>199 (83.3)</td>
<td>14.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet-enabled handheld device</td>
<td>374 (79.6)</td>
<td>166 (72.5)</td>
<td>208 (86.3)</td>
<td>13.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Texting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send text messages</td>
<td>408 (86.8)</td>
<td>179 (78.2)</td>
<td>229 (95.0)</td>
<td>29.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Receive text messages</td>
<td>421 (89.6)</td>
<td>190 (83.0)</td>
<td>231 (95.9)</td>
<td>20.9 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Frequency of sending texts</strong> a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 texts per month</td>
<td>31 (7.6)</td>
<td>14 (7.8)</td>
<td>17 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 texts per month</td>
<td>29 (7.1)</td>
<td>22 (12.3)</td>
<td>7 (3.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6 texts per week</td>
<td>56 (13.7)</td>
<td>35 (19.6)</td>
<td>21 (9.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 text per day</td>
<td>19 (4.7)</td>
<td>10 (5.6)</td>
<td>9 (3.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-9 texts per day</td>
<td>134 (32.8)</td>
<td>58 (32.4)</td>
<td>76 (33.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥10 texts per day b</td>
<td>139 (34.1)</td>
<td>40 (22.3)</td>
<td>99 (43.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of receiving texts</strong> d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 texts per month</td>
<td>34 (8.1)</td>
<td>17 (8.9)</td>
<td>17 (7.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 texts per month c</td>
<td>36 (8.6)</td>
<td>26 (13.7)</td>
<td>10 (4.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6 texts per week c</td>
<td>55 (13.1)</td>
<td>36 (18.9)</td>
<td>19 (8.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 text per day</td>
<td>17 (4.0)</td>
<td>8 (4.2)</td>
<td>9 (3.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-9 texts per day</td>
<td>141 (33.5)</td>
<td>61 (32.1)</td>
<td>80 (34.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥10 texts per day b</td>
<td>138 (32.8)</td>
<td>42 (22.1)</td>
<td>96 (41.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Features of a handheld device used regularly</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read email</td>
<td>321 (68.3)</td>
<td>137 (59.8)</td>
<td>184 (76.3)</td>
<td>14.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Get directions or use navigation (eg, GPS)</td>
<td>226 (48.1)</td>
<td>83 (36.2)</td>
<td>143 (59.3)</td>
<td>25.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Browse the Web</td>
<td>329 (70.0)</td>
<td>136 (59.4)</td>
<td>193 (80.1)</td>
<td>24.0 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Listen to music</td>
<td>276 (58.7)</td>
<td>103 (45.0)</td>
<td>173 (71.8)</td>
<td>34.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Take photos</td>
<td>310 (66.0)</td>
<td>121 (52.8)</td>
<td>189 (78.4)</td>
<td>34.2 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Check the news</td>
<td>270 (57.4)</td>
<td>106 (46.3)</td>
<td>164 (68.0)</td>
<td>22.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Record video</td>
<td>168 (35.7)</td>
<td>57 (24.9)</td>
<td>111 (46.1)</td>
<td>22.9 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use apps (for any purpose)</td>
<td>313 (66.6)</td>
<td>130 (56.8)</td>
<td>183 (75.9)</td>
<td>19.4 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Search for information</td>
<td>315 (67.0)</td>
<td>127 (55.5)</td>
<td>188 (78.0)</td>
<td>27.0 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Play games by yourself</td>
<td>276 (58.7)</td>
<td>114 (49.8)</td>
<td>162 (67.2)</td>
<td>14.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Play games with other people</td>
<td>168 (35.7)</td>
<td>46 (20.1)</td>
<td>122 (50.6)</td>
<td>47.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous app download</td>
<td>342 (91.4)</td>
<td>147 (88.6)</td>
<td>195 (93.8)</td>
<td>3.2 (1)</td>
<td>.07</td>
</tr>
<tr>
<td>Longest used app for c</td>
<td></td>
<td></td>
<td></td>
<td>7.1 (4)</td>
<td>.13</td>
</tr>
<tr>
<td>&lt;1 day</td>
<td>36 (10.0)</td>
<td>13 (8.6)</td>
<td>23 (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 day but &lt;1 week</td>
<td>56 (15.6)</td>
<td>21 (13.8)</td>
<td>35 (16.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Smokers in the United Kingdom

**Prevalence of Handheld Device Ownership and Differences by Motivation to Quit**

Of the UK sample, 95.8% (479/500) reported owning a mobile phone and 82.9% (397/479) of these were smartphones (Table 3). In all, 85.7% (414/483) reported that they owned a handheld device that connects to the Internet and 56.2% (281/500) reported owning a tablet. Smokers who were motivated to quit were significantly more likely to own a handheld device (mobile or tablet) than smokers unmotivated to quit (99.2%, 248/250 vs 94.0%, 235/250). Of those who owned handheld devices, smokers who were motivated to quit (90.7%, 225/248) were significantly more likely to have a device that connects to the Internet than smokers who were not motivated to quit (80.4%, 189/235). There were no differences between motivation groups after controlling for demographics (age, education, and income) in logistic regressions.

**Prevalence of Types of Technology and Frequency of Use Among UK Smokers**

The vast majority of UK smokers reported that they send (95.7%, 462/483) and receive (97.7%, 472/483) text messages. Of those who send text messages, 36.1% (167/462) send 2 to 9 texts per day and 21.4% (99/462) were supertexters. Of those who received text messages, 36.7% (173/472) received 2 to 9 texts per day and 21.2% (100/472) received 10 or more texts per day.

Of those who had handheld devices (96.6%, 483/500), the most common features regularly used (ie, several times per month or more) were browsing the Web (70.2%, 339/483), reading email (70.0%, 338/483), searching for information (68.9%, 333/483), using apps (66.5%, 321/483), and taking photos (62.1%, 300/483). Of those who ever visited health-related websites (61.0%, 305/500), 24.9% (76/305) visited them regularly (twice per week or more). Of those with Internet-enabled handheld devices (85.7%, 414/483), 86.2% (357/414) reported that they had previously downloaded an app; 26.6% (95/357) said that they used it for 1 month or more (but less than 1 year) and 34.2% for more than 1 year.

---

**Table 3:**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total US sample, n (%)</th>
<th>Smokers not motivated to quit, n (%)</th>
<th>Smokers motivated to quit, n (%)</th>
<th>( \chi^2 ) (df)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥1 week but &lt;1 month</td>
<td>49 (13.6)</td>
<td>16 (10.5)</td>
<td>33 (15.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 month but &lt;1 year</td>
<td>95 (26.4)</td>
<td>50 (32.9)</td>
<td>45 (21.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 year</td>
<td>124 (34.4)</td>
<td>52 (34.2)</td>
<td>72 (34.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Facebook**

Facebook account | 435 (87.0) | 212 (84.8) | 223 (89.2) | 2.1 (1) | .14 |

**Frequency of checking**

| Never | 8 (1.8) | 3 (1.4) | 5 (2.2) | 15.7 (5) | .008 |
| ≤1 time per month | 24 (5.5) | 17 (8.0) | 7 (3.1) | |
| ≥2 times per month | 26 (6.0) | 15 (7.1) | 11 (4.9) | |
| ≥2 times per week | 72 (16.6) | 42 (19.8) | 30 (13.5) | |
| Once per day | 89 (20.5) | 48 (22.6) | 41 (18.4) | |
| >Once per day | 216 (49.7) | 87 (41.0) | 129 (57.8) | |

**Visit health-related websites**

| Never | 54 (26.0) | 71 (50.0) | 54 (26.0) | 41.5 (1) | <.001 |
| ≤1 time per month | 125 (35.7) | 71 (50.0) | 54 (26.0) | |
| ≥2 times per month | 106 (30.3) | 45 (31.7) | 61 (29.3) | |
| ≥2 times per week | 54 (15.4) | 18 (12.7) | 36 (17.3) | |
| Once per day | 34 (9.7) | 7 (4.9) | 27 (13.0) | |
| >Once per day | 31 (8.9) | 1 (0.7) | 30 (14.4) | |

---

a Of those who sent text messages (n=408).
b Standardized residual ≥2.58 or ≤–2.58.
c Standardized residual ≥1.96 or ≤–1.96.
d Of those who receive text messages (n=421).
e Of those who access the Internet on their handheld device (n=374).
f Of those who have a Facebook account (n=435).
g Of those who visit websites related to health issues (n=350).
(122/357) said that they used it for 1 year or more. Only 10.1% (36/357) said that they downloaded an app but used it less than 1 day; 29.1% (104/357) used it more than 1 day but less than 1 month. Of the UK sample, 76.4% (382/500) reported having a Facebook account; 20.7% (79/382) checked it once per day and 53.7% (205/382) checked it more than once per day.

Prevalence of Types of Technology and Frequency of Use: Differences by Motivation to Quit

There were no significant differences between smokers who were motivated to quit and smokers who were not motivated to quit in whether or not they texted; however, the prevalence of texting was very high among both groups: only 3.6% (9/248) of smokers who were motivated to quit reported never sending text messages versus 5.1% (12/235) of smokers who were not motivated to quit ($P=.43$). However, of those who texted, there was a significant relationship between motivation to quit and frequency of texting. Examination of the standardized residuals indicated that smokers who were not motivated to quit were less likely to reside in the supertexter category (eg, >10 texts per day). Smokers who were motivated to quit were significantly more likely to regularly use their handheld devices for a variety of tasks (eg, email, browse the Web, use apps) than smokers who were not motivated to quit (Table 3). Of smokers who were not motivated to quit, 54.8% (137/250) reported that they never visited websites related to health issues versus 23.2% (58/250) of smokers who were motivated to quit; this difference was maintained when demographic covariates were controlled for in a logistic regression analysis ($P<.001$, Wald=26.92, SE=0.22). Of those who visited health-related websites, there was a significant relationship between motivation to quit and frequency of visits.

Among those who had Internet access on their handheld devices (85.7%, 414/483), smokers who were motivated to quit were significantly more likely to have previously downloaded an app (91.6%, 206/225) than smokers who were not motivated to quit (79.9%, 151/189). There were no significant group differences when demographic variables were controlled.

Smokers who were motivated to quit were significantly more likely to have a Facebook account (82.4%, 206/250) than smokers who were not motivated to quit (70.4%, 176/250). There were no significant differences between groups when demographic variables were controlled for in a logistic regression analysis. Of those who had a Facebook account, there was a significant relationship between motivation to quit and the frequency of checking Facebook. Although none of the standardized residuals were equal to or greater than 1.96 or equal to or less than –1.96, the largest difference in percentages showed that smokers who were motivated to quit were more likely to report checking their Facebook pages more than once per day than smokers who were not motivated to quit (58.3%, 120/206 vs 48.3%, 85/176).
Table 3. Prevalence of technology use among smokers in the United Kingdom and differences in technology use by motivation to quit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total UK sample, n (%)</th>
<th>Smokers not motivated to quit, n (%)</th>
<th>Smokers motivated to quit, n (%)</th>
<th>$\chi^2$ (df)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=500</td>
<td>n=250</td>
<td>n=250</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Device ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own a mobile</td>
<td>479 (95.8)</td>
<td>233 (93.2)</td>
<td>246 (98.4)</td>
<td>8.40 (1)</td>
<td>.004</td>
</tr>
<tr>
<td>Own a tablet</td>
<td>281 (56.2)</td>
<td>109 (43.6)</td>
<td>172 (68.8)</td>
<td>32.3 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile is a smartphone</td>
<td>397 (82.9)</td>
<td>173 (74.2)</td>
<td>224 (91.1)</td>
<td>23.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Handheld device connects to the Internet</td>
<td>414 (85.7)</td>
<td>189 (80.4)</td>
<td>225 (90.7)</td>
<td>10.5 (1)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Texting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send text messages</td>
<td>462 (95.7)</td>
<td>223 (94.9)</td>
<td>239 (96.4)</td>
<td>0.6 (1)</td>
<td>.43</td>
</tr>
<tr>
<td>Receive text messages</td>
<td>472 (97.7)</td>
<td>232 (98.7)</td>
<td>240 (96.8)</td>
<td>2.1 (1)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Frequency of sending texts</strong></td>
<td></td>
<td></td>
<td></td>
<td>27.7 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤1 texts per month</td>
<td>41 (8.9)</td>
<td>27 (12.1)</td>
<td>14 (5.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 texts per month</td>
<td>38 (8.2)</td>
<td>25 (11.2)</td>
<td>13 (5.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6 texts per week</td>
<td>87 (18.8)</td>
<td>48 (21.5)</td>
<td>39 (16.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 text per day</td>
<td>30 (6.5)</td>
<td>17 (7.6)</td>
<td>13 (5.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-9 texts per day</td>
<td>167 (36.1)</td>
<td>72 (32.3)</td>
<td>95 (39.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10 texts per day</td>
<td>99 (21.4)</td>
<td>34 (15.2)</td>
<td>65 (27.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of receiving texts</strong></td>
<td></td>
<td></td>
<td></td>
<td>26.3 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤1 texts per month</td>
<td>32 (6.8)</td>
<td>22 (9.5)</td>
<td>10 (4.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-4 texts per month</td>
<td>48 (10.2)</td>
<td>34 (14.7)</td>
<td>14 (5.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6 texts per week</td>
<td>84 (17.8)</td>
<td>44 (19.0)</td>
<td>40 (16.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 text per day</td>
<td>35 (7.4)</td>
<td>16 (6.9)</td>
<td>19 (7.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-9 texts per day</td>
<td>173 (36.7)</td>
<td>84 (36.2)</td>
<td>89 (37.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10 texts per day</td>
<td>100 (21.2)</td>
<td>32 (13.8)</td>
<td>68 (28.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Features of a handheld device used regularly</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read email</td>
<td>338 (70.0)</td>
<td>139 (59.1)</td>
<td>199 (80.2)</td>
<td>25.6 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Get directions or use navigation (eg, GPS)</td>
<td>184 (38.1)</td>
<td>60 (25.5)</td>
<td>124 (50.0)</td>
<td>30.6 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Browse the Web</td>
<td>339 (70.2)</td>
<td>141 (60.0)</td>
<td>198 (79.8)</td>
<td>22.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Listen to music</td>
<td>257 (53.2)</td>
<td>88 (37.4)</td>
<td>169 (68.1)</td>
<td>45.7 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Take photos</td>
<td>300 (62.1)</td>
<td>118 (50.2)</td>
<td>182 (73.4)</td>
<td>27.5 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Check the news</td>
<td>286 (59.2)</td>
<td>111 (47.2)</td>
<td>175 (70.6)</td>
<td>27.2 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Record video</td>
<td>135 (28.0)</td>
<td>35 (14.9)</td>
<td>100 (40.3)</td>
<td>38.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use apps (for any purpose)</td>
<td>321 (66.5)</td>
<td>129 (54.9)</td>
<td>192 (77.4)</td>
<td>27.5 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Search for information</td>
<td>333 (68.9)</td>
<td>131 (55.7)</td>
<td>202 (81.5)</td>
<td>37.2 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Play games by yourself</td>
<td>254 (52.6)</td>
<td>92 (39.1)</td>
<td>162 (65.3)</td>
<td>33.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Play games with other people</td>
<td>121 (25.1)</td>
<td>34 (14.5)</td>
<td>87 (35.1)</td>
<td>27.3 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous app download</td>
<td>357 (86.2)</td>
<td>151 (79.9)</td>
<td>206 (91.6)</td>
<td>11.8 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Longest used app for d</td>
<td></td>
<td></td>
<td></td>
<td>6.8 (4)</td>
<td>.14</td>
</tr>
<tr>
<td>&lt;1 day</td>
<td>36 (10.1)</td>
<td>13 (8.6)</td>
<td>23 (11.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Previous use of Technology-Assisted Smoking Cessation Among US and UK Smokers and Differences by Motivation to Quit

Overview

Approximately one-quarter of smokers in the United States and United Kingdom reported that they previously used the Internet to quit smoking but the use of other technologies was low, ranging from 7.6% (38/500) for Twitter use in the United Kingdom to 15.2% (76/500) for smoking cessation app use in the United States (Table 4). Smokers in the United States were significantly more likely to have previously used Twitter ($\chi^2=5.9, P=.02$), text messaging ($\chi^2=4.9, P=.03$), and Facebook ($\chi^2=4.4, P=.04$) to help them quit smoking than smokers in the United Kingdom.

There were significant differences in Internet-assisted cessation between smokers who were motivated to quit and smokers unmotivated to quit. Smokers who were motivated to quit were significantly more likely to have previously used each of the 5 assessed technologies to help them quit than smokers unmotivated to quit and these differences between groups were maintained when demographic covariates were controlled (Internet: $P<.001$, Wald=47.75, SE=0.01; text: $P=.002$, Wald=9.54, SE=0.01; quit smoking app: $P<.001$, Wald=33.72, SE=0.01; Twitter: $P<.001$, Wald=12.26, SE=0.01; and Facebook: $P<.001$, Wald=20.46, SE=0.01).

Future Intentions to Use Technology-Assisted Smoking Cessation Among US and UK Smokers and Differences by Motivation to Quit

Across both countries, the platforms with the greatest percentage of people endorsing that they would use it to quit smoking in the future were the Internet (46.7%, 467/1000) and apps (42.7%, 427/1000) (Table 5). Smokers in the United States were more likely to report that they would use text messages ($\chi^2=4.1, P=.04$) and Twitter ($\chi^2=6.1, P=.01$) to quit smoking in the future than smokers in the United Kingdom. Smokers who were
motivated to quit were significantly more likely to say that they would use each of the 5 assessed technologies to help them quit smoking in the future than smokers unmotivated to quit, and these differences between groups were maintained when controlling for demographic covariates: future use of the

Table 4. Previous use of technology-assisted smoking cessation among smokers in the United States and United Kingdom and differences by motivation to quit.

<table>
<thead>
<tr>
<th>Previous use of technology to quit smoking</th>
<th>Total sample, n (%)</th>
<th>Unmotivated smokers, n (%)</th>
<th>Motivated smokers, n (%)</th>
<th>$\chi^2_1$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>US Smokers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used the Internet (a website)</td>
<td>131 (26.2)</td>
<td>27 (10.8)</td>
<td>104 (41.6)</td>
<td>61.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Joined a quit smoking program that involved text messaging</td>
<td>66 (13.2)</td>
<td>12 (4.8)</td>
<td>54 (21.6)</td>
<td>30.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used a quit smoking app on your phone</td>
<td>76 (15.2)</td>
<td>16 (6.4)</td>
<td>60 (24.0)</td>
<td>30.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used Twitter to connect with other smokers who are trying to quit</td>
<td>61 (12.2)</td>
<td>13 (5.2)</td>
<td>48 (19.2)</td>
<td>22.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used Facebook to connect with other smokers who are trying to quit</td>
<td>74 (14.8)</td>
<td>16 (6.4)</td>
<td>58 (23.2)</td>
<td>28.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>UK Smokers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used the Internet (a website)</td>
<td>128 (25.6)</td>
<td>23 (9.2)</td>
<td>105 (42.0)</td>
<td>70.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Joined a quit smoking program that involves text messaging</td>
<td>44 (8.8)</td>
<td>6 (2.4)</td>
<td>38 (15.2)</td>
<td>25.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used a quit smoking app on your phone</td>
<td>64 (12.8)</td>
<td>7 (2.8)</td>
<td>57 (22.8)</td>
<td>44.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used Twitter to connect with other smokers who are trying to quit</td>
<td>38 (7.6)</td>
<td>3 (1.2)</td>
<td>35 (14.0)</td>
<td>29.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Used Facebook to connect with other smokers who are trying to quit</td>
<td>52 (10.4)</td>
<td>8 (3.2)</td>
<td>44 (17.6)</td>
<td>27.8</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Future intentions to use technology-assisted smoking cessation among smokers in the United States and United Kingdom and differences by motivation to quit.

<table>
<thead>
<tr>
<th>Future intentions to use technology to quit</th>
<th>Total sample, n (%)</th>
<th>Unmotivated smokers, n (%)</th>
<th>Motivated smokers, n (%)</th>
<th>$\chi^2_1$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>US Smokers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use the Internet (a website)</td>
<td>227 (45.4)</td>
<td>87 (34.8)</td>
<td>140 (56.0)</td>
<td>22.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Join a quit smoking program that involves text messaging</td>
<td>157 (31.4)</td>
<td>56 (22.4)</td>
<td>101 (40.4)</td>
<td>18.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use a quit smoking app on your phone</td>
<td>217 (43.4)</td>
<td>90 (36.0)</td>
<td>127 (50.8)</td>
<td>11.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use Twitter to connect with other smokers who are trying to quit</td>
<td>113 (22.6)</td>
<td>34 (13.6)</td>
<td>79 (31.6)</td>
<td>23.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use Facebook to connect with other smokers who are trying to quit</td>
<td>152 (30.4)</td>
<td>53 (21.2)</td>
<td>99 (39.6)</td>
<td>20.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>UK Smokers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use the Internet (a website)</td>
<td>240 (48.0)</td>
<td>89 (35.6)</td>
<td>151 (60.4)</td>
<td>30.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Join a quit smoking program that involves text messaging</td>
<td>128 (25.6)</td>
<td>43 (17.2)</td>
<td>85 (34.0)</td>
<td>18.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use a quit smoking app on your phone</td>
<td>210 (42.0)</td>
<td>76 (30.4)</td>
<td>134 (53.6)</td>
<td>27.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use Twitter to connect with other smokers who are trying to quit</td>
<td>82 (16.4)</td>
<td>22 (8.8)</td>
<td>60 (24.0)</td>
<td>21.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use Facebook to connect with other smokers who are trying to quit</td>
<td>129 (25.8)</td>
<td>40 (16.0)</td>
<td>89 (35.6)</td>
<td>25.1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Both mHealth and eHealth interventions for smoking cessation are rapidly being developed and tested, but to our knowledge, there are no data on use of these technologies by smokers in general or whether use differs by motivation to quit. Knowing the types of technologies that smokers engage with can help intervention planners design interventions that target smokers more effectively and efficiently. The aims of our study were to (1) assess technology use among smokers in the United States and United Kingdom, (2) examine whether technology use differs between smokers who are motivated to quit and smokers who are not motivated to quit, (3) examine previous use of technology-based assisted smoking cessation, and (4) examine future intentions to use technology-based assisted smoking cessation. The advantages of mobile platforms include the ability to implement interventions in real time and access them any time and from any place, ability to tailor to user needs (eg, content, timing, and intensity), few barriers to participation, decreased time gap between treatment and behavior, low participant burden (particularly important for smokers who are less motivated to quit), ability to provide instant support, ability to provide feedback on goal setting and achievement, capability for integration with social networking, and scalability to large populations.

Among smokers in general, we found a high prevalence of mobile and smartphone ownership, sending and receiving texts, downloading and using apps, using Facebook, and visiting websites related to health. The use of these platforms, however, has outpaced the ability to gather scientific evidence regarding their effectiveness for smoking cessation. Although more than 400 smoking cessation mobile apps were available in 2013 [22], no fully powered randomized trials regarding their efficacy have been published yet (for pilot trials see [23,24]). Meta-analyses have shown that text messaging for smoking cessation is promising [13,25], but studies published to date have suffered from one or more methodological shortcomings, including lack of power, nonrandomization, short-term follow-up, lack of adequate control groups, lack of biochemical verification of cessation, and experimental designs that make it difficult to isolate the effects of text messaging on smoking cessation (eg, multicomponent interventions). With regard to Facebook, although 3 trials are currently underway, two do not assess smoking cessation as an outcome [26,27] and one is recruiting only smokers aged between 18 and 25 years [28]. Studies are also needed on dosage (eg, number of texts or app notifications needed for effectiveness), features that have the greatest potency for changing smoking behavior, theoretical mechanisms of action (“why” it works), and effectiveness for special populations (eg, those who are not motivated to quit).

The second aim of our study was to evaluate whether use of these platforms differs between smokers who are motivated to quit and those who are not motivated to quit. Although the prevalence of texting was high in both countries, US smokers who were not motivated to quit were less likely to text than US smokers who were motivated to quit. In both countries, smokers who were motivated to quit were supertexters and unmotivated smokers tended to text less frequently. More than a quarter of our total sample and approximately one-fifth of unmotivated smokers said they would be willing to use a text message program to quit smoking in the future. The ubiquity and frequency of text messaging among smokers in general and among unmotivated smokers specifically lends support to the idea that text messaging could also be used to motivate smokers to quit, perhaps serving as a way to keep cessation “on the radar,” titrating the number of text messages upward when and if the smoker becomes motivated to quit. Creative ways to keep unmotivated smokers engaged with this process should be explored. To date, text message interventions for smoking cessation have targeted only smokers who are ready and willing to set a quit date within 30 days.

Compared with unmotivated smokers, smokers who were motivated to quit tended to use their handheld devices more often to read email, get directions, browse the Web, listen to music, take photos/video, check the news, search for information, and play games. Intervention planners could capitalize on this information by examining the most prevalent features used by smokers and how they might reach smokers through these features. For example, more than 65% smokers who were motivated to quit reported that they played games on their handheld device. Thus, gaming principles could be incorporated into mobile cessation, possibly curbing smoking urges, providing distraction during times of temptation, and promoting self-efficacy for quitting. One preliminary study has shown that a prototype of an interactive game was engaging to smokers [29]. Our study extends this research by our finding that a large minority of unmotivated smokers play video games (39.2% in United Kingdom and 49.8% in United States), so involving gaming in promoting motivation to quit could be explored.

App downloads and length of app use differed by motivation group and by country. In the United Kingdom, motivated smokers were more likely to have downloaded an app than unmotivated smokers, but there were no differences in the length of time that apps were used. In the United States, there were no differences between motivation groups in the prevalence of downloading apps (both >88%). Research is needed regarding what features make a smoking cessation app “sticky” (ie, has staying power with the user) and designing apps that adhere to the human-centered design principles, including health literacy [30,31].

Although the vast majority of smokers had a Facebook account (UK: 76.4%; US: 87.0%), there were significant differences by motivation to quit for UK smokers, such that motivated smokers were more likely to have an account than unmotivated smokers. Regardless of motivation to quit, more than 72% checked Facebook once per day or more. There may be several advantages to delivering health behavior interventions through Facebook [32], such as the ability to reach participants while they interact in near real time, delivery of tailored content, ability to interface with apps, potential to influence perceptions of social norms [33], promote expansion of social networks beyond one’s own (which may have a high proportion of smokers), and incorporation of other media (eg, photos, video).

http://www.jmir.org/2015/7/e164/
Social network analytics can be automatically collected and used to measure delivery and use of behavior change techniques. Research is underway on using Facebook as a self-propagating delivery channel for smoking cessation by influencing behavior in local networks and facilitating diffusion (“viral spread”) between networks [26].

One striking finding is that unmotivated smokers were less likely to visit health-related websites (on their computer or handheld device) than were motivated smokers. Thus, these smokers need to be reached proactively through other media channels. This parallels the recommendations that were put forth before the advent of technology, that public health impact for smoking cessation could be achieved through proactive reach through existing infrastructures where smokers are located, such as primary care [34] and home health care [35], but also nontraditional settings such as beauty salons [36] and churches [37]. The current zeitgeist calls for finding and meeting smokers where they are located “electronically.” Previous proactive reach involved building relationships between smokers and providers to “hook” the unmotivated smokers. The next challenge for eHealth and mHealth is to find the electronic hook, one that will engage smokers regardless of their motivation to quit.

We assessed previous use of technology-assisted smoking cessation and found that more than 25% of smokers in both countries used the Internet to quit smoking. Other technology platforms had very low prevalence (Table 4), ranging from 12% to 15% in the United States and 7.6% to 12.8% in the United Kingdom. Thus, there is a discrepancy between the prevalence of these platforms (eg, >85% of sample use text messaging) and the prevalence of using the platform for smoking cessation (eg, 13.2% of US smokers and 8.8% of UK smokers joined a text message program for smoking cessation). This discrepancy could be reflective of a dearth of text message programs, smokers’ perception that text messaging would not be helpful, lack of marketing, or preference for human contact and support for smoking cessation. We also assessed future intentions to use technology-assisted smoking cessation and only two platforms (Internet and apps) exceeded 50% of the sample’s endorsement and that occurred only among motivated smokers. Among unmotivated smokers, Internet and apps had the highest endorsement at just over one-third in both countries.

Limitations
One potential limitation of the current study is that participants were recruited online. There may be concern that this approach biases the sample to smokers who have Internet access. However, approximately 87% of the adult population of the United States and United Kingdom are Internet users [38,39], so our sample likely reflects the majority of smokers. In addition, we used a sampling strategy that ensured representativeness of smokers in each country. There may also be concern about the veracity of the data given that it was collected online. We checked for and eliminated duplicate IP addresses, random responders, and speeders and straight-liners to provide greater confidence in the data.

Conclusions
Smoking cessation is an important public health goal, but the rate of cessation appears to have plateaued, meaning that new approaches are required. One possible approach is to devote greater efforts to understanding ways to target smokers who are not currently thinking of quitting smoking. This paper shows that although smokers who are not currently thinking of quitting make less use of technology than do smokers who are motivated to quit, sufficient numbers do use technology to make it worthwhile to develop these technologies designed to encourage unmotivated smokers to quit. Examining how health behavior change programs can capitalize on high rates of technology use is a public health priority, particularly because of the lack of disparities in the use of these technologies, relative low cost [40,41], and high potential for both customization and scalability.
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Abstract

In recent years, there has been increasing discussion of the limitations of traditional randomized controlled trial (RCT) methodologies for the evaluation of eHealth and mHealth interventions, and in particular, the requirement that these interventions be locked down during evaluation. Locking down these interventions locks in defects and eliminates the opportunities for quality improvement and adaptation to the changing technological environment, often leading to validation of tools that are outdated by the time that trial results are published. Furthermore, because behavioral intervention technologies change frequently during real-world deployment, even if a tested intervention were deployed in the real world, its shelf life would be limited. We argue that RCTs will have greater scientific and public health value if they focus on the evaluation of intervention principles (rather than a specific locked-down version of the intervention), allowing for ongoing quality improvement modifications to the behavioral intervention technology based on the core intervention principles, while continuously improving the functionality and maintaining technological currency. This paper is an initial proposal of a framework and methodology for the conduct of trials of intervention principles (TIPs) aimed at minimizing the risks of in-trial changes to intervention technologies and maximizing the potential for knowledge acquisition. The focus on evaluation of intervention principles using clinical and usage outcomes has the potential to provide more generalizable and durable information than trials focused on a single intervention technology.

(Keywords: mHealth; eHealth; clinical trials; methodology)

Introduction

Background

Behavioral intervention technologies (BITs) employ technologies, such as mobile phones, tablets, computers, sensors, and other tools to support behavior change related to health, mental health, and wellness. Mobile health apps, treatment and prevention websites, sensors used in activity trackers, and smartwatches are common examples [1]. The term BIT is used, rather than eHealth or mHealth, as these terms can reflect a much broader area of medicine and informatics not necessarily focused on behavior change [2]. In practice, BITs change and evolve over time. As anyone who has installed an app knows,
their life on a device evolves through a steady stream of updates. Many of these updates are bug fixes, operating system upgrades, or changes to support the emergence of new devices. However, some changes alter the content and functionality and are intended to modify or improve the user’s experience and the benefit they receive.

BITs change to harness affordances provided by the rapidly changing technological environment, such as improving computing power, leveraging new data capture and user interface functions, and growing capacity for data transmission [3]. The expectations and culture of BIT users are rapidly changing. When developers of a BIT observe that a feature used in other apps has become popular, they often add similar functionality to respond to the expectations of their customer base. For example, social networking and peer-to-peer messaging is a common feature in many recently developed BITs due to the popularity of social networking tools such as Facebook, Twitter, etc. Failing to meet changing user expectations relegates a BIT to increasing irrelevance to users. There have been increasing calls for methodologies that allow for continuous quality improvement through more rapid incorporation of changes and accumulating knowledge in the context of trials [4-6]. The purpose of this paper is to propose adaptations of traditional randomized controlled trial (RCT) methodology that can support evaluation of BITs.

The Purpose of a Randomized Controlled Trial

Modern RCT methodologies in medicine were developed to evaluate pharmacological agents that are not intended or expected to be modified frequently. To respond to early critiques that psychological interventions have little effect [7], rigorous methodology was developed, often using principles from pharmacological trial design, to evaluate psychological and behavioral interventions. Among the many innovations and adaptations, psychological treatments were standardized through manualization, therapist training, supervision, and fidelity monitoring to maximize internal validity [8]. These rigorous methods of “locking down” a psychological treatment contributed to a vast literature supporting the efficacy of psychological and behavioral interventions, as well as broad acceptance of their clinical value. However, it is doubtful that even with these methodologies, behavioral interventions are truly locked down to the degree a pharmacological agent is during a trial. And once moved to real-world clinical practice, they are rarely implemented in the same manner as in the RCT [9,10]. The application of RCT methodology developed for pharmacotherapies, translated for behavioral and psychological interventions, to BITs is even less appropriate.

There are two primary problems with locking down a BIT in an RCT. First, the length of time required to conduct an RCT is often not consistent with the rapidly changing technological environment [11] and user expectations. In some cases, trials of BITs can be conducted rapidly, however, many times trials must extend over longer periods of time. This is especially true when adequately powering a trial necessitates extended participant recruitment. The number of participants required to power a traditional RCT makes sense when the resulting intervention (if found successful) will have a long shelf life and benefit many users over time. In RCTs for BITs, however, this is rarely the case. RCTs often test early versions of BITs that often have to undergo revisions prior to implementation due to factors not under the developers’ or researchers’ control, such as changes in technological environment and contextual factors (eg, perceived attractiveness and usefulness of a BIT), which can impact use patterns or outcomes if not addressed [6]. Thus, locking down a BIT means that the information gained from a trial might not be useful for the implementation, even if this takes place shortly after the trial period.

Second, and perhaps more importantly, new information is gained within the trial that can be used for quality improvement [12]. Even with careful user-centered design and pilot testing, problems in the BIT design that impact the user’s ability or willingness to perform tasks are often uncovered when it is deployed at scale for the full trial. As these deficiencies are discovered, locking down the BIT and refusing to improve it may undermine the chances of success, waste effort and resources, and compromise the relevance in the knowledge gained, if any.

Thus, BIT researchers are left with a difficult choice. They can (1) continue to investigate the locked-down version to maintain internal validity (with increasing understanding of the problems in the BIT and its growing irrelevance), (2) make changes to the BIT but not report them (reducing the reliability of the scientific literature and limiting the ability of other researchers to build on the work appropriately), or (3) make changes to the BIT and report them (raising the question “What is being tested?”).

Current RCT methodology is based on the lock-down model, well suited to determining if a fixed intervention is more efficacious than a control condition. However, given the rate of technological advancement and changes in user expectations, we argue that testing a fixed BIT often has very little public health value because the shelf life of that fixed BIT is often relatively short. We argue instead for allowing modification to BITs if these changes are reported. The question of what is being tested can be addressed by specifying the principles (model or rules) underlying the BIT and conceptualizing the trial as testing those principles, and not the BIT itself.

Trials of Intervention Principles

We argue that trials of BITs should be viewed as experiments to test principles within that BIT that can then be more broadly applied by developers, designers, and researchers in the creation of BITs and the science behind technology-based behavioral intervention. As such, we refer to these trials as “Trials of Intervention Principles” (TIPs), as they test the theoretical concepts represented within the BIT, rather than the specific technological instantiation of the BIT itself. Similar logic has been applied in other instances of interventions to identify the elemental components contained within the interventions, to improve the ability to generalize across trials, and to guide intervention selection, creation, and evaluation [13-15]. We define a principle as a model or set of rules that defines how a group of behavioral strategies is instantiated in a BIT and how the use of that BIT leads to an outcome. For example, a trial might evaluate an app that aims to increase exercise by including...
functionality that is intended to support goal setting, monitoring, and feedback. A TIP would allow for optimization of the BIT in the service of testing the principle. For example, the monitoring tools might prove less than ideal and thus evolve over time, moving from text-based free entry to selecting from a list, to passive sensing. Some of these evolutions might improve usability and thereby outcomes (eg, shifting from user-initiated entry to passive sensing could reduce user burden, thereby providing more feedback and increasing value to the user). On the other hand, improving usability could be detrimental, either because the improved usability in one part of the BIT creates problems in another (eg, shifting from user-initiated entry to passive sensing might not be able to sense certain activities, like bicycling, thus frustrating the user and leading to the subsequent use of the BIT), or because improved usability interferes with behavioral aims (eg, shifting from active behavioral logging to passive sensing may reduce agency or remove opportunities for the user to notice and learn about their behaviors). A TIP would allow for these iterations to improve the usability of the BIT based on use data, while continuing to test the principle that using a mobile phone app to promote goal setting, monitoring, and feedback to increase exercise is effective, based on the primary outcome data.

In light of this, TIPs test a set of intervention principles that define an underlying rule, model, or mechanism of action on which a BIT impacts its target outcome. The principles being tested may be based on clinical theory and/or methods of using technology to interact with users. TIPs require a methodology that provides guidance on operationalizing and analyzing these principles. Below we describe a framework for describing and operationalizing those principles, considerations related to making changes to a BIT, and evaluation methodologies.

The Behavioral Intervention Technology Model

Overview

The principles to be tested must be defined and operationalized a priori to provide clarity to the aims, support change decisions during the trial (eg, defining what can and cannot be changed), as well as provide a method of documenting and reporting changes in a consistent manner. A framework for the definition of BIT principles can support investigators in characterizing these principles.

The BIT Model, shown in Figure 1, answers the questions “why”, “how”, “what”, and “when” of BIT development and includes two broad levels: (1) a theoretical action level, which reflects the intentions of the developer or researcher, and (2) an instantiation level, which reflects the technological implementation [16]. This model has been used to design and characterize intervention technologies [17].

![The BIT Model](image)

Figure 1. The BIT Model.

Theoretical Action Components

The theoretical level includes two components: (1) intervention aims (note that in contrast to the BIT Model paper [16], the term “intervention” here refers to the entire treatment package), which are why the BIT exists, and (2) behavioral strategies, which are conceptually how the BIT will achieve those aims.

Intervention Aims

The intervention aims (“why” the BIT exists) reflect the fundamental intentions of the developer. These aims commonly include both explicit clinical aims (which may include preventive or well-being aims), such as weight reduction or reduction of depressive symptoms, as well as usage aims, which are sometimes implicit, such as expected frequency of use or the use of specific intervention elements. The clinical aims often have sub-aims. For example, a BIT that aims to reduce weight might aim to reduce caloric intake and increase physical activity. A BIT for depression may have sub-aims such as increasing positive activities and teaching cognitive restructuring. In general, the primary intervention aims, and frequently the sub-aims, are not changeable and are reflected in the assessment of primary outcome. Changing the primary aims of the BIT would require a new trial.

While clinical aims are most often mirrored by the primary outcome measurements, usage aims are more often expectations that the developer has regarding the level of use necessary for clinical effectiveness. While usage aims are not always highly correlated with outcome [18], they are often critical expectations, as they often provide early indicators of possible design flaws and may be used as indicators of the need for potential changes to the BIT.

Behavior Change Strategies

Behavior change strategies are the methods used to attain intervention aims and are grounded in models and theories of how behavior change occurs and is maintained. For example, Michie has developed a well-grounded taxonomy of such change strategies [19,20] such as education, goal setting, monitoring,
feedback, or motivational enhancement. Chorpita et al have similarly identified common practice elements among various behavioral and mental health interventions creating 26 codes in one instance and 47 in another [13,14].

Behavioral strategies are often key principles being tested in trials of apps (although this may not be true for trials with a human computer-interaction focus) and thus usually cannot be changed or eliminated during a trial. A decision to do so would prevent the investigator from being able to draw conclusions from the results of the trial.

**Instantiation Components**

*Overview*

The instantiation components include (1) BIT elements (“what” is delivered), (2) characteristics of those elements (“how” they are delivered), and (3) workflow (“when” they are delivered). In many cases these components can be tracked through use data. These three instantiation components are operationalized in the hardware specifications and software programming code of the BIT.

*Elements*

BIT elements reflect “what” is provided to the user. The elements are the distinct objects of a BIT intended to implement the behavior change strategies, which in turn support the user in achieving the clinical and usage aims. By BIT elements, we mean the actual technical instantiations present in the BIT. For example, a content delivery element might provide the user with information. Notifications are individual messages pushed to the user, such as text messages, emails, or within app notifications. Logging elements allow users to enter information. Reports and visualizations are reflections of data collected by the BIT that are provided back to the user (e.g., calendars, calorie counts, thought records), often used to instantiate behavioral strategies such as feedback. Thus, the BIT elements are the aspects of the BIT with which the user actually interacts.

Some elements in a BIT may be part of the principles being tested, and others may not. For example, an investigator may be interested in testing one or more methods of logging tools for behavior, making these part of the principles being tested. Other elements may be included but are not of scientific interest to the study. For example, reminders may be included to support use but may not be part of the principles being tested. In this case, the investigator could not eliminate the logging elements but might be able to alter some of the characteristics or workflow within the parameters of the principles being evaluated, such as adding reminders to cue logging activities. However, the investigator would have much greater latitude in altering, adding, or eliminating the reminder elements, as long as the alterations did not introduce a new principle that might compete with the original principles.

*Characteristics*

Characteristics are “how” the elements are deployed. Elements can be considered objects, while characteristics are attributes of those objects. For example, an informational element may have a variety of characteristics, such as text, video, or audio content. That content may be simple or more complex. Form and esthetics are also characteristics of the elements. Elements may be personalized using characteristics to fit the demographics, language, or culture of the individual user.

In general, behavioral scientists have been less concerned with the characteristics, other than to make the BIT more usable and attractive to the user. However, in some instances the characteristics of BIT elements are the principle being investigated, for example, when evaluating the utility of personalized applications relative to static ones [21]. In those circumstances, substantive alterations to those characteristics under investigation may harm the trial.

*Workflow*

Workflow reflects “when” specific elements of a BIT are delivered. Most BITs are designed for repeated interactions over an extended period of time. The workflow determines when specific sets of elements are delivered, the sequence of the delivery, and the length of the intervention. User-defined workflows contain no coded rules, allowing the user access to all intervention elements and content. Thus, the user decides the sequence and timing of their use. Many BITs set conditions for when specific elements are made available. Time-based rules define the release of an intervention element based on the passage of time. For example, Web-based treatments modeled on standard face-to-face treatments sometimes release new content on a weekly basis [22,23]. Event-based rules define the release of elements based on the criteria detected by the intervention, such as the completion of a task or the detection of a user state. Just in time interventions may use complex workflows that use combinations of user characteristics, use data, detected events, and time to determine the delivery of intervention components [24].

Workflow as a principle has not received much attention in BIT research. However, workflow may impact principles that are being evaluated. For example, shifting notifications from fixed time-based to event-based may change the underlying behavior change strategy, as a notification triggered by behavior may be a form of feedback. Thus, changes to workflow as well as other theoretical and instantiation components may introduce factors that researchers did not anticipate.

**Behavioral Intervention Technology Model in the Trials of Intervention Principles Framework**

*Overview*

Figure 2 places the BIT Model into the context of TIPs. Aspects included within the dotted box are the main focus of the TIP and therefore should not be changed during the course of the trial. The box on the left, labeled “BIT”, represents the instantiation features of the BIT, which define the intervention as deployed.

The central box represents the principles being tested in that deployment, which must always have an intervention aim and cannot change over the course of a trial. BITs designed by clinical or public health researchers almost always are based on some set of behavioral strategies, which often are also part of...
the intervention principles. Instantiation features (i.e., elements, characteristics, or workflow) are represented in brackets because these may or may not be part of the principles of trials conducted by researchers, but often are the focus of trials with an engineering or human computer interaction focus. Instantiation components that are listed as principles may not be modified in the BIT during a trial. To the degree that those instantiation components are not part of the principles, or their alteration would not affect any of the principles, adaptation could be considered.

The outcomes box on the right represents the measurement of outcomes. The intervention outcomes generally also should not change. Use data (e.g., use of a specific BIT element) can be monitored to indicate if the behavioral principles are being administered properly and are therefore often examined as more proximal measures of usability and the delivery of behavioral strategies [25]. Use data are often the criteria used to trigger considerations of changes to the BIT.

The TIPs framework can be viewed through the lens of mediational models in which an intervention is intended to affect intermediary outputs and outcomes [26]. The first part of the mediational model predicts that use of the BIT will increase the use, behavior, or experience defined by the principles. The second part of the mediational model predicts that the intervention principles will improve intervention outcomes. Thus, the principles and their measurement must remain fixed over the course of a trial. However, each new version of a BIT can be viewed as a moderator of this mediational model.

Figure 2. BIT Model in the context of TIPs.
Operationalizing Principles: The Principle Statement

The principles to be tested must be operationalized and stated a priori. This can be accomplished through a “Principle Statement” that describes each of the relevant BIT Model components [16] being evaluated, as shown in Figure 2. The formulation of a principle statement can be facilitated by using a model, such as the BIT Model, that integrates the conceptual and technological instantiation components. Using the BIT Model, a principle statement could take the following form: “The aim of the trial is to test an application that supports users in (Behavioral Strategies), delivered using (BIT Elements, Characteristics, Workflow) to improve (Intervention Aim)”. A principle statement might not contain all of these aspects, as some BIT elements, characteristics, or workflow may not be considered principles in the trial. A principle statement is needed to provide clarity to the aims, support change decisions during the trial (eg, defining what can and cannot be changed), as well as provide a method of documenting and reporting changes in a consistent manner.

As an illustration, a principle statement for MyFitnessPal a few years ago might have read “MyFitnessPal aims to support users in goal setting, self-monitoring, feedback using logging, and data reporting and visualization features to support weight loss and increased physical activity”. This principle statement identifies the behavioral strategies and specifies a few BIT instantiation components linked to those strategies (ie, logging features for goal setting and monitoring, and data reporting and visualization to provide feedback on caloric intake and exercise), and measureable intervention aims (ie, weight loss and increased physical activity). In this statement, characteristics and workflow are not identified as principles being tested, thus, trialists would have been free to make changes to characteristics and workflow that did not substantially impact the behavioral strategies and BIT Model elements specified in the principle statement. MyFitnessPal’s addition of the feature allowing the use of barcode scanning for data entry can be seen as consistent with the principle statement, as it is a characteristic that simplified data logging elements. The addition of social network features, however, added substantial new functionality. A critical determination should be made as to whether social network features would alter the trial principles of goal setting, self-monitoring, and feedback and whether they expand beyond the behavioral strategies of goal setting and self-monitoring. One could imagine social networking features framed around these topics. However, social networking also adds other social motivators such as accountability [27], solicitation, and receipt of advice. These would likely constitute the addition of a behavioral strategy, thereby undermining the interpretability of trial results with respect to the principles being tested.

The principles may be defined broadly, focusing primarily on intervention aims and behavioral strategies, or very narrowly, including BIT elements, characteristics, and workflow. The maximal amount of definition would come much closer to a trial of a locked down BIT, while a definition that included no BIT instantiation features would be indistinguishable from an intervention that did not include technology. Thus, the inclusion of BIT instantiation features in a principle statement should be sufficient to define the intervention, but not include those areas that may allow for optimization in the service of testing the targeted principles.

Making Changes During a Trial of Intervention Principles

Mid-trial changes to a BIT will frequently be the result of knowledge gained up until that point [6]. Trialists and developers may use various sources of information to trigger considerations of whether changes to a BIT during trials should be made, including use data, user feedback, and possibly intervention outcomes. Use data can include gross measures of use that can provide general information on whether the BIT is being used, as well as detailed use data from specific BIT elements that can indicate how they are being used. Such data can be collected and reviewed periodically. User feedback is also commonly captured both through self-report surveys as well as through interviews with users at the end of treatment or at specified points during treatment [28].

The decision to change a BIT is almost by definition triggered by observations that were not anticipated prior to the launch of the trial. Thus, the decision is based most often on investigator judgment. The decision to make a change is often not easy, as investigators are often balancing pressure to succeed and budget constraints in a situation where there is often considerable uncertainty. While clear plans for such unforeseen situations would be difficult to develop, planning nonetheless may help facilitate decision making under these circumstances.

Usually a decision to change a BIT based on observed data is made due to a belief that a specific behavioral strategy, BIT element, characteristic, or workflow is producing suboptimal usage or intervention outcomes. Implicitly, this decision is based on a comparison between an a priori expectation and observation of usage or effect. However, in practice, a priori expectations are often not clearly defined, which in effect leaves investigators making decisions based on what they believe they would have expected beforehand, rather than actual prior expectations. Thus, the decision-making process can be facilitated by making the implicit more explicit—defining the expected use of specific BIT elements and outcomes prior to the app launch. These a priori expectations can be informed by pilot testing, prior experience, published data, or consultations with advisors. The decision to make a change may also be informed by examining the relationship of the use of the element with outcomes (intervention and usage), bearing in mind that some outcomes, especially more distal primary outcomes, may change more slowly than more proximal intermediary outcomes tied to specific behavior change strategies [25].

Degree of Blindness to Use and Outcome Data

Whether or not to keep investigators blind to some or all of the trial results during the trial and how to structure any lack of blindness are critical questions in managing TIPs. Investigator blindness is often thought to be a requirement for fixed interventions in order to protect against deliberate or unconscious biases. Full protection against this type of bias may be of less importance in quality improvement designs where there is a tacit if not explicit recognition that the BIT can be improved. There are situations where randomized trials
explicitly use up-to-date outcome data to change certain aspects of a design (eg, adapting allocation ratios), but these must be used with caution to make appropriate causal inferences [29]. Also, it is possible to consider quality improvement changes in a BIT as discrete rather than continuous, with each instantiation being tested in one of a sequence of subtrials where blindness ends after each subtrial (see below under Evaluation). Alternatively, there are mechanisms for maintaining a degree of blindness throughout. In some cases, an investigator might have little involvement in the intervention being conducted and the eventual analysis of primary outcome data. In such cases, an unblinded BIT investigator, with blinded data collectors, analysts, and allocation concealment, has little potential to bias the research, short of engaging in research misconduct and might be the best person suited to review data to determine whether it is necessary to make changes and what those changes might be. Data from the control arms may be sequestered, thereby allowing investigators to monitor the experiences of BIT users but preventing them from knowing the results of the trial. This would allow for enough information to make decisions regarding changes but under the right controls could protect the evaluation from investigator bias.

Decision Making

Making in-trial changes to a BIT carries a number of risks and should be undertaken only when deficiencies are observed. The goals of making changes are to improve the BIT’s capacity to achieve the primary intervention goals of the intervention using the intervention principles being tested, to prevent obsolescence of the BIT that may occur in the changing technological and application environment, and to maximize the amount of knowledge obtained from the substantial costs and efforts put into a trial. Bug fixes are probably the least controversial types of changes that can and are made during trials. Bug fixes are problems in the functionality of the BIT that might arise from changes in the technological environment (eg, changes in operating systems that cause problems for an app) and problems encountered in wider deployment not uncovered during initial testing. Other changes, however, implemented to improve functionality and usability open additional risks that can undermine TIPS. These risks can occur in at least three ways.

1. The proposed changes may directly diminish the BIT’s ability to provide the intervention principles by reducing its usability or usefulness. While investigators and developers would not likely consider such deleterious changes, this may occur inadvertently. The example noted above (the addition of reminder notifications) may increase initial response to prompts and engagement; however, this may also engage people who do not sustain engagement, thereby decreasing overall retention [30]. Therefore, researchers should carefully consider unintended consequences of a supposed improvement and intensively monitor potential changes resulting from this improvement to insure that it has improved the intervention.

2. Changes to a BIT may enhance components of the app that provide an alternative pathway to the intervention aims that undermines the primary principles being tested. For example, adding a motivational messaging element to an app being used to test the value of goal setting and feedback could introduce another behavioral strategy that would undermine the trial’s interpretability. Furthermore, the impact of changes may not result from a single decision but may be the consequence of a series of incremental changes that each by itself do no harm, but which in their totality undermine the trial.

3. A change might increase variability in how people use and benefit from a BIT. For example, in a BIT to increase physical activity through passive sensing and monitoring, developers might introduce a leaderboard that provides feedback about how one’s steps compares to other similar users. Leaderboards tend to be a polarizing feature, with some people motivated by such competition and therefore increasing the target behavior, while other people are negatively impacted (eg, experiencing negative emotions or loss of intrinsic motivation) thus decreasing use of the BIT and the target behavior [31]. In such a case, the BIT could still have the same impact for the “average” user, but as users either increase or decrease their use and activity in response to the feature, this would increase the variability of response. Increased variability in outcome could make it more likely that the null hypothesis (of no difference between groups) would be supported.

To prevent such problems, a clear set of procedures should be employed in making such decisions. First, the investigators should consider how the changes would affect the interpretation of the results of the trial. Most importantly, they should consider whether or not the proposed changes would open alternative explanations to any trial results. Second, any proposed changes should not just be considered in isolation but in the totality of all changes made to date. That is, the proposed changes would impact the interpretability of the results relative not only to the previous iteration, but also to the first deployed version of the BIT.

A number of questions can be considered when weighing the pros and cons of making an in-trial change to a BIT:

- Does the change interfere with a primary principle being tested?
- Would the proposed change alter the principle statement?
- What is the operational definition of success for a proposed change?
- Often the definition of success can be defined by the usage aims, which can be observed in the short-to-intermediate term. However, success may also be defined with respect to the intervention aims, which are more relevant but frequently require longer follow-up.
- If the introduction of the change is successful, would it create an alternative explanation for the success of the trial?
- If an alternative explanation is possible, are there methods that can be used that can reasonably eliminate that alternative explanation?
- If a change is not made, how would this impact the generalizability/implementation of findings from the trial?
engineering, trial methodology, statistics, and any other relevant area. It may also be useful to have guidance from knowledgeable people who are not part of the core investigative team, who may be able to see potential problems that a team, involved in the day-to-day operations, is less likely to see. If a panel of stakeholders, including potential users, were created to provide feedback during BIT design, this panel could be consulted on changes considered during the trial as well. Some decision-making functions could be embedded in the data safety monitoring board, if this board can operate in an efficient manner.

Once possible threats of a proposed change have been identified, methods of mitigating those threats to interpretability can be considered. For instance, using our previous example, if motivational messaging is added to an app with the intention of improving use, the impact of such a decision on a trial might be mitigated by adding identical or similar messaging to a BIT used in a control condition. Furthermore, subsequent investigations might be useful to demonstrate that a proposed principle is generalizable and persists when aspects not related to that principle are modified.

Documentation and Reporting

Documentation is critical to TIPs of evolving technologies both to support the investigative team in decision making and in creating transparency. The principles being tested should be defined before the start of the trial, for example, using a principle statement. In general, the greater the specificity of the principle statement, the less latitude the investigator and developer will have in making changes.

Finally, documentation of the changes and the reasoning behind them will provide transparency and allow consumers of trial data to understand and accurately interpret the meaning of the trial results. While providing an accurate definition of the intervention in any peer-reviewed publication is important [32], reporting should also include changes made to BIT elements, characteristics, and workflow (and behavioral strategies if necessary) over the course of the trial, in accordance with the CONSORT-EHEALTH Guidelines [33].

We would like to emphasize, that in most cases, changes to BITs are relatively minor and infrequent. The cost of making continual or substantial changes to BITs is often a significant limiting factor. In addition, collecting, collating, and reviewing data that would drive these changes is time intensive and will also limit the frequency of such changes. Even without these barriers, researchers should be careful not to “churn” or overcorrect when making changes to the intervention elements, characteristics, or workflows. As easily implemented improvements are generated, these should be considered carefully, grouped into meaningful sets, and implemented as a set with appropriate version control of the software.

Evaluation

Overview

The evaluation of RCT data on the efficacy or effectiveness of BIT in its entirety as an application can be performed using standard statistical analyses such as paired t tests or more complicated analytical procedures such as mixed effects modeling. BIT use can be reported using simple descriptive statistics such as the mean or media of app launches or site logins, cleaned for artifacts, and between-application comparison can also be performed in an unbiased fashion using comparative tests such as t tests, Mann-Whitney U tests, or mixed effects modeling. The advantage of evaluating the efficacy of a BIT as an application is its simplicity and usefulness for between-BIT comparisons. However, a standard analytic approach ignoring changes made to a BIT essentially aggregates the effects of those changes over time, combining the effects of the first version with the results of each of the subsequent iterations.

Verification of Improvements

An important part of any quality improvement effort is the verification that the changes made to the BIT had the intended effects. This verification can be performed both on the intervention outcomes and the use data. In most cases, such analyses are more likely to be better powered for use data than for primary outcomes, as use data are usually more proximal to the changes in BITs intended to improve usability. This can be evaluated by comparing use data (or outcomes) across different versions of the app or by testing the fixed effect of a time-varying ordinal component denoting the version in a longitudinal design. Such evaluations would need to check for changes in the sample (violations of the assumption of stationarity) that might occur over time. If changes in the recruited sample occurred over time, these changes would need to be addressed using covariates in the analysis or correcting through a propensity score analysis [34].

Optimization Trials for Local Evaluation

In practice, when a team has reasonable certainty on an approach to take, a specific change in the technology can be made, and the effect of that change can be monitored, as described above. However, it is not uncommon that development teams have more than one viable change and do not have enough information to make a decision. In such cases, optimization trials may be conducted within the treatment arm. The goal of an optimization trial is to maximize the outcomes of the trial participants, strengthen the test of the principles being evaluated, and support learning during the trial. A simple approach would be to randomize participants to versions of the BIT that contain those changes over time, combining the effects of the first stationarity) that might occur over time. If changes in the recruited sample occurred over time, these changes would need to be addressed using covariates in the analysis or correcting through a propensity score analysis [34].
Trials Involving Individual Level Adaptation Strategies

An important characteristic of BITs is that they can learn and respond to individual use patterns and self-reports or sensors of certain health outcomes. One could adopt outcome-adaptive randomization that uses the data from patients previously treated in the trial to tilt the randomization probabilities in favor of the instantiation components (elements, characteristics, and workflow) having comparatively superior outcomes such as maximum usage [36]. This adaptive randomization provides a balance between ethical concerns and the learning objective. Importantly, the adaptive randomization probabilities can be personalized based on a patient’s covariate or profile [37]. While statistical inferences (eg, hypothesis testing) after an outcome-adaptive procedure should be interpreted with caution, adaptive randomization is useful for optimizing in-trial outcomes and for selection purposes. In order for the adaptation to come into effect, we need to assign initial patients in a non-adaptive fashion (such as balanced randomization) so that we use the outcome data in these initial patients to change the randomization probabilities. However, the expected outcomes of patients will improve over time as the trial continues, and accrual and adaptation begin. In addition, in order to shorten the wait period before adaptation begins, adaptation can be made on the basis of early outcome or usage data that are indicative of the eventual outcome [38].

In the context of TIPs, randomization and treatment assignments can be made multiple times within each patient as in a crossover study design. Furthermore, the reassignment can be made based on the intermediate outcome or usage data as in a sequential multiple assignment randomized trial (SMART) design [39,40]. For example, suppose a patient is first assigned to receive no reminder and has not used the BIT for 2 weeks. Then the patient is reassigned to receive daily reminders and begins to check in to the app in response to the reminder. Then the frequency may be reduced to three times a week so as to avoid “overdose”. Generally, the data structure from a SMART design is dynamic in that the interventions are dependent on the intermediate response. For this type of data, we could use reinforcement learning techniques such as Q-learning to identify the optimal dynamic sequence of actions [41]. Q-learning involves fitting a regression model for a proxy of the eventual outcome at each decision stage so as to assess the impact of change and its interaction with the patient’s history (such as profile and intermediate response), and using backward induction to obtain the stage-wise optimal decisions. By virtue of randomization in a SMART, such analysis provides unbiased evaluation of the components and principles within a BIT. Importantly, on the basis of the evaluation, we could assess the optimal implementation of a BIT using backward induction.

To evaluate the effects of individual intervention components in complex interventions such as a BIT, n-of-1 trials can also be useful [42], in particular when the effects are stationary over time but heterogeneous across patients. While both n-of-1 trials and SMART involve re-randomization within a patient, their objectives are different. In a SMART, the goal is to identify a sequence of intervention components so as to maximize an eventual health outcome; in an n-of-1 trial, the goal is to identify an intervention component that is effective in a particular patient. These two designs provide complementary tools in the evaluation of BITs.

Evaluating Principles

The strongest test of a principle is to withhold it from some subjects and evaluate whether there is a difference in outcomes between those who received that principle and those who did not. Most BITs, however, rely on multiple behavioral strategies. One can evaluate the behavioral strategies as a package, much as is commonly done in trials of behavioral and psychological interventions. Alternatively, trials using multiphase optimization strategies and factorial designs can be used to test a number of principles in a single trial [43].

For trials evaluating multiple principles as a package, post hoc evaluations may be performed to test the relative contribution of different components to outcomes. For example, if an app relies on goal setting, monitoring, and feedback as change principles, one could evaluate the relative use of each of the components to outcome. Such designs are purely correlational and are therefore not conclusive, but they may provide information that could be valuable to future investigations.

Development of Statistical Methodology for Trials of Intervention Principles

While many statistical methods are available that can be used for the evaluation of TIPs, approaches that truly integrate optimization methods and RCT analysis will be required. Methodology used for cumulative trials may be useful in this context. A “cumulative trial” is a sequence of smaller trials testing single or multiple adaptations in the technology that can be analyzed in a combined fashion relative to a control condition [29,44]. In the context of TIPs, a cumulative trial could involve a sequence of discrete quality improvement tests, intended to improve BIT performance, compared against a single control condition that can test underlying principles. This proposed method evaluates the effect of the BIT on the intervention outcome, the comparative effect of individual BIT versions, and the effects of varying levels of use of the BIT on outcomes across and within BIT versions.

As an example of a potential cumulative TIP design, we consider how such a design might have been used during the early period of MyFitnessPal. This proposed TIP design would model the underlying intervention impact of the principle as a function of the effectiveness of the BIT to affect outcomes. In symbols, we consider a sequence of trials, $t=1, \ldots, T$, each of which is testing a control condition against one or more versions of active BITs. For simplicity, suppose there is a single active version that is modified in each new trial $t$. Each individual $i$ in trial $t$ is randomly assigned to either active intervention, where $Z_{it}=1$ or control $Z_{it}=0$. For each of the trials, we suppose there is a common use metric, that is, $U_{it}=1$ if person $i$ achieves full usage,
0 if no usage, and between these extremes for partial usage. In this case, usage would include the degree of reporting of meals and exercise. Let $Y_i$ be the measured health outcome for subject $i$ in trial $t$; in this case it would be weight loss. The effect of the active version compared against control could be modeled as involving three components in a multiplicative model. The first component involves a factor whose strength is measured by the parameter $\beta$ that compares the BIT versus control under a condition where the subject receives the optimal version and the individual has complete usage. The second component’s strength is measured by a parameter $\gamma$ for all other versions that accounts for their being suboptimal. This component, given within the first brackets below, is bounded between zero and one. The third component, parameterized by $\delta$, accounts for degradation in effects due to incomplete usage by the individual. BIT use can be calibrated on a zero to one scale using simple descriptive statistics such as the mean or median of app launches or site logins, cleaned for artifacts, and controls would receive a zero value unless they self-expose to an alternative BIT. This component is the third bracketed expression below, and it too is bounded between zero and one:

$$Y_{it} = \mu + Z_{it} \beta [\exp(\gamma_{it}) / 1 + \exp(\gamma_{it})] \ast [\exp(U_{it} \delta) / 1 + \exp(U_{it} \delta)] + \epsilon_{it} \tag{1}$$

The last term in equation (1), $\epsilon_{it}$, corresponds to an error term. We can interpret $\beta$ as the optimal effect of a BIT against control on the intervention outcome; the $\gamma$ represents how close to optimal this version is, and $\delta$ can be interpreted as the sensitivity that usage or dosage has on the health outcome. The degree of usage itself can be modeled as well, such as:

$$\log(U_{it} / 1 + U_{it}) = \theta + \upsilon_{i} + \epsilon'_{it} \tag{2}$$

In this modeling equation (2), the value of $\upsilon_{i}$ represents the average usage on this transformed scale for the $i^{th}$ version. These models are illustrations of how suboptimality and usage can be included and would likely need refining so that they provide a good fit to the data from a sequence of trials. Statistical inference across trials would need to account for trial-level variation, much like meta-analysis, network meta-analysis, and other synthesis methods include trial-level random effects [44]. In addition, individual-level factors would need to be included both as main effects and potential moderator variables. Designs that deliberately look at variation in impact as a function of baseline participant characteristics are useful for examining this moderation of effects on both usage and intervention outcomes. To ensure sufficient power to detect moderation, participants are often stratified by baseline characteristics (eg, age) and then randomized within these strata.

Equations 1 and 2 can be used to conduct a type of mediation analysis that partitions how much of the impact is explained through usage. Importantly, random effects can be entered into equation (1) to account for imperfect specification of a hypothesized mediation pathway. As this equation stands without random effects, all the effects of the intervention are required to flow through a specific mediation model (eg, usage). Incorporation of random effects provides the opportunity to address more complex explanations of an intervention’s effect.

Also, classic mediation modeling [26] can be used to test whether an intervention’s impact on clinical outcomes is due to the use of the principles underlying the BIT. Such mediation analyses are most useful when two versions of a BIT are tested against each other. A mediation analysis in a head-to-head trial of two BITs would first test whether use of the BIT varies, then test whether variation in use affects the more distal health outcome.

**Discussion**

**Principal Considerations**

Developers frequently make changes and adjustments to BITs during the course of trials for numerous reasons. Often original specifications are created with insufficient information. Even after careful usability and field testing, problems can be uncovered during broader deployment in a trial. Locking down an intervention during a trial, thereby forcing investigators to test a BIT with known deficiencies, decreases the likelihood that useful knowledge will come from the trial. Furthermore, the resulting BIT may not be appropriate for the technological environment that exists when the trial is completed. Thus, integrating quality improvement into RCTs can spur innovation, allow for BITs to evolve over time, and improve the likelihood that useful information will result from the trial.

We propose that these trials be conceptualized as evaluations of principles rather than of BITs themselves. As BITs, unlike pharmaceutical agents, do not stay static over time, the principles being evaluated represent the more static and generalizable component of the trial. This is valuable as the current form of any BIT at any given time will likely be relatively short lived. These trials, which we call TIPs, would evaluate constructs that could be more broadly applied, thereby moving the field ahead more rapidly.

We have presented an initial proposal of a method of defining the principles being evaluated that incorporates the essential clinical features, including the clinical aims and behavioral strategies, and the technical features, including BIT elements, characteristics, and workflow. This principle statement defines what is being tested, thereby promoting clarity for the research team and communication of aims to consumers of trial information. The principle statement can also support investigators in decision making around in-trial changes to the BIT. Changes in seemingly unrelated elements, however, may still have secondary effects on the principles under evaluation. Careful consideration of these potential secondary impacts is required to preserve the interpretability of the results. We recognize that even with these procedures, the risk of damaging a trial through in-trial changes to a BIT cannot be completely eliminated. However, we argue that the potential risks are far less than the more certain risks of persisting in a trial with a BIT that is underperforming in critical areas.

This approach fits well with changes in many funding agencies where there is a growing emphasis on trials that focus on mechanisms that can be more broadly applied [45]. Industry often has needs that are different from academic researchers, in that they are seeking to acquire data to support the
effectiveness of their BITs for marketing purposes. But there too, the BIT that is purchased at one point is likely to change over time. A clear definition of the principles tested would allow the purchasers of BITs to have a clear definition of the parameters of the BIT they are purchasing, thereby allowing them to determine when the BIT they are receiving no longer meets the specifications of the BIT they purchased.

This is by no means the first proposal to enhance the usual RCT design to address the needs of BIT evaluation. Multiphase Optimization Strategy trials (MOST) have become an accepted method of using fractional factorial designs to evaluate and optimize the components of BITs [39]. SMART designs allow for the evaluation of systems that provide different components at various times depending on specified criteria [39,40] and thus have considerable value in investigating questions such as workflow. Continuous evaluation of evolving behavioral intervention technologies (CEEBIT) is a proposed method of comparatively evaluating BITs in local settings, a form of post-marketing surveillance allowing organizations providing BITs to continuously evaluate their usefulness in among their consumers [5]. TIPs extend this process of RCT innovation by providing a methodology for harnessing knowledge of BITs gained during the trial and managing changes in BIT specifications. TIP methodology is intended to prevent such changes from damaging the interpretability of results, while maximizing the amount of knowledge gained. Additional work might be undertaken after a principled trial to ensure the generalizability of the principles tested. However, these steps should be seen after initial trials provide sufficient evidence that these principles are being closely tied to behavior change. TIP methodology is not intended as a substitute for care usability and field testing prior to a trial. Ensuring that a BIT is usable, both through laboratory and field testing, is an essential step in acquiring information, refining the BIT, and ensuring that the tools are usable and useful for their intended consumers. Furthermore, information gained from laboratory testing cannot be obtained easily in field deployment. Early field testing can uncover fundamental problems that reduce the effectiveness of the BIT in promoting the intended behavioral strategies. Indeed, initiating a trial with a poorly developed app greatly increases the risk that a trial will fail, since early users will be less likely to show benefit, which will decrease the trial’s power to see changes in the primary outcomes. Additionally, adopting TIPs in practice is not without its challenges. We have used the BIT Model [16] to identify levels and elements contained within a BIT and to emphasize the common behavioral strategies, the conceptual “how” of a BIT, used to attain the intervention goals, but other models could also be applied within the TIP framework. The underlying notion, however, that intervention trials are truly testing common elements rather than specific instantiations, has been emphasized with other models [13-15,19,20], and we have highlighted considerations on how to make use of these conceptual notions within trials of BITs. We believe adoption of TIPs is an initial step to increase the transparency of the evaluation process for technology-based interventions and improve the value of the information gleaned from these trials. While further work is needed, this initial framework provides a common language and practices for the field to consider.

Conclusion
To the best of our knowledge, this is the first methodology proposed to manage changes to a BIT during the course of a trial. The proposed methods are intended to ensure that the principles under evaluation are preserved and even enhanced by allowing learning and optimization to occur during the trial.
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Abstract

Background: Depression is a common, burdensome, often recurring mental health disorder that frequently goes undetected and untreated. Mobile phones are ubiquitous and have an increasingly large complement of sensors that can potentially be useful in monitoring behavioral patterns that might be indicative of depressive symptoms.

Objective: The objective of this study was to explore the detection of daily-life behavioral markers using mobile phone global positioning systems (GPS) and usage sensors, and their use in identifying depressive symptom severity.

Methods: A total of 40 adult participants were recruited from the general community to carry a mobile phone with a sensor data acquisition app (Purple Robot) for 2 weeks. Of these participants, 28 had sufficient sensor data received to conduct analysis. At the beginning of the 2-week period, participants completed a self-reported depression survey (PHQ-9). Behavioral features were developed and extracted from GPS location and phone usage data.

Results: A number of features from GPS data were related to depressive symptom severity, including circadian movement (regularity in 24-hour rhythm; r=-.63, P=.005), normalized entropy (mobility between favorite locations; r=-.58, P=.012), and location variance (GPS mobility independent of location; r=-.58, P=.012). Phone usage features, usage duration, and usage frequency were also correlated (r=.54, P=.011, and r=.52, P=.015, respectively). Using the normalized entropy feature and a classifier that distinguished participants with depressive symptoms (PHQ-9 score ≥5) from those without (PHQ-9 score <5), we achieved an accuracy of 86.5%. Furthermore, a regression model that used the same feature to estimate the participants’ PHQ-9 scores obtained an average error of 23.5%.

Conclusions: Features extracted from mobile phone sensor data, including GPS and phone usage, provided behavioral markers that were strongly related to depressive symptom severity. While these findings must be replicated in a larger study among participants with confirmed clinical symptoms, they suggest that phone sensors offer numerous clinical opportunities, including continuous monitoring of at-risk populations with little patient burden and interventions that can provide just-in-time outreach.

(J Med Internet Res 2015;17(7):e175) doi:10.2196/jmir.4273
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Introduction

Depression is a common mental disorder. Estimates of the 12-month prevalence rate for major depressive disorder range from 6.6-10.3%, while lifetime risk has been estimated at 16.6-17.1% [1-3]. Subthreshold depressive symptoms are far more common [4], causing significant impairment in people’s lives and putting them at risk for future mental health concerns [5]. Depression, at both diagnosable and subthreshold levels, imposes a very high societal burden in terms of cost, lost productivity, morbidity, suffering, and mortality [6-8] and is a leading cause of disability and disease burden worldwide [9]. By the year 2020, the World Health Organization estimates that depression will be the second largest cause of “lost years of healthy life” worldwide [10].

Depression is treatable using a variety of methods, including antidepressants and psychotherapy; however, very few people who need treatment receive it [11]. It often takes months or years for depression to be identified and treated in our health care system, when it is treated at all [12]. One of the most common settings where depression is managed is primary care [13,14]; however, primary care physicians might fail to identify most patients with depressive symptoms [15,16]. Thus, more efficient methods of monitoring could significantly improve the delivery of services to those in need.

Mobile phones are becoming the most ubiquitous consumer device in our world. Equipped with powerful sensing, computation, and communication capabilities, mobile phones—specifically smartphones—can continuously monitor an individual’s context including physical activity, location, and environment. Depression is associated with several behavioral components (eg, reduction in activity, psychomotor retardation, changes in sleep) and motivational states (eg, anhedonia), some of which may be detectable using mobile phone sensors [17,18]. Thus, mobile phones hold significant promise as a platform to monitor behavioral and environmental indicators of risk and resilience and to improve long-term management and treatment delivery to people suffering from depression.

Indeed, some work has shown promise in this area. A first study in our group found that phone sensor data could detect social patterns among depressed patients, but this was a small study with only 8 participants [19]. Other groups have found that phone sensors were effective at detecting social and sleep behaviors among patients with depression [20,21], and such features correlated significantly with severity of depressive symptoms [22].

The aim of this study was to extend previous work by focusing specifically on behavioral markers related to movement through geographic space, which we hypothesized would be related to depressive symptom severity, given depression results in decreased motivation, withdrawal, and activity. In addition, excessive use of mobile phones is considered compulsive behavior and has been linked to some symptoms of depression [23,24]. Thus, we also explored the relationship of depression symptom severity to the use of the phone that was used to collect the sensor data. To achieve these aims, we used our mobile phone app, Purple Robot [25,26], to collect global positioning system (GPS) location and phone usage data from participants with varying levels of depression severity. We defined a number of behavioral features based on these data and built classification and regression models to examine their relationship to depression symptom severity.

Methods

Participants

We recruited 40 adult participants from April-July 2013 using craigslist advertisements. Participants were eligible if they had an email account, computer, and broadband access to the Internet, were within a cellular network range the majority of the day, were able to speak and read English, were at least 19 years of age, and lived within the United States of America. Participants signed an online consent form, and research staff reviewed the consent over the phone. The study was approved by the Northwestern University Institutional Review Board.

At the beginning of the study, participants were asked to complete an online assessment consisting of a demographics questionnaire and the Patient Health Questionnaire-9 (PHQ-9), a commonly used measure of self-reported depressive symptom severity [27], which produces scores ranging from 0-27. Scores of less than 5 indicate no depression, 5-9 mild depression, 10-14 moderate depression, 15-19 moderately severe, and over 20 severe depression [28].

If participants owned and used an Android device with operating system 2.3 (Gingerbread) or higher, research staff assisted with the download, installation, and configuration of Purple Robot (see the Purple Robot section below). Participants who did not own a compatible phone were given an Android Nexus 4 with Purple Robot installed and configured. Phones were either picked up from the study’s office or mailed directly to the participant.

Participants were instructed to keep the phone with them and charged throughout the day for 2 weeks. In addition, research staff explained that Purple Robot would be collecting GPS location and phone usage data. As part of the purpose of this study was to test Purple Robot’s functionality in the field, research staff checked in periodically, via phone and email, with the participants to ensure the app was working properly and to answer questions.

Purple Robot

Purple Robot is an open-source Android app that we developed to collect mobile phone sensor data [25,26]. The app implements a store-and-forward architecture wherein the sensor data are gathered, stored on the device, and transmitted as network connectivity becomes available. This allows us to collect data in a variety of wireless connectivity scenarios with the confidence that intermittent network access did not affect the nature, quality, or quantity of the collected data.

Purple Robot anonymizes personally identifiable and other sensitive information before storage and transmission, using standard MD5 hashing and advanced encryption standard [29] algorithms. Once the data are anonymized, they are stored and
later transmitted to the data collection server before being deleted from the device. Sensor data residing on the server can be linked with other information gathered during the study only if the unique identifiers used by the participants and the study-specific keys used to encrypt the data are known.

The Purple Robot mobile app and supporting server infrastructure is capable of collecting information about the user’s physical context (e.g., motion), social settings (e.g., number of Facebook friends), and phone usage behavior (e.g., screen state). It also enables us to craft a complete data collection strategy configured for analyzing the relationship between depression and behavior data features of daily life.

In this study, we configured Purple Robot to collect the GPS location and phone usage data, as the aim of this study was to focus on behavioral markers related to movement through space and the phone usage behavior. In our next study, we plan to use Purple Robot to collect data from a variety of phone sensors.

Purple Robot sampled the GPS location sensor once every 5 minutes and collected phone usage data by detecting the screen on and off events.

**Data Preprocessing**

The goal of the data preprocessing stage was to facilitate the extraction of features from both the GPS location and the phone usage data.

For the location data (Figure 1), we used two procedures. The first procedure determined whether each GPS location data sample came from a stationary state (e.g., working in an office) or a transition state (e.g., walking on the street). To do so, we estimated the movement speed at each location data sample by calculating its time derivative and then used a threshold speed that defined the boundary between these two states. In this study, we set this threshold to 1 km/h.

The second procedure was clustering. We applied clustering only to the data samples in the stationary state. The goal was to identify the places where participants spent most of their time, such as home, workplaces, parks, etc. We used a distance-based clustering algorithm called K-means [30], in which the data were partitioned into K clusters such that the overall distances of the data points to the centers of their clusters were minimized. Because the number of clusters was unknown, we started with one cluster and increased the number of clusters until the distance of the farthest point in each cluster to its cluster center fell below a threshold. This threshold determined the maximum radius of a cluster, which was set to 500 meters in our study.

Phone usage data were gathered by looking at the periods of time when the phone screen was on (Figure 2). Given that the phone screen would go on when receiving notifications from apps such as text messages, we eliminated brief screen-on events not initiated by the participant that had durations of less than 30 seconds.
Figure 1. Example GPS location data, overlaid on satellite image. Each small circle represents a histogram bin, which has a size of 500 by 500 meters. The colors indicate the number of samples captured by each bin (brighter means more samples). The bigger blue circles show the center of the clusters detected by the clustering algorithm.
Feature Extraction

**Location Variance**

We defined location variance to measure the variability in a participant’s GPS location. To calculate location variance, we used only the location data of stationary states (see Data Preprocessing). Specifically, location variance was computed as the logarithm of the sum of the statistical variances of the latitude and the longitude components of the location data:

$$\text{Location Variance} = \log(\sigma_{\text{lat}}^2 + \sigma_{\text{long}}^2)$$  \hspace{1cm} (1)

We applied the logarithm to compensate for the skewness in the distribution of location variance across participants.

**Number of Clusters**

Number of clusters represented the number of location clusters found by the $K$-means algorithm in the preprocessing stage.

**Entropy**

We defined entropy to measure the variability of the time the participant spent at the location clusters. This feature was developed based on the concept of entropy from information theory [31]. It was calculated as:

$$\text{Entropy} = -\sum_i p_i \log p_i$$  \hspace{1cm} (2)

where each $i=1, 2, \ldots, N$ represented a location cluster, $N$ denoted the total number of location clusters, and $p_i$ was the percentage of time the participant spent at the location cluster $i$. High entropy indicated that the participant spent time more uniformly across different location clusters, while lower entropy indicated greater inequality in the time spent across the clusters. For example, if a participant spent 80% of time at home and 20% at work, the resulting entropy would be $-0.8\log(0.8) + 0.2\log(0.2) = 0.500$, while if they spent 50% at home and 50% at work, the resulting entropy would be $-0.5\log(0.5) + 0.5\log(0.5) = 0.693$.

**Normalized Entropy**

We defined normalized entropy by dividing the entropy by its maximum value, which is the logarithm of the total number of clusters:

$$\text{Normalized Entropy} = \text{Entropy} / \log N$$  \hspace{1cm} (3)

Unlike entropy, normalized entropy is invariant to the number of clusters and thus depends solely on the distribution of the visited location clusters. The value of normalized entropy ranges from 0-1, where 0 indicates that all location data points belong to the same cluster, and 1 implies that they are uniformly distributed across all the clusters.

**Home Stay**

Home stay measured the percentage of time a participant spent at home relative to other location clusters. To obtain this measure, we first needed to know which cluster represented the participant’s home. We identified the home cluster based on two heuristics: (1) the home cluster is among the first to the third most visited clusters, and (2) the home cluster is the cluster most visited during the time period between 12 a.m. and 6 a.m. In our dataset, which did not contain participants having night shift work, these two heuristics led to one and only one location cluster for every participant.

**Circadian Movement**

We defined circadian movement to capture the temporal information of the location data. This feature measured to what extent the participants’ sequence of locations followed a 24-hour, or circadian, rhythm. For example, if a participant left home for work and returned home from work around the same time each day, the circadian movement was high. On the contrary, a participant with a more irregular pattern of moving between locations had a lower circadian movement.

To calculate circadian movement, we first used the least-squares spectral analysis, also known as the Lomb-Scargle method [32], to obtain the spectrum of the GPS location data. Then, we calculated the amount of energy that fell into the frequency bins within a 24±0.5 hour period, in the following way:

$$E = \sum_i \text{psd}(f_i)/(i_2-i_1)$$  \hspace{1cm} (4)

where $i = i_1, i_1+1, i_1+2, \ldots, i_2$, and $i_1$ and $i_2$ represent the frequency bins corresponding to 24.5 and 23.5 hour periods. $\text{psd}(f_i)$ denotes the power spectral density at each frequency bin $f_i$. We calculated $E$ separately for longitude and latitude and obtained the total circadian movement as:
We applied the logarithm to account for the skewness in the distribution.

**Transition Time**
Transition time represented the percentage of time during which a participant was in a non-stationary state (see Data Preprocessing). This was calculated by dividing the number of GPS location samples in transition states by the total number of samples.

**Total Distance**
Total distance measured the total distance in kilometers taken by a participant. It was calculated by accumulating the distances between the location samples.

**Phone Usage Frequency**
Phone usage frequency indicated, on average, how many times during a day a participant interacted with their phone.

**Phone Usage Duration**
Phone usage duration measured, on average, the total time in seconds that a participant spent each day interacting with their phone.

**Relationship Between Features and Levels of Depression**
We performed a preliminary statistical analysis to find out how each feature would correspond to levels of depressive symptoms and whether it would be able to distinguish people with any level of depression from those with none. The former was investigated by correlating each feature with the PHQ-9 score that was obtained at the beginning of the study. The latter was explored first by dividing participants into those with depressive symptoms (PHQ-9 ≥5) and the ones without (PHQ-9 <5). The cutoff of 5 on the PHQ-9 score was used because scores in this range are indicative of “no symptoms” of depression and those who reach this range after treatment are considered to be in full remission.

**Estimating Depression States from Features**

**Score Estimation Model**
We used a linear regression model to estimate each participant’s PHQ-9 score using the features extracted from their phone sensor data. The model was defined as the following:

\[
\text{Depression Score} = a_0 + a_1 F_1 + a_2 F_2 + \ldots + a_n F_n
\]

where \(n\) is the number of features. The coefficients \(a_0, a_1, \ldots, a_n\) were obtained by minimizing the squared error between the estimated and the true PHQ-9 scores (see Model Optimization).

**Classification Model**
We used a logistic regression classifier to identify participants who had symptoms of depression (PHQ-9 ≥5) versus the ones with no symptoms (PHQ-9 <5). This classifier consisted of a linear model and a logistic sigmoid function, \(g(x) = 1 / (1+\exp(-x))\), that generated values between 0 and 1 indicating the probability of the participant having depressive symptoms:

\[
P(\text{Depressive Symptoms}) = g(b_0 + b_1 F_1 + b_2 F_2 + \ldots + b_n F_n)
\]

When \(P(\text{Depressive Symptoms})\) was higher than 0.5, we considered the participant to have depressive symptoms. Otherwise, we considered there was no sign of depression.

We used an optimization procedure to adjust the parameters \(b_0, b_1, \ldots, b_n\) (see Model Optimization).

**Model Optimization**
We used the least squares approach to adjust the parameters of both score estimation and classification models. This method performs well as long as the number of features relative to the number of samples is low. Otherwise, the model overfits the data. To minimize the overfitting problem, we used the elastic-net regularization method when the number of features was high.

The elastic-net regularization prevents the coefficient from becoming too large by adding the following penalizing term to the cost function:

\[
H(K, \lambda_1, \lambda_2) = \lambda_1 \|K\|_1 + \lambda_2 \|K\|_2^2
\]

where \(K = k_0, k_1, \ldots, k_n\) is the vector containing the regression or the classification model parameters, and \(\|K\|_1 = \sum |k_i|\) and \(\|K\|_2 = \sqrt{\sum k_i^2}\) are its first (L1) and second (L2) norms \((i=1,2,\ldots,n)\). The coefficients \(\lambda_1\) and \(\lambda_2\) are optimized by cross-validating on the training data. Elastic-net regularization has been shown to outperform other regularization methods especially in cases where some of the features are strongly correlated [33].

**Model Evaluation**
To evaluate regression and classification models, we created 1000 bootstrapped sets of features and their corresponding PHQ-9 scores. Then we trained and cross-validated the models on each set using the leave-one-participant-out method.

To assess the performance of each score estimation model, we calculated the normalized root mean square deviation (NRMSD), which measures the percent difference between the PHQ-9 scores estimated by the model on the test participants and their true scores. We used the observed range of PHQ-9 scores, which was 0-17, to normalize the NRMSDs. To evaluate the performance of each classification model, we evaluated its accuracy, sensitivity, and specificity in identifying participants with depressive symptoms as compared to the ground truth.

**Results**

**Participant Characteristics and Adherence**
All 40 participants completed the 2 weeks of the study. However, due to insufficient sensor data for a number of participants, we considered 28 of them for the data analysis. Among these, 18 were considered for GPS location and 21 for phone usage data analysis. These two analyses were performed independently.

The 12 excluded participants did not provide sufficient GPS location and/or phone usage data for our analysis, meaning that...
their data were not available for more than 50% of the time. The reasons for unavailability of data included problems in the connection between the early version of Purple Robot and the data server, patients not charging their phones, and unavailability of any network connections for a long period of time for certain locations.

The 28 participants included in the analysis were 20 females and 8 males. Their ages ranged from 19-58, with a mean of 28.9 (SD 10.1). Their PHQ-9 scores ranged from 0-17, with a mean of 5.57 (SD 4.9). Of the 28 participants, 14 (50%) had no signs of depression (PHQ-9 <5) with an average PHQ-9 score of 1.5 (SD 1.34), and the other 14 participants (50%) were in the mild to severe range (PHQ-9 ≥5), with an average PHQ-9 score of 9.64 (SD=3.54). Participants who were not included in any analyses due to inadequate data were not statistically different from these 28 participants in their age, gender, or PHQ-9 scores.

Among the participants who were considered for location data analysis, 9 had depressive symptoms and 9 did not. For the ones considered for phone usage data analysis, these numbers were 10 and 11, respectively.

**Relationship Between Features and Levels of Depression**

GPS location and phone usage sensor features were calculated as described in Feature Extraction. The number of location clusters that was found by the K-means algorithm ranged from 1-9, with an average of 4.06. The average daily phone usage duration across the participants was about 41 minutes (SD 57 minutes) with an average daily usage frequency of 14.2 times (SD 8.69).

The correlation analysis between the features and the PHQ-9 scores revealed that 6 of the 10 features were significantly correlated to the scores (Figure 3). Specifically, circadian movement, normalized entropy, and location variance showed strong correlations with Pearson’s correlation coefficients of -.63, -.58, and -.58, respectively. Both phone usage features, usage duration and usage frequency, were also significantly correlated with r=-.54 and 0.52, respectively.

The t tests between participants with depressive symptoms and the ones without (Figure 4) also revealed that the value of the same six features (circadian movement, normalized entropy, location variance, home stay, phone usage duration, and phone usage frequency) were significantly different between the participants with no sign of depression (PHQ-9 <5) and the rest (PHQ-9 ≥5).

A correlation analysis across the features revealed that a number of them were highly correlated (Figure 5). Noticeably, there was a significant correlation between normalized entropy, location variance, and home stay. This is not surprising, as all these variables measure the amount of movement through space in different ways. However, the significant correlation between circadian movement and location variance is interesting and indicates that participants with more mobility also had more regular patterns of movement. The correlation between phone usage duration and frequency was also high (r=.89).

**Figure 3.** Scatter plots for location and phone usage data versus PHQ-9 scores, respectively. The coefficient of correlation between each feature and PHQ-9 scores and its corresponding P-value is shown on top of each plot. Solid and dashed lines, shown only for strong correlations (P<.05), show the fitted regression model and +/- root mean square deviation from the model, respectively.
Figure 4. Comparison of location and usage feature statistics between participants with no symptoms of depression (blue) and the ones with (red). Feature values are scaled between 0 and 1 for easier comparison. Boxes extend between 25th and 75th percentiles, and whiskers show the range. Horizontal solid lines inside the boxes are medians. One, two, and three asterisks show significant differences at $P<.05$, $P<.01$, and $P<.001$ levels, respectively (ENT, entropy; ENTN, normalized entropy; LV, location variance; HS, home stay; TT, transition time; TD, total distance; CM, circadian movement; NC, number of clusters; UF, usage frequency; UD, usage duration).

Figure 5. Coefficients of correlation between location features. One, two, and three asterisks indicate significant correlation levels at $P<.05$, $P<.01$, and $P<.001$, respectively (ENT, entropy; ENTN, normalized entropy; LV, location variance; HS, home stay; TT, transition time; TD, total distance; CM, circadian movement; NC, number of clusters).

Estimating Depression States from Location Features

The results of the earlier statistical analysis suggested that we may be able to estimate an unseen subject’s depression state using some of our features. To test this hypothesis, we trained and cross-validated score prediction and classification models (Equations 6-7) using the procedure described in Model Evaluation.

We trained the models first on each individual feature and then all features combined together. As the results (Table 1) show, the models trained on the features that had stronger correlations with PHQ-9 scores were better able to distinguish the participants with depressive symptoms from those who had none. Columns 2-4 show the cross-validated accuracy, sensitivity, and specificity of each classification model (Equation 7) in classifying participants into the ones with and without depressive symptoms. Column 5 shows the cross-validated NRMSDs of the PHQ-9 score estimation models (Equation 6). Specifically, the four features normalized entropy, location variance, home stay, and circadian movement achieved the lowest NRMSDs and highest accuracies. These performances, however, did not improve by combining the features. This can be the result of some unavoidable overfitting as the number of input variables increases, which leads to a poor generalization.
Table 1. Classification of participants with and without depressive symptoms and estimating their PHQ-9 scores using location features individually and aggregated.

<table>
<thead>
<tr>
<th>Training features</th>
<th>Classification (PHQ9&lt;5 vs PHQ9≥5)</th>
<th>PHQ-9 score estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% mean accuracy (SD)</td>
<td>% mean sensitivity</td>
</tr>
<tr>
<td>Entropy</td>
<td>69.7 (3.5)</td>
<td>66.8</td>
</tr>
<tr>
<td>Normalized entropy</td>
<td>86.5 (3.4)</td>
<td>88.4</td>
</tr>
<tr>
<td>Location variance</td>
<td>75.7 (4.6)</td>
<td>80.2</td>
</tr>
<tr>
<td>Home stay</td>
<td>75.9 (4.9)</td>
<td>80.5</td>
</tr>
<tr>
<td>Transition time</td>
<td>41.1 (9.2)</td>
<td>43.4</td>
</tr>
<tr>
<td>Total distance</td>
<td>56.4 (6.6)</td>
<td>69.6</td>
</tr>
<tr>
<td>Circadian movement</td>
<td>78.6 (4.1)</td>
<td>80.1</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>41.5 (8.9)</td>
<td>47.4</td>
</tr>
<tr>
<td>All</td>
<td>78.8 (6.2)</td>
<td>83.6</td>
</tr>
</tbody>
</table>

Estimating Depression States from Phone Usage Features

We performed the same analyses on the phone usage features. Since the number of these features (n=2) was much smaller than the number of samples (n=21), both score prediction and classification models could be directly applied to the combined feature space without using elastic-net regularization. The results (Table 2) show that each of the usage frequency and usage duration features could provide acceptable accuracies and NRMSDs without further improvement by aggregating them. Columns 2-4 show the cross-validated accuracy, sensitivity, and specificity of each classification model (Equation 7) in classifying participants into the ones with and without depressive symptoms. Column 5 shows the cross-validated NRMSDs of the PHQ-9 score estimation models (Equation 6).

Table 2. Classification of participants with and without depressive symptoms and estimating their PHQ-9 scores using phone usage features individually and aggregated.

<table>
<thead>
<tr>
<th>Training features</th>
<th>Classification (PHQ9&lt;5 vs PHQ9≥5)</th>
<th>PHQ9 score estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% mean accuracy (SD)</td>
<td>% mean sensitivity</td>
</tr>
<tr>
<td>Usage duration</td>
<td>74.2 (3.4)</td>
<td>64.0</td>
</tr>
<tr>
<td>Usage frequency</td>
<td>68.6 (4.1)</td>
<td>56.4</td>
</tr>
<tr>
<td>All</td>
<td>65.7 (4.9)</td>
<td>55.7</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study reported on the potential to use commonly available mobile phone sensor data, including GPS and phone usage, to identify depressive symptom severity. We extracted a number of semantically meaningful features from these data and found a strong correlation between a number of them and the PHQ-9 scores. These features included normalized entropy, location variance, home stay, circadian movement, and phone usage duration and frequency. By training score estimation models on each of these six features, we could estimate the PHQ-9 scores of unseen participants with a relatively low error (NRMSD). In addition, classifiers trained on these features were able to discriminate between those with and those without symptoms with a high degree of accuracy, good sensitivity, and specificity.

The normalized entropy feature measured the frequency with which a person visited different locations and the distribution of that frequency across locations. The high negative correlation that was found between this feature and the PHQ-9 scores indicated that people with greater depressive symptom severity visited fewer locations and were more likely to favor some locations over others. Part of this was likely due to the increased amount of time people with depressive symptoms spent at home, measured by the home stay feature. The finding for the location variance feature, on the other hand, indicated that people with depressive symptoms tend to move less through geographic space. These findings are consistent with the patterns of loss of motivation, decreased activity, and social withdrawal that characterize depression [17,18].

The finding for the circadian rhythm of movement through space fits into well-established literature investigating alterations to the wake-sleep patterns associated with depression [34,35]. These data suggest that disruptions in behavioral patterns during waking hours include not only the volume of activity but may also extend to the patterns of behavior. These pattern changes may be due to the genetic and hormonal factors [36] that have been implicated in depression-related circadian rhythm changes or may be a result of low motivation and decreased organization.

Phone usage data were also strongly correlated to depressive symptom severity. Greater levels of depressive symptom severity were related to greater phone usage duration and frequency. This observation is supported by a number of
previous studies that have found a correlation between mobile phone use and some depressive symptoms [23,24]. However, we should note that phone usage in this context was defined as any interaction with the phone, and we were not able to isolate the specific types of interactions (eg, using apps, texting). Thus, it is difficult to determine which specific behaviors were related to symptom severity.

Limitations

While we believe that our study has revealed some of the daily-life correlates of depression that can be captured by mobile phones, the results are very preliminary, and a number of caveats must be mentioned. First, this study examined only the association between self-reported depressive symptoms and features derived from location and phone usage data. Thus, we cannot infer any causal relationship here. In fact, while the PHQ-9 is a well-validated measure of depression, we cannot exclude the possibility that factors other than depressive symptoms are responsible for these relationships. For example, the results may be due to other unmeasured factors, such as chronic illness or dispositional factors, which result both in depressive symptoms and differences in behavioral patterns.

Second, while some participants demonstrated levels of depressive symptoms consistent with clinical levels of depression, this was a small sample that was not necessarily representative of typical trends seen in people with depression. Future research could recruit more representative participants with depression and match them on characteristics that might impact one’s pattern of movements through geographic locations (eg, occupational status, size of social network, or chronic health problems).

Finally, we did not attempt to correct for the possible effect of multiple comparison. However, given our interest in exploring potential indicators of depressive symptoms, the increased likelihood of Type II errors introduced by such corrections might undermine important features. A major goal of such corrections is to increase confidence in one’s findings and given the preliminary nature of our results, we urge future efforts to cross-validate these relationships in larger-scale investigations. Nevertheless, we believe the computation of behaviorally meaningful features (eg, normalized entropy, circadian movement) and the relationship of these features with depression found in this study might provide a valuable starting place for subsequent investigations of the use of sensor data for the monitoring and the detection of depression.

Conclusions

Regardless of these limitations, the ability to passively detect behavioral factors related to depression, such as activity levels and their patterns, opens the possibility of a new generation of behavioral intervention technologies that can passively detect and positively reinforce behaviors that are likely to improve depression (eg, engagement in activities that provide pleasure, a sense of accomplishment, or involve social engagement) and offer support when risk states are detected (eg, withdrawal, staying at home). This can improve the identification of depression and the ability of health care settings to allocate resources to those in need and overcome the individual and systemic barriers to conventional psychological treatment [37].

The use of phone sensors allows the capture of information that is potentially indicative of depressive symptoms without the use of questionnaires or requiring the person to use special devices. Phones fit into the fabric of people’s lives. People tend to keep phones with them all or most of the time, and phones can provide data unobtrusively and with no effort on the part of the user. This capacity offers new opportunities to identify human behavior patterns associated with depression or other health and mental health disorders. Furthermore, behavioral features might be more sensitive to changes in a person’s daily life that indicate early benefit from treatment or highlight potential areas for improvement. As such, these features and the link between them and depression become better understood, they may play an important role in understanding the progression of depression and its response to treatment.
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Abstract

Background: Despite the availability of evidence-based guidelines for conservative treatment of osteoarthritis (OA), management is often confined to the use of analgesics and waiting for eventual total joint replacement. This suggests a gap in knowledge for persons with OA regarding the many different treatments available to them.

Objective: Our objective was to evaluate outcomes after usage of a Web-based resource called My Joint Pain that contains tailored, evidence-based information and tools aimed to improve self-management of OA on self-management and change in knowledge.

Methods: A quasi-experimental design was used to evaluate the My Joint Pain website intervention over a 12-month period. The intervention provided participants with general and user-specific information, monthly assessments with validated instruments, and progress-tracking tools. A nationwide convenience sample of 195 participants with self-assessed hip and/or knee OA completed both baseline and 12-month questionnaires (users: n=104; nonusers: n=91). The primary outcome measure was the Health Evaluation Impact Questionnaire (heiQ) to evaluate 8 different domains (health-directed activity, positive and active engagement in life, emotional distress, self-monitoring and insight, constructive attitudes and approaches, skill and technique acquisition, social integration and support, health service navigation) and the secondary outcome measure was the 17-item Osteoarthritis Quality Indicator (OAQI) questionnaire to evaluate the change in appropriateness of care received by participants. Independent t tests were used to compare changes between groups for the heiQ and chi-square tests to identify changes within and between groups from baseline to 12 months for each OAQI item.

Results: Baseline demographics between groups were similar for gender (152/195, 77.9% female), age (mean 60, SD 9 years) and body mass index (mean 31.1, SD 6.8 kg/m²). With the exception of health service navigation, mean effect sizes from all other heiQ domains showed a positive trend for My Joint Pain users compared to the nonusers, although the differences between groups did not reach statistical significance. Within-group changes also showed improvements among the users of the My Joint Pain website for self-management (absolute change score=15%, P=.03), lifestyle (absolute change score=16%, P=.02), and physical activity (absolute change score=11%, P=.04), with no significant improvements for the nonusers. Following 12 months of exposure...
to the website, there were significant improvements for users compared to nonusers in self-management (absolute change score 15% vs 2%, \(P = .001\)) and weight reduction (absolute change scores 3% vs -6%, \(P = .03\)) measured on the OAQI.

**Conclusions:** The My Joint Pain Web resource does not significantly improve overall heiQ, but does improve other important aspects of quality of care in people with hip and/or knee OA. Further work is required to improve engagement with the website and the quality of information delivered in order to provide a greater impact.

(J Med Internet Res 2015;17(7):e167) doi:10.2196/jmir.4376
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**Introduction**

Osteoarthritis (OA) is a highly prevalent and disabling disease and the leading cause of chronic pain [1,2]. It is estimated to affect 1 in 8 adults and the risk for mobility disability due to knee OA is unsurpassed by any other condition in those older than age 65 years [1,3,4]. The aging population and increasing rates of obesity contribute to the estimate that by 2020, the prevalence of OA will have doubled [5].

Numerous evidence-based recommendations for the care of OA that advocate conservative nonpharmacological treatments as the cornerstone of management have been produced to guide health professionals in OA management [6-11]. However, current clinical practice does not reflect these core recommendations and treatment is often limited to analgesics and eventual joint replacement [12-14]. Furthermore, an underuse of key conservative treatments and low levels of referrals to allied health professionals who may provide key lifestyle interventions was reported both internationally and within Australia [12,15].

Surveys of patients with OA reveal a large degree of dissatisfaction with their treatment and a preference for conservative treatment rather than surgery; 81% of patients have indicated that they would not accept surgery if offered and patients with a preference for a treatment most commonly choose physiotherapy [16,17]. The lack of efficacy of current practice coupled with patient dissatisfaction with current care attests to a large and urgent need for people with OA to receive appropriate evidence-based information about treatment options. This need is further supported by patient dissatisfaction with information received from health care professionals, low levels of knowledge regarding OA, and the low levels of patient involvement in treatment decisions [18-20].

The provision of evidence-based information to patients outside the clinical encounter has been long carried through patient education and self-management programs with an aim to result in self-efficacy. Self-management allows patients to recognize problems and play an active role toward improving their condition, essentially being their own caregiver [21].

Consumer-focused strategies are essential for chronic disease self-management to improve outcomes. Although education is a core component of treatment, a 2014 Cochrane review found that current self-management programs for OA offer little benefit and recommended investigation of alternate models of delivery [22]. The potential utility of eHealth for delivery of consumer-focused strategies is increasingly being recognized in-line with the rapid explosion of such technology across all socioeconomic levels and ages [23,24]. It has been suggested in a consensus rating that eHealth interventions for chronic disease management may have greater reach, adoption, implementation, and long-term effectiveness over traditional face-to-face intervention modalities and thereby greater public health impact [25].

This study reports several outcomes following the use of a publicly available Web-based resource, My Joint Pain, over a 12-month period among participants with hip and/or knee OA. My Joint Pain was designed to be a freely available hub of evidence-based information and self-management support resources. The website aims to empower and improve informed treatment decision making in the health care setting. As such, the aim of this study was to evaluate outcomes in users of My Joint Pain on the quality of care and self-management in people with hip and/or knee OA.

**Methods**

**Study Design**

The evaluation of My Joint Pain [26] was a quasi-experimental study that involved a group of users of the website and a group of nonusers with OA of the hip and/or knee. Outcome measures were administered at baseline and at 12-month follow-up with pre-post changes within each group and a comparison of changes between groups evaluated. The study was approved by the Human Research Ethics Committee of the Universities of Melbourne and Sydney and all participants provided online informed consent.

**Participants**

A nationwide convenience sample of adults aged 50 years and older with self-assessed OA in at least one hip or knee joint, access to the Internet, and an email account were recruited using an online strategy involving advertisements placed on various websites, including Arthritis Australia; Melbourne Physiotherapy Department; Centre for Health, Exercise and Sports Medicine; and the Sydney Medical School. Interested participants were directed to a validated screening tool to assess their eligibility. The screening tool contained a series of weighted questions that produced a likelihood of OA score for a nominated hip or knee joint [27]. Participants who received a score above a minimum risk of OA were eligible to participate.

**Procedure**

All communication with participants occurred via email and online. Eligible participants completed baseline surveys to
collect outcome measures as well as basic demographics and health services utilization. Participants were then informed the My Joint Pain website was accessible for use if they chose to use it. Participants were then contacted 12 months later to complete follow-up surveys. Additionally at follow-up, participants were required to indicate if they were aware of and had used the My Joint Pain website in the previous 12 months. Participants who indicated usage of the website were classified as the intervention group, whereas all other respondents were classified as nonusers.

**Intervention**

An expert content committee composed of leading OA researchers, health professionals, and consumers guided Arthritis Australia in the development of My Joint Pain. The website’s functionality was informed by research outlining the key elements required for effective management of chronic disease. Criteria for judging the quality of patient decision aids, prepared by the International Patient Decision Aids Standards (IPDAS) Collaboration also helped to provide a functional framework for the site [28]. Health information was reviewed in-line with Australia’s National Health & Medical Research Council (NHMRC) Guidelines for Consumer Information. The website also complied with the Health on the Net (HON) code standard, an ethical certification for quality health information on the Internet, developed by the HON Foundation, a nongovernmental organization.

The aim of the My Joint Pain website was to provide a credible, tailored information source with a variety of self-assessment tools to improve disease knowledge and self-management of OA. The resource was developed in collaboration with Arthritis Australia (a charitable not-for-profit organization and Australia’s peak arthritis body) and the Bupa Health Foundation (a leading charitable organization dedicated to health in Australia). The website consists of a public access area as well as a member resource. This website is publicly accessible; access is not restricted to the participants of this study only.

The information on the website predominantly focused on hip and knee OA. The public access area of the website included the following pages:

1. Treatment and Management Options
2. Fact Sheets
3. Health Care Providers
4. Watch and Listen

The “Treatment and Management Options” and “Fact Sheets” pages provided detailed and evidence-based information covering a variety of topics including conservative treatments, such as weight loss and exercise, as well as surgical treatments such as joint replacement and arthroscopy. The “Health Care Providers” page provided the location of relevant health services within a local area in Australia and the “Watch and Listen” page provided videos that included patient narratives and information about surgery.

Website visitors could choose to complete a validated hip or knee OA risk assessment followed by a visual analog scale for joint pain [27], a cardiovascular risk assessment (as adapted from the Australian Heart Foundation), gastrointestinal (GI) bleeding risk assessment [29], medication and treatment history, and prior consultation with health professionals (in relation to OA). An OA management algorithm based on the answer provided then created a customized management plan for each user.

After creating an account, the members’ area reinforced the user’s OA management plan and included tailored messages and prompts to encourage users to manage their disease. Weekly, monthly, and biannual assessments allowed members to track pain, weight, treatments and medications, function, and quality of life. The assessments required users to report their pain levels and weight weekly. In addition to these measures, users reported their medication and treatments, completed the Hip disability and Osteoarthritis Outcome Score (HOOS) [30] or the Knee injury and Osteoarthritis Outcome Score (KOOS) [31] and the Quality of Life questionnaires monthly [32]. At 6 months, a Depression, Anxiety and Stress (DASS) [33] assessment and a reevaluation of cardiovascular and gastrointestinal bleeding risk was carried out. This information was processed by an algorithm designed for the website to tailor outputs, such as the management plan, messages that users received based on their needs, and a detailed report that could be discussed with their health care team.

**Outcome Measures**

**Overview**

Two reliable and validated tools were used in this study and are described in detail subsequently: the Health Evaluation Impact Questionnaire (heiQ) and the Osteoarthritis Quality Indicator (OAQI).

**Health Evaluation Impact Questionnaire**

The heiQ is designed to evaluate the effects of health education/self-management programs in terms of health education impact and psychosocial impacts [34]. The 40-item questionnaire is categorized into the following 8 independent domains:

1. Health-directed activity,
2. Positive and active engagement in life,
3. Emotional distress,
4. Self-monitoring and insight,
5. Constructive attitudes and approaches,
6. Skill and technique acquisition,
7. Social integration and support, and
8. Health service navigation.

These various domains are defined to evaluate different aspects of health management including change in behaviors, attitudes and viewpoints, and disease management skills. Imperative to this study, the heiQ evaluated applied knowledge in skill and technique acquisition and self-management in health-directed activity, positive and active engagement in life, and self-monitoring and insights [34].

This instrument identifies motivation of change, adherence with management recommendations, coping, and empowerment. The heiQ is formatted using a Likert scale with options being strongly disagree, disagree, agree, and strongly agree. For
analysis purposes, these were numerically labeled as 1, 2, 3, and 4, respectively. The score for each domain was calculated as a mean of the contributing questions with higher scores indicating better outcomes for each domain. All questions in the evaluation were asked in the positive with the exception of emotional distress for which lower scores indicated a more favorable outcome. The difference between the means at follow-up compared to baseline provided the change score.

**Osteoarthritis Quality Indicator**

The OAQI is used to assess the appropriateness of care received by respondents through questions that evaluated patient education and information, clinical assessments, referrals, and treatments [35]. The 17-item tool provides summary pass scores for each item as well as subgroups, which included core treatments versus adjunct treatments and pharmacological treatments versus nonpharmacological treatments (Textbox 1). The OAQI provides insight on adherence to clinical recommendations, aids in identifying barriers in information, and is used in this study to assess change in knowledge acquisition.

Responses to the OAQI were limited to yes, no, and “don’t remember,” and pass rates were represented as a percentage of positive responses out of all eligible responses (yes and no responses). Pass rates were calculated for each variable for the study sample as a whole and summary pass rates were calculated for each participant for core treatments, adjunct treatments, pharmacological treatments, and nonpharmacological treatment.

To examine the 17 variables within each group and between the intervention and nonparticipating group, the change between follow-up and baseline was tabulated for each participant to indicate negative change, no change, or positive change to provide qualitative change indicators.

**Statistical Analysis**

**Overview**

Sample size calculations were based on the primary outcome measure, heiQ, with prior data indicating the difference in the response of matched pairs was normally distributed with a standard deviation of 1.2. To reject the null hypothesis that the response difference was zero with a power of 0.9, 95% significance, and true difference in mean response of 0.6, we needed to recruit 44 participants. However, because this investigation was part of a larger study, recruitment was based on other outcome measures and 300 participants were invited to take part in the study.

Before analysis, normality of data was assessed and participants who had not used the website were identified as nonusers.

**Health Evaluation Impact Questionnaire**

Changes within the nonusers and the intervention group were analyzed using a paired $t$ test comparing follow-up to baseline scores. Differences in change between the groups were compared using an independent $t$ test.

**Osteoarthritis Quality Indicator**

Chi-square tests were used for the evaluation of each individual item within and between the study groups using the qualitative change indicators. The chi-square evaluation for changes within the group compared changes between yes and no responses at baseline and at 12 months. The comparison between groups used the qualitative change indicators (as described previously) in a chi-square evaluation against usage of the website.

Evaluation of the subgroups (core treatments vs adjunct treatments and pharmacological treatments vs nonpharmacological treatments) were carried out using independent $t$ tests on each participants change score for each subgroup separately with the use of the website as the independent variable.
**Textbox 1.** Osteoarthritis Quality Indicator subgroups of domains for core treatments versus adjunct treatments and pharmacological treatments versus nonpharmacological treatments.

<table>
<thead>
<tr>
<th>Core vs Adjunct Treatments</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core treatments:</strong></td>
<td></td>
</tr>
<tr>
<td>• Disease development</td>
<td></td>
</tr>
<tr>
<td>• Treatment alternatives</td>
<td></td>
</tr>
<tr>
<td>• Self-management</td>
<td></td>
</tr>
<tr>
<td>• Lifestyle</td>
<td></td>
</tr>
<tr>
<td>• Physical activity</td>
<td></td>
</tr>
<tr>
<td>• Referral physical activity</td>
<td></td>
</tr>
<tr>
<td>• Weight reduction</td>
<td></td>
</tr>
<tr>
<td>• Referral weight reduction</td>
<td></td>
</tr>
<tr>
<td><strong>Adjunct treatments:</strong></td>
<td></td>
</tr>
<tr>
<td>• Functional assessment</td>
<td></td>
</tr>
<tr>
<td>• Walking aid assessment</td>
<td></td>
</tr>
<tr>
<td>• Other aids assessment</td>
<td></td>
</tr>
<tr>
<td>• Acetaminophen</td>
<td></td>
</tr>
<tr>
<td>• Stronger pain killers</td>
<td></td>
</tr>
<tr>
<td>• Nonsteroidal anti-inflammatory drugs (NSAIDs)</td>
<td></td>
</tr>
<tr>
<td>• Cortisone</td>
<td></td>
</tr>
<tr>
<td>• Referral to orthopedic surgeons</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pharmacological vs Nonpharmacological Treatments</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pharmacological treatments:</strong></td>
<td></td>
</tr>
<tr>
<td>• Acetaminophen</td>
<td></td>
</tr>
<tr>
<td>• Stronger pain killers</td>
<td></td>
</tr>
<tr>
<td>• NSAIDs</td>
<td></td>
</tr>
<tr>
<td>• Cortisone</td>
<td></td>
</tr>
<tr>
<td><strong>Nonpharmacological treatments:</strong></td>
<td></td>
</tr>
<tr>
<td>• Disease development</td>
<td></td>
</tr>
<tr>
<td>• Treatment alternatives</td>
<td></td>
</tr>
<tr>
<td>• Self-management</td>
<td></td>
</tr>
<tr>
<td>• Lifestyle</td>
<td></td>
</tr>
<tr>
<td>• Physical activity</td>
<td></td>
</tr>
<tr>
<td>• Referral physical activity</td>
<td></td>
</tr>
<tr>
<td>• Weight reduction</td>
<td></td>
</tr>
<tr>
<td>• Referral weight reduction</td>
<td></td>
</tr>
<tr>
<td>• Functional assessment</td>
<td></td>
</tr>
<tr>
<td>• Walking aid assessment</td>
<td></td>
</tr>
<tr>
<td>• Other aids assessment</td>
<td></td>
</tr>
</tbody>
</table>
Results

Participants

A total of 277 eligible participants provided consent and completed baseline measures. As anticipated, a large attrition of volunteers took place and only 195 participants (70.4%) completed the 12-month follow-up questionnaires. Demographic information collected (age, gender, body mass index [BMI], affected joint) showed no significant difference between all collected questionnaires (N=277 including noncompleters), the intervention group (n=104), or the nonusers group (n=91) at baseline (Table 1).

Table 1. Demographic characteristics of participants at baseline (N=277).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline N=277</th>
<th>Noncompleters n=82</th>
<th>Nonusers n=91</th>
<th>My Joint Pain users n=104</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>61.0 (8.6)</td>
<td>61.7 (8.5)</td>
<td>60.9 (9.1)</td>
<td>60.5 (8.3)</td>
<td>.64</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>212 (76.5)</td>
<td>60 (73)</td>
<td>73 (80)</td>
<td>79 (76.0)</td>
<td>.54</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>31.0 (6.8)</td>
<td>30.4 (6.8)</td>
<td>32.5 (10.0)</td>
<td>30.4 (6.8)</td>
<td>.08</td>
</tr>
<tr>
<td>Joint, n (%)</td>
<td>Knee 137 (49.4)</td>
<td>45 (55)</td>
<td>38 (42)</td>
<td>54 (52.9)</td>
<td>.20</td>
</tr>
<tr>
<td>Hip 43 (15.5)</td>
<td>7 (9)</td>
<td>16 (18)</td>
<td>20 (19.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both 92 (33.2)</td>
<td>29 (35)</td>
<td>34 (37)</td>
<td>29 (27.9)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Total percentage may not add up as it was possible to receive a risk of OA without indicating a joint.

Health Evaluation Impact Questionnaire

Within the intervention group, all domains examined for the heiQ except emotional distress, constructive attitudes and approaches, and health service navigation showed significant improvements from baseline to follow-up. Although differences in baseline mean scores between the 2 groups were minimal (difference in means=0.02) and no significant change was observed in the users, a significant deterioration in emotional distress was observed in the nonusers over the 12-month period (mean difference from baseline to follow-up=0.161, P=.008) (Table 2).

Table 2. Mean within-group change between 12-month follow-up and baseline for each Health Evaluation Impact Questionnaire domain for users and nonusers of the My Joint Pain website.

<table>
<thead>
<tr>
<th>heiQ Domains</th>
<th>Users (n=104)</th>
<th>Nonusers (n=91)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline score, mean (SD)</td>
<td>Mean difference (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Mean difference (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>1. Health-directed activity</td>
<td>2.78 (0.71)</td>
<td>0.13 (0.03, 0.23)</td>
</tr>
<tr>
<td>2. Positive and active engagement in life</td>
<td>2.97 (0.56)</td>
<td>0.11 (0.01, 0.20)</td>
</tr>
<tr>
<td>3. Emotional distress</td>
<td>2.58 (0.63)</td>
<td>0.08 (-0.03, 0.20)</td>
</tr>
<tr>
<td>4. Self-monitoring and insight</td>
<td>3.05 (0.35)</td>
<td>0.10 (0.03, 0.17)</td>
</tr>
<tr>
<td>5. Constructive attitudes and approaches</td>
<td>2.99 (0.50)</td>
<td>0.08 (-0.02, 0.17)</td>
</tr>
<tr>
<td>6. Skill and technique acquisition</td>
<td>2.69 (0.48)</td>
<td>0.18 (0.07, 0.28)</td>
</tr>
<tr>
<td>7. Social integration and support</td>
<td>2.66 (0.50)</td>
<td>0.10 (0.03, 0.18)</td>
</tr>
<tr>
<td>8. Health service navigation</td>
<td>2.84 (0.52)</td>
<td>0.09 (-0.01, 0.18)</td>
</tr>
</tbody>
</table>

Mean change scores were calculated as the follow-up score minus the baseline score within each domain and within each group. Positive change scores indicated improvement. P values were the result of independent t tests comparing the change between groups. All questions in the evaluation were asked in the positive with the exception of emotional distress for which lower scores indicated a more favorable outcome. The improvements appeared particularly pronounced in health-directed activity (P=.16), emotional distress (P=.34), and skill and technique acquisition (P=.20), but none met statistical significance.
Figure 1. Mean change scores (standard error) between users and nonusers of the My Joint Pain website over a 12-month period for each Health Evaluation Impact Questionnaire domain.

Osteoarthritis Quality Indicator

Pre-post analysis within the intervention group showed significant improvements in self-management (change score=15.2%, \( P = .03 \)), lifestyle (change score=16.2%, \( P = .02 \)), and physical activity (change score=10.8%, \( P = .04 \)) following 12 months’ exposure to the website. No significant changes were observed within the nonusers group during this period of time. Compared to nonusers, the intervention group showed significant improvements in self-management (change scores 15.2% vs 1.7%, \( P = .001 \)) and weight reduction (change scores 2.5% vs –6.3%, \( P = .03 \)) measured on the OAQI after 12 months (Table 3).

Summary change scores for treatment categories were also obtained. Between the intervention group and nonusers, there were minimal differences that did not reach statistical significance in core treatments (change scores 10.3% vs 4.7%, \( P = .17 \)), adjunct treatments (change scores 3.1% vs 1.2%, \( P = .54 \)), pharmacological treatments (change scores –1.7% vs –2.4%, \( P = .35 \)), and nonpharmacological treatments (change scores 9.5% vs 4.0%, \( P = .29 \)).
Table 3. Outcomes of the Osteoarthritis Quality Indicator at baseline and 12 months for users and nonusers of the My Joint Pain website.

<table>
<thead>
<tr>
<th>OAQI items</th>
<th>Users (n=104)</th>
<th>Nonusers (n=91)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline, eligible (pass rate)</td>
<td>12-month follow-up, eligible (pass rate)</td>
</tr>
<tr>
<td>1. Disease development</td>
<td>99 (56)</td>
<td>95 (68)</td>
</tr>
<tr>
<td>2. Treatment alternatives</td>
<td>99 (60)</td>
<td>100 (65)</td>
</tr>
<tr>
<td>3. Self-management</td>
<td>99 (53)</td>
<td>99 (68)</td>
</tr>
<tr>
<td>4. Lifestyle</td>
<td>99 (53)</td>
<td>99 (69)</td>
</tr>
<tr>
<td>5. Physical activity</td>
<td>103 (77)</td>
<td>104 (88)</td>
</tr>
<tr>
<td>6. Referral physical activity</td>
<td>104 (51)</td>
<td>103 (62)</td>
</tr>
<tr>
<td>7. Weight reduction</td>
<td>74 (69)</td>
<td>70 (71)</td>
</tr>
<tr>
<td>8. Referral weight reduction</td>
<td>68 (18)</td>
<td>66 (24)</td>
</tr>
<tr>
<td>9. Functional assessment</td>
<td>89 (47)</td>
<td>76 (50)</td>
</tr>
<tr>
<td>10. Walking aid assessment</td>
<td>68 (26)</td>
<td>65 (38)</td>
</tr>
<tr>
<td>11. Other aids assessment</td>
<td>55 (15)</td>
<td>55 (18)</td>
</tr>
<tr>
<td>12. Pain assessment</td>
<td>103 (64)</td>
<td>100 (67)</td>
</tr>
<tr>
<td>13. Acetaminophen</td>
<td>104 (76)</td>
<td>103 (81)</td>
</tr>
<tr>
<td>14. Stronger pain killers</td>
<td>94 (62)</td>
<td>92 (67)</td>
</tr>
<tr>
<td>15. NSAIDs</td>
<td>83 (78)</td>
<td>83 (76)</td>
</tr>
<tr>
<td>16. Cortisone</td>
<td>84 (49)</td>
<td>81 (42)</td>
</tr>
<tr>
<td>17. Referral to orthopedic surgeons</td>
<td>73 (53)</td>
<td>81 (58)</td>
</tr>
</tbody>
</table>

P values are based on a two-sided χ² test. Number of eligible persons calculated as total number of yes and no answers and who did not provide not applicable or “do not remember” answers.

Pass rates are the proportion of yes answers over the number of eligible.

**Discussion**

**Principal Findings and Comparison**

The aim of this study was to evaluate the impact of the My Joint Pain website on self-management and quality of care. Our findings indicated that the resource did not improve all aspects of the OAQI, but highlighted benefits that included improvements in health-directed activity, positive and active engagement in life, self-monitoring and insights, skill and technique acquisition, and social integration within the OAQI. Improvements in self-management, lifestyle, physical activity, and weight reduction were also observed in the OAQI.

The aging of the population and the growing number of people living with chronic conditions is causing increasing dependence on an overstretched health care system. This burden on the health care system coupled with inadequate attention in the clinical context to OA emphasizes the need for self-management strategies and resources for patients with OA [36]. With current clinical practice in OA being suboptimal and self-management programs being ineffective, identifying alternate self-management resources are important [22,37].

Self-management has been increasingly encouraged and supported in various chronic conditions including diabetes, arthritis, and asthma [38]. Unlike traditional patient education in which patients are provided with disease information, self-management education additionally provides techniques that help patients cope and act with their disease during periods of more active disease [39]. Increasingly, Web-based self-management information and tools have become available with significant efficacy in various diseases including rheumatoid arthritis, fibromyalgia, and juvenile idiopathic arthritis [40-46]. Evidence-based credible tools for OA are needed and the development of the My Joint Pain website was designed to fill this gap by providing tailored, evidence-based information and tools to improve the self-management of the disease and the quality of the clinical consultation between a patient and members of their health care team.

This study hypothesized that the increased and more tailored information received by the participants in the intervention group would empower them to create a collaborative care plan with their health care team, to input their values in treatment choices, and improve self-management. Our hypothesis was partially supported by the results that showed significant improvements in the quality of care patients received as assessed by the OAQI. Specifically, we saw significant improvements in information received about conservative options, such as self-management, lifestyle, and physical activity, as well as...
advice regarding weight reduction. These improvements in current clinical practice are directed in the first instance to analgesics and then surgery [47]. Furthermore, the improvement in these outcomes could be a result of greater patient confidence in conservative domains that did not require input from a health care professional and where participants could take action independently.

Promising results were also observed when evaluating the impact of the My Joint Pain website with the heiQ. Significant differences in self-monitoring and insights, skill and technique acquisition, and social integration and support were evident within the users of My Joint Pain. Health-directed activity, skill and technique acquisition, and emotional distress were significantly improved for users of the My Joint Pain website and they were the most positively impacted compared to nonusers, although statistical significance was not reached in the differences of change between the groups.

Interestingly, in the heiQ, emotional distress deteriorated in the nonusers but did not change in the intervention group over the 12-month period. This finding contradicted the expectation that improvements would be observed in all domains within the intervention group and none in the nonusers; particularly so in emotional distress as users of the My Joint Pain website had directed encouragement to seek help if biannual check-ups indicated emotional impacts. However, emotional well-being is known to worsen with the progression of OA and it is possible that the website provided a level of maintenance to users to keep their emotional health from deteriorating as observed in the nonusers [48].

The lack of change in the constructive attitude and approaches (indicates how participants view the impact of their disease), and health service navigation domains highlight a gap in the My Joint Pain website. Although there is extensive information on treatments and facts about the disease, there is a lack of information about strategies and techniques to shift one's viewpoint about the impact of OA. In regards to health service navigation, the website does provide a tool to locate nearby health care resources. However, this tool is not easily accessible, well integrated, and not located on the main tool bar, which might account for the observed outcome.

Addressing Barriers to Self-Management

The gaps highlighted from this study relate to a key barrier of self-management in OA: patient’s perception. Cuperus et al [49] highlighted the role of patient’s perception toward OA, its manageability, the available resources, and their own information needs as both a barrier and a facilitator to self-management. This intervention did not directly aim to modify patient’s perception toward self-management and modification of this gap would require the resource to address the concept of self-management. Alternatively, as suggested by Cuperus et al, encouragement and direction toward the resource from health care professionals would be useful [49].

Other established barriers in self-management include limited resources (financial and transportation), low levels of encouragement and support, and a lack of tailored strategies [50]. The My Joint Pain website addresses these barriers by providing a freely available and easily accessible resource as well as using a variety of instruments to tailor recommendations and encouragement for users. The use of tailored features is also identified as a key pillar for the success of Web-based interventions along with other interactive features including self-management, as addressed in My Joint Pain [51]. The additional pillars that were not addressed include social support and contacts with intervention could be addressed by the inclusion of a forum with other consumers and experts.

Similarly, other studies have addressed the inclusion of these pillars to varying degrees in other Web-based arthritic disease interventions, including self-management education, telerehabilitation, and, most commonly, physical activity. Within Internet-based interventions, self-management was investigated in several studies targeted at rheumatoid arthritis, juvenile idiopathic arthritis, fibromyalgia, and OA [44-46]. These studies showed improvements in quality of life and self-rated global health scores. Studies that included more active elements of an intervention, such as personalized phone calls, forums, and Web conferences, also showed positive improvements [45,46,52,53]. Although these interventions were beneficial, the Internet-based interventions were restricted to participants of the study as opposed to the free, open access provided by the My Joint Pain resource; hence, the results are not directly transferable.

Limitations

There are several limitations of this study. There was a large attrition of volunteers with almost one-third lost to follow-up. The reduction in sample size prevented further stratified analysis to evaluate outcomes in varying age groups or genders. Furthermore, information was not collected about disease severity and specific usage data, which prevented the study from correlating changes to specific content or frequency of use of the website. This information would have aided more effective redevelopment of the website. Several other studies have overcome the challenge of identifying usage information by utilizing a website that is password-secured for all the available content [44,52,54]. However, in this study, having a publicly available website prevented log-ins being created solely for participants. Thus, it is possible that the observations may have been attenuated because the intervention group consisted of participants who used the website minimally.

Another challenge a publicly available website as the intervention produced was the inability to structure the study as a randomized controlled trial. Participants were free to use the website, as were the public, at their own convenience. This challenge could have resulted in the observed improvements being driven by a self-administered “attention effect” due to the participants virtue for improvement, in which consumers may have had a strong desire to get better and were active in seeking ways to manage their disease as opposed to being solely driven by the intervention. Inversely, participants in the nonusers group could be unmotivated people who chose not to use the website and hence showed no improvements. Additionally, recruitment was via the Web and the online risk assessment using a self-reported screening tool potentially raises concerns of diagnostic misclassification. Furthermore, the use of the 2
self-reported outcome measures also resulted in a large number of analyses being carried out, which was not corrected for. This paper reports the raw outcomes of the instruments used (Multimedia Appendix 1).

A perceived barrier to the use of a Web-based resource to target older consumers is that they may not be well-versed with Internet usage. However, research has shown that 62% of respondents aged 55 years and older in Australia regularly use the Internet and have both the skills and equipment required to access health information online [55]. Although it is expected that Internet usage among older Australians will reach full saturation in several years, the redevelopment of the website still has to be conscious of the target audience in terms of language and design. However, despite full saturation being expected in several years, other existing means of self-management education, such as booklets, should be employed in conjunction with or parallel to the website to cater to those not using the Internet.

The study outcomes are positive and support the use of a Web-based platform for the dissemination of information and tools. The results of this study will help create a feedback summary for the refinement of the My Joint Pain website to help meet the needs of people at risk of OA or who have already developed this disease. We are now able to identify the gaps and strengths of the intervention that can influence redevelopment. Ideally, the education of patients through this website will improve joint decision making in the clinical consult and result in a higher treatment satisfaction for participants.

Conclusion
An overburdened health care system, an aging population, and increasing Internet usage create the ideal construct for the development of Web-based health care resources. My Joint Pain users showed improvements in several aspects of quality of care received and the result can direct redevelopment to address limitations within the current layout and content of the website. Future studies should be carried out to evaluate its effectiveness on these domains and the website continuously reevaluated to meet the needs of the OA community.
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Abstract

Background: Breast cancer risk assessment including genetic testing can be used to classify people into different risk groups with screening and preventive interventions tailored to the needs of each group, yet the implementation of risk-stratified breast cancer prevention in primary care settings is complex.

Objective: To address barriers to breast cancer risk assessment, risk communication, and prevention strategies in primary care settings, we developed a Web-based decision aid, RealRisks, that aims to improve preference-based decision-making for breast cancer prevention, particularly in low-numerate women.

Methods: RealRisks incorporates experience-based dynamic interfaces to communicate risk aimed at reducing inaccurate risk perceptions, with modules on breast cancer risk, genetic testing, and chemoprevention that are tailored. To begin, participants learn about risk by interacting with two games of experience-based risk interfaces, demonstrating average 5-year and lifetime breast cancer risk. We conducted four focus groups in English-speaking women (age ≥ 18 years), a questionnaire completed before and after interacting with the decision aid, and a semistructured group discussion. We employed a mixed-methods approach to assess accuracy of perceived breast cancer risk and acceptability of RealRisks. The qualitative analysis of the semistructured discussions assessed understanding of risk, risk models, and risk appropriate prevention strategies.

Results: Among 34 participants, mean age was 53.4 years, 62% (21/34) were Hispanic, and 41% (14/34) demonstrated low numeracy. According to the Gail breast cancer risk assessment tool (BCRAT), the mean 5-year and lifetime breast cancer risk were 1.11% (SD 0.77) and 7.46% (SD 2.87), respectively. After interacting with RealRisks, the difference in perceived and estimated breast cancer risk according to BCRAT improved for 5-year risk (P=.008). In the qualitative analysis, we identified potential barriers to adopting risk-appropriate breast cancer prevention strategies, including uncertainty about breast cancer risk and risk models, distrust toward the health care system, and perception that risk assessment to pre-screen women for eligibility for genetic testing may be viewed as rationing access to care.
Conclusions: In a multi-ethnic population, we demonstrated a significant improvement in accuracy of perceived breast cancer risk after exposure to RealRisks. However, we identified potential barriers that suggest that accurate risk perceptions will not suffice as the sole basis to support informed decision making and the acceptance of risk-appropriate prevention strategies. Findings will inform the iterative design of the RealRisks decision aid.

(J Med Internet Res 2015;17(7):e165) doi:10.2196/jmir.4028

KEYWORDS
breast cancer; decision making; risk communication; consumer health informatics; genetic testing; decision aid; risk stratified screening

Introduction
Breast cancer confers significant morbidity and mortality on women in the United States, and the primary prevention of this disease is a major public health issue. In 2014, an estimated 232,670 women in the United States will be diagnosed with breast cancer and 40,000 women will die from this disease [1]. Known breast cancer risk factors include age, family history, benign breast disease, reproductive history, and lifestyle factors, such as alcohol intake and obesity [2]. Genetic determinants, such as BRCA1 and BRCA2 mutations, confer the greatest impact on breast cancer risk with a 40-60% lifetime risk [3]. The Gail breast cancer risk assessment tool (BCRAT) is the most commonly used model in the United States and provides an individual’s absolute 5-year and lifetime risk of invasive breast cancer compared to the general population [4]. Breast cancer risk assessment, including genetic testing for hereditary breast cancer, is underutilized in the United States [5]. Many women may be unaware of their risk status due to our inability to adequately screen them in the primary care setting. Using a risk-stratified approach, breast cancer screening and preventive options could be tailored to an individual’s risk profile to maximize benefits and minimize harms. Barriers to adopting risk-appropriate screening and prevention include inaccurate risk perceptions, inadequate time for counseling, insufficient knowledge about risk-reducing strategies, and a number of potential ethical and social issues [5-8].

Women from racial/ethnic minorities are less likely to seek breast cancer preventive care [9,10], contributing to higher rates of late stage diagnosis and poorer clinical outcomes in these populations compared to non-Hispanic whites [11-13]. Low numeracy (ie, the effective use of quantitative information to guide health behavior and make health decisions) affects up to 93 million Americans and constrains counseling about cancer risk and prevention strategies [14,15]. We previously reported that low-numerate patients were more likely than high-numerate patients to overestimate their risk [15]. Most research to date that has focused on explaining risks to patients in narratives, numbers, or graphs reveals that all three forms can produce reasoning biases that complicate risk communication [15-17]. People overweight rare events when they read described probabilities but assign them lower weight when they experience probabilities through an activity such as drawing cards from a deck [18,19]. When participants used an experience-based dynamic interface to interpret risk in our previous study, the differences in risk perceptions associated with low numeracy were reduced [20].

The purpose of this study is to conduct focus groups to inform the iterative design of RealRisks, a patient-centered decision aid for communicating breast cancer risk, reducing inaccurate risk perceptions, and providing preference-based decision support for risk management. When integrated into clinical workflow, RealRisks will identify high-risk women, present them with a unique experience-based dynamic interface to communicate risk, and facilitate communication between patients and clinicians about the risks and benefits of appropriate preventive strategies. We targeted a multi-ethnic population of women from New York City with a high proportion of low numeracy.

Methods
Recruitment
In June 2013, we conducted four focus groups among English-speaking women, age ≥18 years, recruited from Northern Manhattan in New York, New York. Women who participated in a community database through the Community Engagement Core Resource of the Irving Institute for Clinical and Translational Research were contacted via email or telephone. Each focus group consisted of 7-9 women. The study was approved by the Institutional Review Board at Columbia University Medical Center, and all participants provided written informed consent. A total of 34 women that reside in the Washington Heights/Inwood community participated.

Description of the RealRisks Decision Aid
RealRisks models patient-provider dialogue and incorporates experience-based dynamic interfaces to communicate numeric and probabilistic concepts that are central to risk communication (Figure 1). The narrative is based on a fictitious character Rose, who has a family history of breast cancer and visits her doctor for a routine check-up. We segmented the narrative into the following modules: (1) risk (what is risk, what are breast cancer risk factors), (2) genetic testing (hereditary breast cancer, inherited mutations), and (3) chemoprevention (anti-estrogens, risks/benefits). Embedded within the narrative of RealRisks are two games of experience-based risk interfaces, based upon our previous work [21]. The games demonstrate absolute 5-year and lifetime breast cancer risk for an average 50-year-old woman using a pictograph with 100 clickable women. Players are instructed to click until they “find” a woman with breast cancer. Players continue to click (eg, sample from the population of 100 women) to better learn the meaning of a given pre-set probability (ie, 12 out of 100 women or 12%). Our data suggest that this interactive experience-based format for representing
risk improves accuracy of risk perception in a low-numerate population [21].

Figure 1. Schema of the RealRisks decision aid.

Conducting the Focus Groups
A skilled facilitator (ANA) led the focus groups using detailed guides (available from the authors upon request). The discussion guide included questions on breast cancer risk factors, BRCA genetic testing, and discussing breast cancer risk and/or genetic testing with a provider. The sessions lasted about 90 minutes and were audio recorded. For the first 15 minutes, women participated in a discussion about their experiences with breast cancer and how they understood breast cancer risk. For the next 30 minutes, the participants were allowed to view and interact with the RealRisks decision aid on a laptop and listen to an audio recording of the narrative. The last 30 minutes involved a semistructured group discussion to obtain feedback on the acceptability and usefulness of the DA. Specifically, we were interested in learning: (1) Do users accept the decision aid for learning about breast cancer risk and genetic testing?, (2) Can users easily navigate and use the decision aid?, (3) Does the decision aid effectively increase users’ confidence and participation in the decision-making process?, and (4) Does the decision aid increase knowledge, understanding of breast cancer risk, and risk management options in the context of an individual’s risk profile?

Prior to starting the focus group discussions, a self-administered questionnaire including information about demographics, numeracy [22], Internet access, sources of information, and breast cancer risk factors was completed at baseline. Perceived breast cancer risk was assessed by asking “What is your best guess about your percent chance of developing breast cancer during the next 5 years?” and “during your lifetime?” on a scale from 0% to 100% [22]. The Gail BCRAT was used to estimate absolute 5-year and lifetime invasive breast cancer risk [4]. Accuracy of perceived breast cancer risk was defined as within ±5% of estimated lifetime risk according to the BCRAT. Paired t test and McNemar’s test were used to compare within-individual changes in accuracy of perceived breast cancer risk before and after interacting with RealRisks.

Quantitative Analysis
Descriptive statistics were generated to document participant baseline characteristics and frequencies of positive and negative attitudes about the RealRisks decision aid. Perceived breast cancer risk was assessed by asking “What is your best guess about your percent chance of developing breast cancer during the next 5 years?” and “during your lifetime?” on a scale from 0% to 100% [22]. The Gail BCRAT was used to estimate absolute 5-year and lifetime invasive breast cancer risk [4]. Accuracy of perceived breast cancer risk was defined as within ±5% of estimated lifetime risk according to the BCRAT. Paired t test and McNemar’s test were used to compare within-individual changes in accuracy of perceived breast cancer risk before and after interacting with RealRisks.

Qualitative Analysis
For the qualitative analysis, 2 investigators (HSY and TX) independently read the transcript from the first completed focus group to develop the initial codes and coding template. We identified meaningful segments within the responses and assigned codes using an editing style analysis [24]. Discrepancies in coding were negotiated at weekly research meetings. HSY and TX independently read and coded the remaining three focus group transcripts, applying the coding template, which was iteratively modified as the analysis proceeded. We grouped codes into general themes and discussed the themes among the entire team of investigators. The team collectively selected the themes and representative quotes presented in this paper. Atlas.ti 7.0 software was used to facilitate qualitative data management and analysis. All transcripts were uploaded into the software to enable
investigators to do coding, build the codebook, and group the codes into themes. A final comparison of coding across all interviews yielded 62.3%-94.5% agreement. Thematic saturation was determined based on consensus of the coders that new thematic categories were no longer arising from the final focus group transcript.

**Results**

**Participant Characteristics**

The baseline characteristics of the 34 focus group participants are summarized below (Table 1). The majority (62%, 21/34) were Hispanic, and mean age was 53 years (range 35-75). A total of 41% (14/34) met criteria for low numeracy, defined as a score of 0-5 (range 0-9) [23], and 65% (22/34) demonstrated poor knowledge of breast cancer risk factors, defined as a score of 0-9 (range 0-18). Everyone had access to the Internet, including 89% (30/34) who used the Internet at least weekly. In terms of breast cancer risk factors, 24% (8/34) of women had a first-degree family history of breast cancer and 13% (4/34) had a prior benign breast biopsy. According to the BCRAT (excluding 3 women with a history of breast cancer), mean absolute 5-year and lifetime risk were 1.11% (range 0.2%-4.3%) and 7.46% (range 2.8%-14.6%), respectively, and 10% (3/34) of women met high-risk criteria for breast cancer (≥1.67% 5-year risk).

**Table 1.** Baseline characteristics of focus group participants (N=34), New York City (2013).

<table>
<thead>
<tr>
<th>Characteristics of focus group participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
</tr>
<tr>
<td>Hispanic</td>
</tr>
<tr>
<td>Asian</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Low numeracy(^a), n (%)</td>
</tr>
<tr>
<td>Poor knowledge of breast cancer risk factors(^b), n (%)</td>
</tr>
<tr>
<td>First-degree family history of breast cancer, n (%)</td>
</tr>
<tr>
<td>Prior benign breast biopsy, n (%)</td>
</tr>
<tr>
<td>High risk for breast cancer(^c), n (%)</td>
</tr>
<tr>
<td>5-year breast cancer risk(^d), mean (SD)</td>
</tr>
<tr>
<td>Lifetime breast cancer risk(^d), mean (SD)</td>
</tr>
</tbody>
</table>

\(^a\)Numeracy score ranges from 0-9. Low numeracy defined as a score of 0-5 [23].
\(^b\)Score of knowledge of breast cancer risk factors ranges from 0-18, with poor knowledge defined as a score of 0-9.
\(^c\)According to the BCRAT, high risk is defined as 5-year invasive breast cancer risk ≥1.67%.
\(^d\)Excluding 3 women with a prior history of breast cancer.

**Quantitative Analysis**

Perceived 5-year and lifetime breast cancer risk ranged from 0-100%. After interacting with RealRisks, the difference in perceived and estimated breast cancer risk according to the BCRAT significantly improved for 5-year risk (\(P=0.008\)), but not for lifetime risk (\(P=0.20\)) (Table 2). Accuracy of perceived breast cancer risk improved from 52% to 70% (\(P=0.10\)). Even in the subgroup of women with low numeracy, accurate risk perceptions improved from 46% to 70%. In particular, 80% (4/5) women who overestimated their lifetime breast cancer risk by more than 30% had accurate risk perceptions after exposure to RealRisks.

Participants’ impressions about the RealRisks decision aid on a 7-point Likert scale are shown in Table 3. Over 75% found the decision aid easy to use and felt that it increased their knowledge about breast cancer, genetic testing, and chemoprevention. Over 87% (29/33) would recommend RealRisks to a friend.
Table 2. Accuracy of breast cancer risk perceptions before and after interacting with the RealRisks decision aid among focus group participants (N=34), New York City (2013).

<table>
<thead>
<tr>
<th>Breast cancer risk perception</th>
<th>Before RealRisks</th>
<th>After RealRisks</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived 5-year breast cancer risk (%)</td>
<td>10.4 (22.4)</td>
<td>5.3 (12.1)</td>
<td>.008&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Perceived lifetime breast cancer risk (%)</td>
<td>13.1 (26.1)</td>
<td>9.6 (13.7)</td>
<td>.20&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Accurate perceived breast cancer risk</strong>&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High numeracy</td>
<td>15 (51.7)</td>
<td>19 (70.4)</td>
<td>.10&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Low numeracy</td>
<td>10 (55.6)</td>
<td>12 (70.6)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>P value based upon paired t test.
<sup>b</sup>Accurate perceived breast cancer risk defined as within ±5% of estimated lifetime breast cancer risk according to the BCRAT.
<sup>c</sup>P value based upon McNemar’s test.

Table 3. Evaluation of the RealRisks decision aid on a 7-point Likert scale among focus group participants, New York City (2013).

<table>
<thead>
<tr>
<th>Frequency, n (%)</th>
<th>Disagree (1-2)</th>
<th>Neutral (3-5)</th>
<th>Agree (6-7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. RealRisks is useful</td>
<td>23 (69.7)</td>
<td>9 (27.2)</td>
<td>1 (3.0)</td>
</tr>
<tr>
<td>2. Most would learn how to use quickly</td>
<td>20 (60.6)</td>
<td>13 (39.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>3. Easy to use</td>
<td>29 (87.9)</td>
<td>4 (12.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>4. Increased knowledge of breast cancer</td>
<td>30 (90.9)</td>
<td>3 (9.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>5. Increased knowledge of genetic testing</td>
<td>27 (81.8)</td>
<td>6 (18.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6. Increased knowledge of chemoprevention</td>
<td>25 (75.8)</td>
<td>8 (24.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>7. Helped to understand breast cancer risk</td>
<td>22 (66.7)</td>
<td>11 (33.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>8. Helped to understand lifetime breast cancer risk</td>
<td>26 (78.8)</td>
<td>6 (18.2)</td>
<td>1 (3.0)</td>
</tr>
<tr>
<td>9. Helped to understand modifiable risk factors</td>
<td>21 (63.6)</td>
<td>11 (33.3)</td>
<td>1 (3.0)</td>
</tr>
<tr>
<td>10. I can relate to Rose</td>
<td>20 (60.6)</td>
<td>9 (27.3)</td>
<td>4 (12.1)</td>
</tr>
<tr>
<td>11. Will help to discuss genetic testing with doctor</td>
<td>23 (69.7)</td>
<td>7 (21.2)</td>
<td>3 (9.1)</td>
</tr>
<tr>
<td>12. Will help to discuss chemoprevention with doctor</td>
<td>21 (63.6)</td>
<td>8 (24.2)</td>
<td>4 (12.1)</td>
</tr>
<tr>
<td>13. More confident about decision making about genetic testing</td>
<td>25 (75.8)</td>
<td>8 (24.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>14. Less worried about getting breast cancer</td>
<td>19 (57.6)</td>
<td>12 (36.4)</td>
<td>2 (6.1)</td>
</tr>
<tr>
<td>15. Women have a choice about getting genetic testing</td>
<td>28 (84.8)</td>
<td>4 (12.1)</td>
<td>1 (3.0)</td>
</tr>
<tr>
<td>16. Would recommend RealRisks to a friend</td>
<td>29 (87.9)</td>
<td>4 (12.1)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Qualitative Analysis

**Overview**

In spite of the improvements in accuracy of perceived breast cancer risk after exposure to RealRisks, three major factors emerged as potential barriers to adoption of risk-appropriate breast cancer prevention strategies (Textbox 1): (1) uncertainty about breast cancer risk and risk models, (2) distrust toward the health care system, and (3) perception that risk assessment to pre-screen women for eligibility for genetic testing may be a proxy for rationing access to care.
Uncertainty about breast cancer risk and risk models:

“As far as constants are concerned, if we were going to do scientific research, the only thing constant is change. I think we are all exposed to things that we are not in control of. So, I think it’s optimistic of us to look at our lineage, to look at people in our family who have had it [breast cancer]. But I think because of external effects, it is hard for us to determine what percentage we might be more susceptible to.”

“I have no idea what the percentage is. No one in my family had breast cancer. They had cysts in their breasts. I have no idea. Nobody smokes in my home. But walking around here, I’m exposed to it.”

“You can’t do catch-up. If it’s in you, you are going to get it [breast cancer].”

“I think the risk [for breast cancer] for everybody is 100%...because anyone can get it.”

“I have 50% chance. My mother died from breast cancer and I had a breast surgery. My daughter had a big lump in her chest at 12. My father had prostate cancer. It’s a horrible death. I still hear my mother screaming.”

“I would like to know if I have the gene mutation. So for me to say that being my mom had it [breast cancer] and take a pill and prevent it and not knowing if I have the gene doesn’t make sense to me.”

Distrust toward the health care system:

“No, because we don’t have the knowledge and don’t ask, and the doctor won’t up and give it to you.”

“If you ask your doctor in the clinic, he’s going to look at you how do you know that? With that look. The condescending attitude. Where did you hear about that?”

“I would look for several doctors. I wouldn’t believe in one doctor’s result I swear because they are all human. The way medicine is going today, it’s not as humanistic as it was. They are not talking to you in the face. They are staring at a bloody computer screen. Dentists are the same. The whole way of practicing medicine today is so highly technical. I would have to seek out a second, third, or maybe even a fourth doctor before I make a decision. I don’t base my decision strictly on what the doctor says. They’ve been wrong at times.”

“Unfortunately we all need to be very proactive and never accept no for an answer. Simply because one or two people said no, they are not going to do the [genetic] test...I think you have to keep going and if it’s something deep down in your heart that is someone should get the test, then they should receive that test.”

“Medical establishment has certain guidelines and recently there is some conflict about mammograms. There is a group, it’s like a renegade group and say you don’t need a mammogram every year, you just need it every 3 or 4 years. Don’t listen to them, because they are rebels. These groups also said you don’t need to do it in your 40s, you just need to do it in your 50s or 60s. These groups always pop up.”

Access to care:

“Why would the health insurance pay for the chemoprevention pill but not for the genetic test to see if you have the gene? I would have an issue with my insurance.”

“The [genetic] test that Angelina Jolie took was $3000, so right now how can everybody find out if they can’t afford it...or if they don’t have insurance?”

“My feeling is that the only deterrent [to genetic testing] would be the cost. If it’s just a blood test, not invasive, what could possibly stop me? For me, personally, it would be the $3000. That’s a biggie...it’s the only thing that would be stopping me.”

“The ones with money can get all this testing done. For people that don’t have money, they are out there.”

Uncertainty About Breast Cancer Risk and Risk Models

A consistent theme in our analysis was uncertainty among participants that all factors were accounted for in determining their breast cancer risk. The most commonly expressed concern was the potential for the risk assessment tool to miss something that was unknown and outside their control.

Similar to several prior studies on risk communication, participants referred to quantitative risk with many misconceptions. Having a close family member with cancer appeared to influence a participant’s feeling of risk. Women that relayed their experience with a close friend or family member often used the proverbial “50% chance” to express the idea that anyone can get breast cancer.

Participants viewed any risk, even a low risk, with a degree of uncertainty and therefore not acceptable as the basis for their eligibility to get genetic testing. The perceptions among participants was the “test might uncover the unexpected”. According to one participant who stated her breast cancer risk is 2%: “I would still want to know. There’s always that possibility. There is always that chance and I may not be in the high-risk group and that might be the key to finding out if I carry it [genetic mutation]”. These comments highlight the need for educating patients about when genetic test results are informative or uninformative for estimating cancer risk.

Distrust Toward the Health Care System

None of the participants recalled discussing breast cancer risk with their physician. Notably, they expressed their own lack of knowledge as a reason for not initiating a discussion and doubted that their physician would engage. Participants expressed a degree of responsibility to seek out the information they needed to inform their decisions and the need to be proactive because providers won’t “give it up”.

The recent debate about mammographic screening guidelines was discussed in the context of suspicion and distrust. Participants speculated about possible ulterior motives, such as the lack of funding for diseases that concerned women and these
perceptions led to reduced credibility of the information they received. These passages highlight how source credibility (providers, health care system in general) may extend perceived uncertainty in breast cancer risk assessment tools.

Access to Care

In responding to barriers to genetic testing, not having money was discussed as primary. The financial constraints expressed by women led to many concerns that lack of money or insurance would limit their access. Removing the financial barrier, many of the women expressed the desire to receive genetic testing. As stated by one participant: “If it’s free, I’ll go every 6 months”. Stated by another woman: “The ones with money can get all this testing done. For people that don’t have money, they are out there”. Only one woman voiced concern that a woman might regret a decision to “cut their breasts off” based upon their genetic testing results, stating that genetic testing is far too soon to be necessary because “some people will panic”. These comments highlight our participants’ view that use of risk assessment to pre-screen women for eligibility for genetic testing may be perceived as service rationing.

Discussion

Principal Findings

In this community of largely Hispanic women from Upper Manhattan, we demonstrated a significant improvement in accuracy of breast cancer risk perception after interacting with the experience-based dynamic interfaces to communicate risk embedded in the RealRisks decision aid. This improvement was found in high numeracy women and also in low numeracy women who systematically have been shown to overestimate their breast cancer risk [25,26].

However, consistent with previous research [27,28], our qualitative analysis showed that women do not associate their disease risk with access to health services—for example, those who perceived their risk to be low still want to be tested for breast cancer susceptibility genes. Thus, more accurate risk perceptions may not suffice as the sole basis to support clinical decision making for breast cancer risk management. We identified three major themes as potential barriers to adoption of risk-appropriate breast cancer prevention strategies. These findings have several implications for communicating risk management options based upon breast cancer risk prediction models.

First, there is a great deal of uncertainty regarding breast cancer risk and the utility of the risk prediction models. There may be misconceptions about testing for breast cancer susceptibility genes—for example, as previously shown, some may incorrectly believe that the BRCA test can diagnose cancer [29]. Prior studies suggest that individuals often reject their personal risk estimates. In the context of colon cancer, one study found that of the participants who correctly remembered their personalized risk of getting colon cancer, only half actually accepted it as valid [30]. With respect to breast cancer, approximately 20% of women did not believe that their personalized risk number was accurate [31]. Women in our study expressed a level of uncertainty that all factors used to determine their breast cancer risk were accounted for. They appeared to justify their perceived risk as better or worse based on their understanding of less well-defined breast cancer risk factors that are not included in the BCRAT model. For example, participants who regularly engage in physical activity may have perceived their personal breast cancer risk as low, whereas participants mentioned being exposed to air pollutants in an urban environment leads to a higher than average breast cancer risk. These so called rational adjustments to risk estimates were similarly shown in a study to evaluate the Alzheimer’s disease risk perceptions of individuals who accurately recall their genetics-based Alzheimer disease risk assessment [32]. While not explicitly discussed, the utterances of the women in our focus groups recognized that risk models are imperfect tools. Drawing an analogy to Taleb’s “black swan” logic [33], the inability to predict outliers (black swans) implies the inability to predict those that lie outside the realm of regular expectations. Women frequently gave examples of what we are not in control of and unexpected events (eg, the 35-year-old woman diagnosed with breast cancer without clear risk factors).

Prominent in our analysis was the perception that health care itself was the source of distrust, which contributes to the uncertainty of the breast cancer risk prediction models. It is well understood that one of the most important determinants of responses to risk information is likely to be whether the information source is perceived to be credible and trustworthy. Eagley, Wood, and Chaiken have identified two types of communicator bias that message recipients might infer [34]. The first is knowledge bias, which refers to a belief that the communicator’s knowledge about truth is adequate. In the context of risk assessment models, this might refer to the perception that the tool itself can calculate probabilities to express uncertainty (eg, are the important factors considered and is the science about known risk factors adequate?). The second is reporting bias. In the context of our study, this might refer to a belief that the provider and health care system more generally is not distorting information in order to promote a particular view. Our participant’s statement that it is the “renegade group” saying you no longer need a mammogram every year expresses the concern that recommendations about screening mammography are distorted and should not be trusted. While our study was not designed to explore the mechanisms contributing to sources of distrust and how such perceptions might influence risk models, our findings build on prior work suggesting that cancer risk assessment models can be viewed with uncertainty [35,36] and distrust [27,30,31] and that source credibility is a key determinant [35,36].

Another novel finding was the perception of using risk models to guide breast cancer risk management options as a barrier to access to care. Some of the women in our focus groups viewed not being eligible for genetic testing as service rationing. As one woman stated “only the ones with money can get all this testing done”. The well-known Angelina Jolie effect resulted in demand for BRCA testing to almost double [37]. Although a survey carried out in the United States found that although 75% of Americans were aware of Angelina Jolie’s double mastectomy, fewer than 10% of respondents had the information necessary to accurately interpret her risk of developing cancer.
relative to a woman unaffected by the BRCA gene mutation [38]. Awareness of the Angelina Jolie story was not associated with improved understanding. The women in our study estimated the cost of genetic testing to be about US $3000, which raised the question “right now, how can everybody find out if they can’t afford it?”. In order to avoid undermining wider trust in the health care system, effective communication strategies are needed to ensure that those designated as low-risk understand and trust that the rationale behind tailoring prevention regimens is not about reducing or withholding services, but rather it is to optimize benefits and reduce potential harms. The complexities of this communication could be most problematic for women with low numeracy, as they tend to overestimate their risk. Therefore, active communication and assurances are critical to mitigating any exacerbation of existing disparities.

While underutilized in the United States, breast cancer risk assessment including genetic testing can be used to classify people into different risk groups with screening and preventive interventions tailored to the needs of each group [5]. By risk-stratifying the population, screening and management options could be applied differentially to each population stratum with potentially more efficient allocation of resources. However, even if improved health outcomes are achieved, the implementation of risk-stratified breast cancer prevention programs has proven to be complex [39-41]. Currently, there is a scarcity of empirical evidence about patient acceptance and their preferences with regard to risk-appropriate cancer screening and prevention [41].

Limitations

Our urban-dwelling female participants, who were largely minorities with a high proportion of low numeracy, may not be representative of the general population in other geographic areas. However, given that this is an understudied and underserved population, this is also a unique strength of our study. There may have also been selection bias, where women with a greater interest in expressing their opinions about breast cancer may have been more likely to participate, which affects the generalizability of our results.

Conclusions

We conducted this study to inform the iterative design of the RealRisks decision aid. While the experience-based interface resulted in improved accuracy of breast cancer risk perceptions, our qualitative findings identified additional barriers to risk-based health care delivery, which need to be addressed (Figure 2). For example, to address the theme of distrust toward the health care system, RealRisks will now incorporate dialogue to explain that genetic testing has few or no benefits for women who do not have a family history that is associated with increased risk for BRCA1 or BRCA2 mutations. The experience-based interface will be extended to include how taking chemoprevention pills might impact their personalized risk, so they can learn by interacting with the game that benefit is seen only among high-risk women and risks outweigh benefits for women below a specified risk threshold. Moreover, we will emphasize using both dialogue and games that women across all risk strata have preventive options. The game will allow women to learn about screening and lifestyle choices. We consider this to be particularly salient as controversy over the potential harms of population-based mammographic screening due to overdiagnosis continues to escalate [42,43]. Future studies are needed to determine how these iterations to RealRisks are received, and more generally, whether decision aids, such as RealRisks, can improve accuracy of breast cancer risk perceptions, informed decision making, and acceptance of risk-appropriate prevention strategies.

**Figure 2.** Schema of barriers and facilitators to the adoption of breast cancer risk assessment and risk-appropriate prevention strategies, which will inform the iterative design and refinement of the RealRisks decision aid.
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Abstract

Background: E-learning and blended learning approaches gain more and more popularity in emergency medicine curricula. So far, little data is available on the impact of such approaches on procedural learning and skill acquisition and their comparison with traditional approaches.

Objective: This study investigated the impact of a blended learning approach, including Web-based virtual patients (VPs) and standard pediatric basic life support (PBLS) training, on procedural knowledge, objective performance, and self-assessment.

Methods: A total of 57 medical students were randomly assigned to an intervention group (n=30) and a control group (n=27). Both groups received paper handouts in preparation of simulation-based PBLS training. The intervention group additionally completed two Web-based VPs with embedded video clips. Measurements were taken at randomization (t0), after the preparation period (t1), and after hands-on training (t2). Clinical decision-making skills and procedural knowledge were assessed at t0 and t1. PBLS performance was scored regarding adherence to the correct algorithm, conformance to temporal demands, and the quality of procedural steps at t1 and t2. Participants’ self-assessments were recorded in all three measurements.

Results: Procedural knowledge of the intervention group was significantly superior to that of the control group at t1. At t2, the intervention group showed significantly better adherence to the algorithm and temporal demands, and better procedural quality of PBLS in objective measures than did the control group. These aspects differed between the groups even at t1 (after VPs, prior to practical training). Self-assessments differed significantly only at t1 in favor of the intervention group.

Conclusions: Training with VPs combined with hands-on training improves PBLS performance as judged by objective measures.

(J Med Internet Res 2015;17(7):e162) doi:10.2196/jmir.4141
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Introduction

Basic life support training, such as for pediatric basic life support (PBLS), is usually simulation-based with the need for evaluating learners’ performances [1-4]. Although there is evidence that simulator training is effective to improve basic life support performance, literature comparing various methods of training is scarce [5]. In particular, the instructional design of life support training is increasingly being investigated. Carrero et al assessed the improvement in procedural knowledge acquired by typically used tutor-led, case-based discussions versus the use of noninteractive multimedia presentations—video plus PowerPoint presentation. Both were shown to have equal impact on the level of cognitive skills [6]. Some reports have shown advantages for learning basic life support when using instructional videos [7-9]. Such approaches provide individual preparation and can be easily distributed, save instructors’ resources, and allow for more training time in face-to-face sessions.

For promoting clinical reasoning and decision making, virtual patients (VPs) are known for being effective [10]. For the context of acquiring life support skills, VPs integrate features that have been shown to foster both the development of clinical decision making (eg, through interactivity and feedback [11]) and procedural skills (eg, by integration of media [12]). E-learning and blended learning approaches are gaining popularity in emergency medicine curricula [13-16]. Lehmann et al reported recently that VPs combined with skills laboratory training are perceived by both trainees and trainers as an effective approach to train undergraduates in PBLS, leading to an efficient use of training time [17]. A few other reports have already suggested positive effects of VPs and comparable simulators regarding knowledge and procedural skill acquisition used for different kinds of life support courses [18-20].

In this study, we investigated the effect of VPs combined with standard simulation-based PBLS training on the acquisition of clinical decision-making skills and procedural knowledge, objective skill performance, and self-assessment. Our hypotheses were that preparation with VPs would yield (1) superior clinical decision making and procedural knowledge, (2) an objectively better performance of PBLS after the training, and (3) better self-assessment after working with VPs and after exposure to standard training.

Methods

Study Design

We used a two-group randomized trial design (see Figure 1). All participants were assessed regarding their self-assessment, clinical decision-making skills, and procedural knowledge (key-feature test) about PBLS after randomization to ensure comparability (prepreparation assessment, t0). PBLS training sessions were conducted 1 to 2 weeks after the preparation assessment. Both groups were requested to prepare themselves a day ahead of the appointed training using handouts we had distributed. In addition, the intervention group (IG) was granted access to VPs as mandatory preparation. After the preparation, on the day of the practical training, self-assessment and procedural knowledge were assessed again to compare the participants’ progress (postpreparation assessment, t1). Subsequently, we videotaped PBLS sequences undertaken by each participant for later scoring of their performances. Both groups then attended standard training on PBLS. Later that day, we again recorded PBLS demonstrations and reevaluated participants’ self-assessments after the practical training (posttraining assessment, t2). The study was conducted in September 2014.
Instruments

Overview
All instruments were pilot-tested on video recordings of PBLS demonstrations by student tutors and faculty before implementation, and revisions were made to ensure clarity and content validity. We particularly tested the estimated and calculated temporal scores adapted from international recommendations [21] by recording and analyzing best-practice examples of our faculty.

Basic Data
Participants were asked about their age, sex, and level of qualification in emergency medicine. For subgroup analysis we identified participants who were qualified as paramedics or had some similar training—qualifications that include PBLS training.

Clinical Decision-Making Skills and Procedural Knowledge
We developed a key-feature test according to published guidelines [22] to evaluate the students’ procedural knowledge and clinical decision making. This kind of testing was introduced by Page and Bordage specifically to assess clinical decision-making skills [23]. The test contained seven cases with three key features each (see Multimedia Appendix 1). Answers were to be given in “write in” format, which was suggested for decisions regarding the differential diagnosis, therapy, and further management [22]. Questions concerned both clinical decision making (proposed next steps) and procedural knowledge (eg, head positioning or compression depth). Each correct answer was given 1 point, with a maximum of 21 points. The test was reviewed for correctness and clinical relevance by group-blinded senior pediatricians with expertise in PBLS.
Performance: Adherence to Algorithm
Two raters scored the performed algorithm for its correct order. Each step of the sequence was given 2 points if it was done in the correct algorithmic order. It was given 1 point if it had been performed in an incorrect algorithmic order. No points were assigned if the step had not been undertaken at all (see Multimedia Appendix 2). The maximum score was 18.

Performance: Temporal Demands
Concrete temporal recommendations for three procedural steps of the PBLS algorithm are as follows [21].
1. Every rescue breath should take 1.0 to 1.5 s for inspiration plus time for expiration.
2. Assessment of the signs of life and circulation may not take longer than 10 s.
3. Chest compressions should be given at a frequency of at least 100/min, not exceeding 120/min.

With these recommendations being followed, the optimal temporal specifications for the initial five rescue breaths, the circulation check, and the four cardiopulmonary resuscitation (CPR) cycles were estimated and calculated (see Multimedia Appendix 3). The optimal total time was also estimated for the whole sequence, from safety check to emergency call. We scored 2 points for each procedural step if it was performed within ±10% of the optimal estimated calculated time and 1 point if within ±20%. If the participant took a longer or shorter time, no points were scored per step. Two raters measured these times on video recordings. A total of 8 points could be achieved.

Performance: Procedural Quality
Two group-blinded video raters with expertise in PBLS scored the procedural quality of the participants’ PBLS skills. The scores were averaged for further analysis. We used a scoring form in trichotomous fashion, with 2 points for correct performance, 1 point for minor deficits, and no points for major deficits (see Multimedia Appendix 4). A maximum of 22 points could be achieved; items were not weighted. Such kinds of scoring systems with comparable checklists are established to assess clinical performances in simulated emergency scenarios [24-27]. In contrast to published rating modalities, we rated the aspects of the algorithm and time measures separately as described above to achieve more objective scoring. In addition, skills performance levels were rated globally: competent, borderline, not competent. Only the performances that were rated “competent” concordantly by both raters were counted and used in the analyses.

Self-Assessments
We developed a self-assessment instrument consisting of seven items on procedural knowledge and seven items on procedural skills (see Multimedia Appendix 5). Two senior pediatricians with expertise in both PBLS and questionnaire design had reviewed these items. Answers were given on 100 mm visual analog scales from 0 (very little confidence) to 100 (highly confident).

Preparation Material and Pediatric Basic Life Support Training
For individual preparation of the training, we developed and distributed to both groups a paper handout on PBLS. Such handouts are commonly used as preparation for undergraduate skills laboratories [28]. The handout contained all relevant information, explaining the procedural steps of PBLS, including the algorithm, temporal demands, and a flowchart. Additionally, the intervention group was given Web-based access to two VPs dealing with PBLS in infants and toddlers. The VPs were designed with CAMPUS-Software [29] according to published design criteria [11] and enriched by video clips and interactive graphics (see Figure 2). For more detailed characterization of the VP cases used for this study, see Lehmann et al (VP3 and VP4) [17]. Both VPs had to be worked up twice, which was checked electronically but without the ability to identify any participant. The required overall workup time was estimated at 30 to 60 min based on previously measured log data.

Participants were trained in a single-rescuer scenario: from finding an unresponsive child, to the emergency call after 1 min (about four cycles) of CPR according to current guidelines [21]. The hands-on training was divided into two sessions—infant and toddler phases—of 30 min each. The sessions were structured with a commonly used four-step approach [1,28,30-32]. Steps three and four—tutor guided by learner and demonstration by the learner, respectively—were performed once per session by each participant so there was a standardized and comparable amount of individual training time. Two senior tutors provided close feedback on the participants’ performance as suggested by Issenberg et al for effective learning during simulations [33]. We used manikins by Laerdal Medical GmbH, Puchheim, Germany (“Baby Anne”) and Simulaids Inc, Saugerties, New York (“Kyle”).
Participants and Data Collection

The Ethics Committee of the Medical Faculty Heidelberg granted ethical approval for this study (EK No. S-282/2014). All collected data were pseudonymized. We affirmed with participants by written informed consent that their participation was voluntary, that they could not be identified from the collected data, and that no plausible harm could arise from participation in the study.

We offered participation in this study to a total of about 480 third- and fourth-year medical students at Heidelberg Medical School by group emails and bulletin boards. Invited students had already completed basic life support (BLS) training but had had no PBLS training yet. Announcements were worded as invitations to a special PBLS course and educational study without mentioning e-learning in particular. At an orientation meeting, prospective students enrolled themselves onto a numbered list, unaware of group allocation, which was randomly distributed by numbers.

Rater Selection and Training

We selected and trained two raters to score videotaped performances with the help of best-practice videos of senior faculty. Rater training included reviewing the case content and objectives, and an introduction to the rating schemes. Videotaped examples with different levels of procedural quality were discussed for calibration of the intended use of the schemes. We chose a senior pediatric consultant and a pediatric
intensive care nurse practitioner, each of whom was an experienced facilitator for pediatric emergency simulations. Raters were blinded to group classification of all video records.

Data Analysis

Results are presented as the mean ± standard deviation per group and given as the percent of the maximum achievable scores. Data were checked for normal distribution using the Kolmogorov-Smirnov test. If a presumed normal distribution was accepted, statistical differences were evaluated using the unpaired t test for between-group comparisons and the paired t test for within-group comparisons. Otherwise, we used the Mann-Whitney U test for nonnormal distributions. We assumed that a group difference of 1 SD or more was a relevant effect size. For a group of 30 subjects, we estimated a 65% power to detect this effect, assuming a two-sided significance level of .05. The interrater reliability was estimated using the case 2 intraclass correlation coefficient (ICC2) measured on 100% of the sample size [34]. Global competence-level ratings were compared using Fisher’s exact test. As a higher level of qualification in PBLS appeared to be a possible confounder, we confirmed all statistics with exclusion of participants with PBLS qualifications who were identified from the basic data. We used SPSS Statistics version 21 (IBM Corporation, Armonk, NY, USA) for all statistical analyses and an alpha level of .05.

Results

Overview

Scoring results are depicted in Table 1 and Figure 3.
### Table 1. Key-feature test, performance, and self-assessment scores.

<table>
<thead>
<tr>
<th>Scored items</th>
<th>Scores, mean (SD) or n (%)</th>
<th>$P$ (CG vs IG)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control group (CG)</td>
<td>Intervention group (IG)</td>
</tr>
<tr>
<td><strong>Procedural knowledge: Key-feature test (%)</strong>, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_0^a$</td>
<td>31.0 (12.9)</td>
<td>34.8 (17.1)</td>
</tr>
<tr>
<td>$t_1^b$</td>
<td>68.8 (16.3)</td>
<td>92.2 (4.7)</td>
</tr>
<tr>
<td>$P$ ($t_0$ vs $t_1$)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td><strong>Performance: Adherence to algorithm (%)</strong>, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>72.0 (17.7)</td>
<td>93.4 (7.1)</td>
</tr>
<tr>
<td>$t_2^d$</td>
<td>95.7 (7.2)</td>
<td>99.8 (1.1)</td>
</tr>
<tr>
<td>$P$ ($t_1$ vs $t_2$)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td><strong>Performance: Temporal demands (%)</strong>, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>43.3 (23.4)</td>
<td>67.6 (21.4)</td>
</tr>
<tr>
<td>$t_2$</td>
<td>55.8 (27.8)</td>
<td>82.4 (17.8)</td>
</tr>
<tr>
<td>$P$ ($t_1$ vs $t_2$)</td>
<td>$.03$</td>
<td>$.004$</td>
</tr>
<tr>
<td><strong>Total time of PBLS $^e$ sequence in seconds, mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>107.7 (35.2)</td>
<td>88.1 (12.6)</td>
</tr>
<tr>
<td>$t_2$</td>
<td>95.2 (16.2)</td>
<td>78.1 (10.2)</td>
</tr>
<tr>
<td>$P$ ($t_1$ vs $t_2$)</td>
<td>$.05$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td><strong>Performance: Procedural quality (%)</strong>, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>48.8 (20.2)</td>
<td>68.2 (15.0)</td>
</tr>
<tr>
<td>$t_2$</td>
<td>84.4 (11.2)</td>
<td>89.4 (9.2)</td>
</tr>
<tr>
<td>$P$ ($t_1$ vs $t_2$)</td>
<td>$&lt;.001$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td><strong>Global ratings (rated &quot;competent&quot;), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>0/30 (0)</td>
<td>5/27 (19)</td>
</tr>
<tr>
<td>$t_2$</td>
<td>17/30 (57)</td>
<td>23/27 (85)</td>
</tr>
<tr>
<td><strong>Self-assessment (%)</strong>, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_0$</td>
<td>29.1 (16.3)</td>
<td>27.2 (18.8)</td>
</tr>
<tr>
<td>$t_1$</td>
<td>59.6 (15.8)</td>
<td>72.3 (11.7)</td>
</tr>
<tr>
<td>$t_2$</td>
<td>87.4 (8.6)</td>
<td>88.4 (7.8)</td>
</tr>
</tbody>
</table>

$^a$Preparation assessment ($t_0$).

$^b$Postpreparation assessment ($t_1$).

$^c$Italicized $P$ values represent significant results.

$^d$Posttraining assessment ($t_2$).

$^e$Pediatric basic life support (PBLS).
Figure 3. Key-feature test, performance, and self-assessment scores. Scores are given as the percent of the maximum achievable scores (*P < .05).

### Basic Data

A total of 57 participants completed the training and all surveys were included in this study—30 (53%) in the control group (CG) and 27 (47%) in the intervention group; approximately 11.9% (57/480) of all eligible students. Out of 60 initial participants, 3 (5%) were excluded due to nonappearance at the training session; all participants of the intervention group processed the VPs completely as requested. Participants’ mean age was 24.2 years (SD 2.6) (16/30, 53% female) in the control group and 24.1 years (SD 3.1) (17/27, 63% female) in the intervention group. Of the 57 participants, there were 5 out of 30 (17%) PBLS-qualified participants (paramedics) in the control group and 4 out of 27 (15%) in the intervention group.

### Clinical Decision-Making Skills and Procedural Knowledge

There was no significant difference in the key-feature test results between the control group and intervention group at t₀ (31.0%, SD 12.9 vs 34.8%, SD 17.1; P = .34). The intervention group showed a significantly superior increase in procedural knowledge at t₁ compared with the control group (92.2%, SD 4.7 vs 68.8%, SD 16.3; P < .001). There were significant improvements in both groups between t₀ and t₁ (both P < .001).

### Performance: Adherence to Algorithm

Regarding adherence to the algorithm, the intervention group was already better than the control group at t₁ (93.4%, SD 7.1 vs 72.0%, SD 17.7; P < .001), which continued at t₂ (99.8%, SD 1.1 vs 95.7%, SD 7.2; P = .008). Significant improvements, however, were found between t₁ and t₂ for both groups (both P < .001).

### Performance: Temporal Demands

The intervention group already showed significantly better adherence to temporal specifications than the control group at t₀ (67.6%, SD 21.4 vs 43.3%, SD 23.4; P < .001), which continued at t₂ (82.4%, SD 17.8 vs 55.8%, SD 27.8; P < .001). Both groups showed significant improvements in temporal measures between t₁ and t₂ (P = .03 and P = .004, respectively).

Table 1 also shows the measured mean times for the total sequence.

### Performance: Procedural Quality

The interrater reliability coefficient was .71 indicating a sufficient level of interrater agreement [35]. The performance quality score of the intervention group was significantly superior to that of the control group at t₁ (67.6%, SD 21.4 vs 43.3%, SD 23.4; P < .001), which continued at t₂ (82.4%, SD 17.8 vs 55.8%, SD 27.8; P < .001). After practical training, at t₂, they did not differ significantly (89.4%, SD 9.2 vs 84.4%, SD 11.2; P = .07). Both groups showed significantly increased quality scores between t₁ and t₂ (both P < .001).

The global ratings of competence showed significant differences in favor of the intervention group, again already at t₁ and continuing at t₂ (0/30 CG vs 5/27 IG rated “competent”, P = .02; 17/30 CG vs 23/27 IG, P = .02, respectively). In all, 85% (23/27) of the intervention group participants performed PBLS “competently” after having practiced with VPs and undergoing PBLS training, compared with only 57% (17/30) of the control group participants.

### Self-Assessments

There was no significant difference in the self-assessment means of the two groups at t₀ (29.1%, SD 16.3 CG vs 27.2%, SD 18.8 IG; P = .69). After different preparations, the intervention group...
showed a significant increase in its self-assessment compared with that in the control group at $t_1$ (72.3%, SD 11.7 vs 59.6%, SD 15.8; $P=.001$). At $t_2$, there was no significant difference between the groups (87.4%, SD 8.6 CG vs 88.4%, SD 7.8 IG; $P=.62$).

**Subgroup Analyses**

After identifying and excluding PBLS-qualified participants, there were no changes in statistical significances in any of the calculations. The level of significance did not differ by the power of 10.

**Discussion**

**Principal Findings**

In this randomized controlled trial, we investigated the impact of an additional preparation with VPs on the improvement of objective and subjective learning outcomes of skill acquisition when combined with standard PBLS training. The control group and intervention group were comparable in terms of their self-assessment and procedural knowledge during the prepreparation assessment. However, after addition of practical training, the intervention group demonstrated significantly better performance in key aspects of PBLS than did the control group, although self-assessment ratings were similar. Also, after practicing with VPs, the intervention group had already demonstrated superior skills, even before the hands-on training in terms of objective skill performance, procedural knowledge, and self-assessment.

**Objective Learning Outcomes**

After using VPs as an interactive preparation, the intervention group showed significantly improved clinical decision-making skills and procedural knowledge. Also, their PBLS skill performance was superior to that of the control group after the preparation period in regard to objective performance measures, including adherence to the algorithm, temporal demands, and procedural quality. This is in line with existing reports that such electronic learning activities improve both knowledge and skills [18,19]. De Vries et al also showed that a comparable computer simulator improves procedural skills [18]. Although they reported that some of the skill outcomes were suboptimal, the training was not blended with hands-on training as presented here, which led to increased improvements compared with using the computer simulator alone. Furthermore, as reported by Ventre et al, such approaches might fill a gap in continuing medical education [20]. Procedural skill performance was rated as objectively as possible to discriminate procedural learning effects. In contrast, typically used checklists often subsume adherence to the algorithm, temporal aspects, and performance quality—for example, “CPR continued—2 points for initiated immediately after pulse check and rhythm identification (<30 s) and good CPR technique and checks pulse with CPR” (taken from The Clinical Performance Tool [26]). At $t_2$, when both groups had had equal practical training, the procedural steps of PBLS were still performed qualitatively more competently by the intervention group in some aspects. Such differences will probably not be found when using global rating scales, but may be when using automated skill reporting devices as used by Kononowicz et al [19], or when using discriminating rating schemes as presented here when such devices are not available.

We assume that VPs facilitated application of acquired clinical decision-making skills and procedural knowledge. Interactivity and feedback in VPs, which included interactive graphics and video clips, might have enhanced the learning process beyond the use of media, as in other approaches. It is well known that educational feedback, such as that given in the VPs, is the most important feature of simulation-based education [33]. Interacting with clinical case scenarios might also provide an emotionally activating stimulus to get trainees involved as it supports the acquisition and retention of skills [36]. For complex procedures, current learning theories support a reasonable simple-to-complex learning process that facilitates learning [37,38]. VPs may bridge this gap between knowledge and practice.

The presented results support the subjective perceptions of students and tutors [17] that such a blended learning approach is effective and efficient for procedural learning. In this study, self-directed learning with paper handouts seems to have had little effect on facilitating the acquisition of practical skills, although it did have an effect on improving procedural knowledge. In contrast, the blended approach that included interactive VPs for preparation led to improved learning of both procedural knowledge and procedural skills. Implications for CPR and other emergency training might be a more efficient and effective use of resource-intensive training time.

**Subjective Learning Outcomes**

In their self-assessments, the participants of the intervention group judged themselves superior to those in the control group after the preparation period. Objective findings in their scored performances support these ratings. After their practical training, however, the self-assessments of the two groups were similar. In contrast, the intervention group still had superior objective scores regarding skill performance. Self-assessments are not necessarily correlated with performance; for example, postgraduate practitioners have limited ability to self-assess accurately, as shown by Davis et al [39].

**Study Strengths**

The assessments of clinical decision-making skills and procedural knowledge, practical performance, and self-assessment combine relevant and detailed objective and subjective measures for elucidating the learning effects of this approach. This is one of the first studies that provides objective data that support how effectively VPs can foster the acquisition of PBLS skills.

**Study Limitations**

Participants’ VP case completions were monitored to validate their workup, but the validation was not done in a controlled environment that allowed evaluation of participants’ efforts. Accordingly, efforts on the workup of handouts were also not assessed. Workup of VPs might have led to more motivation for learning even though the study was not announced as an e-learning study attracting mainly tech-savvy students. Because both groups had significantly increased procedural knowledge after the preparation period, we assumed that motivation for
preparation might not have been very different. Result details, for example, of the temporal scoring, suggest that VPs address skills not affected by paper-based learning materials. However, group differences might also have been influenced by different durations of their efforts to learn in addition to different modalities. Additionally, both groups were not limited in their access to other learning resources than those provided. Also, most of the instruments used in this study have not been validated formally, although all were developed based on current literature and were pilot-tested. Finally, the sample size is rather limited, thereby providing limited power to investigate differences between groups.

Conclusions
The blended learning approach described herein leads to improved outcomes of practical skill acquisition compared with a standard approach. Even before having practical training, preparation with VPs leads to improved practical performances as well as better clinical decision-making skills and procedural knowledge. Further studies are necessary to understand the specific benefit of using VPs regarding clinical skill acquisition and its sustainability.
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Abstract

Background: The vascular hypothesis of multiple sclerosis (MS), called chronic cerebrospinal venous insufficiency (CCSVI), and its treatment (known as liberation therapy) was immediately rejected by experts but enthusiastically gripped by patients who shared their experiences with other patients worldwide by use of social media, such as patient online forums. Contradictions between scientific information and lay experiences may be a source of distress for MS patients, but we do not know how patients perceive and deal with these contradictions.

Objective: We aimed to understand whether scientific and experiential knowledge were experienced as contradictory in MS patient online forums and, if so, how these contradictions were resolved and how patients tried to reconcile the CCSVI debate with their own illness history and experience.

Methods: By using critical discourse analysis, we studied CCSVI-related posts in the patient online forum of the German MS Society in a chronological order from the first post mentioning CCSVI to the time point when saturation was reached. For that time period, a total of 117 CCSVI-related threads containing 1907 posts were identified. We analyzed the interaction and communication practices of and between individuals, looked for the relation between concrete subtopics to identify more abstract discourse strands, and tried to reveal discourse positions explaining how users took part in the CCSVI discussion.

Results: There was an emotionally charged debate about CCSVI which could be generalized to 2 discourse strands: (1) the “downfall of the professional knowledge providers” and (2) the “rise of the nonprofessional treasure trove of experience.” The discourse strands indicated that the discussion moved away from the question whether scientific or experiential knowledge had more evidentiary value. Rather, the question whom to trust (ie, scientists, fellow sufferers, or no one at all) was of fundamental significance. Four discourse positions could be identified by arranging them into the dimensions “trust in evidence-based knowledge,” “trust in experience-based knowledge,” and “subjectivity” (ie, the emotional character of contributions manifested by the use of popular rhetoric that seemed to mask a deep personal involvement).

Conclusions: By critical discourse analysis of the CCSVI discussion in a patient online forum, we reconstruct a lay discourse about the evidentiary value of knowledge. We detected evidence criteria in this lay discourse that are different from those in the expert discourse. But we should be cautious to interpret this dissociation as a sign of an intellectual incapability to understand scientific evidence or a naïve trust in experiential knowledge. Instead, it might be an indication of cognitive dissonance reduction to protect oneself against contradictory information.

(J Med Internet Res 2015;17(7):e159) doi:10.2196/jmir.4103
Introduction

Patients increasingly search the Internet for information on medical conditions, including clinical news and treatment options. Although this information is typically provided by medical experts or commercial sources, there has also been an increase in peer-to-peer health care [1]. Not only evidence from scientific sources, such as the latest results of clinical trials, diffuses into the lay community in this way. Patients also share the experiences they have with doctors, treatments, and the everyday living with a disease with other patients in online forums [2]. These shared patient experiences have formed a new database of experiential knowledge that is not only a source of information for patients and their relatives, but also has increasing relevance for scientific research [3].

The patients’ use of the Internet as a source of both scientific and experiential knowledge is a cause of serious concern when these different forms of knowledge do not peacefully coexist, but are contradictory. This was recently observed in the debate about the endovascular treatment of multiple sclerosis (MS), which is based on a new etiologic hypothesis called chronic cerebrospinal venous insufficiency (CCSVI) [4]. Although the scientific community was opposed to or ignored the CCSVI hypothesis, it was heatedly debated in online patient communities, particularly the resulting treatment (ie, modified venous angioplasty or stenting of jugular and azygous veins) [5]. Although scientists and clinicians strongly advised against this procedure before it was rigorously scientifically examined for efficacy and safety [6], patients all over the world found a way to obtain access to this procedure, often commercially referred to as the “liberation treatment” [7]. Patients’ experiences with the liberation treatment were soon published on the popular video-sharing website YouTube. Mazanderani and colleagues [8] showed in a content analysis of these YouTube videos that patients used the videos to prove the effectiveness of the treatment, for instance, by showing improved symptoms after partaking in the treatment.

The debate about the CCSVI hypothesis and the associated intervention took place in countless patient forums all over the world. However, particularly in Canada, the demand of the patient community and its advocates for further research was so strong that CCSVI and the liberation treatment became a research topic, not defined by the scientific community itself, but by the patient community [9]. The CCSVI hype has abated somewhat since the most recent studies found neither evidence for a high prevalence of CCSVI nor for a causal relationship to MS, and a wave of complications following venous stenting and angioplasty was reported instead [10].

The CCSVI story is now seen as a “waste of valuable time, money, and intellectual energy” [11], at least by large parts of the scientific community. We know that the Internet and Web 2.0 played an important role in mobilizing thousands of participants in the CCSVI debate [12]. What we do not know is whether patients felt a conflict between their own understanding of evidentiary value and the agenda of the scientific community during the CCSVI debate and, if so, how they reconciled conflicting opinions, interests, and objectives.

By analyzing the CCSVI discussion in the patient online forum of the German MS Society (Deutsche Multiple Sklerose Gesellschaft; DMSG), we aimed to reconstruct the underlying discourse that forms this discussion. One approach to uncover discourses was introduced by the Duisburg School of Critical Discourse Analysis [13]. It is based on Michel Foucault’s discourse theory that deals with questions such as what knowledge is, how the valid knowledge evolves, which function it has for the constitution of subjects, and the shaping of society. Knowledge means all kinds of meanings used by real persons to interpret and shape the surrounding reality.

Methods

Database General Description

The database for this analysis consisted of contributions posted in the online forum of the DMSG. The DMSG presents itself on its website as a nonprofit stakeholder of MS patients and their relatives. It is a registered charity with more than 900 community contact groups. Among other features, the DMSG provides 2 different types of freely accessible forums on its website: an expert forum with time-limited chats between experts and users about different issues (eg, cognitive deficits or pregnancy) and a second forum that is unstructured, not moderated, and open for anonymous registration. It is targeted at laypeople, mostly patients with MS. The forum consists of threads. A thread is a . These postings can contain hyperlinks and can cite any number of previous postings. Every user can open a new thread or contribute to an existing one.

Data Reduction

Initially, all contributions between January 1, 2008 (the starting point of the forum) and August 17, 2012 (the date of the extraction) were extracted. This initial database consisted of 139,912 postings and was reduced first to postings contributing to the CCSVI discussion. The information retrieval algorithm for identifying individual postings is described in detail for the quantitative analysis [14]. A total of 868 CCSVI-related threads containing more than 53,000 postings were identified. The threads varied by numbers of postings; a few contained only one posting and the longest had more than 2000 postings. The first CCSVI-related posting determined the beginning of our data analysis. To define the end of the chronological analysis, we followed the concept of saturation, a guiding principle in qualitative research. Our sample had to be large enough to assure that most or all the perceptions that might be important were uncovered, but at the same time if the sample was too large, the data would become redundant. Thus, we looked for a consolidation on levels such as contributors, statements, and arguments. Six months after the first CCSVI-related posting, we could not identify further discourse fragments that provided new information or put the data already gathered into...
perspective. The flowchart in Figure 1 shows the steps of the data extraction and reduction.

**Figure 1.** Flowchart of the data extraction and reduction process.

![Flowchart of the data extraction and reduction process.](image-url)

**Analysis**

Many critical discourse analyses deal with text that is produced under certain formal criteria and related to a specific topic (i.e., newspaper articles about the increasing rate of childhood obesity). In this example, the newspaper articles are the textual elements to a particular topic and are called “discourse fragments.” These discourse fragments form the “discourse strand” (in this example, the debate about childhood obesity).

In our analysis, we defined “CCSVI” as the discourse strand formed by the associated discourse fragments, (i.e., the threads related to this topic). Jäger [13] suggests a sequential procedure with 2 main steps: (1) structural analysis of the discourse strand and (2) detailed analysis of typical discourse fragments, including context and surface of the thread, content of the thread, ideological statements in the associated postings, and use of collective symbolism in the associated postings.

**Structural Analysis of the Discourse Strand**

We read and reread the CCSVI-related threads of the patient forum in a chronological order. We identified significant users (i.e., users who posted very often) or whose postings started lively discussions. These users also gave us a preliminary idea of discourse positions that would need to be highlighted and defined in the next step of the analysis. We gathered themes in the discourse that were discussed repeatedly and tried to determine their meaning and impact on the discourse. Three characteristics seemed especially promising for identifying discourse fragments (i.e., threads) as typical for the discourse strand: (1) when they started a lively discussion in the forum, meaning that many different users with different opinions reacted to that posting; (2) when they triggered certain (announced or reported) actions in real-life, such as talking with one’s own doctor about CCSVI; and (3) when they activated a certain style or nature of the discussion (e.g., polemic argumentation).

**Detailed Analysis of Typical Discourse Fragments**

**Context and Surface of the Thread**

We described the thread, including the number of contributing users, whether it was from a well-known user (i.e., from a user who often posted and elicited many responses from other users), the number of postings, the course of the thread (e.g., whether it meandered or was concise), and whether it mentioned subtopics that were discussed previously. We then described the context of the thread, meaning information about whether the thread was triggered by a real-life event. We also reported any characteristics of the thread that might be important for interpreting it.

**Content of the Thread**

We analyzed the thread chronologically to reveal its logical structure. Subtopics were scrutinized for their meaning (i.e., which emotions and connotations were addressed) and how a subtopic was related with other subtopics.

**Ideological Statements in the Associated Postings**

We analyzed the arguments used to justify attitudes or emotions. Arguments were deconstructed into their superficial content (e.g., “the subgroup of primary-progressive MS patients is...”)
neglected") and we flagged the strategy that was used to prove the content (eg. by quoting an expert who stated it). We then determined certain underlying dimensions or features that help reconstruct the different discourse positions from which the forum users evaluated the CCSVI debate.

Use of Collective Symbolism in the Associated Postings

We determined cultural stereotypes, such as figures of speech and allegories, that seemed to be a common ground for the users in the forum, signified something specific, and were therefore able to popularize knowledge.

We followed Jäger’s suggestion of a cyclic and iterative working to reveal connections between different aspects of the analysis, to develop interpretations, pinpoint arguments for or against these interpretations, and to reconstruct certain discourse positions from which subjects participate in and evaluate the discourse.

Critical discourse analysis as an interpretative method does not need to present quotations as proof or examples as is commonly done in other qualitative approaches, such as in a content analysis. We only present quotations in one case to illustrate the use of collective symbolism. To demonstrate our methodical approach, Textbox 1 provides an example of the detailed analysis of a typical discourse fragment [15]. The thread was translated from German into English and shortened for demonstration purposes. Main contributors to the qualitative analysis were 3 of the authors (LW, WH, JK). Analysis was done in a team approach, so differences were resolved by in-depth discussion and consensus was sought during the process of analysis. Important intermediate results were discussed with the other 3 authors.
Textbox 1. Detailed analysis of a thread [16] as a typical discourse fragment (thread translated and shortened to the first 2 postings).

Post 1: "Dr XXX’s answer to questions concerning venous MS makes the distance abundantly clear that certified doctors have to existential interests of MS patients! The status quo is just right and comfortable. Please do not disturb! I don’t know whether the story about the veins is correct, but the lack of willingness to actually apply oneself to this subject clearly shows that there’s nothing to be expected from the certified angle, not even disproving seems to be necessary. I sincerely thank you, Dr XXX, for this honest confession (a bitter truth for us). I’ve never heard it admitted this openly.” (User 1, 11:40 am September 18, 2009)

Post 2: “These gods in white don’t know a thing, they just read the press releases of the pharma mafia about just how potent these dubious BT are.” (User 2, 00:19 pm September 18, 2009)

Thread title: “The overstrained/threadbare expert” [German: “Der überstrapazierte Experte”]

Time period: First posting 11:40 am on September 18, 2009; last posting 2:25 pm on September 19, 2009

Participants: 18 users; several well-known users (regular contributors) of the forum (eg, User 1, User 2 [ usernames replaced with placeholders])

Thread characteristics: 28 postings; a short, but very dense thread dealing with the following subtopics: “who is the expert,” “Big Pharma,” “what constitutes trustworthiness,” and “DMSG no patients advocate”

Context and content: Thread is about an event from outside the patient forum, but within the DMSG website: Three days before (8:02 pm September 15, 2009), the editorial office deleted some postings addressed to an expert together with the expert’s answers. The office explained this removal as follows: The postings were not dealing with the announced topic of the expert forum (ie, “Different courses—different therapies”). Instead, the users consulted the expert about CCSVI.

Description (of the first 2 postings): User 1 (well-known; patient with primary-progressive MS [PPMS]; already suffering from some disabilities) starts with a quotation of Dr. XXX [not printed here]. He interprets Dr. XXX’s statement as exemplary for the dissociation between the needs of the patient community and the attitudes of the expert community. He uses the attribute “certified” for the medical profession—although a doctor is qualified per se, there is no additional certification needed. User 1 stated his frustration about the expert’s lack of interest to discuss CCSVI and he interpreted this lack of interest less as an opinion about CCSVI, but more as the typical arrogant stance experts have toward patients. Thirty minutes later, User 2 responded to User 1’s posting (User 2 is also well-known; MS patient with PPMS; already suffering from some disabilities). User 2 uses the [German] phrase “gods in white,” which expresses the widely shared opinion that doctors are almost almighty, but they do not share the afflictions of common people at all. “White” in this phrase refers to the color of the commonly worn doctor’s coat. His negative judgment is fueled by the postpositive statement that doctors are naive because they uncritically believe the pharmaceutical industry’s advertising of “BT” (BT is the abbreviation of beta-interferon, the active ingredient in the currently most commonly prescribed medication for relapse-remitting MS in Germany).

Comments (about the first 2 postings): The thread title uses a German phrase that can be interpreted in 2 ways: as “overstrained” (meaning that the expert is unable to answer adequately for various reasons) vs “threadbare” (ie, the expert is not an expert at all, his declared status as an expert is a farce).

The thread title already shows the ironically contested expert status of someone who is in fact an expert; thus, expertise as a sign of quality for health care is doubted (subtopic “who is the expert”).

User 1 must assume that he is perceived as trustworthy by the other users because the posts are already deleted, it is not possible to determine whether this is true—trustworthiness as a matter of personal involvement and being recognizable as an individual (subtopic “what constitutes trustworthiness”).

By doubting Dr. XXX’s expert status, the expert status of the DMSG is also disputed because Dr. XXX is a member of the DMSG advisory board (subtopic “DMSG no patients advocate”)

User 2 shows by using the abbreviation “BT,” which only insiders know about, that he considers himself some kind of expert with special knowledge (subtopic “who is the expert”).

Collective symbolism (in the first 2 postings): “God in white”: a stylistic device to ironically qualify doctors as arrogantly believing being capable of everything (ie, like a god).

Ethical Consideration

There are no rules for the ethical challenge that is inherent to using health discussion board postings as research data [16]. Because we were unable to obtain informed consent from the forum visitors to use the data they produced by posting to the forum, we officially informed the executive board of the DMSG about the study and they gave us their consent. Additionally, we asked the Ethics Committee of the University Medical Center Göttingen for approval. The committee decided that an approval was not necessary (11/5/13An). In the rare cases of using quotations, we used pseudonyms instead of real usernames or replaced the real names with XXX, respectively.

Results

The first posting related to CCSVI was published on June 16, 2009, and we completed our analysis with data from the end of 2009. At that time, the CCSVI discourse consisted of 117 threads (1907 postings) (see Figure 1). We identified 2 main discourse strands. Some collective symbols attracted our attention during the detailed analysis. Finally, we disclosed certain dimensions of argumentation and reconciliation that apparently were useful for interpreting discourse positions within the CCSVI discourse.
Discourse Strands
We identified certain subtopics in the threads, such as “who is the expert,” “Big Pharma,” and “what constitutes trustworthiness” (seeTextbox 1). By determining the relationship between these subtopics, we reconstructed 2 discourse strands: (1) the “downfall of the professional knowledge providers” and (2) the “rise of the nonprofessional treasure trove of experience.”

The Downfall of the Professional Knowledge Providers
The first posting mentioning CCSVI was answered 5 hours later with a link to the original CCSVI study. Like scientists, some of the users began to discuss the CCSVI hypothesis and Zamboni’s study [4] against the background of evidence-based medicine, using terms such as “placebo,” “number of cases,” and “blinded.” However, this parascientific discourse was not continued; the lack of any further evidence-based information may be the reason. Although users clearly understood that it was necessary to have more evidence, some of them argued that the progressive course of their disease did not allow them to wait until the scientific community produced better knowledge.

Because actual evidence-based knowledge was lacking at that time, the archive of scientific knowledge was examined and an older publication from 1986 was introduced [17]. The long time between the first idea of MS of a vascular disease in 1986 and the new article more than 30 years later caused some users to ask why this theory had not been proven in the past—their answer was that opportunistic interests had blocked and hindered further scientific investigation. Reasonable doubts regarding the scientific validity of the hypothesis were not discussed.

This feeling of distrust of the scientific community or, more precisely, of the well-established neurological scientific community tainted the ongoing discussion and the following events were mainly interpreted as confirmation of this feeling. In August 2009, 2 months after the first CCSVI-related posting in the forum, a conference was held by Zamboni himself in Bologna, Italy, raising the users’ hope that CCSVI now would become an important topic in the scientific community. This conference was largely ignored by the scientific community, which was interpreted as more proof that mainstream research in MS was not a stakeholder of patient interests. The forum users did not discuss that the conference lacked the common attributes of a scientific convention: only researchers who collaborated with Zamboni took part (ie, no scientists with a negative opinion about CCSVI). Users instead interpreted the situation as evidence for the ignorant mainstream knowledge providers.

The Rise of the Nonprofessional Treasure Trove of Experience
From the beginning of the CCSVI debate, forum users tried to validate the CCSVI hypothesis against their knowledge about MS in general (eg, by citing epidemiological facts such as the unequal sex ratio in MS) and their own illness experiences, such as symptom improvement by certain yoga techniques that are claimed to alter blood flow. In parallel to this embedding of CCSVI into the existing knowledge, users began to construct new experience-based knowledge about CCSVI. Two months after the first CCSVI-related posting, they began to publish first- or secondhand results of diagnostic and therapeutic procedures in the forum. In addition to this, they created hyperlinks to YouTube videos from MS patients from other parts of the world, which showed the CCSVI treatment and its positive outcome and also boosted the amount of experience-based knowledge about CCSVI when the evidence-based knowledge of the scientific community remained absolutely static without any new empirical results.

Collective Symbols
Many contributions to the CCSVI debate were colored by emotions, as could be observed from the frequent use of collective symbols, such as the German figure of speech “Halbgott in Weiß” (“demigod in white”) used for degrading medical experts (seeTextbox 1). Another example was the repeated use of “Bahnhof” (“railroad station”), a metaphor with connotations of “getting lost” or “being left behind.”

We analyzed one figure of speech to reveal the underlying images from which the users constructed the picture of CCSVI and MS. The German expression “eine neue Sau durchs Dorf treiben” literally translates as “to chase a new sow through the village” and means to make a big fuss about something new, with a clearly negative connotation, and is often associated with the feeling that it distracts the audience’s attention from the topic that really matters. In the context of CCSVI, the expression was always used to describe exactly this; the course of the CCSVI debate was sensed as familiar and repetitive, such as many other etiologic or therapeutic breakthroughs that were unable to keep the promise to heal MS. For some figures of speech, English-German matches exist. For example, “the early bird catches the worm” can be literally translated into German “Der frühe Vogel fängt den Wurm.” In our case, it would be impossible to translate the figure of speech literally. Therefore, we give the original German quotation and its English denotation:

...In ein paar Monaten wird die Sau, die jetzt noch durchs MS-Dorf getrieben wird, tot zusammenbrechen, wie alle Wunderkur-Säue zuvor. Als alte MS-Hasen haben wir schon viele Säue verrecken sehen...[...few months from now, this final cure will all be revealed to be much ado about nothing, as were all the other final wonder-cures before. We’ve tried so many final cures before, we who’ve had MS for such a long time...] [User 3, posted 1:08 pm October 17, 2009]

Stammzellen waren doch gestern. Heute sind’s Krmfpfadern im Oberstüchchen. Und morgen ne neue Sau, die durchs Dorf getrieben wird. Man darf also gespannt sein...[...Stem cells are yesterday’s news, aren’t they. Today it’s varicose veins in the belfry. And tomorrow it will be a new final cure. We’re all absolutely holding our breath...] [User 4, posted 10:46 pm August 16, 2009]

...Die “Krmfpfadern-im-Gehirn-Hypothese” kommt alle paar Jahre wieder, wenn wieder ein neues Publikum herangewachsen ist. Mal sehen, wie lang es diesmal dauert, bis die Sau sich durchs Dorf müde
...The hypothesis of varicose veins in the belfry is repeated every few years when there’s been a generation change in the auditorium. It’ll be thrilling to watch how long it takes this time round until the bluff on the new final cure is called... [User 5, posted 10:41 am July 29, 2009]

The figure of speech portrays a certain emotional tableau of being disenchanted, hopeless, and being tired from past disappointments:

...Herzchen, die venöse Stau-Sau, die vielerorts getrieben wurde, ist hier schon durch. Wir haben sie gesehen, wahrgenommen, bekästigt, gewogen, für zu leicht befunden und in den nächsten Ort gejagt. Wenn Du Dich beeilst, dann kann es sein, dass Du sie noch einholst...Viel Glück. [...]honey, the varicose-belfry apparition that’s been reported from many locations has been through here already. We’ve seen it, noticed it, applauded it, finally weighed it and found it wanting. Then we chased it to the next town. If you make haste, you might still be catching up with it...Good luck.] [User 6, posted 7:34 pm September 3, 2009]

Additionally, this enables the poster to distinguish him- or herself from those who do not notice that they are being messed with:

...Bei aller Verzweiflung, die man als MS-Kranke so hat: man muss nicht jeder Sau hinterherrennen, die grade mal wieder durchs Dorf getrieben wird...[...Even considering the heights of desperation that one experiences as an MS patient: you don’t need to follow every self-proclaimed savior...] [User 7, posted 12:37 pm October 17, 2009]

Characterization of Discourse Positions

We detected 4 different positions from which users participated in the CCSVI discussion and evaluated the associated incidents: “hostile,” “frustrated,” “wait and see,” and “enthusiastic.” These positions were not exclusive, meaning that there was a possibility to switch from one position to another: The hostile and the frustrated position formed a counterpart to the wait-and-see and enthusiastic positions; switching within these 2 groups, but not between them, seemed to be possible.

The positions differed in their orientation toward or against evidence-based and experience-based knowledge as reflected by the discourse strands described previously. The need for evidence-based information to assess CCSVI in its diagnostic and therapeutic value seemed at first glance to be accepted by most users. However, the argument that only prospective studies conducted by high-class research institutes would be able to produce reliable evidence-based information was disputed. This objection was not the result of a negative attitude toward research in general. Instead, the time that research needed to produce evidence-based knowledge was considered a price not every patient could afford to pay. Thus, the trust in evidence-based knowledge and the time pressure perceived simultaneously caused some inconsistency that was associated with negative feelings toward scientific research and scientists.

During lively debates of the significance of individual experiences or the trustworthiness of scientific information, the discussion became often highly emotional. These feelings colored the arguments or were directly verbalized. At some points in the discussion, the emotional coloring developed into a subjectivity, which often manifested itself in insults against others. A conspiracy theory seemed to exist on both sides: The pro-CCSVI side contested “Big Pharma” to the point of felonies like murder. However, the anti-CCSVI side also doubted the motives of CCSVI-promoting doctors and scientists. Economic interests were the main argument of both sides. Emotionality or subjectivity seemed to mask a deep personal involvement.

Considering the collective symbols, the figure of speech “to chase a new sow through the village” emblematically portrayed the discourse positions that were hostile to the enthusiastic position: the posters were considered disenchanted but wise in contrast to those who were enthusiastic but foolish. Table 1 shows the 4 discourse positions arranged according to the dimensions “trust in evidence-based knowledge,” “trust in experience-based knowledge,” and “subjectivity.”

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Position</th>
<th>Hostile</th>
<th>Frustrated</th>
<th>Wait &amp; see</th>
<th>Enthusiastic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust in evidence-based knowledge</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Trust in experience-based knowledge</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Subjectivity</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

In the discourse analysis of the CCSVI discussion in a German MS patient forum, we tried to reveal how patients reconcile the controversial scientific CCSVI debate with their own illness experience. The users heatedly debated whether scientific results or experiences of other patients had value for their own opinion-making about CCSVI. By determining the relation between relevant subtopics, we could generalize 2 discourse strands: (1) the “downfall of the professional knowledge providers” and (2) the “rise of the nonprofessional treasure trove of experience.” The discourse strands indicated that the discussion moved away from the question whether scientific or experiential knowledge had more evidentiary value. Rather, the question whom to trust (ie, scientists, fellow sufferers, or no one at all) was of fundamental significance. Four discourse
positions could be identified by arranging them to the dimensions of “trust in evidence-based knowledge,” “trust in experience-based knowledge,” and “subjectivity.” The emotional character of contributions was manifested by the use of popular rhetoric that seemed to mask a deep personal involvement.

At first glance, the lay discourse about the evidentiary value of experiential knowledge and the strong personal involvement may be interpreted as a misunderstanding of scientific methods, an intellectual incapacity to understand research practice, or even as irrationality. But this would be misjudging the discourses in patient online forums. Although most users were aware of the different positions in the scientific debate, at the same time they felt trapped in a conflictual relation between scientific and experiential knowledge, often associated with negative feelings of being cheated, left alone, and without control of their illness and their life. For that reason, the lay discourse in patient online forums should be interpreted as the result of the psychological efforts patients make to solve the conflictual tension arising from contradictory information.

The Tension Between Scientific Evidence and Personal Experience

The amount of and access to health information on the Internet is growing exponentially and numerous studies have investigated how well laypeople can assess and evaluate the quality of this information. These studies showed that laypeople often infrequently check the source and date of health information [18], can be misguided by search machines [19], and often misunderstand clinical concepts and aims of clinical research studies [20]. However, in our analysis of the CCSVI debate, the users of the MS forum sophisticatedly discussed the advantages and disadvantages of scientific research and the quality criteria of clinical studies, and they also searched for latest results of clinical research in scientific databases. At this point, the ideal of the “expert patient”—a term appearing for the first time in a report presented to the UK Parliament in 1999 as a “healthy citizen” initiative to help deal with chronic illness [21]—seems to come true. In addition to pursuing scientific knowledge, the users have gained experiential knowledge by (1) making various personal experiences by themselves as patients suffering from MS and (2) listening to the experiences of other patients. We could reveal that the users showed both scientific and experiential knowledge in the CCSVI discussion at different levels of elaboration and deliberation.

However, we witness a tension that emerges between these 2 different forms of knowledge. This tension can also be observed when health care professionals feel confronted with scientific evidence that disputed the medical practices they had been used to for years [22,23]. Interestingly, since the beginning when evidence-based medicine (EBM) was implemented as the new paradigm of health care, skeptical voices have discussed the problems resulting from its one-dimensional interpretation of evidence as scientific evidence [24].

Compared to this epistemological debate about EBM, our analysis of the CCSVI discussion in a patient online forum showed similar reactions using a somewhat different language. The result was the same (ie, a conflict between scientific and experiential knowledge). Although several users called for more time to give scientific proof a chance, others were immediately enthusiastic about the promises of the liberation treatment. The users seemed to sense an obligation to choose between the 2 forms of knowledge. Both parties claimed the higher evidentiary value of their knowledge.

The competition between these 2 forms of knowledge has a long tradition, with formally acquired knowledge—typified by objective science—being valued and naturalistic knowledge—typified by subjective experience—being devalued. To paraphrase Peter Storkerson, formal methods of knowledge acquisition are equated with rigor and validity and, consequently, knowledge derived from the application of such methods is valued per se as the gold standard of evidence [25]. In contrast, experiential knowledge is associated with unconscious, nonconscious, or implicit thinking that does not involve explicit, expressible, analyzeable theoretical systems of knowledge. However, the users, or at least some of them, ascribed evidentiary value to experiential knowledge and to scientific knowledge. This could be interpreted as a kind of justification to choose the party of experiential knowledge. This evidence could be called “experiential evidence.”

The conflictual tension between scientific and experiential evidence can be interpreted as “cognitive dissonance” [26], a discrepancy between action (ie, a forced choice between 2 alternatives) and attitude (ie, judging the 2 alternatives as being of the same value). Experimental social psychology has shown that people adjust their attitudes to support their decision by increasing their preference for the selected option, decreasing their preference for the rejected option, or both. This adjustment or rationalization is motivated by the urge to reduce the cognitive dissonance [27]. The theory of cognitive dissonance has been proven useful also in the context of health care research, for example, to examine patient behavior and emotional state after decisions concerning diagnostic or therapeutic procedures [27-29]. During the CCSVI debate, users might feel forced to choose between 2 alternatives of the same value on different levels: belief in scientific versus experiential evidence and also intellectual skepticism versus desperate hope.

A Matter of Trustworthiness

While discussing facts about and experiences with CCSVI in the forum, users were concerned about the quality of the information. They doubted that the DMSG was really neutral and patient-oriented; its impersonal stakeholders were assumed to be opportunistic and loyal to “Big Pharma.” This reservation was also expressed toward scientists. They were perceived and portrayed as controlled by the pharmaceutical industry and driven by economic and career-related motives. In parallel to the devaluation of the DMSG and the MS research community, some other players were valorized by crediting them with trustworthiness. An example is Paolo Zamboni, the leader of the CCSVI movement. His trustworthiness was confirmed for the forum users because his wife has MS—this message was frequently communicated in the forum. This personal involvement resulted in a presumably altruistic motivation.

This process of valorizing and devaluing different sources of knowledge is again in accordance with results of social psychology and the theory of cognitive dissonance. One way
to reduce cognitive dissonance is to challenge the source of the conflicting information (ie, to challenge its trustworthiness). Valorizing Zamboni by crediting him with trustworthiness was enhanced by the positive media presentation of Zamboni as the savior of his own wife and the liberation treatment like a miracle cure [30].

Disenchanted but Wise Versus Enthusiastic but Foolish

The different argumentation strategies and attitudes were revealed as the basis for the construction of 4 discourse positions in the CCSVI forum debate: the positions “hostile” and “frustrated” were contrasted with “wait and see” and “enthusiastic.” These positions appear at first glance to be simple orientations or prejudices to uncritically adopt or reject new ideas. However, a more detailed examination showed that these argumentation strategies and attitudes were means to overcome the conflict between existing scientific results and experiential knowledge (ie, to reduce the cognitive dissonance). To reduce the cognitive dissonance in the CCSVI debate seemed to reflect a core experience in the course of the patients’ illness experience: either you choose to distrust every new therapy and hypothesis to avoid being disappointed yet again or you choose to trust every new therapy and hypothesis in order not to miss the opportunity to be healed. The cognitive dissonance was perfectly symbolized by the often-used figure of speech “eine Sau durch das Dorf treiben” (to chase a sow through the village) that describes the situation of MS patients as either disenchanted but wise or enthusiastic but foolish.

There seems to be a relation between the 2 discourse positions with high subjectivity (ie “hostile” and “enthusiastic”) and the level of personal involvement. We did not have any valid personal information about the contributors of the CCSVI discussion in the DMSG patient online forum (eg, age, sex, MS type). Statements about concrete relations between personal experiences as MS patient and the content and form of the contribution to the discussion would be highly speculative. However, reading between the lines (ie, when users casually talked about experiences they had as MS patients with the health care system and biomedical research) indicated different illness biographies. We sensed these illness biographies were dichotomized: biographies with a more benign course of the disease and positive experiences with academic medicine or biographies with a more devastating course and rather disappointing experiences with medicine and biomedical research. It might be speculated that the latter leads to a deeper personal involvement.

Strengths and Limitations

There are many articles discussing the developments in the context of the CCSVI debate, mainly comments or editorials [7,9]. However, articles delivering empirical results are rare. In addition to our own exploratory analysis [13], to our knowledge there is only one study that empirically investigated the CCSVI debate in the patient community with methods of the social sciences. The authors showed that patient experiences published as YouTube videos may replace evidence-based scientific information or create a hybrid of personal experience plus medical knowledge [8]. Although this analysis classified videos by their thematic content, our discourse analysis adds another piece of the puzzle of better understanding how patients try to reconcile the discrepancies between different forms of evidence.

Our study has some limitations. When using data that naturally emerged versus data produced for study purposes, such as survey data, the contributors are unlikely to be a representative sample of the population being analyzed. It is very likely that our sample of German MS patients consisted of more patients with a primary-progressive MS (PPMS) course than is true for the German MS population as a whole. Patients with PPMS are more often therapy refractory and have a fatal course with a higher grade of disability in a shorter period of time than patients with a relapsing-remitting MS [31]. The relation between a higher grade of disability or a worse course of disease and a more active commitment in patient forums and other social media has been described in the literature [32]. Patients with PPMS may more often have reservations against the health care system, biomedical science, and pharmaceutical industry, so that the CCSVI debate in our forum might be biased to a more negative course. Second, the analysis was based on only one online forum for German-speaking MS patients. Differences in culture, health care systems, and available treatments may influence the course of the CCSVI debate.

It would have been interesting to analyze in which way the discussion about CCSVI developed in the forum when the users had to face scientific evidence against the hypothesis and—perhaps more important—the liberation treatment. However, our main interest was to elucidate what happens in the lay discourse in ambivalent scientific situations. Ambivalence could arise when there are conflicting scientific results about one issue (eg, such as the case of breast cancer) [33]. Another example is the situation when a new hypothesis about a disease and its treatment spreads from the scientific community into the patient and lay community at a point of time when large clinical studies providing scientific evidence are still lacking. This was the case of CCSVI in the first 18 months after the initial Zamboni publication. Therefore, we decided to focus our analysis on this period of time.

Conclusions

We reconstructed a lay discourse of the evidentiary value of knowledge by critical discourse analysis of the CCSVI discussion in a patient forum and explained the development of the discourse with the theory of cognitive dissonance. This explanation puts the “expert patient” as proclaimed by health politics and research in question if “being an expert” means to be able to deliberate in cold blood the advantages and disadvantages of scientific evidence versus personal experience or to objectively evaluate conflicting results of scientific research. “Being a patient” means to be personally and emotionally affected, always “at risk of clutching at any straw.” A healthy person without a family history of cancer balancing ambivalence could arise when there are conflicting scientific results about one issue (eg, such as the case of breast cancer) [33]. Another example is the situation when a new hypothesis about a disease and its treatment spreads from the scientific community into the patient and lay community at a point of time when large clinical studies providing scientific evidence are still lacking. This was the case of CCSVI in the first 18 months after the initial Zamboni publication. Therefore, we decided to focus our analysis on this period of time.

We reconstructed a lay discourse of the evidentiary value of knowledge by critical discourse analysis of the CCSVI discussion in a patient forum and explained the development of the discourse with the theory of cognitive dissonance. This explanation puts the “expert patient” as proclaimed by health politics and research in question if “being an expert” means to be able to deliberate in cold blood the advantages and disadvantages of scientific evidence versus personal experience or to objectively evaluate conflicting results of scientific research. “Being a patient” means to be personally and emotionally affected, always “at risk of clutching at any straw.” A healthy person without a family history of cancer balancing ambivalence could arise when there are conflicting scientific results about one issue (eg, such as the case of breast cancer) [33]. Another example is the situation when a new hypothesis about a disease and its treatment spreads from the scientific community into the patient and lay community at a point of time when large clinical studies providing scientific evidence are still lacking. This was the case of CCSVI in the first 18 months after the initial Zamboni publication. Therefore, we decided to focus our analysis on this period of time.

Conclusions

We reconstructed a lay discourse of the evidentiary value of knowledge by critical discourse analysis of the CCSVI discussion in a patient forum and explained the development of the discourse with the theory of cognitive dissonance. This explanation puts the “expert patient” as proclaimed by health politics and research in question if “being an expert” means to be able to deliberate in cold blood the advantages and disadvantages of scientific evidence versus personal experience or to objectively evaluate conflicting results of scientific research. “Being a patient” means to be personally and emotionally affected, always “at risk of clutching at any straw.” A healthy person without a family history of cancer balancing ambivalence could arise when there are conflicting scientific results about one issue (eg, such as the case of breast cancer) [33]. Another example is the situation when a new hypothesis about a disease and its treatment spreads from the scientific community into the patient and lay community at a point of time when large clinical studies providing scientific evidence are still lacking. This was the case of CCSVI in the first 18 months after the initial Zamboni publication. Therefore, we decided to focus our analysis on this period of time.
incapacity of understanding scientific evidence or to blame them for trusting evidence that is based on experience.

Another unacceptable simplification might be the demand for science and scientists to regain lost credibility. The devaluation of science and scientists is probably not the result of the medial presentation of frauds and misconduct or the inability of scientists to explain their methods, results, and conclusions to the public. It is perhaps the consequence of patients’ drive to reduce the cognitive dissonance that results from the conflictual tension between scientific and experiential knowledge. However, the role of the media in the CCSVI debate, particularly in Canada, was a good example of how the press presents new and sometimes absurd scientific ideas as “breakthrough” and “new hope” [34]. It is very likely that the media presentation has aggravated the uncomfortable feeling of cognitive dissonance in MS patients and will aggravate the dissonance between hope and skepticism for many other patients in the future.
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Abstract

Background: Despite reported benefits, many women do not attend breast cancer support groups. Abundant online resources for support exist, but information regarding the effectiveness of participation is lacking. We report the results of a Twitter breast cancer support community participant survey.

Objective: The aim was to determine the effectiveness of social media as a tool for breast cancer patient education and decreasing anxiety.

Methods: The Breast Cancer Social Media Twitter support community (#BCSM) began in July 2011. Institutional review board approval with a waiver of informed consent was obtained for a deidentified survey that was posted for 2 weeks on Twitter and on the #BCSM blog and Facebook page.

Results: There were 206 respondents to the survey. In all, 92.7% (191/206) were female. Respondents reported increased knowledge about breast cancer in the following domains: overall knowledge (80.9%, 153/189), survivorship (85.7%, 162/189), metastatic breast cancer (79.4%, 150/189), cancer types and biology (70.9%, 134/189), clinical trials and research (66.1%, 125/189), treatment options (55.6%, 105/189), breast imaging (56.6%, 107/189), genetic testing and risk assessment (53.9%, 102/189), and radiotherapy (43.4%, 82/189). Participation led 31.2% (59/189) to seek a second opinion or bring additional information to the attention of their treatment team and 71.9% (136/189) reported plans to increase their outreach and advocacy efforts as a result of participation. Levels of reported anxiety before and after participation were analyzed: 29 of 43 (67%) patients who initially reported “high or extreme” anxiety reported “low or no” anxiety after participation ($P < .001$). Also, no patients initially reporting low or no anxiety before participation reported an increase to high or extreme anxiety after participation.

Conclusions: This study demonstrates that breast cancer patients’ perceived knowledge increases and their anxiety decreases by participation in a Twitter social media support group.

(J Med Internet Res 2015;17(7):e188) doi:10.2196/jmir.4721
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Introduction

Reporting that United States cancer care was “in crisis,” the Institute of Medicine highlighted several critical areas for improvement in 2013 including the development of better methods for patient education, communication, shared decision making, and support [1]. They recommended 10 distinct goals, 3 of which are relevant to social media: providing patients with more “understandable information,” psychosocial support, and to collect more patient-reported outcomes [1].

Traditional on-campus patient support groups are valuable and have been recommended by the National Accreditation Program for Breast Centers and other organizations in the United States [2,3]. However, traditional support groups may not be available for all patients. Patients may not participate because of inconvenient meeting times, transportation and child care issues, perception that their needs are not being specifically addressed, or reluctance to share their feelings or stories in public [4,5]. As an alternative, many women utilize various Internet and social media resources for medical information, advice, and support, such as blogs, chat groups, Facebook, and Twitter [4-7]. Social media is inherently bidirectional, interactive, and patient-driven in contrast with older models of health care education and decision making that are unidirectional and paternalistic.

Twitter is an online social networking service created in 2006 that enables users to send and read 140-character messages or “tweets.” As of December 2014, Twitter had more than 280 million monthly active users [8]. Twitter has increasingly been embraced by patients as a way to share information and connect with other patients with similar concerns and conditions [7,9,10]. Disease-specific communities and chats have developed around “hashtags” (the # symbol followed by a word or acronym). Twitter chats now exist for patients with breast, lung, gynecologic, and pancreatic cancers, as well as multiple myeloma [11,12].

The Breast Cancer Social Media tweet chat (#BCSM) was initiated July 4, 2011, by 2 breast cancer survivors (authors JMS and ACS). Another author (DJA) became a comoderator in October 2011. The goal was to provide credible, evidence-based information and support for anyone affected by breast cancer. The chats occur on a weekly basis and cover all aspects of breast cancer screening, diagnosis, treatment, and survivorship. Specific medical advice is not provided and self-promotion or negativity toward any participant is actively discouraged.

Because of the growth and popularity of the #BCSM community, we sought to investigate the efficacy of Twitter social media to provide education and support to breast cancer patients. The study described in this paper is a pilot investigation assessing whether Twitter social media can provide education and psychosocial support to breast cancer patients.

Methods

A participant survey was developed to determine tweet chat participant characteristics and to assess the effectiveness of #BCSM for education and anxiety. Ten patient characteristics and 15 patient outcome domains were included. A 5-point Likert-type bipolar-scaled response was provided to survey participants for questions regarding whether their participation in #BCSM resulted in increased understanding for different domains of care and treatment. In addition, participants were queried for level of anxiety pre- and post-Twitter engagement, safety and comfort of participation in #BCSM, and motivation toward future advocacy and volunteer activities.

Surrogate measures of the impact of #BCSM in the Twitter community were obtained to include the number of tweets, the number of followers, and the product of multiplying these numbers, a measurement of the potential reach of #BCSM tweets [13].

A waiver of informed consent was obtained from the Gundersen Health System Institutional Review Board for the deidentified survey that was offered to Twitter participants. The survey link (Survey Monkey) was posted from April 14 to 24, 2014, on Twitter, the #BCSM blog, and the #BCSM Facebook page [14,15]. After survey closure, statistical analysis was performed to search for associations between patient characteristics and educational improvement for multiple domains of care. The majority of respondents were found to be in a single demographic group and some responders did not answer every survey question. This caused the sample sizes between different demographic group and some responders did not answer every survey question. This caused the sample sizes between different patient characteristics to be unbalanced, limiting statistical comparisons because of bias issues. Therefore, we limited analytic reporting to frequencies and percentages except for respondent-reported extreme or high anxiety before and after participation in the #BCSM tweet chats. The McNemar test was used for this comparison. Lastly, the data on overall Twitter participation with #BCSM and its impact based on number of impressions were determined.

Results

There were 206 survey responders. Respondent demographic and background information are presented in Table 1.
Table 1. Twitter participant characteristics (N=206).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤24</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>21 (10.2)</td>
</tr>
<tr>
<td>35-44</td>
<td>46 (22.3)</td>
</tr>
<tr>
<td>45-54</td>
<td>69 (33.5)</td>
</tr>
<tr>
<td>55-64</td>
<td>57 (27.6)</td>
</tr>
<tr>
<td>65-74</td>
<td>11 (5.3)</td>
</tr>
<tr>
<td>≥75</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (7.2)</td>
</tr>
<tr>
<td>Female</td>
<td>191 (92.7)</td>
</tr>
<tr>
<td><strong>Community population size</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10,000</td>
<td>15 (7.3)</td>
</tr>
<tr>
<td>10,000-100,000</td>
<td>46 (22.3)</td>
</tr>
<tr>
<td>100,001-1,000,000</td>
<td>72 (34.9)</td>
</tr>
<tr>
<td>&gt;1,000,000</td>
<td>73 (35.4)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White (includes Latino and Hispanic)</td>
<td>189 (91.7)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td>North, South, or Central American, Native Indian, or Alaskan native</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Asian</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.4)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Some high school, but no diploma</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>High school diploma (or GED)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Some college, but no degree</td>
<td>22 (10.7)</td>
</tr>
<tr>
<td>2-year college degree</td>
<td>11 (5.3)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>59 (28.6)</td>
</tr>
<tr>
<td>Graduate-level degree</td>
<td>111 (53.9)</td>
</tr>
<tr>
<td>None of the above</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td><strong>Previous or current treatment for breast cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>143 (69.4)</td>
</tr>
<tr>
<td>No</td>
<td>63 (30.5)</td>
</tr>
<tr>
<td><strong>If not been treated for breast cancer, which category describes you</strong></td>
<td></td>
</tr>
<tr>
<td>Caregiver, family, friend, or spouse to breast cancer patient</td>
<td>17 (25.4)</td>
</tr>
<tr>
<td>Clinical health professional or researcher</td>
<td>25 (37.3)</td>
</tr>
<tr>
<td>Other</td>
<td>25 (37.3)</td>
</tr>
<tr>
<td><strong>Length of participation in chats (months)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;6</td>
<td>59 (28.6)</td>
</tr>
<tr>
<td>6-12</td>
<td>54 (26.2)</td>
</tr>
</tbody>
</table>
A total of 92.7% (191/206) of respondents were female and 69.4% (143/206) of respondents were breast cancer patients. Other respondents included family, friends, advocates, surgeons, medical oncologists, radiation oncologists, clinical psychiatrists, genetic counselors, and physical therapists. Respondent-reported changes in level of understanding and education in multiple domains of care after tweet chat participation were assessed. Survey participants were asked whether participation “provided a safe and welcoming forum for support and education.” Of 183 respondents to this question, 116 (63.4%) “strongly agreed,” 44 (24.0%) “somewhat agreed,” 12 (6.5%) were “neutral,” 8 (4.4%) “somewhat disagreed,” and 3 (1.6%) “strongly disagreed.” As a result of #BCSM, 52 of 183 responders (28.4%) reported subsequent volunteer efforts. For analysis of respondent reports of anxiety, survey responders reporting on less than 50% of survey questions were excluded. The 189 remaining responders were analyzed for their recall levels of reported high/extreme anxiety before and after participation in the #BCSM tweet chats. We found a significant decrease in the proportion of respondents with extreme/high anxiety level from 43 of 153 patients (28.1%) to 14 of 152 (9.2%, \( P < .001 \)). Also, no respondents who initially reported “low or no” anxiety before participation reported an increase to “high or extreme anxiety” after participation. See Table 2 for other respondent answers.

Overall Twitter participation with #BCSM and its potential reach based on number of impressions is shown in Table 3 [13].

Table 2. Improvement in knowledge level after Twitter participation (N=206).

<table>
<thead>
<tr>
<th>Knowledge domain</th>
<th>Response, n (%)</th>
<th>Definitely yes</th>
<th>Somewhat yes</th>
<th>Not sure</th>
<th>Somewhat no</th>
<th>Definitely no</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast cancer type</td>
<td>66 (34.9)</td>
<td>68 (35.9)</td>
<td>22 (11.6)</td>
<td>16 (8.4)</td>
<td>17 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Surgery and reconstruction</td>
<td>38 (20.1)</td>
<td>67 (35.9)</td>
<td>33 (17.5)</td>
<td>23 (12.2)</td>
<td>28 (14.8)</td>
<td></td>
</tr>
<tr>
<td>Radiation treatment</td>
<td>31 (16.4)</td>
<td>51 (26.9)</td>
<td>47 (24.9)</td>
<td>25 (13.2)</td>
<td>35 (18.5)</td>
<td></td>
</tr>
<tr>
<td>Breast imaging</td>
<td>39 (20.6)</td>
<td>68 (35.9)</td>
<td>33 (17.5)</td>
<td>21 (11.1)</td>
<td>28 (14.8)</td>
<td></td>
</tr>
<tr>
<td>Metastatic stage 4 cancer</td>
<td>95 (50.2)</td>
<td>55 (29.1)</td>
<td>17 (8.9)</td>
<td>9 (4.7)</td>
<td>13 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Clinical trials</td>
<td>45 (24.3)</td>
<td>80 (42.3)</td>
<td>30 (15.9)</td>
<td>17 (8.9)</td>
<td>17 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Genetic risk</td>
<td>36 (19.0)</td>
<td>66 (34.9)</td>
<td>45 (23.8)</td>
<td>24 (12.6)</td>
<td>18 (9.5)</td>
<td></td>
</tr>
<tr>
<td>Survivorship</td>
<td>99 (52.4)</td>
<td>63 (33.3)</td>
<td>11 (5.8)</td>
<td>8 (4.2)</td>
<td>8 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Advocacy and fundraising</td>
<td>70 (37.0)</td>
<td>66 (34.9)</td>
<td>33 (17.5)</td>
<td>13 (6.9)</td>
<td>7 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Healthy lifestyle</td>
<td>40 (21.2)</td>
<td>64 (33.9)</td>
<td>44 (23.3)</td>
<td>18 (9.5)</td>
<td>23 (12.2)</td>
<td></td>
</tr>
<tr>
<td>My impact on others</td>
<td>76 (40.2)</td>
<td>70 (37.0)</td>
<td>25 (13.2)</td>
<td>9 (4.8)</td>
<td>9 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Seek second opinion</td>
<td>29 (15.3)</td>
<td>30 (15.9)</td>
<td>19 (10.1)</td>
<td>18 (9.5)</td>
<td>49 (25.9)</td>
<td></td>
</tr>
<tr>
<td>Overall education with “your” cancer</td>
<td>31 (16.4)</td>
<td>84 (44.4)</td>
<td>42 (22.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Overall education with any breast cancer</td>
<td>58 (30.7)</td>
<td>95 (50.2)</td>
<td>35 (18.5)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
</tbody>
</table>

\( a \) Not all response categories add up to 206 total survey responders because not all participants answered every question.

\( b \) Understanding of estrogen receptors (ER) and progesterone receptors (PR), HER2, triple-negative types and meaning.

\( c \) Understanding posttreatment follow-up side effects, lymphedema (arm swelling), cognitive impairment from chemotherapy, sexuality, grief, death, or other.

\( d \) Diet, exercise, lifestyle habits.

\( e \) Does not equal to 100% because the question was not applicable to the noncancer participants.

A total of 92.7% (191/206) of respondents were female and 69.4% (143/206) of respondents were breast cancer patients. Other respondents included family, friends, advocates, surgeons, medical oncologists, radiation oncologists, clinical psychiatrists, genetic counselors, and physical therapists. Respondent-reported changes in level of understanding and education in multiple domains of care after tweet chat participation were assessed. Survey participants were asked whether participation “provided a safe and welcoming forum for support and education.” Of 183 respondents to this question, 116 (63.4%) “strongly agreed,” 44 (24.0%) “somewhat agreed,” 12 (6.5%) were “neutral,” 8 (4.4%) “somewhat disagreed,” and 3 (1.6%) “strongly disagreed.” As a result of #BCSM, 52 of 183 responders (28.4%) reported subsequent volunteer efforts. For analysis of respondent reports of anxiety, survey responders reporting on less than 50% of survey questions were excluded. The 189 remaining responders were analyzed for their recall levels of reported high/extreme anxiety before and after participation in the #BCSM tweet chats. We found a significant decrease in the proportion of respondents with extreme/high anxiety level from 43 of 153 patients (28.1%) to 14 of 152 (9.2%, \( P < .001 \)). Also, no respondents who initially reported “low or no” anxiety before participation reported an increase to “high or extreme anxiety” after participation. See Table 2 for other respondent answers.
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Major health care policy stakeholders in the United States endorse a model of patient care that is not solely provider- or institution-directed [1,16-22]. These stakeholders recognize that differences may exist between providers, payers, and patients regarding what constitutes good care and how to measure it [23]. Consequently, they have developed tools and resources that promote and measure patient-centered care, such as the Patient Center for Outcomes Research, the Consumer Assessment of Healthcare Providers and Systems (CAHPS) surveys, and breast surgery patient surveys [18-21]. Unfortunately, the existing resources for measuring patient quality of life, such as CAHPS surveys, have limitations because they require significant infrastructure and financial support for their use. In contrast, social media has the ability to aid patient centeredness, report patient outcomes, and provide breast specialists with patient perceptions of gaps in care with limited financial and information technology investment. Social media is user-friendly and popular for health care consumers as evidenced by its rapid growth. Moreover, because of the widespread use and potential inclusiveness of nearly all patient demographic groups in social media, it is fertile territory for future investigations regarding identification of gaps in care, along with its potential to measure the success of patient education and support. This study is an initial investigation into the ability of Twitter social media to improve breast cancer patient education and support. Our primary aim was to determine patient’s perception of level of benefit of participation.

Only a few other reports of benefits of participation in an online social media-based support group have been published, although cancer survivors report the Internet as the second most important source for cancer information after their health care professional [6,24]. Online support groups have been shown to fill gaps in supportive care by meeting needs of some breast cancer survivors [25].

Approximately 20% to 30% of breast cancer survivors demonstrate measurable signs of anxiety and/or depression in the year following diagnosis [26,27]. Although the symptoms are most pronounced during the first year after diagnosis, up to 15% have depressive symptoms 5 years after diagnosis. Our study demonstrated an association between a reduction in breast cancer-perceived anxiety and participation in the #BCSM tweet chats. Other measures of success were also demonstrated. Twitter participants reported improved knowledge about multiple domains of care through the continuum of the cancer care timeline, inferring traditional educational resources may not have been sufficient. Despite this success, Twitter and other forms of social media cannot replace traditional office- and hospital-based resources for education and emotional support. In our survey, nearly 1 in 5 Twitter participants reported no improvement in education and 9% had persistent high anxiety despite #BCSM suggesting that Twitter participation was not sufficient to address education and anxiety needs in these patients. Therefore, the role of social media is to compliment but not replace current practice. It is reassuring that nearly 90% of Twitter followers reported the #BCSM chats as a “safe and comfortable” environment, given that more than half of participants reported no involvement in any other support group. A novel finding of this study is the observation that many responders to our survey were motivated by #BCSM to participate in advocacy or volunteer efforts.

There are many limitations to this pilot social media study. Our patient survey has not undergone formal reliability and validity testing and the survey format is subject to recall bias. We cannot determine if recall bias occurred because our survey was open for participation at only one snapshot in time. In addition, there was no control group of patients, with similar demographic characteristics, who had never participated in Twitter and were concurrently surveyed for their level of education and anxiety over a similar time period. Our survey cohort was homogeneous, mostly white, and well educated. This lack of diversity prevents any statistical comparisons between demographic groups for Twitter’s ability to educate or ameliorate anxiety. The lack of diversity also does not allow extrapolation of study results to other patient populations to include non-Twitter users who may have differences in their demographic profile and cancer status compared to Twitter users.

It is unclear if the respondents to the survey were truly representative of the #BCSM community at large. Given the public nature of Twitter, there is no way to fully assess the participant composition of any Twitter chat. Of the survey respondents, 45% reported that they observe the chats but do not participate. “Lurking” (observing but not actively participating) on social media forums is a well-described...
phenomenon, although it has been reported that lurkers obtain the same benefits in terms of empowerment as those who actively participate [28,29].

Despite these limitations, our results represent an important first step toward development of more online patient education and support communities. An association between Twitter participation and improvements in patient self-reported knowledge and anxiety was identified. Compared to other cancer patients, those with breast cancer are more likely to seek online information about their condition [30]. Health care providers utilizing social media serve as patient advocates, assisting patient and family understanding of their disease and its treatment. Physician participation in online patient communities can help counter inaccurate and sometimes dangerous information. Other benefits of physician use of social media have been described [31]. Since the first #BCSM tweet chat on July 4, 2011, more than 160 chat hours have been logged. Chat activity, measured by the overall number of tweets, has increased each year as has the unique number of participants. Other cancer-related tweet chats have developed (Table 4), including sites for lung cancer, gynecologic cancers, multiple myeloma, and pancreatic cancer.

Table 4. Cancer-related tweet chat sites.

<table>
<thead>
<tr>
<th>Cancer type</th>
<th>Hashtag (#)</th>
<th>Physician moderator(s)</th>
<th>Twitter handle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>#BCSM</td>
<td>Dr Deanna J Attai</td>
<td>@DrAttai</td>
</tr>
<tr>
<td>Lung</td>
<td>#LCSM</td>
<td>Dr H Jack West</td>
<td>@JackWestMD</td>
</tr>
<tr>
<td>Gynecologic</td>
<td>#GYNCSM</td>
<td>Dr Don Dizon</td>
<td>@drdonsdzion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dr Merry Markham</td>
<td>@DrMarkham</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dr Rick Boulay</td>
<td>@journeycancer</td>
</tr>
<tr>
<td>Multiple myeloma</td>
<td>#MMSM</td>
<td>Dr Mike Thompson</td>
<td>@mtmdphd</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>#PANCSCM</td>
<td>Dr Niraj Gusani</td>
<td>@NirajGusani</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dr Mark Bloomston</td>
<td>@pandoc</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dr Matthew HG Katz</td>
<td>@mkatzmd</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dr Diane Reidy-Lagunes</td>
<td>@DianeReidyLagun</td>
</tr>
</tbody>
</table>

A unique aspect of these chats is patient-physician involvement; in fact, most are co-moderated by patients and physicians. The patients participating are seeking credible evidence-based information—something that may be lacking in other online forums. For physicians wary of the social media environment, #BCSM and the other cancer-related tweet chats provide an example of positive patient-physician engagement. By surveying Twitter participants, we demonstrated proof of concept of improved patient knowledge regarding their disease-specific condition and management. Further investigations are warranted to explore its capability to provide increased patient knowledge, psychosocial support, and meaningful networking between patients and caregivers.
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Abstract

The increasing use of social networking sites (SNS) in health care has resulted in a growing number of individuals posting personal health information online. These sites may disclose users' health information to many different individuals and organizations and mine it for a variety of commercial and research purposes, yet the revelation of personal health information to unauthorized individuals or entities brings a concomitant concern of greater risk for loss of privacy among users. Many users join multiple social networks for different purposes and enter personal and other specific information covering social, professional, and health domains into other websites. Integration of multiple online and real social networks makes the users vulnerable to unintentional and intentional security threats and misuse. This paper analyzes the privacy and security characteristics of leading health-related SNS. It presents a threat model and identifies the most important threats to users and SNS providers. Building on threat analysis and modeling, this paper presents a privacy preservation model that incorporates individual self-protection and privacy-by-design approaches and uses the model to develop principles and countermeasures to protect user privacy. This study paves the way for analysis and design of privacy-preserving mechanisms on health-related SNS.
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Introduction

Health-related social networking sites (SNS) are websites that enable the connection of users and facilitate the exchange of health knowledge and information. Physicians can connect with their peers and collaborate on patient cases and other medical topics to improve health care delivery and patient outcomes at sites like Doximity. Patients with life-changing illnesses can find other patients like them, discuss and track medical conditions, and give and receive support at PatientsLikeMe. Before the advent of SNS, medical providers and pharmaceutical companies spread the word to encourage participation in wellness and disease management programs. Today, websites such as Inspire and DailyStrength provide users with the opportunity to share information and stories about healthy living, thereby supporting and inspiring others. The proliferation of these sites is building a new health-information technology business prophesied on the belief that the wisdom of crowds really is smarter than any one person, no matter how well researched the individual person.

However, users reveal vast amounts of personal health information on a health-related SNS. They may also join other social networks or websites and enter personal information and other specific information covering social, professional, and health domains into other websites. There are many possible ways that users’ privacy can be compromised: data misuses, disclosures to intruders, accidental data releases, disclosures to third parties and apps, and user profiling across multiple social networks. A recent incident in which a major media monitoring firm improperly scraped personal data from PatientsLikeMe demonstrates significant privacy risks for online health information [1]. In the United States, health care providers...
disclose patient information without patient authorization in violation of the Health Insurance Portability and Accountability Act (HIPAA), the Health Information Technology for Economic and Clinical Health (HITECH) Act, and/or state privacy laws and can be subject to fines and other penalties. In the age of Facebook and Twitter, however, many patients themselves volunteer to post their personally identifiable information (PII) and sensitive health information on multiple social networks.

While privacy concerns in social networks are well recognized by prior research [2-7], the literature on innovative privacy-preserving models and technical standards is quite limited. Based on expert opinions on the major privacy concerns, the effectiveness of possible solutions, and the requirements for developing privacy-preserving social network apps, Weiss [7] proposed a privacy threat model for data portability in social network apps. However, this work concentrated on privacy in the sense of visibility and transparency, that is, transparent and open privacy handling practices, and not so much on the privacy-preserving mechanisms that need to be developed. To address the privacy issues caused by the central SNS provider, such as data misuse and leakage risk, it has been proposed to decentralize social networking services [8-10]. However, to our best knowledge, current health-related SNS are predominantly logically centralized services and the underlying business model relies on access to the user-generated content, resulting in the impracticality of the decentralized SNS approach. There is a strong need to develop a privacy model that can protect user privacy in the complex social networking environment. This paper addresses this gap by identifying the most important threats to users and SNS providers and proposes a privacy preservation model to address the privacy challenges of health-related SNS. This paper first analyzes privacy concerns related to health-related SNS. It then develops a threat model and articulates some principal threats. Since current privacy solutions such as end-user license agreements and privacy settings are inadequate to address the threats, this paper presents a privacy preservation model that integrates both individual self-protection and privacy-by-design approaches and uses the model to develop principles and countermeasures to protect privacy.

Privacy Concerns Related to Social Networking Sites

To illustrate privacy issues with health-related SNS, we analyze the Inspire platform. Inspire may be considered an illustrative case of patient sites that offer a privacy policy and settings to address users’ privacy concerns.

Inspire is an online health and wellness support community for patients and caregivers. Inspire is provided by ClinicaHealth, Inc., and is composed of more than 190 disease-specific communities. As of December 2014, Inspire has over 400,000 registered members and 700,000 unique visitors each month.

Inspire is free for individuals and non-profit patient advocacy associations [11]. Its business model largely depends on advertising revenue and partnerships with many third-party companies [12]. Inspire helps companies and researchers find likely clinical trial participants. Clinical trial sponsors pay Inspire for this service. Inspire also offers health-focused research services to commercial companies. User-generated content has high value for the companies to conduct secondary research and issues analysis. Furthermore, Inspire makes money from selling targeted advertising.

The products and services of Inspire are essentially user profiles and user-generated content. Inspire collects and stores three types of information from users: personal profile, user-generated content, and Web behavior information. At its registration page, Inspire asks a new user to provide certain personal information, including a functioning email address, postal code, gender, date of birth, user ID, and password. A user is also given an option to provide additional personal information to create an extended online profile [13]. User-generated content is all the information a user posts on the site or communicates with other users, including disease conditions, treatments, family history, and possibly personal information generated by the user. Web behavior information is information on how a user uses different features of the site collected through cookies. Inspire may combine this information with the profile [13].

Inspire strives to create a secure environment where users connect with each other around shared conditions and share relevant information about their health and the health of their loved ones. When people’s personal information is involved, however, there are several privacy concerns. First, Inspire may reveal personal information to other users and outsiders. When a user registers at the site, the profile becomes visible to other users of the site and the profile may also be found by visitors of the site using Inspire’s search functions. Although users can use the privacy settings to control access to their profiles, they may not have the knowledge and technical skills to understand the settings and change their own settings appropriately.

Second, Inspire has the right to use personal information for various purposes without user control. For example, it may use personal information to present targeted content, including advertising or requests either from ClinicaHealth or from a third party. Users have no control over the collection and use of personal information by Inspire and its affiliates. Inspire makes clear under its privacy policy: “ClinicaHealth may share your email address and profile information with the organizations that sponsor Inspire groups that you join” [13].

Third, although Inspire does not disclose a user’s PII to third parties without consent, it may share health information with third parties on an aggregate or other basis that does not disclose user identity or contain PII [13]. However, concerns have been raised about the sufficiency of popular de-identification methodologies such as merely stripping names and addresses; data mining tools make it possible to reverse-engineer PII from weakly de-identified user information [1]. Furthermore, user-generated content, which may contain PII accidentally revealed by users, is open to the community, outsiders, and third parties.

Fourth, Inspire is an open community. Anyone with a valid email address can sign up for Inspire and then view the content on the site. This raises the problem of unauthorized access by unintended users. Inspire is also vulnerable to attacks from...
malicious intruders, such as data scraping and social engineering attacks.

Table 1. Examples of health-related social networks and general social networks.

<table>
<thead>
<tr>
<th>Social network</th>
<th>Description</th>
<th>Privacy practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>CarePages.com</td>
<td>CarePages is a community of people collaborating to share the challenges, hopes, and victories of anyone facing a life-altering health event.</td>
<td>Privacy settings include “Community”, “Friends &amp; Family”, and “Invitation Only”; secondary use of personal information; CarePages combines personal information with the data received from third parties to target advertising [14].</td>
</tr>
<tr>
<td>CureTogether.com</td>
<td>CureTogether provides a service whereby patients and researchers come together to share information and find cures for chronic diseases.</td>
<td>Privacy settings include “Public”, “Research”, “Friends”, and “Private”; secondary use of personal information; disclosing de-identified information to third-party researchers [15].</td>
</tr>
<tr>
<td>DailyStrength.org</td>
<td>DailyStrength is a health network of people sharing advice, treatment experiences, and support.</td>
<td>Users and visitors can see any information users provide; secondary use of personal information; DailyStrength reserves the right to use and disclose de-identified information to third parties at its discretion [16].</td>
</tr>
<tr>
<td>Inspire.com</td>
<td>Inspire has mini social networks for different diseases and health conditions, each sponsored by health organizations.</td>
<td>Privacy settings include “Public”, “Members”, “Friends”, and “Private”; secondary use and disclosure by the SNS provider and its affiliates; sharing aggregate personal and health information with third parties [13].</td>
</tr>
<tr>
<td>PatientsLikeMe.com</td>
<td>PatientsLikeMe is a social network that enables people to share health experiences that can improve the lives of patients diagnosed with chronic diseases.</td>
<td>PatientsLikeMe provides two privacy levels “Public” and “Members”; secondary use of personal information; disclosing shared data to partners and other third parties for use in scientific research and market research [17].</td>
</tr>
<tr>
<td>Facebook.com</td>
<td>Facebook is a social network that enables users to create profiles, upload photos and videos, send messages, and communicate with friends, family, and colleagues.</td>
<td>Privacy settings include “Public”, “Friends”, “Only Me”, “Custom”, and “Close Friends”; secondary use of personal information; sharing non-personally identifiable information with advertising and analytics services and disclosing all information to other third parties [18].</td>
</tr>
<tr>
<td>Twitter.com</td>
<td>Twitter is a microblogging platform that enables users to send and read short 140-character messages called “tweets”.</td>
<td>Tweets can be “Public” or “Private”: a public user profile, login verification, and tweet location can be configured; secondary use of personal information; sharing personal information with its service providers and third parties [19].</td>
</tr>
</tbody>
</table>

These concerns are also intrinsic to other health-related SNS and general social networks such as Facebook and Twitter. The purpose and privacy characteristics of top patient sites and general social networks are summarized in Table 1 [14-19]. Furthermore, the security characteristics of these sites are vague. Without effective privacy controls, health-related SNS may disclose the information not only to their business partners but also to unintended individuals and entities. The concern is not just about data mining and marketing that could influence patients to seek drugs they do not need or to spend more money on branded drugs rather than generics. More broadly, employers, health insurers, and/or identity thieves could gain access to users’ profiles, leading to negative consequences, including privacy compromise, social embarrassment, discriminations from employers and insurance companies, identity theft, and so forth [5,20]. Because health-related SNS are not HIPAA-covered entities, these concerns are very real and must be addressed seriously. When users lose their trust and confidence in the ability of a health-related SNS to protect privacy, that company’s reputation will be irreparably damaged.

A Threat Model

For users, a health-related SNS consists of a set of users, a set of mechanisms for exchanging information, a set of binary relations between users, a set of search functions, and a site operator. The SNS provider and its affiliates may use health information for many purposes. It may also release health information to various third parties and apps or enable exchange of information with other social networks. We may include these additional actors into a usage and sharing network that involves the SNS provider and its affiliates, a set of third parties that collect data from the site, a set of apps that users may invoke within the site, and other social networks. We may include these additional actors into a usage and sharing network that involves the SNS provider and its affiliates, a set of third parties that collect data from the site, a set of apps that users may invoke within the site, and other social networks.

In the social network, a user creates a personal profile, content, and connection network on a health-related SNS. The user may also join other social networks in order to enjoy different social networking services and enter personal health information into other SNS or websites. The site and other websites permanently store the information into their own databases. The site operator uses the information to control the site. The site may make the information visible to other users or even to unintended outsiders including visitors, fake accounts, and attackers. Outsiders may also draw information from other websites.

In the usage and sharing network, the SNS provider and its affiliates may use the accumulated health information for commercial purposes. They may disclose the information to third parties (eg, researchers, marketers, insurers, employers) that may also collect information from other social networks that users have joined and show some information collected...
from the current site on other websites. The SNS provider may also permit users to launch various apps that draw information from user profiles in order to create targeted materials. Furthermore, the SNS provider and other SNS providers may share their databases and link different user accounts across multiple SNS due to the collection of more personal health data. Finally, the SNS provider may release the information to government entities for law enforcement or social uses.

Figure 1. A health-related social networking site.

Privacy Threats

Overview

The process of identifying threats to users should recognize users’ interest in protecting personal information from parties with which they do not consent or intend to share it. Users are also concerned that personal data may be used in the wrong way or for the wrong purpose. Thus, we look at four key elements in defining a privacy threat—the actors who disclose information, the actors who receive information, the types of information involved, and the purpose. We outline the principal threats of SNS below.

Excessive Revelation of Personal Health Information

Many users have provided unprecedented amounts of detail about their lives, including PII and sensitive health information. Some people hope that exchange of health information will help them access health advice, receive and give social support, manage their conditions, or improve their overall health and quality of life [21,22]. However, health-related SNS may make the information easily accessible to unwanted audiences. Some people may reveal their personal information for the sake of the greater good. Yet they typically have no way of knowing whether their profiles contribute directly to the development of more effective treatments or simply become a lucrative asset for sale. The shared information may contain personal information such as real name and photos, together with their medical conditions. Once personal health information is compromised and the resultant harm is done to that person, it cannot be withdrawn and made private again [20]. Furthermore, users post not just great amounts of private information about themselves but information about other people such as their family members and friends. Although some medical research programs need health information about patients’ relatives, disclosing medical information about other people is considered a privacy violation. Individuals sharing information on health trends can, if their submissions are aggregated, reveal information about the health issues affecting their local communities or ethnic groups [4].

Access and Use by Other Users and Visitors

Personal health information may become visible to other users, and visitors may also find the information via the website’s search features or even Google searches. This raises the problem of inappropriate access and use by other users and visitors. Even if users can control the access to their own profiles, they may not control what other users and visitors reveal about personal information posted in a public area. For example, other users could be untrustworthy and steal an individual’s health information and use it for their own purposes. They may disclose the information to the person’s employer or insurer or post it on the Internet.

Secondary Uses and Disclosures by the Social Networking Site Provider and its Affiliates

After users share their personal health information with a health-related SNS, they may lose control over the distribution of their information. The SNS provider has unlimited access to all the information. Ultimately the SNS provider expects that the information will generate insights with considerable scientific as well as economic value. Users are extremely vulnerable because they have little control over the collection, use, and disposition of their information. Privacy can be compromised in many possible ways: targeted advertising, secondary use of the information for research, direct misuse, creation of a permanent record of personal profiles, accidental information release by a site operator, etc.

User Profiling Across Multiple Social Networking Sites

Many users join multiple social networks for different purposes. This means a user may hold multiple profiles, which are stored and shared in different SNS [23-25]. For example, a user creates an account on Facebook mainly to communicate with friends
and families, as well as to share pictures and videos with them. In the meantime, she provides her professional profile and establishes her professional networking on LinkedIn. Furthermore, she stores her personal health records and shares her treatment and symptom on a health-related SNS.

Third parties and companies may use different user accounts and their social relations to connect multiple social networks and produce aggregated user profiles [24,25]. These aggregated user profiles would be immensely valuable to companies looking to market products or services or, in the case of employers, screen potential job applicants. Furthermore, companies can integrate multiple social networks and conduct social network analysis and mining tasks on the integrated social networks [26]. Individual published social network data capture only a partial picture of a user’s complete social network. Integration of multiple online and real social networks provides a more complete picture of a user’s social network.

Unfortunately, such user profiling and social network integration is not necessarily always beneficial. For example, malicious third parties and identity thieves may use their own crawler systems to obtain a user’s private information and friend lists. More seriously, such third parties and individuals could create fake accounts pretending to be this person and then solicit others to connect [25]. These fake accounts can be abused to deliberately leak the user’s private information and friend lists to malicious intruders, which could quickly turn into identity theft and fraud, losing a job, hurting relationships, or even worse.

**Secondary Uses and Disclosures by Third Parties**

The SNS provider may disclose personal health information to third parties and apps. Users cannot assess the risks of divulging personal information unless they know the set of organizations to which their information may be disclosed, and the uses to which it may be put [27]. Because health information is of high commercial value, the accessibility and manipulability of the information creates economic pressures for its use and disclosure for a widening range of commercial and industrial uses. The SNS provider may also allow third-party websites and apps to automatically have access to users’ personal information. Data portability technologies may allow many websites and apps to be linked together, letting them share both dynamic content and the nature of the relationships of their users [3,4]. For example, an SNS may communicate with advertising servers, which produce targeted advertising based on details contained in user profiles. The ability to draw data from multiple websites and apps may allow third parties to create a comprehensive digital profile of private data, accumulating more than what a user would have predicted [2,28].

**Inability to Detect Sources of Privacy Violations**

A health-related SNS cannot assure users’ privacy if it lacks automated tracing mechanisms to monitor and track uses and potential misuses of personal information. Visibility and transparency has not been a strong point of health-related SNS. Information mash-ups and the combination of apps and multiple different types of SNS [24] create unexpected information flow through “back channels”, impeding users’ ability to get a clear view of the way their data are propagating [5]. Different actors (eg, users and apps), linkages, and roles are having dynamic interactions with each other through different ways across multiple social networks or websites. Thus, it is hard for a user to identify the core elements (eg, bridge, hub, broker, power user, proxy) responsible for information dissemination among multiple SNS and find their implicit and explicit relationships with other SNS [24]. Users are often incapable of defending their privacy just because they do not know that their privacy is even endangered. Privacy policies, especially relating to third parties, apps, and social network data sharing and integration, are often vague, uninformative, and seldom reflect users’ expectations [2,28,29].

**Outsider Attacks**

A health-related SNS is vulnerable to attacks from malicious outsiders, such as data scraping and social engineering attacks. Data scraping is a technique that trolls online communities, discussion boards, blogs, and chat rooms looking for personal information that can be used for fraud or any other purposes. For example, data scrapers may choose to work surreptitiously through hidden programs, or they may sign up with a fake email address in order to obtain personal information from unsuspecting users. A patient site also creates a perfect social and ecological environment for spear phishing, viruses, worms, spyware, spoofing, and Web app attacks, facilitated by human vulnerability and easily accessible user profiles [28]. Furthermore, a health-related SNS is vulnerable to social engineering techniques that exploit low entry thresholds to trustful health communities [3].

**A Privacy Preservation Model**

**Overview**

Health-related SNS have unique needs to address the principal threats to users and SNS providers not only because personal health information is highly sensitive but also because privacy is essential for building trust, which is the foundational currency of health communications. Today, the dominant approach is a combination of end-user license agreements and privacy settings. Privacy by license agreements is problematic because users have to accept these agreements prior to using SNS services even if they are concerned about privacy. Empirical and theoretical research suggests that users often lack enough information to make privacy-sensitive decisions and, even with sufficient information, are likely to trade off privacy for health benefits [30]. Moreover, the terms of these agreements seldom reflect users’ expectations because they can be created and changed only by SNS providers, not by users [29,31].

Current privacy settings provided by most health-related SNS suffer a number of drawbacks. First, since most SNS make “public” their default settings, users may forget to change the default settings. Second, individual self-control is constrained by the user’s awareness and education and by the technical design of an SNS, which may impede easy and effective management of settings regarding the access, use, and disclosure of personal information [2]. Furthermore, privacy settings give users control over who sees what on each profile, but they give users little control over what the SNS provider and its affiliates...
reveal about them. Therefore, asking individuals to assume full responsibility for policing the use of their profiles by other users and visitors is no longer reasonable, nor does it offer sufficient checks against direct misuse and improper disclosure of personal information by the SNS provider and its affiliates.

**Table 2. Privacy threats and countermeasures.**

<table>
<thead>
<tr>
<th>Privacy principles</th>
<th>Privacy threats</th>
<th>Countermeasures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe, flexible, and user-friendly privacy settings</td>
<td>Excessive revelation of personal health information; improper access and misuse by other users and visitors; secondary uses and disclosures of personal information; user profiling across multiple SNS.</td>
<td>Banning personally identifiable information; flexible and user-friendly way of setting privacy preferences; individual choice and consent; visualization of connection network; integration of privacy and security settings across multiple SNS.</td>
</tr>
<tr>
<td>Privacy by design</td>
<td>Secondary uses and disclosures by the SNS provider and its affiliates; secondary uses and disclosures by third parties; user profiling across multiple SNS.</td>
<td>Sharing de-identified data inside or outside an SNS; limiting use, disclosure, and retention; deleting user accounts upon request; a global privacy preservation model for data sharing and integration across multiple SNS.</td>
</tr>
<tr>
<td>Privacy audits</td>
<td>Inability to detect sources of privacy violations; user profiling across multiple SNS.</td>
<td>Audit trails; auditing and monitoring; transparency of data-handling practices; options for users to report privacy invasions; auditing usage and data sharing across multiple SNS.</td>
</tr>
<tr>
<td>Security for privacy</td>
<td>Outsider and insider attacks.</td>
<td>Technical barriers such as multifactor authentication, encryption, continuous monitoring, and security analytics; organizational measures such as user education and awareness, options for users to report a security incident, and breach notification and enforcement.</td>
</tr>
</tbody>
</table>

Instead, a privacy model based on a shared responsibility between the SNS provider and users may be better suited as a means of effective protection for both the SNS and its users. User profiles, user-generated content, and social links are the most valuable asset for the SNS provider, and it should be in the best interests of the SNS provider to find solutions to protect those assets through effective means. Therefore, this paper assumes that both the SNS provider and users share the same values concerning protection of user privacy. Direct misuse and improper disclosure of personal information in the usage and sharing network (Figure 1) can lead to conflicting interests for users and the SNS provider. The conflicting interests can be resolved by other means (eg, regulations [2], decentralized social network services, and cryptographic solutions [8-10]) that fall beyond the scope of this paper. The threat analysis outlined above indicates that privacy protection should be considered on four fronts: user self-control, privacy-preserving mechanisms, privacy audits, and security mechanisms. Building on early research [2-7,26,31-33] and the concept of privacy by design [34], this paper proposes a privacy preservation model that incorporates both individual self-protection and privacy-by-design principles. Below we identify key privacy principles and countermeasures to address the principal threats of health-related SNS (Table 2).

**Safe, Flexible, and User-Friendly Privacy Settings**

Privacy settings play a vital role in matching users’ privacy expectations. Many health-related SNS give options to hide certain types of personal information from other users and visitors through the customization of privacy settings. The SNS provider expects users to choose their privacy settings meticulously using available privacy options. But users’ self-protection behaviors are constrained by their privacy awareness and by the technical design of privacy settings. Safe, flexible, and user-friendly privacy settings allow the user to set privacy preferences easily and effectively. First, a health-related SNS should turn on privacy settings that limit the collection, display, or sharing of PHI by default [3]. For example, the SNS would not make any PHI publicly viewable until the user takes affirmative steps to allow this. Second, the SNS can provide flexible privacy settings that afford users fine-grained control over each and every piece of personal information so that other users and visitors cannot access it without explicit consent. Privacy could be compromised by the user’s inability to control impressions and manage complex social contexts [7]. It needs to be a major responsibility of the SNS provider to raise the awareness of users and to make its privacy settings very user-friendly. If the SNS enables exchange of information with other SNS or websites, a global model is needed to deal with issues of integration of privacy and security settings across multiple SNS. Third, health-related SNS may provide a means by which users can visualize their current exposure within the community and across multiple social networks. In practice, users have little sense of how their information is accessed and used by other users, visitors, apps, third parties, and other SNS. Graphical displays of the social relations and user accounts linkage across multiple social networks [24,26] would help the user appreciate the potential risks arising from a disclosure and customize their individual settings accordingly.

**Privacy by Design**

Privacy by design refers to the philosophy and approach of building privacy into the design and architecture of technologies, business practices, and the underlying technical platforms [34]. The presence of protection for users’ privacy, including data anonymization and purpose limitation, is crucial to gaining the necessary public trust to make the SNS successful. The following privacy-preserving mechanisms have to be taken into account. First of all, the SNS provider may design architectures that apply appropriate privacy-preserving transformations before transferring the information to individuals and entities. There are several transformation techniques. The safe harbor de-identification method attempts to suppress individual identifiers in order to de-identify the data. Health-related SNS might voluntarily comply with the HIPAA privacy rule by deleting 18 common identifiers before disclosure [35,36]. Under
the HIPAA privacy rule, data are considered de-identified if the covered entity removed the following identifiers from the data: names, addresses, dates, telephone numbers, fax numbers, email addresses, social security numbers, medical record numbers, health plan beneficiary numbers, account numbers, certificate/license numbers, vehicle identifiers and serial numbers (including license plate numbers), device identifiers and serial numbers, Web Universal Resource Locators (URL), Internet Protocol (IP) addresses, biometric identifiers (including finger and voice prints), full-face photographic images and any comparable images, and any other unique identifying number, characteristic, or code.

An alternative approach, known as statistical anonymization techniques [37-39], desensitizes the data by suppressing quasi-identifiers (eg, postal code, birth date, gender, hometown, and/or other demographics), decreasing precision/accuracy, and/or adding confusion to the information in order to make it more difficult to link de-identified data back to the individual. Properly applied statistical anonymization is an effective tool for protecting privacy and preserving the ability to leverage user-generated content for secondary purposes. Furthermore, health-related SNS may use network data anonymization techniques to reduce the identity inference risks from social network data such as social graph, tagging data, email, or instant messaging. The techniques attempt to suppress the user’s network structure by graph modification approaches and clustering-based approaches [33]. However, the techniques only allow us to investigate the structural properties of a single anonymized social network. In many cases, node identifiers are essential to link data from different social networks. In order to share useful information among different social networks while protecting privacy, Tang and Yang [26] proposed a generalization and probabilistic approach by generalizing social networks to preserve privacy and integrating the probabilistic models for the generalized social network data for social network analysis and mining.

Over the past few years, however, researchers have found that even de-identified data could be re-identified and attributed to specific individuals [40,41]. Third parties and companies are actively seeking end-user information by linking a variety of different data sources and different user accounts across multiple social networks. The more datasets to which third parties and companies have access, the easier such re-identification becomes. Therefore, the SNS provider and third parties should make a public commitment not to re-identify the data for commercial uses without explicit consent and it should contractually prohibit downstream recipients from doing the same. The SNS may also provide privacy-preserving interfaces for third-party apps while still enabling them to deliver customizable content. Current best practices include “privacy by proxy” mechanisms [32].

Second, the SNS provider may limit the collection, use, and disclosure of personal information to the purposes identified in the privacy notice. Personal information shall not be used or disclosed for purposes other than those identified in the privacy notice, except with consent or where required by law. It is a challenge to find a balance between privacy and utility in data sharing and integration across multiple social networks and websites. On one hand, users’ personal information is the most valuable asset for SNS providers and it should also be in their best interest to protect the asset. SNS providers, on the other hand, need to proof their business model by further expanding ways to exploit the value of their users’ personal information. Stringent penalties for misuse and improper disclosure of personal information should be established through federal regulations or contractual mechanisms.

Third, a health-related SNS may provide convenient tools to allow users to destroy their profiles and posts completely, in a timely fashion. These tools should allow users to remove their personal information safely and delete or edit their posts in a user-friendly way.

**Privacy Audits**

Privacy audits provide a means of independently verifying that a health-related SNS operates according to its privacy policies. Auditing and monitoring services are not included in the privacy policies of current health-related SNS. A health-related SNS cannot assure users of their privacy and security unless it enables users to request an “audit trail”, detailing when their personal information was accessed, by whom, and for what purpose. A second alternative is to actually audit access and actively notify users in the case of inappropriate access. This principle seeks to assure users that a health-related SNS is operating according to its privacy policies, subject to independent verification. Its component parts and operations are visible and transparent to users. Options for the user to report privacy invasions establish transparency and additional trust in its commitment to adequate treatment of personal information. Furthermore, malicious intruders may use their own crawler systems to obtain a user’s private information and friend lists and infer the user account’s linkage across multiple SNS and websites. It is highly desirable to design a methodology for auditing usage and data sharing and detecting unauthorized access to each user’s personal information across multiple social networks.

**Security for Privacy**

Health-related SNS may provide appropriate security safeguards that improve privacy. Intruders are increasingly using complicated techniques via the Internet to steal personal information. Traditional security solutions like firewalls and encryption are no longer the centerpiece against social network attacks. Encryption technology for the transmission and storage of personal information provides enhanced security. But data thieves may steal personal information via fake accounts or launch automated crawling and identity theft attacks across different SNS and obtain a large amount of user private information. Some health-related SNS do not use a validation process during new user’s registration. Weak authentication of registrants through a functional email address, the preferred validation requirement, is not an adequate method and leads to a proliferation of fake accounts populating the network. Therefore, health-related SNS may develop strong multifactor authentication that combines two or more independent categories of credentials: what the user knows (password), what the user has (security token), and what the user is (a biometric characteristic such as a fingerprint). Health-related SNS may also invest in things like continuous monitoring and security...
analytics solutions that monitor the network 24/7 [42], reporting suspicious activities or vulnerability. Social engineering and phishing attacks are the most important threats to users. Sadly, there is no computer program that can protect the network from social engineering or phishing attacks. The best protection is security education and awareness. Health-related SNS could develop proactive communication techniques that raise the level of education and awareness about dangers of privacy and security breaches. Procedures and policies could also be in place for reporting misuse and illegal activity.

The above-mentioned principles and techniques form the basis of how to address the threats of health-related SNS and other eHealth technologies. In principle, many of the techniques and industry best practices needed to implement and enforce these principles are available, if not deployed on existing health-related SNS. We do not have space to detail all the protections for user privacy in this paper, but only to provide a concise set of countermeasures and to relate the countermeasures to the identified privacy threats (Table 2). Since de-identification and informed consent are key elements of privacy laws, these principles and countermeasures can give a health-related SNS legal cover in case of a privacy breach.

Conclusions
A health-related SNS benefits from the increasing amount of personal health information willingly shared on its site, but users are likely to be exposed to privacy and security threats. In this paper, we have developed a threat model that highlights the underlying usage and sharing network behind the SNS and shows the principal threats to users. Because the established solutions like license agreements and unsafe privacy settings are inadequate to mitigate the threats, we proposed a conceptual privacy framework that integrates such foundational principles as safe and flexible setting, privacy by design, privacy audits, and security for privacy. The principles and their associated countermeasures provide a practical way to protect privacy against unauthorized individuals or entities. This proposed model can be generalized to other online settings where personal information is available.

Because personal health information is extremely valuable to both the SNS provider and its business partners, there are always economic pressures on the SNS provider to exploit the value of the database it holds—a prospect that becomes even more tempting if the current business model that supports full user control does not generate sufficient revenue. Hence, there is a tension here, because without effective protections, many users would refrain from sharing health information online due to privacy concerns [43], causing the community to fade away. But if the SNS allows users to keep too much of their information private, there will be less content for creating commercial and social value inside or outside the SNS. Consequently, its business will suffer. The main challenge in the future will be to develop privacy-preserving SNS that protect user privacy while still tapping the richness of user-generated content. All involved parties, and at the foremost the SNS developers, need to understand the potential threats that exist and therefore build privacy and security protections into health-related social networks.
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Abstract

Background: Multiple waves of transmission during infectious disease epidemics represent a major public health challenge, but the ecological and behavioral drivers of epidemic resurgence are poorly understood. In theory, community structure—aggregation into highly intraconnected and loosely interconnected social groups—within human populations may lead to punctuated outbreaks as diseases progress from one community to the next. However, this explanation has been largely overlooked in favor of temporal shifts in environmental conditions and human behavior and because of the difficulties associated with estimating large-scale contact patterns.

Objective: The aim was to characterize naturally arising patterns of human contact that are capable of producing simulated epidemics with multiple wave structures.

Methods: We used an extensive dataset of proximal physical contacts between users of a public Wi-Fi Internet system to evaluate the epidemiological implications of an empirical urban contact network. We characterized the modularity (community structure) of the network and then estimated epidemic dynamics under a percolation-based model of infectious disease spread on the network. We classified simulated epidemics as multiwave using a novel metric and we identified network structures that were critical to the network’s ability to produce multiwave epidemics.

Results: We identified robust community structure in a large, empirical urban contact network from which multiwave epidemics may emerge naturally. This pattern was fueled by a special kind of insularity in which locally popular individuals were not the ones forging contacts with more distant social groups.

Conclusions: Our results suggest that ordinary contact patterns can produce multiwave epidemics at the scale of a single urban area without the temporal shifts that are usually assumed to be responsible. Understanding the role of community structure in epidemic dynamics allows officials to anticipate epidemic resurgence without having to forecast future changes in hosts, pathogens, or the environment.
Introduction

Epidemics of infectious diseases are frequently characterized by multiple waves of infection [1-3]. Notably, the 1918 influenza pandemic spread through several US and European cities in multiple waves with local variation in the frequency and timing of individual epidemic peaks [4-8]. Predicting when and where disease will resurge is critical to effective prevention and control. However, the drivers and dynamics of multiv wave epidemics are unclear. For influenza pandemics, possible explanations include antigenic drift [8-12], waning immunity [13], changing environmental conditions [12,14,15], and social distancing behavior [15-17].

Community structure—aggregation into highly intraconnected but loosely interconnected groups—is a common feature of social contact networks [18] that can potentially drive multiv wave epidemics as a disease spreads through one group before emerging in another. However, community structure has been neglected as a possible explanation for multiv wave influenza pandemics, in part because it is difficult to detect and estimate [19]. Most studies describing routine human contact patterns have relied on diary- or questionnaire-based surveys [20] or specially deployed wireless sensors [21] and, thus, rarely yield data sufficient for inferring large-scale aggregations. Social networks estimated from electronic “contacts” (ie, cell phones, social networking websites) have been shown to exhibit community structure at larger scales [22-26], but do not capture the physical interactions through which diseases spread. However, the ubiquity of community structure across these networks suggests that it may be a general hallmark of social networks.

Here, we address the hypothesis that contact patterns in a large, empirical, urban contact network are sufficient to generate multiv wave epidemics for pandemic influenza-like diseases in the absence of any temporal changes in the hosts, pathogen, or environment. We find that the fate of an epidemic in such a network—whether and when multiple waves occur—depends not only on community structure but also, critically, the presence or absence of bridge superspreaders who forge connections between communities. Direct links between the popular members of different communities synchronize outbreaks; the occasional absence of such bridges provides the epidemiological separation underlying multiv wave epidemics.

Interactions between strangers can serve as critical transmission routes for respiratory diseases such as influenza, yet they are difficult to capture in traditional sociological surveys. Using data indicating the physical proximity of more than 100,000 Wi-Fi hotspots users, we characterize the structure of an urban extrasocial interaction network and assess its epidemiological implications.

Methods

Data

Île Sans Fil (ISF) is a not-for-profit organization established in 2004 in Montreal, Canada, that operates a system of public Internet hotspots. Hotspots are located in cafes, community and recreation centers, salons, markets, and other small businesses and public places. They are maintained by ISF staff and volunteers with the Internet connection provided by the establishment. We analyzed the database of all connections to the system of 352 hotspots between August 2004 and March 2010. Raw data from the ISF database consisted of 2.18 million connection records. Each record included an anonymized user ID, latitude and longitude coordinates for each ISF hotspot location, connection and disconnection times, and the unique media access control address for the user’s wireless device. The data reported in this paper are available from the Community Resource for Archiving Wireless Data at Dartmouth (CRAWDAD) archive [27].

Network Construction

We built a contact network by interpreting each individual user as a node and concurrent ISF usage at the same hotspot as an edge. This preliminary network contained 114,810 nodes and 1.2 million edges. It contained both self-loops (users connecting multiple devices at once) and parallel edges (pairs of users with multiple overlapping hotspot visits) that we removed to produce a nonredundant network with 637,430 edges. We analyzed the largest connected component of this network, which consisted of 103,425 nodes and 630,893 edges.

Community Structure Analysis

Modularity (Q) quantifies the extent of community structure in a network relative to a comparable random network. Given a network and a particular partitioning of the nodes into communities, Q is defined as the number of edges contained within communities minus the number of edges expected to fall within communities if the edges were distributed randomly (preserving the degrees of all nodes), normalized for network size. Q ranges from zero for randomly connected networks to greater than 0.3 for networks with substantial community structure [28]. We used a heuristic method to divide the Montreal network into a set of communities that maximized Q using an algorithm [28] that initially assigned each node to its own community and then iteratively aggregated whichever pair of communities resulted in the largest increase in Q. We identified 1420 distinct communities associated with a Q value of 0.69.

Epidemic Simulations

Epidemic curves were simulated by EpiFire [29] using a chain-binomial [30] network epidemic simulator with a susceptible-infectious-recovered state progression. Each epidemic begins with all nodes susceptible except for a single,
randomly selected, infectious node. Nodes remain infectious for a fixed period with arbitrary time units, after which they become recovered for the remainder of the simulation. Transmission from infectious nodes to susceptible neighbors is attempted once per time unit with transmission probability $T_{cb}$. We assumed an infectious period of 5 time units because it yielded sufficient temporal resolution to distinguish epidemic waves. $T_{cb}$ relates to the percolation transmission probability as given by $T=1-(1-T_{cb})^d$, where $d$ is the infectious period. We simulated epidemics across 3 scenario definitions so as to test the infection in a completely susceptible population: a low $R_0=1.9$, similar to estimates for recent influenza pandemics [31-33]; a moderate $R_0=2.4$, which maximizes the probability of multiwave epidemics and is in the range estimated for the 1918 influenza pandemic in the United States [34,35]; as well as a high $R_0=7.5$, where spread is rapid both within and between communities. Finally, we performed a sensitivity analysis with respect to the length of the infectious period and considered values of 1, 5, 10, and 50 time steps.

**Detecting Multiwave Epidemics**

To automatically identify epidemic curves exhibiting multiple waves, we defined a new 2-peak metric ($TP$), indicating the depth of the deepest valley in the epidemic time series (specifically, the geometric mean of the heights of on each side of the deepest valley). Additional details are provided in Multimedia Appendix 1. Example epidemic curves and their corresponding value of $TP$ are shown in the supplementary information (see Figure S1 in Multimedia Appendix 2). The distribution of $TP$ values tended to be bimodal with single-wave epidemics yielding values close to zero and multiwave epidemics yielding higher values (see Figure S2 in Multimedia Appendix 2).

**Percolation-Based Approximations of $R_0$, Epidemic Size, and Community Bridging**

We adapted methods from percolation theory [36] to estimate global and community-specific values of $R_0$, final epidemic sizes, and epidemiological connectivity among different communities to test the hypothesis that multiwave epidemics occur in the absence of between-community degree assortativity. The details and derivations of these percolation-based quantities can be found in Multimedia Appendix 1.

**Network Shuffling**

To examine the epidemiological impact of community structure, we constructed “null” networks that shared many properties of the original Montreal network (eg, the degree distribution) but lacked community structure. Specifically, we iteratively randomized the network by shuffling connections; that is, we chose random pairs of connections and swapped the ends (eg, A-B, C-D became A-D, C-B). This slowly degraded community structure while preserving the number of contacts for each individual. We selected a fraction $f$ of edges and broke them to form stubs (half-edges still attached to their nodes). Then, the list of stubs was randomized and each sequential pair of stubs was connected. We eliminated newly formed self-edges and redundant edges via edge swaps with randomly chosen edges, leading to randomization of slightly more than the intended fraction of edges (~1.01%).

**Results**

We analyzed the network of more than 600,000 physically proximal contacts between 103,425 users of a free public Wi-Fi hotspot system in Montreal, Canada (hereafter the Montreal network) to examine the effects of ordinary urban contact patterns on epidemic wave dynamics. We used an established heuristic method [28] to divide the Montreal network into 1420 distinct communities (Figure 1; also see Figure S3 in Multimedia Appendix 2). The 3 largest communities together contained 82,228 of 103,425 (79.50%) users in the network, with 38,569 (community I), 28,101 (community II), and 15,558 (community III) users. The mean degree (number of contacts) per user in each of these communities was 13.4 (SD 40.2), 8.3 (SD 23.7), and 26.7 (SD 76.4), respectively, compared with a mean of 4.6 (SD 9.3) for the 21,197 (20.50%) remaining users. The communities exhibited distinct geographic signatures corresponding to large mixed commercial and residential areas in the city, with considerable overlap occurring in Downtown Montreal (Figure 2).

$R_0$ is related to the likelihood and extent of a sustained outbreak [37]. $R_0$ depends on the transmissibility of the pathogen, host recovery, and the structure of the host contact network [38]. Assuming that within-community contacts are approximately random and using a percolation-based model [39], we estimated that a disease with a global $R_0$ equal to 1 had local $R_0$ values of 0.8, 0.4, and 1.6 in communities I, II, and III, respectively (when considering only within-community edges) and exhibited considerable variability in epidemiological vulnerability across communities (Figure 3).

We simulated epidemics through the Montreal network with a stochastic susceptible-infected-recovered model [37] across a range of $R_0$ values. At low $R_0$, only 2 of 3 communities (I and III) sustained transmission, whereas at high $R_0$, epidemic spread was relatively synchronized between communities. Under both of these scenarios, multiwave epidemics were possible but relatively infrequent (Figure 5). At an intermediate value, in the range estimated for the 1918 influenza pandemic in the United States ($R_0=2.4$) [34,35], 44.60% (446/1000) of all epidemics exhibited multiple waves and 87.9% (392/446) of these had an initial epidemic wave in community III with a subsequent wave dominated by the 2 larger communities (Figures 4 and 5). When the first wave was dominated by community III, its peak occurred a mean of 27 time steps (SD...
7; n=4074) before that of the second wave. When the second wave was dominated by community III, its peak lagged behind the peak of the first wave by a mean of 22 time steps (SD 8; n=572). The relative size of the second wave increased with $R_0$ because community III became epidemiologically saturated more quickly than the other 2 communities (Figures 3 and 4). Sensitivity analysis suggested that these results are robust to the length of the infectious period (see Figure S4 in Multimedia Appendix 2).

A modest amount of network shuffling (<3% of edges) almost entirely eliminated multiwave epidemics (Figure 6), whereas it minimally impacted the extent of community structure according to standard metrics including Q (Figure 7) and the numbers of edges linking distinct communities (see Figure S5 in Multimedia Appendix 2). This suggests that the critical driver of 2-peaked epidemics is not the number but the nature of intermodule contacts. We hypothesized that epidemiological synchrony arises when locally popular users in one community tended to be connected to locally popular users in another (between-community degree assortativity) and multiwave epidemics can occur only when communities lack such connectivity.

We formalized and tested this idea by assuming, again, that within-community edges form semirandom networks and used new percolation-based estimates to characterize the epidemiological bridges between the 3 major communities. Given the degree distribution of the Montreal network (see Figure S6 in Multimedia Appendix 2), we found that the number of users in community III expected to form epidemiological bridges to community I increased rapidly with shuffling, whereas communities I and II were tightly connected by bridging individuals in the original network and this connection persisted through shuffling (Figure 8). Shuffling also led to a rapid decrease in the probability that an epidemic starting in community III would spark an epidemic in community I sufficiently late to appear 2-peaked (Figure 9). The precipitous decline in two-wave epidemics with shuffling coincides with the rapid creation of epidemiological bridges and decrease in the expected waiting time between community outbreaks.

The rapid desolation of the internally well-connected community III occurred because random shuffling targeted users proportional to their degree, which tended to connect high-degree individuals inside community III with high-degree users from elsewhere in the full network. The locally popular but highly insular users of community III thereby quickly formed bridges to popular users in the other major communities.

Figure 1. Visualization of connectivity between 1420 communities identified at maximum modularity (Q). Each circle represents a community with filled circle diameter indicating the relative number of within-module edges. Lines joining pairs of communities are drawn with a thickness that is proportional to the number of edges connecting them. The largest 3 communities (community I, II, and III) are labeled and filled in color. Darker rings superimposed on communities I, II, and III are proportional in diameter to the number of nodes making up each.
Figure 2. Map of hotspot locations with points on map represented by pie charts indicating the relative contributions of each community to the total visits recorded at that hotspot. Community III was primarily concentrated in the Gay Village neighborhood of the Ville-Marie borough of Montreal, whereas communities I and II primarily occupied the high-traffic commercial areas on either side of the Plateau-Mont-Royal neighborhood; all 3 communities coincided downtown. Each grid square is colored to represent the locally dominant community. Squares with no hotspots are colored to represent the dominant community at the nearest hotspot.
Figure 3. Expected within-community epidemic size assuming that communities were approximately random networks and maintained their empirical within-community degree distributions (colored lines; primary y-axis). The epidemic threshold for each community (ie, $R_0$ value for which transmission is sustained) is lowest for community III, followed by communities I and II. The frequency of multiwave epidemics depended on $R_0$ and is highest when $R_0=2.4$ (gray line; secondary y-axis).
Figure 4. Taxonomy of epidemic curves. For each $R_0$, 1000 simulated epidemics were classified as either single-wave (left), multiwave starting with a community III wave followed by a community I and II wave (middle), or multiwave ending in a community III wave (right). At $R_0=2.4$, 554 of 1000 (55.40%) had a single wave and 446 of 1000 (44.60%) had 2 waves; of the 446 with 2 waves, community III dominated the first wave in 392 (87.89%). At $R_0=1.9$ and $R_0=7.5$, only 22.20% (222/1000) and 20.60% (206/1000) of epidemics exhibited 2 waves, respectively. Time series are superimposed so that the peaks of the largest waves align.

Figure 5. A typical epidemic curve with 2 waves ($R_0=3.7$). Community III drove the first wave; communities I and II drove the second wave.
Figure 6. The frequency of multiwave epidemics at varying values of $R_0$ and network shuffling with warm colors indicating a higher proportion of multiwave epidemics and cool colors indicating a low proportion of multiwave epidemics (frequency values indicated on contours). Frequencies were calculated across all epidemics (top left) and stratified by starting community (top right and bottom). Each pixel is based on 81,920 simulated epidemics originating in the specified community (10 simulations on each of 8192 uniquely shuffled networks).

Figure 7. Relationship between modularity ($Q$) and network shuffling. Shaded area indicates the conventional community structure threshold of 0.3. Note larger x-axis range in this figure compared with other figures.
Figure 8. The proportion of nodes in community II (gray line) and community III (black line) with the ability to spark an epidemic (i.e., $\phi > 0$; see Multimedia Appendix 1) in module I across varying levels of network shuffling at $R_0 = 2.4$. 
Discussion

Principal Findings

Community structure is a prominent feature of the Montreal network, with the 3 major communities exhibiting substantially different epidemiological thresholds and dynamics. However, community structure alone is insufficient to produce multiwave epidemics because direct contacts between highly connected individuals in different communities can fuel rapid intercommunity transmission. It is the insularity of the most intraconnected community that makes multiple waves not just possible, but likely, when $R_0$ resembles that estimated for the 1918 influenza pandemic. The Montreal network shows anecdotally that both strongly connected and insular communities can emerge naturally in human social systems and exist side-by-side. However, insularity is fragile, disappearing with minimal perturbation to the network. In contrast, the presence of strong bridges between communities is more robust and arises by random (or other) processes that link highly connected individuals to one another. Conversely, we expect that social differences, geographic heterogeneity in contact patterns (eg, city vs suburbs), and polarizing events would generate insularity.

The 3 large Montreal hotspot communities exhibit substantially different epidemiological characteristics, including epidemic thresholds and sensitivity to the reproduction number. For mildly
transmissible diseases just above the epidemic threshold, some communities may be fully protected by the sparseness of their within-community network. Well above the epidemic threshold, the attack rate may vary considerably among communities, depending again on the structure of their within-community network.

Ball and Neal [40] introduced a theoretical framework addressing the epidemiological interplay between local and global connectivity, and showed that transient long-range connections can fuel epidemics even when local network structure is too sparse to sustain epidemics. Although their model considers transient global contacts rather than fixed community structure, a similar approach may ultimately provide a theoretical perspective on the epidemiological phenomena we observed in the Montreal network.

The insularity of the most intraconnected Montreal community is likely to produce a multilayer epidemic when an outbreak originates in that community and the \( R_0 \) is moderate, close to that estimated for the 1918 influenza pandemic. For less contagious diseases, epidemics are unlikely to escape beyond this community; for highly contagious diseases, epidemics flow readily among communities. Our results thus support an alternative nontemporal explanation for multilayer epidemics—insular community structure—that arises naturally from social network structure fundamental to human interactions.

All historical influenza pandemics have produced multiple epidemic waves in many North American cities [1]. Specifically, Montreal experienced 2 distinct waves of influenza-related mortality during the 1957-1958 pandemic, which did not occur elsewhere in Quebec. McDonald [41] attributed this difference to population density. The 2009 pandemic also produced dual waves in Montreal [42]. Prior attempts to explain these patterns have largely overlooked population structure in favor of dynamic phenomena, such as pathogen evolution or host behavior. Although this omission stems partly from the chronic lack of data and insight into the structure of urban contact networks. Although this remains a challenge, our study suggests that urban community structure may naturally produce multiwave pandemics, even without any temporal forcing.

Limitations

The major limitation of our study lies in the inherent difficulty of capturing and characterizing human contact patterns at an individual level. The Montreal Île Sans Fil network excludes many interactions important to disease transmission, such as those occurring in homes and schools. In addition, some of the colocation contacts in our dataset may not have been sufficient for disease transmission. For these 2 reasons, the Île Sans Fil network does not fully reflect the human contact patterns responsible for disease spread; however, it reveals previously uncharacterized urban-scale community patterns that may reflect fundamental geographic, economic, and cultural processes that shape physical contact networks.

Conclusions

Anticipating the emergence of secondary epidemic waves is vital to epidemic and pandemic preparedness and response. For example, in the midst of an outbreak, it may allow public health officials to target interventions toward subpopulations still at risk for significant transmission. Identifying informative indicators of urban community structure, including the insularity estimates proposed in this study, will allow us to construct temporal epidemiological risk maps and target interventions (eg, vaccination) toward highly connected individuals reaching outside their own communities that can potentially serve as bridge superspreaders. In the Montreal network, communities had distinct geographic signatures, suggesting that investigations of community structure may also facilitate the effective placement of surveillance or intervention sites such as vaccination clinics.
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Abstract

Background: Little is known about the processes people use to find health-related information on the Internet or the individual characteristics that shape selection of information-seeking approaches.

Objective: Our aim was to describe the processes by which users navigate the Internet for information about a hypothetical acute illness and to identify individual characteristics predictive of their information-seeking strategies.

Methods: Study participants were recruited from public settings and agencies. Interested individuals were screened for eligibility using an online questionnaire. Participants listened to one of two clinical scenarios—consistent with influenza or bacterial meningitis—and then conducted an Internet search. Screen-capture video software captured Internet search mouse clicks and keystrokes. Each step of the search was coded as hypothesis testing (etiology), evidence gathering (symptoms), or action/treatment seeking (behavior). The coded steps were used to form a step-by-step pattern of each participant’s information-seeking process. A total of 78 Internet health information seekers ranging from 21-35 years of age and who experienced barriers to accessing health care services participated.

Results: We identified 27 unique patterns of information seeking, which were grouped into four overarching classifications based on the number of steps taken during the search, whether a pattern consisted of developing a hypothesis and exploring symptoms before ending the search or searching an action/treatment, and whether a pattern ended with action/treatment seeking. Applying dual-processing theory, we categorized the four overarching pattern classifications as either System 1 (41%, 32/78), unconscious, rapid, automatic, and high capacity processing; or System 2 (59%, 46/78), conscious, slow, and deliberative processing. Using multivariate regression, we found that System 2 processing was associated with higher education and younger age.

Conclusions: We identified and classified two approaches to processing Internet health information. System 2 processing, a methodical approach, most resembles the strategies for information processing that have been found in other studies to be associated with higher-quality decisions. We conclude that the quality of Internet health-information seeking could be improved through...
The Internet has developed into a poorly organized information space of varying quality [1]. Its rapid growth has posed a serious problem due to people’s limited cognitive abilities to process the masses of information encountered during a typical Internet search [2]. Attempts have been made to understand the ways in which health information seekers cope with the unruly structure of the Internet. For example, investigators have examined the general intuitive strategies information seekers use to process complex online information [3-5].

In addition, several studies have used observational and survey methods to better understand how people undertake Internet health information searches in response to specific health-related questions and situations [3,6,7]. Findings from these studies suggest that health information search processes vary depending on current health circumstances and previous health experiences. In addition to situational factors, such as topic familiarity and complexity, there is evidence of variation in search strategies based on individual characteristics, such as gender, insurance status, education, and age [8]. If search patterns vary systematically by demographic and personal characteristics, it may ultimately be feasible to create targeted content and delivery systems that match up with group-level needs and preferences [9].

Our study focuses on consumers’ use of the Internet to interpret symptoms and reach a preliminary diagnosis. Such research is warranted by the fact that 35% of US adults use the Internet for self-diagnosis [7]. Specifically, we investigate the Internet health information search processes used to make health-related decisions amid the challenges that come with Internet navigation and the literacy levels required to decipher medical information [10].

Three main paradigms in psychology of judgment and decision making may inform how people seek information in response to acute, troubling symptoms [11]: (1) heuristics and biases research (also known as dual-processing theory) that focuses on an individual’s judgment of probability [12], (2) the study of decision making under risk [13], and (3) social judgment theory (as applied in the lens model) [14]. This investigation is grounded in dual-processing theory [15,16] because this theory emphasizes judgment under uncertainty [12] such as what one may encounter when seeking information to inform a response to troubling medical symptoms.

Dual-processing theory posits that two distinct cognitive systems (System 1 and System 2) are invoked during human decision making [12,17]. System 1 processing triggers the use of biases and heuristics, while System 2 processing is a methodical evaluation of the information presented. The use of System 2 for information processing may reduce the impact of the intuitive biases in the automated processes, which makes for sounder decision making [18]. Laymen and experts alike are prone to invoke heuristic biases characteristic of System 1 processing when pressed to think intuitively [19]. In order to reduce the biases imposed by System 1 thinking in order to arrive at a high-quality health decision, it is important to find ways to enforce System 2 processing. Understanding how Internet searchers enact strategies calling upon System 1 and System 2 thinking could have important implications for the way in which information on health websites is organized and presented.

An understanding of the processes by which Internet users seek, attend to, and assimilate health information can help webpage developers anticipate user needs and guide their attention to materials that support higher quality decisions [1,4]—decisions that are consistent with evidence-based practices and the patient’s own values. It may be particularly useful to understand when and how Internet health information seekers adopt System 1 versus System 2 processing. For all but the simplest decisions, the use of System 2 decreases bias and is associated with better decisions [18].

Additionally, an understanding of whether, how, and to what extent Internet users invoke information processing strategies during actual Internet health information searches could inform the design of Internet health search engines and websites [20]. Consider Internet users who invoke System 1 thinking when researching topics that are not familiar to them or topics that are complex. The introduction of features designed to slow down information-seeking processes, such as graphics, animations, sidebars, or quizzes, could prompt a shift towards System 2 thinking, leading to more deliberate, high-quality processing of information.

Previous studies have yet to characterize the processes by which individuals navigate Internet health information when making a health decision. We thus designed an observational study to explore strategies people use in seeking health-related information on the Internet and to understand the factors that predict their approach to finding and processing information. To standardize the stimuli provided to study participants, we used two clinical vignettes representing acute illnesses of contrasting clinical severity. There were no other constraints placed upon the participants as they investigated these two illnesses. In so doing, we aimed to describe Internet search processes and to identify demographic and personal characteristics associated with use of System 1 and System 2 cognitive processing.
Methods

Ethical Approval
The Institutional Review Board at the University of California, Davis, approved all study procedures.

Recruitment of Participants
This investigation was designed as an exploratory, mixed-methods study focused on the Internet search patterns of young adults with limited access to a regular health care provider and services. Participant recruitment and data collection methods were adopted from previous studies [3,6]. We studied this age group because this demographic is more likely to experience barriers to health care continuity due to transitions in life and career [21], which may persist even with the implementation of improved coverage provisions such as the Affordable Care Act [22] and use of the Internet for health information [7,23]. The goal was to recruit at least 75 participants over a 6-month period. Participants were eligible if they were 21-35 years of age, had searched the Internet for health information within the past 12 months, and reported at least one of four barriers to accessing health care services (diminished ability to pay for services, no established relationship with a trusted primary care provider, an inability to get an appointment in a timely manner, or limited transportation options) [24].

Participants were recruited and data collected between March and August 2013. Potential participants were identified through door-to-door canvassing in a low-income housing community; canvassing at community fairs, community colleges, and local government offices that offer public services; sending emails through a University listserv targeting minority students; and posting flyers within the geographical region of Yolo County, California, at local coffee shops, public libraries, student family housing complexes, and community colleges. Individuals who expressed interest in participating were screened for eligibility using an online questionnaire (see Multimedia Appendix 1).

In total, 78 of the 122 people screened were eligible (see Figure 1). Those who qualified and agreed to participate were contacted to schedule an interview at one of four public libraries.

Figure 1. A breakdown of the number of individuals who completed the screening survey, qualified as eligible, agreed to participate, and completed the study.

Study Procedures
Data were collected individually from each participant. Upon arrival at the study site, the participant was accompanied by the lead author to a quiet room or cubicle where they were provided written informed consent, participated in a brief demographic questionnaire, assessed for health status using the Short-Form (SF)-36 Health Survey [25], and instructed on study procedures and oriented to a laptop computer. For practice, participants were first asked to participate in a “mock search” focused on purchasing a box of chocolates. While conducting the mock search, subjects were asked to describe the actions they were taking, the content they were reading, and the qualities of the webpages that drew their attention. This instruction also oriented the participant to the operation of the laptop computer used for this study. Following this training exercise, the participant was randomly assigned to one of two clinical symptom scenarios of varying severity involving (1) fever, mild headache, dry cough, and myalgia, suggestive of influenza, and (2) fever, severe headache, and stiff neck, suggestive of meningitis. As a prompt to the clinical symptoms scenario, each participant was instructed to “imagine you are experiencing this situation or think about a time when you had experienced this situation”. Unless the participant inquired, participants were not informed that the symptoms were suggestive of influenza or meningitis.

See Multimedia Appendix 2 for an example of an Internet health information search.

The symptom scenarios were developed based on Centers for Disease Control and Prevention guidelines with input from clinical co-authors (RLK, HN). Both symptom scenarios were pilot tested for comprehensibility in a small sample of young adults (n=8). A total of 42 of the 78 participants were randomly assigned to the influenza scenario and 36 to the meningitis scenario. The participant was then instructed to “search the Internet, as though you were experiencing this situation” and trained to “think out loud” while doing so. The participant had a choice of Web browser that included Firefox, Internet Explorer, or Google Chrome. All Web browsers opened to a blank page. Participants’ Internet searches and think-out-loud vocalizations were digitally recorded using screen capture video-recording software [26]. Browser search history and cookies were deleted after each data collection session. Upon completion, the participant received a payment of US $20.

Data Preparation and Coding
The digital video recordings were transferred from the laptop computer used for data collection to a computer used for analysis and saved to electronic files. While reviewing the video recordings of the Internet search, team members developed a
list of interactions. “Interaction” was defined as the entering of
a search term, selection of a website, and selection of a link to
a website. We used these data to create a chronological
workflow of each participant’s Internet search interactions.
Members of the research team (SLP, CCV, and MSC) developed
specific codes to be applied to the interactions through a process
of analytical induction. Team members met regularly to compare
their coding of participant’s interactions. Disagreements were
resolved through discussion until members of the team reached
consensus.

Coding of Internet Search Behaviors

Each interaction was classified as one of three search units (SU):
(1) hypothesis testing, (2) evidence gathering, or (3)
treatment/action seeking [27]. Hypothesis testing describes
interactions relevant to testing a diagnostic hypothesis (ie,
entering the search term “meningitis” or clicking on a hyperlink
titled “Flu”). Evidence gathering describes interactions involving
symptoms (eg, “achy, high temperature, sore muscles” or
clicking on the link “cough, muscle pain / symptom search”).
Treatment/action seeking describes interactions that address
remedies, recommended actions, or alerts such as
recommendations for seeking immediate care from a health care
provider, looking for a cure, or searching for health care services
(ie, entering the search term “flu remedies” or selecting the link
“When to Seek Medical Care”).

Next, unbroken sequences of one, two, or more identical SUs
were deemed search patterns (SPs). SPs are higher-order
categories consisting of one or more SUs. For example, if a
participant entered a query for “aseptic menii”, selected a link
titled “aseptic meningitis”, and selected a link titled “Aseptic
meningitis – Wikipedia the free encyclopedia”, these three
consecutive hypothesis testing SUs would be merged to form
one hypothesis testing SP as shown in the middle panel of Figure
2.

As the last step in the Internet search coding process, SPs for a
given individual were ordered chronologically. The resulting
sequences were displayed graphically and then categorized into
a small set of overarching patterns called meta-patterns (MPs).
Figure 2 provides an example of the procedure for converting
Internet interactions into a MP. This example forms the
following meta-pattern:

evidence gathering \(\rightarrow\) hypothesis testing \(\rightarrow\) evidence gathering \\
\(\rightarrow\) hypothesis testing \(\rightarrow\) action/treatment seeking

The MPs were organized into four overarching pattern
classifications using a hierarchical system for classification
based on number of SPs (\(\geq 1\) and \(< 1\)), inclusion of a hypothesis
testing and/or evidence gathering SP pattern combination (in
no specific order), and inclusion of action/treatment seeking
before termination of the search. Finally, the four overarching
pattern classifications were examined in light of the
dual-processing theory framework, allowing each Internet search
to be categorized as predominantly System 1 or System 2. The
patterns classified as including a hypothesis testing and evidence
gathering SP combination (in no specific order) were categorized
as System 2. All other pattern classifications were categorized
as System 1.

Figure 2. Example of coding process from interaction to meta-pattern.
Statistical Analysis

We identified demographic and personal characteristic differences between respondents using System 1 processing and those using System 2. A $t$ test was used to make this two-group comparison for age in years, as well as SF-36 scales assessing physical functioning, role-physical, bodily pain, general health, vitality, social functioning, role-emotional, and mental health [25]. The chi-square test was used for the categorical variables of race, gender, treatment, recruitment site, and education level. Respondent characteristics with a $P$ value ≤.1 or less were included in a multivariate logistic regression model. In this analysis, dominant search strategy served as the dependent variable, with System 1 serving as the reference group. We fit a logistic regression model using a backward selection procedure to test for effects of the SF-36 scale physical functioning, site, gender, race, and education. A $P$ value of .05 was considered significant. All statistical analyses were performed using SAS(r) software version 9.3.

Results

Sample Characteristics

A summary of participant demographic characteristics is presented in Table 1. The sample was young, with a mean age of 25 (SD 4.38), predominantly female, nonwhite with a strong Hispanic representation, not college educated, and health-insured. When comparing the average values of study participants’ demographic characteristics with residents of Yolo County [28,29] as a whole, all the variables, except education, were significantly different ($P>.05$). In order to conserve power, the racial groups of Asian (4/78, 5%), American Indian or Alaska Native (2/78, 3%), Black/African American (3/78, 4%), mixed race (4/78, 5%), other (29/78, 37%), and those who declined to state (13/78, 17%) were categorized as “Other”.

Table 1. Summary of participant demographic characteristics.

<table>
<thead>
<tr>
<th>Category</th>
<th>Study participants (N=78) n (%)</th>
<th>All Yolo County residents$^a$ (N=200,849) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean</td>
<td>25 (29)</td>
<td>30$^c$</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>23 (29)</td>
<td>49</td>
</tr>
<tr>
<td>Female</td>
<td>55 (71)</td>
<td>51</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>23 (29)</td>
<td>76</td>
</tr>
<tr>
<td>Other</td>
<td>55 (71)</td>
<td>24</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No bachelor’s degree</td>
<td>52 (66)</td>
<td>62</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>26 (35)</td>
<td>38</td>
</tr>
<tr>
<td>Insurance status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>18 (23)</td>
<td>20$^b$</td>
</tr>
<tr>
<td>Public insurance</td>
<td>11 (14)</td>
<td>19$^b$</td>
</tr>
<tr>
<td>Other insurance</td>
<td>49 (63)</td>
<td>68$^b$</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$2010 US Census [28].

$^b$Among individuals under 65 years old; 2005 California Health Interview Survey [29].

$^c$City-data.com.

Internet Search Patterns

The duration of Internet searching ranged from 0.92 minutes to 14.27 minutes with an average of 5.13 minutes. There was a moderate positive correlation between the number of interactions (eg, mouse clicks and entering search terms) and duration of Internet searching: $r=.38, P<.001$. There was wide variation in the number and ordering of search patterns (SPs). We identified 27 unique pattern variations of MPs as shown in Figure 3.

Working by consensus of the co-authors, we identified four overarching pattern classifications as depicted in Figure 4. These four overarching pattern classifications were created by first grouping search patterns based on number of steps taken during the search. A simple search was one involving a single step (21/78, 27%). A compound search was any search involving two or more steps (57/78, 73%).

Thereafter, each compound pattern was placed into one of two subgroups, labeled intuitive and analytical. An intuitive search was any search that involved action/treatment seeking before hypothesis testing and evidence gathering were carried out. An analytical search was one that began with hypothesis testing and evidence gathering. An analytical search that did not lead
to action/treatment seeking was further classified as analytical-recursive. An analytical search that lead to action/treatment seeking was classified as analytical-methodical. Of the 57 compound searches, 11 (19%) were intuitive, 31 (54%) were analytical-recursive, and 15 (26%) were analytical-methodical.

The four overarching pattern classifications we derived inductively fit neatly within the dual-processing theory for information processing. Pattern Classifications 1 and 2 were characterized as System 1 processing because these search patterns involved rapid progression to action/treatment or terminated after limited Internet searching, implying reliance on heuristic cues or ready satisfaction with Internet health information. Pattern Classifications 3 and 4 were characterized as System 2 processing (systematic) because these patterns involved a systematic approach to searching for information about specific diagnoses and symptoms prior to a search for actions/treatments or search termination. Of the 78 respondents, 32 (41%) engaged in System 1 processing and 46 (59%) relied on System 2 processing.

Figure 3. Frequency of each meta-pattern observed.
Predictors of Systematic Searching

A backward stepwise binary logistic regression model was constructed to predict a systematic approach to searching Internet health information (compared with System 1 processing) using age, clinical symptom scenario (influenza vs meningitis), male sex, white race, college education, and recruitment site not located within a university town as predictors (independent variables). The resulting model (Table 2) revealed a strong association between choice of systematic processing with education and age. Systematic processing was not significantly associated with symptom scenario, gender, race, or insurance status. For every 1-year increase in age, the odds of systematic processing decreased by 13.3% (OR 0.87, 95% CI 0.77-0.98, $P=.02$). There was also a significant negative effect of education on central route processing (OR 0.30, 95% CI 0.09-0.94, $P=.04$). Less educated participants (those without a bachelor’s degree) were less likely to use systematic processing. There also were significant effects of recruitment site.

Table 2. Binary logistic regression analysis of the relationship of demographic characteristics with reliance on systematic search strategies (N=78).

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR</th>
<th>95% CI</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.87</td>
<td>0.77-0.98</td>
<td>.02</td>
</tr>
<tr>
<td>Education (no bachelor’s degree)</td>
<td>0.30</td>
<td>0.09-0.94</td>
<td>.04</td>
</tr>
<tr>
<td>Recruitment site</td>
<td>3.75</td>
<td>1.29-10.92</td>
<td>.02</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, we directly observed young adults as they searched for information on two hypothetical clinical scenarios varying in severity, influenza, and meningitis. The four overarching pattern classifications were categorized into two information-processing strategies as postulated by dual-process theory. While the results demonstrate a modest preference for behaviors associated with System 2 thinking, a substantial proportion of study participants relied on simple or “intuitive” approaches associated with System 1. In terms of predictors, we found that younger participants and those with more education were more likely embrace a System 2 approach.

Previous research on Internet health information seeking has focused on Internet information accuracy [10,30-36], completeness [30,32,36,37], and readability by the lay public [10,38]. Other investigators have focused on user information preferences and needs [3], demographics of individuals with specific information preferences [7], and user accounts of preferences for information format [3]. These studies, evaluating Internet health information and user characteristics, suggest that...
Internet health information is often inaccurate, incomplete, and difficult to comprehend by lay audiences, yet individuals are still turning to the Internet for health decision making [7].

Little can be done to address the inconsistencies of the millions of Internet health information websites [39], but we can find ways to guide Internet health information seekers toward information processing strategies that may be more likely to lead to accurate decision making. Prior research concerning the design of information systems indicates that to support accurate decision making, systems should be process-oriented rather than information-oriented because information seeking and decision making involve a series of encounters over time rather than a single information encounter [40,41]. The distinction between automatic (System 1) and controlled (System 2) processing explained the roles of motivation and cognitive ability in the decision-making processes of the young adults studies [20].

The decision-making process most conducive to a high-quality decision involves systematically gathering all available information about a situation, weighing every feasible option, and integrating the available data to make the decision most likely to produce desired outcomes [42]. When there is no single “best” action, a high-quality decision balances the subjective values of the consumer’s assessment of benefits versus harms [43]. Of the two observed approaches to Internet health information seeking, the behaviors associated with System 2 may be most conducive to a high-quality decision because System 2 processors methodically develop a hypothesis (eg, a provisional conjecture established from information gathered during the Internet search or previously held knowledge) and gather information (eg, gathering information to confirm or develop a hypothesis) before taking action/treating or terminating their search.

System 1 health information seekers are more likely to reach decisions based on simplifying heuristic rules and to terminate their search once they have found an acceptable solution, not necessarily the best. The System 1 approach is often effective because it economizes on time and usually leads to sensible decisions [42]. However, departures from the ideal strategy of information seeking may lead to mistakes, such as errors in reasoning that arise from misinformation, denial, overconfidence, distrust, or confusion [42].

**Limitations**

This study has limitations. First, generalizability is limited by a small sample size of young adults recruited by convenience sampling from a limited geographical region in central California. Second, the participant characteristics of gender, race, and insurance status did not fully reflect the demographics of the region from which participants were recruited. Third, participants may have had more or less familiarity with the symptom scenarios, which could bias their search process as a result of previous clinical experiences. Fourth, the unnatural and forced environment of our experiment may have influenced how subjects searched. Fifth, we likely omitted variables or factors that would potentially affect Internet search patterns. Finally, given their exploratory nature, these findings need to be validated with fresh samples.

Due to the unregulated nature of the Web itself, Internet health information seekers are susceptible to a wayward and distracted process of information gathering. Methodical Internet searching to guide health information seekers toward high-quality decisions should be approached in two ways: (1) through consumer education on methodical Internet navigation strategies and (2) through the incorporation of decision aids into health information websites.

Consumer education on a methodical approach to decision making when using the Internet would include guidance on the process of first defining the decision, then gathering information about potential decision outcomes, and ensuring that the final decision is consistent with the consumer’s values [43]. The incorporation of decision aids into Internet health information websites should consider (1) defining the decision (health information resources should provide information about all options), (2) providing information about potential decision outcomes (health information resources should present probabilities, balance the presentation of options, and base information on up-to-date scientific evidence), and (3) supporting decision making that is consistent with consumers’ values (health information resources should clarify and express values, use patient stories, and guide the deliberation process) [44].

Further research is needed to confirm the information-seeking processes most conducive to supporting high-quality decisions leading to the best possible outcomes. Professional health care providers can do little to control the type of health information encountered on the Internet, but they can help steer their patients towards Internet resources that encourage deliberative thinking and thus better decision making.
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Abstract

Background: The combination of eHealth applications and/or services with cloud technology provides health care staff—with sufficient mobility and accessibility for them—to be able to transparently check any data they may need without having to worry about its physical location.

Objective: The main aim of this paper is to put forward secure cloud-based solutions for a range of eHealth services such as electronic health records (EHRs), telecardiology, teleconsultation, and telediagnosis.

Methods: The scenario chosen for introducing the services is a set of four rural health centers located within the same Spanish region. iCanCloud software was used to perform simulations in the proposed scenario. We chose online traffic and the cost per unit in terms of time as the parameters for choosing the secure solution on the most optimum cloud for each service.

Results: We suggest that load balancers always be fitted for all solutions in communication together with several Internet service providers and that smartcards be used to maintain identity to an appropriate extent. The solutions offered via private cloud for EHRs, teleconsultation, and telediagnosis services require a volume of online traffic calculated at being able to reach 2 Gbps per consultation. This may entail an average cost of €500/month.

Conclusions: The security solutions put forward for each eHealth service constitute an attempt to centralize all information on the cloud, thus offering greater accessibility to medical information in the case of EHRs alongside more reliable diagnoses and treatment for telecardiology, telediagnosis, and teleconsultation services. Therefore, better health care for the rural patient can be obtained at a reasonable cost.

(J Med Internet Res 2015;17(7):e157) doi:10.2196/jmir.4422
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Introduction

Background

Taking into account the economic, social, technological, and cultural transformations attached to the term “information society”, we as citizens, professionals, and lawmakers need to reconsider our standpoint regarding the population’s health requirements. Scientific advances, improvements in diagnosis, and therapeutic measures, in addition to a healthier lifestyle, have helped to add years to the life of the population. Within
this context, the emergence of telemedicine and telecare therefore becomes increasingly relevant. In modern day society, it is essential for doctors and other professionals to be able to provide their customers (patients) with the best possible information about the illness they have. Time, distance, and physical hindrances can no longer justify the barrier between the patient’s illness and the best way of combating it, regardless of where one needs to go to obtain the solution. It is in such cases where telemedicine takes on more relevance by facilitating the use of expert advice.

Telemedicine can and must play a major role in situations where urgency, geography (rural areas), and other conditions (isolation, bad weather, catastrophes) require the use of this new health care model. This is similarly required in cases where towns, villages, or regions lack minimum services due to a critical lack of staff, such as in developing countries.

However, as telemedicine evolves, the need for certain basic principles that are accepted when put into practice becomes more apparent. We can view eHealth as a form of health practice backed up by electronic processes and information and communication technologies (ICT). Telecardiology, telediagnosis, teleconsultation, and electronic health records (EHRs) therefore constitute eHealth services devoted to improving the quality of a patient’s treatment in terms of ensuring availability of specialists and reducing the need to travel, as well as being able to ensure a swift diagnosis and a second expert opinion.

The possibility of virtualizing resources on a cloud [1,2] will provide health care staff with sufficient mobility and accessibility to be able to transparently check any data they may need without having to worry about its physical location—they can still perform the tasks they deem appropriate using the information they require at any time [3-13]. Given that the data will not physically be in the same place as from where access is gained, special attention needs to be paid to how such services are requested while still ensuring optimum levels of security and privacy [14-17].

The combination of cloud computing with eHealth services can provide us with a virtual view of resources regardless of the geographic location or physical space they may occupy [6]. Fernández-Cardeitosa et al proposed two examples of cloud-based solutions for EHRs. One of them applied to a large hospital and the other one to primary care centers [18]. Although they conducted an economic analysis of the solutions, they failed to specify security aspects in the course of their work. Rodrigues et al later analyzed the security requirements of EHR solutions on the cloud [19]. They put forward secure and robust cloud-based solutions for equipping a set of rural health centers near Valladolid, Spain (where the hospital is located) with eHealth services such as EHRs, telecardiology, teleconsultation, and telediagnosis. These solutions may serve as a model when implementing eHealth services in other centers in other regions. In addition to providing models for introducing such secure solutions, we explain the importance of security within the framework of eHealth and its frontiers.

In this paper, we discuss the security provided on the cloud within the framework of eHealth and its frontiers, the scenario chosen for the introduction of solutions, the authentication common to all solutions, and each eHealth solution (ie, EHRs on the cloud, telecardiology, teleconsultation, and telediagnosis).

Although the cloud offers obvious advantages, it can equally generate major concerns. When a network structure is run, it is exposed to denial-of-service attacks. If a user were able to take control of a service provider, that user would then be able to cease online services, with an ensuing cost of putting them in operation again. To put a stop to such attacks, the use of synchronized cookies as well as establishing a limit on the number of connected users help to neutralize Distributed Denial of Service (DDoS) attacks [20]. Another attack that the cloud may experience is in the case where, if the Secure Sockets Layer (SSL) is incorrectly configured, customer authentication will not be as expected, thus giving rise to a breach in security.

Therefore, the matter of security in cloud computing is a determining factor for this technology and one of the factors that can jeopardize its smooth running. How it inserts the user’s details and operates with the user’s programs—all within a physical place that does not belong to the user—may prove to be extremely discouraging for many. Well-known fraudulent methods used to obtain information such as phishing and botnets, etc, constitute serious threats to an organization’s data and software [8]. One of the greatest concerns is then how to store data on the cloud—data should be transferred and stored in coded format by using proxies and agents to isolate the customer from direct access to shared storage on the cloud. Registers, audits, and compliance with regulations are features that require planning in cloud computing systems, and the concept of presence linked to identity must also be taken into account. The Internet is shown to be a flexible yet none-too-secure network—the greater the distributed system, the greater the possibility of attacks. Cloud computing is subject to the same vulnerabilities as Internet applications, plus others that may emerge from virtualizing and sharing resources and additional subcontracted services [21,22].

To assess the risks of implementation on the cloud, we need to conduct an analysis to determine which risks may be sensitive on our cloud and which mechanisms are to be used, etc. It is highly advisable for us to have an image of security that we are able to analyze in the search for vulnerabilities and dangers, so that we when we have doubts about the system’s reliability, the only thing we need to do is return to that secure image.

Regarding security frontiers, the hardware/software bundle for the Cloud Security Alliance (CSA) model is taken as a reference for the cloud where the lowest level is Infrastructure as Software (IaaS), with Platform as Software (PaaS) and Service as Software (SaaS) above this. As levels increase in the bundle levels, each service model inherits the features of the one below—advantages and disadvantages as well as possible risks. IaaS offers the infrastructure, PaaS adds frameworks for developing applications, transactions and control structures, and SaaS is an operative environment with user applications, administration, and interface. From bottom to top, IaaS has the lowest functional and integrated security levels, and Saas the highest. Therefore, depending on which level we find ourselves, we will have certain security features or others, as well as...
separating the responsibilities attached to the different levels of service model according to frontiers [22,23].

In the case of the SaaS model, the supplier offers security as part of the agreement regarding level of services, in which levels of compliance, Ugovernance, and responsibility for the whole bundle are stipulated. In the case of the PaaS mode, the security model can be defined in such a way that the supplier includes the software framework and a middleware layer—with this model, the customer would be responsible for the security of the application and the user interface on the upper part of the bundle. Last, the model with the lowest level of integrated security is IaaS, in which anything involving software of any type is the customer’s problem.

Case Study Scenarios

The scenario proposed for offering secure eHealth solutions on the cloud is a set of rural health centers that provide different rural areas with basic care, with the most serious cases being those that require specialist care at the closest hospital—in this case, the one in Valladolid. The municipalities chosen are Peñafiel, Cuéllar, Tudela de Duero, and Portillo. The area has 36,000 inhabitants in total, each of which is covered by one doctor and one nurse who provide a physical presence. In addition, these health centers cover small neighboring villages, meaning that there is a variable flow of patients, and therefore numbers cannot be calculated exactly. These four health centers were chosen because of their proximity to the hospital in the regional capital and because they are the municipalities with the greatest number of patients referred to the cardiology department of the specific hospital (around 8% of hospital referrals). By way of an example of a rural health center, the town of Peñafiel in the province of Valladolid, Spain, was chosen where 5677 patients were seen in 2013 with an average 473.08 patients a month and 15.6 a day. Most cases (93%) were dealt with at the health center itself, while 6.8% were referred to the hospital because they were unable to be dealt with properly at the rural health center. Figure 1 shows the chosen health centers in terms of proximity to the regional capital where the hospital is located (ie, Valladolid, Spain).

Although the rural health centers chosen depend on the municipality to whom they provide the service, our choice is based on the premise that they are an acceptable size. The fact that they are centers that lack specialists and/or means available for more complex treatment should also be taken into account. Cardiology cases are referred to the relevant hospital as such cases are not dealt with onsite, as well as other cases of different types.

Therefore, special use of EHRs is made at rural health centers, where the doctor dealing with the consultation modifies the details of the patient being seen. Some patients are then sent on to hospital. The flow of patients at the rural health centers has to taken into account in this study. It is important to note that there are rural health centers with more than one doctor and nurse on duty and even a pediatric and physiotherapy unit. Moreover, the number of patients attended to may vary, reaching up to 400 or 500 a day during doctors’ surgery hours, which might be the case with the health centers in Peñafiel and Cuéllar.

Special attention needs to be paid to a swift cloud computing solution for all services, as most of the information being treated will simply be text, meaning that such a flow of data has to be optimized to ensure that electronic consultation and modifications are carried out with as little delay as possible.

Another issue to consider is the fact that the only professional who is authorized to modify EHR information is the doctor, as other medical staff have no access to such information. This is a major factor when consulting the patient’s information so as to ensure the privacy of the patients being seen. The doctor is also the only one able to attend to teleconsultation and telediagnoses.

The means and technology exist in these four health centers to implement service providers in each center, along with the infrastructure needed to ensure good quality communication. All four centers have broadband Internet. The parameters for choosing a secure infrastructure on the cloud are the cost per unit of time and online traffic.
Methods

iCanCloud [24] software is used to carry out the simulations within the proposed scenario, which provides a type of modeled physical structure that the user can work with. Using this tool significantly reduces the cost of contracting resources because the user can perform a range of simulations of their future infrastructure until they achieve an efficient result in terms of cost/unit of time. We note here that some of the data from each health center are approximate when choosing the infrastructure required to provide access to each eHealth service (eg, regarding the volume of data being handled in each center). This information is required when offering an infrastructure to the EHR system. For telediagnosis and teleconsultation services, the most important criteria when selecting the technology are quality of the image and availability of the system, in real time, as in the case of a telecardiology solution. A secure system has been chosen for all solutions that provides access to the information handled (both text and images), which can be accessed via authentication on the part of the user—both patient and doctor.

Results

Secure Authentication for All Services

Regardless of the type of eHealth application that needs to be implemented together with the cloud computing technology, all solutions must be correctly authenticated. This is a fundamental, indisputable factor that needs to be covered, as otherwise data might be used by unauthorized persons, which would entail loss of information, fraudulent use, etc, which is unacceptable for this type of an environment. In all cases, a private cloud has been chosen in order to increase security measures. Therefore, diverse encoding technologies, digital signatures, tools, and technologies have been researched to offer an effective, viable solution for correct authentication by health professionals. The decision has also been made to implement the use of smartcards in the system as a feasible and efficient solution for maintaining identity with a suitable degree of security for this joint cloud computing system for any eHealth application introduced on the cloud. Figure 2 shows an example of a consultation in which operation of the doctor’s computer and the CAD card reader are observed in detail.

The computer(s) located in the professional health staff’s rooms are equipped with a Card Acceptance Device (CAD), which is a smartcard reading device that takes charge of the customer part of the system. This is sufficient for a Java Virtual Machine (JVM) and an OpenCard Framework bookstore (OCF). The OpenCard Framework or OCF of a smartcard is simply middleware implemented in Java that enables an application to be aware of the card’s presence and to interact with it in accordance with ISO/IEC standards 7816-4, -8, and -9 [25]. All the aforementioned interact jointly with health care software from the system in each terminal where we have the CAD installed.

OCF is developed by OpenCard Consortium, including IBM and other leading firms in the sector. The framework is implemented in Java and provides an environment that can be developed independently of the card manufacturer. In terms of architecture, OCF is located between the CAD and the host application in the computer. It is hoped that OCF will be
integrated in smartcards destined for use in health care systems [26].

The customer smartcard package that is run in the customer equipment ensures communicates both for the doctor’s card and for the patient’s. It prepares the environment for card communication with the computer via the Application Protocol Data Unit (APDU) protocol, that is, the ISO 7816 smartcard communication protocol. This package is designed as an API to provide what we might refer to as summaries of customer cards, including APDU communication interfaces. In this way, the components of the user interface are able to use objects provided by this package without having to continually struggle with conversations about smartcard data structure.

Figure 2. Sample consultation showing operation of smartcards.

Electronic Health Record Service: Infrastructure and Features

The aim is to provide support to an EHR application via cloud computing within the rural health center environment. A series of aspects need to be taken into account prior to considering any solution or implementation. Specifically, the fact that the solution should be secure and robust must be taken into account, and privacy must be provided via efficient authentication support given to ensure that EHRs can be accessed by authorized health care staff. The storage system needs to be scalable yet fair. There is a small number of health records to be dealt with, according to the rural population registered at the center. The data must be replicated, as it is of a sensitive nature, and this process will be repeated throughout the pairs of application scenarios. It is vital that the information be backed up against any possible fraudulent use that may give rise to loss, or in case the information itself becomes mislaid. The quality of communication needs to be of acceptable standard, and there should also be a fiber service to prevent any delays in communication as far as possible. We will likely experience a certain network overload when making simultaneous requests for access to EHRs, meaning that a decent network infrastructure will not manage to avoid everything, although it will do so to a large extent. Each session involving access to data needs to be assured in detail, from access to the session to shutting it down—which must be secure and never exposed to any possible fraudulent use of the information. Although there may be major
information loads in terms of movement, EHRs are mostly written in flat text. Despite the fact that it may sometimes include images from specialists, it is assumed that data traffic will be at an average level. This will affect the structure of the proposed network and, as a result, the storage system.

A general outline of the solution is as follows. The first essential step is access to the cloud by the doctor or professional health care worker. In the case of the solution, access to data can be gained only if the doctor is correctly authenticated in the system, otherwise no secure connection can be established with the information system where the EHRs are located.

The general connection outline within each rural center is shown in Figure 3. Research has been carried out into offering a secure solution using cloud computing technology—an eHealth application fully implemented on the cloud together with the elements required for security and storage—so as to supply the service with EHRs on the cloud for rural health centers. Figure 4 shows the ideal implementation.

The outline of each health center to be connected to the cloud is represented in Figure 5. Each data input and output from and to the cloud passes through two Cisco firewalls with Failover IP configuration in order to obtain a secure and robust service 24/7.

We will subsequently find the input and output router for each rural health center to the cloud. For the solution involving implementation of EHRs, we decided to always install load balancers in communication together with several Internet service providers, due to the fact that we are unaware of the exact amount of information to be received.

Each center will have two Cisco firewalls in Failover IP configuration so as to provide the system with a secure and uninterrupted service. This ensures secure access to the system in the cloud and a shielded communication system between the health centers and the storage system on the cloud. The communication channel is assured via the input/output router of each health center with the cloud. Figure 6 shows the outline for implementation of the EHR system. These elements will have been used previously in other solutions as well as the infrastructure required for each consultation, to enable the smartcard to be used by doctors and the local area network (LAN) infrastructure to be established at the center for the output of data to the outside.

In Figure 7, the infrastructure on the cloud for the full implementation of EHR system is shown. A scalable solution is proposed in terms of capacity for information, which is secure thanks to the shielded communication channels created. Privacy is also granted via use of smartcards exclusively held by authorized health care staff from the center. The cost per month of this solution is around €500.

A LAN connected to the communication output elements will be available at any of the health centers, whereby each doctor may use their smartcard in the CAD via each consultation to obtain the precise information they need on each patient. The problems associated with simultaneous requests from various health centers are eliminated thanks to the load balancers and the use of several Internet service providers who will show the result to the doctor when they require it. The request for information about health records will be dealt with by the database service provider, which understands that there is a staff member authorized to be authenticated using the smartcard system, meaning that the information shown by the Internet service provider can be displayed by the doctor.
Figure 3. Connection outline for each rural center.
Figure 4. General connection outline for the rural health centers with the cloud.

Figure 5. General connection outline for each rural health center.
Figure 6. General connection outline for health centers with the cloud.
Telecardiology Service: Infrastructure and Features

The differences between the telecardiology service that has been fully implemented on the cloud in rural health centers and implementation of the previous eHealth application on the cloud is explained in this section.

Those features that are similar to full implementation of EHRs on the cloud are as follows: the wide area network (WAN) connection and rural health center infrastructure, and secure authentication using smartcards. Storage retains the same infrastructure and filing systems, as well as access to them and the StorageGRID technology to administer them. The database and Internet service providers perform the same tasks together with the agent, and the load balancers will remain essential for this solution.

The differences with EHR implementation are as follows: there must be communication with the hospital in order to obtain telecardiology support. As we are dealing with a rural environment, this is essential given that the rural health center does not provide this service. A new LAN infrastructure is needed, if one did not previously exist, to provide connection support for electrocardiograms, echocardiograms, Holters, and angiocardiographs (ie, all the electronic tools required for cardiology diagnosis on the communication side of the hospital). A cardiology connection infrastructure is required at the closest hospital with the cloud so as to provide telecardiology support for the rural health centers.
Load balancers and several Internet service providers will be used to provide support for all the requests entering the system on the cloud, as this could be a large number due to the unevenly distributed population within the municipalities. The filing system and also the security methods are as in the previous models; therefore, the cost per month of such a solution is around €450.

In this scenario, we decided that the health centers should have direct contact with the hospital via the cloud. In this way, doctors from the rural health centers may upload data onto the cloud and the specialist in turn may upload images they as they see fit onto the filing system. They can also leave messages for the doctor or consult the doctor from the rural center for diagnosis of some specific case regarding the patient. We also decided to introduce this system to ensure that the telecardiology application goes directly to the cardiologist at the hospital, so that they will be able to offer better quality treatment to each specific patient with direct care provided from the hospital. Using electronic tools provided by cardiologists from the hospital, the image can then be created locally and subsequently uploaded onto the cloud. Once the application service provider has finished processing the image, it records it in the database and returns the result to the Internet service provider so that the specialist or general practitioner may display this result and make the relevant decisions in each given case.

The following are used: secure information channels using firewalls and the proxy/Internet-agent with respective coded keys, the BLOB + SAN (RAID 0+1) filing system with back-up copy administered using StorageGRID, which is able to make back-up copies in different physical devices, and smartcards for authentication of professional health staff. In this way, a fully shielded solution is obtained for using patient data both on the communication side of the health center and by the specialist at the hospital (if required).

Regardless of where the health center is located, the cloud is always available for attending to a cardiology service from the closest hospital. Thanks to the BLOB, the data service provider will be unburdened in attending to requests from different centers without overload problems. Similarly, the application/transaction service provider provides an optimum flow of data because it uses a message queuing system to create a solid flow that it is able to process.

Teleconsultation and Telediagnosis Service: Infrastructure and Features

Teleconsultation and telediagnosis are services with a major flow of traffic—an important factor when seeking a suitable cloud computing solution. The infrastructure itself on the cloud must be prepared to support a major information traffic load, as we start from the premise that the hospital infrastructure is prepared to support major loads of this type as in previous cases.

Doctors may consult specialists and specialists may consult other specialists or there may be a variety of combinations that require a tolerant system with a properly structured major work load to be implemented.

These are the two costliest eHealth services due to the fact that they have a major influence over the rest. This leads to the search for a less costly solution, whereby a sufficient cloud computing scenario is proposed that can at the same time be adapted as much as possible without including an excessive number of elements that could be detrimental by giving rise to more traffic, as well as raising the cost of the infrastructure.

The solution adapts perfectly to the previous case in which the specialist could be consulted and images uploaded by the cardiologist, etc. We consider the same infrastructure as in the previous case since consultation and diagnosis may be required of specialists by the hospital. This decision was made for different reasons, as load balancers and Internet service providers would be needed for a possibly major flow of traffic from different rural health centers. Diagnosis or consultation by specialists located at the hospital may prove to be necessary. Therefore, we decided to implement the same infrastructure as in the previous case so as to be able to maintain communication with the hospital and for specialists to upload images, send messages to doctors, respond to inquiries, and help with diagnoses, etc. This will help improve the quality of the patient’s treatment.

The doctor may access the patient’s data in the same way as in the previous case, by modifying, displaying, or updating information about the latter via the use of smartcards by authorized professional health care staff—in this specific case, the doctors at the rural health center.

The solution to this scenario is adapted to the requirements offered by teleconsultation or telediagnosis. As the information is always made available on the cloud via online portals, there is open communication with specialists and support can be provided regardless of location. This translates into a major cost in infrastructure for the health care body and an improvement in the patient’s quality of life.

Now that each of the secure solutions for the different eHealth services has been described, Table 1 shows a comparison between the three solutions according to criteria such as type of service, type of cloud, estimated cost per unit of time, estimated amount of traffic on the network, and key security elements.
Table 1. Comparison between cloud-based solutions for the different eHealth services.

<table>
<thead>
<tr>
<th>Type of service</th>
<th>Type of cloud</th>
<th>Estimated cost (€/month)</th>
<th>Traffic on the network (Gbps)</th>
<th>Key security elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHRs</td>
<td>Private</td>
<td>500</td>
<td>1</td>
<td>Firewalls</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Load balancers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Smartcards</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Filing system</td>
</tr>
<tr>
<td>Telecardiology</td>
<td>Private</td>
<td>450</td>
<td>1</td>
<td>Firewalls</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Load balancers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Smartcards</td>
</tr>
<tr>
<td>Teleconsultation/ Telediagnosis</td>
<td>Private</td>
<td>500</td>
<td>2</td>
<td>Firewalls</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Load balancers</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Smartcards</td>
</tr>
</tbody>
</table>

Discussion

Principal Considerations

After researching cloud computing technology to discover whether secure solutions can be offered to telecardiology, teleconsultation, telediagnosis, and EHR eHealth services on the cloud for different rural health centers, we have offered an optimum infrastructure as a viable proposal for each given case. Access to these services on the cloud enables more reliable treatment and diagnosis to be offered, above all in environments that lack certain services such as health centers in small municipalities where no medical specialists exist.

We opted for a private cloud for all services in order to further ensure security levels. The costs of the infrastructure network at the four health centers are estimated, with the costliest being those assigned to the EHR and teleconsultation and telediagnosis service. As far as the estimated amount of network traffic is concerned, the service that gives rise to the most traffic is that of diagnosis, owing to the images and videos sent via the network.

The use of computing technology on the cloud alongside the proposed smartcard system for doctors’ authentication helps health centers to electronically manage all health-related data about patients and enables them to make any modifications in a reliable manner—meaning that privacy, security, and robustness are assured in an extremely sensitive data system.

Any authorized staff member, doctor, or other health care professional may access the services provided by the different eHealth applications at any time and from any location within the different scenarios proposed, under the assurance that their privileges be maintained on the cloud by using their smartcard to access data.

Control of access to the system, and the use of Cisco firewalls configured using the Failover IP, greatly enhance security offered by the use of coded keys via proxy and the agent. The storage system proposed enables back-up copies to be created on physically independent elements on the cloud. Together, they increase the privacy and security of all communications from start to finish, as well as ensuring the robustness of the data.

Conclusions

The research carried out for this paper on cloud computing technology, in addition to other technologies required to provide excellent authentication of the system, has allowed us to suggest a solution adapted to each eHealth service at rural health centers that offers security, privacy, and robustness and can also be deemed optimum for a large number of requests on the cloud. Within a common scenario of cloud configuration, a customer is initially unaware of the requirements they need to provide infrastructure to the software housed, and even less so at any optimum level. One of the future areas of research would be to analyze the eHealth services proposed in this paper in other scenarios such as hospitals or an individual health center.
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A Cost-Effectiveness Analysis of Blended Versus Face-to-Face Delivery of Evidence-Based Medicine to Medical Students

Abstract

Background: Blended learning describes a combination of teaching methods, often utilizing digital technologies. Research suggests that learner outcomes can be improved through some blended learning formats. However, the cost-effectiveness of delivering blended learning is unclear.

Objective: This study aimed to determine the cost-effectiveness of a face-to-face learning and blended learning approach for evidence-based medicine training within a medical program.

Methods: The economic evaluation was conducted as part of a randomized controlled trial (RCT) comparing the evidence-based medicine (EBM) competency of medical students who participated in two different modes of education delivery. In the traditional face-to-face method, students received ten 2-hour classes. In the blended learning approach, students received the same total face-to-face hours but with different activities and additional online and mobile learning. Online activities utilized YouTube and a library guide indexing electronic databases, guides, and books. Mobile learning involved self-directed interactions with patients in their regular clinical placements. The attribution and differentiation of costs between the interventions within the RCT was measured in conjunction with measured outcomes of effectiveness. An incremental cost-effectiveness ratio was calculated comparing the ongoing operation costs of each method with the level of EBM proficiency achieved. Present value analysis was used to calculate the break-even point considering the transition cost and the difference in ongoing operation cost.

Results: The incremental cost-effectiveness ratio indicated that it costs 24% less to educate a student to the same level of EBM competency via the blended learning approach used in the study, when excluding transition costs. The sunk cost of approximately AUD $40,000 to transition to the blended model exceeds any savings from using the approach within the first year of its implementation; however, a break-even point is achieved within its third iteration and relative savings in the subsequent years. The sensitivity analysis indicates that approaches with higher transition costs, or staffing requirements over that of a traditional method, are likely to result in negative value propositions.

Conclusions: Under the study conditions, a blended learning approach was more cost-effective to operate and resulted in improved value for the institution after the third year iteration, when compared to the traditional face-to-face model. The wider applicability of the findings are dependent on the type of blended learning utilized, staffing expertise, and educational context.
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evidence-based medicine; economic evaluation; eLearning; medical education
Introduction

Evidence-based medicine (EBM) combines the best available evidence with clinical expertise and patient values [1] and is core to many medical programs worldwide [2-5]. There is an imperative to increase the number of competent EBM trained practitioners. Medical practitioners who are competent and confident in applying EBM possess a powerful tool to inform their decision making. EBM competencies also provide the ability to facilitate life-long learning, as clinicians are able to ask effective clinical questions, acquire information through emerging research, appraise its quality and relevance, apply evidence to practice, and assess its impact [1].

Teaching and learning is undergoing a cultural change with the expansion of student-centered learning, including the push for flipped teaching, peer-assisted learning, increased use of virtual learning environments, and the use of simulation. Research has shown that Web-based learning results in improved outcomes when applied to health professional education [6], with studies focusing on clinical disciplines within medicine reporting an increase in student self-efficacy, knowledge, and self-directed learning [4,7-9]. However, due to the variety of online learning applications and education provider contexts, there is an added need for detailed and robust studies [10], as uninformed transition of learning material to an online environment can have a negative impact on educational outcomes [11]. Online education, or its many variations (eg, eLearning, Web 2.0), appears to hold great promise for addressing the accessibility and efficiency of education, yet currently there is a lack of evidence to inform educators and learners as to the most effective methods of teaching EBM to medical students.

An investigation into the effectiveness of implementing a blended learning (BL) versus a traditional face-to-face (F2F) learning approach of teaching EBM to medical students was conducted by Ilic et al [12]. This multicenter international study used validated outcome measures of EBM competency to determine that BL is no more effective than F2F at increasing medical students’ knowledge and skills in EBM. These authors concluded that the BL approach was significantly more effective at increasing student attitudes toward EBM and self-reported use of EBM in clinical practice. Although their study looked at competency, attitudes, skills, and behavior, the missing piece of the puzzle, as acknowledged by the authors, was a measure of cost-effectiveness to help facilitate sustainable adoption of the approach.

The cost and value of teaching and learning practices in medical education have a direct impact on the accessibility of education, the efficiency and quality of education, and the productivity of our health workforce [13-15]. Cost-effectiveness analysis allows decision makers to decrease the risks of implementation from both a financial perspective and the perspective of maintaining quality of education, thereby facilitating adoption [16]. Considerations of cost and value are most commonly known for their application to pharmaceutical interventions: impact of drug A versus drug B, with consideration of the drug’s effectiveness, side effects, and value for money. Pharmacists can still stock the most expensive choices, and consumers can still purchase them; however, these are informed decisions based on the evidence. The same principles should apply to education. For an educator to effectively review their practices and pedagogy, they must consider the learning experience and learning outcomes alongside measures of cost and value [17].

Current literature on the cost and value of technological innovations in education is divided, with some studies supporting its cost-effectiveness [18], and others indicating that costs are higher as a result of increased resource development time and need for technological support [19,20]. Economic analysis for health education has primarily focused on telemedicine technology, medical reviews by remote physicians [21], or has been concerned with the cost-effectiveness of modalities for patient education [22]. Previous cost studies on BL approaches in health professional education have typically been conducted on short courses with small sample sizes [18,19] or were unable to determine the cost-effectiveness relationship [23,24]. Thus, there is considerable doubt as to whether existing literature could be generalized to the core-teaching content of a contemporary medical program.

This paper presents the findings from a study that aimed to compare the cost-effectiveness of a face-to-face approach and blended learning approach for EBM training within a medical program—training that has rigorously evaluated effectiveness as tested within a randomized controlled trial (RCT).

Methods

Design

The economic evaluation was conducted as part of an RCT comparing the EBM competency of medical students who participated in two different modes of education delivery [12]. The attribution and differentiation of costs between the interventions within the RCT, in conjunction with measured outcomes of effectiveness, enabled a cost-effectiveness analysis to be applied.

Trial Participants, Methods, and Results

The fundamental elements of the RCT have been reported to provide context for the application of the cost-effectiveness analysis. Further detail on the methods and results of the RCT are available within a published paper [12] and pilot study [4].

A multi-campus study was performed with medical students enrolled in the Bachelor of Medicine, Bachelor of Surgery course at Monash University, Melbourne and Malaysia, including both undergraduate and post-graduate students. Participants were third-year medical students, who were all entering their first year of clinically based training and first year of formal EBM training. The EBM unit is integrated within the medical curriculum and is equivalent to a 6-credit point unit. A total of 497 students were randomized to receive EBM teaching via either the incumbent face-to-face approach (F2F) or the blended learning approach (BL). Students randomized to the intervention group received the same theoretical concepts taught in the control group, but in a BL approach. The BL approach to teaching EBM integrated (1) classroom activities (lecture/tutorial) with (2) online and (3) mobile learning as described in Table 1.
A total of 147 (29.6%) of the 497 students completed the follow-up assessments on EBM competency and attitudes. EBM competencies were assessed using the validated Berlin questionnaire [27]. Students’ self-efficacy, attitudes, and behavior were also assessed. EBM competency did not differ significantly between students receiving the BL approach versus those receiving the F2F approach: mean difference -0.68, 95% CI -1.71 to 0.34, P=.19. Although student ratings of self-efficacy, attitudes, and behaviors all displayed a significant preference for the BL model. In total, 74 students completed the F2F model of training, with a mean score of 7.98 (SD 3.35), and 73 students completed the training via the BL approach, with a mean score of 8.67 (SD 2.96).

**Economic Analysis Procedure**

The following analysis was applied from the perspective of Monash University, measuring the cost of training student clinicians against their self-reported level of EBM competence. The primary outcome was student competency in EBM, measured 1 month after the teaching activities, using the validated Berlin Questionnaire [27]. Students’ self-efficacy, attitudes, and behaviors all displayed a significant preference for the BL model. In total, 74 students completed the F2F model of training, with a mean score of 7.98 (SD 3.35), and 73 students completed the training via the BL approach, with a mean score of 8.67 (SD 2.96).

The primary outcome was student competency in EBM, measured 1 month after the teaching activities, using the validated Berlin Questionnaire [27]. Students’ self-efficacy, attitudes, and behaviors all displayed a significant preference for the BL model. In total, 74 students completed the F2F model of training, with a mean score of 7.98 (SD 3.35), and 73 students completed the training via the BL approach, with a mean score of 8.67 (SD 2.96).

Two rounds of ICER calculations were completed. First, an ICER comparing F2F to BL was calculated, establishing the hierarchy of cost-effectiveness. There were four possible outcomes of this analysis: (1) BL is more costly and more effective than F2F, (2) BL is more costly and less effective than F2F, (3) BL is less costly and more effective than F2F, and (4) BL is less costly and less effective than F2F [28].

The World Health Organization recommends that cost-effectiveness comparisons should be carried out against a common baseline as this is more comparable across populations and studies [29]. Thus, in the second round of ICER calculations, F2F and BL were independently compared to no EBM training. As there are no pre-test Berlin scores from the RCT, baseline scores from third-year medical students with no prior EBM training (mean 4.2, SD 2.2) from the Berlin Questionnaire validation study by Fritsche et al were used [27]. Independent ICER calculation of F2F and BL compared to baseline calculates the cost per student per increase in QASE. Due to commercial sensitivities, these values were compared and the percentage difference reported.

The sunk cost of transitioning to a BL format was not included within the ICER, as is typical within economic analyses. However, the transition costs are reported separately, due to their importance to decision makers considering implementation or
adoption of similar pedagogy. A further present value (PV) break-even analysis incorporating transition costs was calculated using a real discount rate of 4% (Figure 2). Break-even analysis calculates the point in time at which the total running cost of the F2F approach equals the total running cost of the BL approach plus the cost of transitioning to BL. PV accounts for the time preference of money, allowing for present day comparisons to be made on future cash flows. Subsequent iterations of the program are assumed to occur at 1-year intervals. Due to commercial sensitivities, PV values are expressed as the difference between teaching methods.

**Figure 2.** Equation for the PV break-even calculation where \( C_{i} \) = cost of teaching method, \( r \) = discount rate, \( t \) = number of years, and \( BL_{0} \) = cost of transitioning to BL.

\[
\sum_{t=1}^{\infty} \frac{C_{t}}{(1 + r)^{t}} = \sum_{t=1}^{\infty} \frac{C_{t}}{(1 + r)^{t}} + BL_{0}
\]

**Measurement of Cost**

The BL arm of the RCT has continued as the preferred method of delivery of EBM with the medical program. Costs were modeled on the 2013 RCT, and the assumptions relating to the ongoing costs were validated within the 2014 iteration of the program. The course iterations and outputs as they relate to the analysis are shown in Figure 3.

Cost categories considered within the analysis included (1) transition costs, (2) ongoing staffing costs, (3) space charges, and (4) overheads (Table 2). All staffing hours were calculated from actual values observed in the original RCT and differentiated by academic level. Other values where modeled have been explicitly stated in Table 2, along with the assumptions made. Where appropriate, results have been expressed as the difference between F2F and BL due to commercial sensitivities.

**Table 2.** Description of cost categories.

<table>
<thead>
<tr>
<th>Cost</th>
<th>F2F</th>
<th>BL</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition costs</td>
<td>No</td>
<td>Yes</td>
<td>Staff time for creating YouTube resources, tailoring content for BL approach, and designing activities.</td>
</tr>
<tr>
<td>Ongoing staff costs</td>
<td>Yes</td>
<td>Yes</td>
<td>Staff time for regular preparation for incoming students, teaching, unit-coordinating, and marking assessments.</td>
</tr>
<tr>
<td>Staff on-costs</td>
<td>Yes</td>
<td>Yes</td>
<td>Staffing salaries were assumed to be the highest step within the academic level as per the Monash University Enterprise Agreements [30]. Further on-costs include superannuation contributions, payroll taxes, loading, and levies. Academic staff (professors and associate professors) receive 17% superannuation contribution, with total on-costs of 39.62%. Casual staff receive 9.25% superannuation, hence total on-costs for casual staff is 15.43%.</td>
</tr>
<tr>
<td>Space costs</td>
<td>Yes</td>
<td>Yes</td>
<td>Space costs for classroom activities are dependent on seating capacity and AV capabilities, based on Monash University rate charges to faculties. Seating requirements were known from the RCT; however, AV capabilities were modeled as requiring full AV and digital projection. Number of classroom hours booked for each method was obtained from the university online timetable system records.</td>
</tr>
<tr>
<td>Overhead costs</td>
<td>Yes</td>
<td>Yes</td>
<td>The total operating overheads were modeled at 37% in line with Monash University’s Project Costing and Price Model. Central overheads were calculated at 22% (allocation of corporate services costs: finance, HR, IT, &amp; corporate services). Faculty overheads were valued at 10% for the allocation of professional staff involved in the general support of students including student services, IT support for students, and research activities. Other overheads included 5% allocated to the general costs of running support activities.</td>
</tr>
</tbody>
</table>

**Sensitivity Analysis**

We included a multivariate sensitivity analysis around permutations to the key variables. Guided by available literature, scenarios were constructed around increased transition costs and increased staffing requirements for running the BL format. Thus, the robustness of our economic model was tested, allowing the reader to tailor the findings to different educational settings.
Results

BL and F2F Approach Delivery Inputs
The staffing profile, wage, and difference in hours attributed to the delivery of each method are detailed in Table 3 below. Where there is a difference in hours, it is expressed as F2F hours minus BL hours; that is, positive values indicate fewer BL hours.

Space charges for the F2F and BL teaching methods were identical. Both methods had booked rooms seating 180 people (AUD $131.34/hr) for 28 hours and rooms seating 50 people (AUD $76.61/hr) for 210 hours. Major updating of the curriculum content and materials was considered required at 5 years and estimated at 160 hours of staff time for both F2F and BL approaches.

The cost of transitioning from the F2F to BL approach is the result of staffing time plus on-costs, valued at AUD $38,186. The difference in delivery costs is AUD $12,514 in favor of the BL method. The lower BL delivery cost is the result of lower preparation and direct teaching costs compared to the F2F method.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Academic level</th>
<th>Rate, AUD</th>
<th>Difference (F2F hrs - BL hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition costs</td>
<td>Professor</td>
<td>$84.23/hr</td>
<td>-40 hrs</td>
</tr>
<tr>
<td></td>
<td>Associate Professor</td>
<td>$72.04/hr</td>
<td>-120 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff with PhD</td>
<td>$47.57/hr</td>
<td>-100 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff no PhD</td>
<td>$39.78/hr</td>
<td>-160 hrs</td>
</tr>
<tr>
<td>Total hour difference</td>
<td></td>
<td></td>
<td>-420 hrs</td>
</tr>
<tr>
<td>Preparation costs</td>
<td>Professor</td>
<td>$84.23/hr</td>
<td>5 hrs</td>
</tr>
<tr>
<td></td>
<td>Associate Professor</td>
<td>$72.04/hr</td>
<td>15 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff with PhD</td>
<td>$47.57/hr</td>
<td>12.5 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff no PhD</td>
<td>$39.78/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td>Direct teaching (classroom activities)</td>
<td>Professor</td>
<td>$84.23/hr</td>
<td>5 hrs</td>
</tr>
<tr>
<td></td>
<td>Associate Professor</td>
<td>$72.04/hr</td>
<td>15 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff with PhD</td>
<td>$47.57/hr</td>
<td>12.5 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff no PhD</td>
<td>$39.78/hr</td>
<td>20 hrs</td>
</tr>
<tr>
<td>Unit coordination</td>
<td>Associate Professor</td>
<td>$72.04/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td>Marking and examining</td>
<td>Professor</td>
<td>$84.23/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td></td>
<td>Associate Professor</td>
<td>$72.04/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff with PhD</td>
<td>$47.57/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td></td>
<td>Casual staff no PhD</td>
<td>$39.78/hr</td>
<td>0 hrs</td>
</tr>
<tr>
<td>Total hour difference</td>
<td></td>
<td></td>
<td>85 hrs</td>
</tr>
</tbody>
</table>

Cost Effectiveness
The BL method was less costly and more effective to operate than the F2F approach. The ICER result comparing F2F to BL was -$1.10, indicating that to operate the BL model, there is a saving of $1.10 per student per increase in QASE above the QASE of the F2F method. Independent ICER calculations of F2F and BL compared to baseline found that BL was 24% more cost-effective to operate than F2F. That is, the cost of achieving a statistically similar Berlin score for the same number of students is 24% less in the BL method, excluding transition cost. Given that the BL approach is slightly more effective than the F2F approach, the BL approach would have to cost 18% more than the F2F approach to run for there to be no difference in ICER between the two approaches.

Break-Even Analysis
The PV difference in cost between F2F and BL approaches, including the transition costs to the BL model, are shown in Figure 4. The graphed line demonstrates the sunk cost of the transition to the blended learning approach, the cost of which is recovered by the lower running cost of the BL method in the third year. Subsequent years show a relative saving using the BL method, with PV savings of approximately AUD $17,000 after 5 years and AUD $63,000 after 10 years.
Figure 4. The accumulated difference in the PV of cost between F2F and BL across 10 years.

Sensitivity Analysis
A multivariate sensitivity analysis was conducted with scenario variations to ongoing staffing costs and mean Berlin score (Table 4). Results are reported as the percentage difference in the independent F2F and BL ICER values. Two scenarios of educational effectiveness with the BL approach were simulated, that of mean Berlin scores as per the RCT and another with scores equivalent to the F2F method. The results show the BL format is more cost-effective to operate up to staffing levels 20% higher than F2F, using the RCT mean Berlin score.

Table 4. Multivariate sensitivity analysis adjusting staffing levels and mean BL Berlin score.

<table>
<thead>
<tr>
<th>Scenario variation</th>
<th>Adjustment made</th>
<th>ICER % difference by mean BL Berlin score&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current model</td>
<td>Nil</td>
<td>Effectiveness as per RCT  24% 10%</td>
</tr>
<tr>
<td>Same preparation time</td>
<td>Increased BL staff time by 32.5 hrs</td>
<td>22% 7%</td>
</tr>
<tr>
<td>Same teaching time</td>
<td>Increase BL staff time by 52.5 hrs</td>
<td>18% 3%</td>
</tr>
<tr>
<td>Same preparation and teaching time</td>
<td>Increase BL staff time by 85 hrs</td>
<td>15% 0%</td>
</tr>
<tr>
<td>BL staff time 20% higher than F2F</td>
<td>Increase BL staff time to 20% higher than F2F for preparation and teaching</td>
<td>8% -9%</td>
</tr>
<tr>
<td>BL staff time 50% higher than F2F</td>
<td>Increase BL staff time to 50% higher than F2F for preparation and teaching</td>
<td>-4% -23%</td>
</tr>
</tbody>
</table>

<sup>a</sup>Expressed as BL in relation to F2F. Positive values indicate BL is more cost-effective; negative values indicate F2F is more cost-effective.

Table 5 explores various transition cost scenarios and the resulting transition cost. Using the scenarios from Table 4, the analysis shows changes in 5-year accumulated PV as a result of modifying ongoing and transition costs. Negative values indicate that, at 5 years, the savings made from running the lower cost BL format have not yet overcome the transition cost. In fact, in the scenarios in the last 3 columns of the table, the cost of running the BL program is greater than or equal to that of the F2F program, and as such will never recover their transition costs.

Table 5. Multivariate sensitivity analysis adjusting transition costs and ongoing cost scenarios.

<table>
<thead>
<tr>
<th>Transition scenario</th>
<th>Transition cost, AUD $</th>
<th>5-year accumulated PV difference in AUD $ by scenario (F2F - BL - transition cost)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current model</td>
<td>Same preparation time</td>
</tr>
<tr>
<td>Current model</td>
<td>38,186</td>
<td>17,523</td>
</tr>
<tr>
<td>Added 210 hrs of IT support</td>
<td>50,931</td>
<td>4,779</td>
</tr>
<tr>
<td>Break-even at 5 years</td>
<td>55,710</td>
<td>0</td>
</tr>
<tr>
<td>Break-even at 10 years</td>
<td>101,499</td>
<td>-45,789</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This research aimed to determine the cost-effectiveness of an F2F and BL approach for EBM training within a medical program. The training had known outcomes evaluated through a sufficiently powered randomized controlled trial. The ICER results indicate that the BL approach provided an improved cost-effectiveness proposition from the perspective of the educational institution—costing less to train student clinicians to an equivalent level of competency. Cost-effectiveness results should be interpreted together with the break-even point of 3 years, as it is after this point that savings are realized by the institution. In addition to this, the findings by Ilic et al [12] indicated that the blended learning approach had the added benefit of increasing student attitudes toward EB and self-reported use of EB in clinical practice.

Given that blended learning can take a wide variety of formats, the findings of this study show that low-cost resources such as YouTube and student self-directed activities are cost-effective at improving EB. This may be in part due to the nature of EB teaching, as opposed to other aspects of medical education that may tend to utilize more costly mediums such as animations or virtual patients, which few medical schools can afford to create [31]. In fact, many costly features such as animations, high-quality video products, and excessive multimedia have little added value and may actually impede learning [20]. Additionally, given that the online learning utilized either currently owned or free access resources, there were no new costs attributed to software or licensing. Prior to using the BL approach in EB, lecture material and online resources were already available through the online learning management system. In the RCT, the combination of using simple BL formats and staff having prior experience with learning technology may have helped to exclude transition costs such as IT support, consultation, and piloting. Despite this, the impact of support roles in transitioning learning format appears to be highly situation dependent, given that a study on developing an e-module found that approximately one third of development time was attributed to administrative or technical staff [19]. The impact of IT support costs on our cost model was tested in the sensitivity analysis, calculated as an additional 210 hours of staff time to transition. Despite significantly increasing the cost to transition, over 5 years, this cost was recovered by the savings in operating costs.

The differences in operating cost between the two approaches is dependent on staffing time, specifically the preparation and teaching time. The lower values in the BL approach can be attributed to greater emphasis on peer-to-peer learning and self-directed activities. Staff members act as facilitators rather than tutors, guiding students to resources rather than direct teaching. In contrast, previous studies have highlighted the significant increase in staffing time associated with online education methods [19,32]. Increases appear to be the result of using email, discussion forums, and online chat sessions, 75% of which occur outside regular working hours [19]. Thus, it is likely that not all BL formats would be cost-effective, and educators should carefully design their learning models around staff time, as this is the most significant cost driver. This is reflected in the sensitivity analysis showing that large increases in staffing hours above the traditional approach result in unfavorable ICER values and an inability to recover the transition cost. As would be expected, the change in teaching method had no impact on unit coordination, marking, or examination costs.

The BL format used in this study did not reduce the face-to-face classroom hours. Rather, there was an emphasis on how existing resources were used, how time was spent outside of class, and changing what activities were completed in class. That is, the cost reduction to achieve the same or better outcome observed in this study, is naturally a reflection of productivity gains around resources used based on enhanced teaching formats. As a result, the cost-effectiveness found in this approach may not be generalizable to institutions seeking to reduce student contact hours or promote distance education. Additionally, this study benefited from economies of scale as the EB program educates approximately 500 students across multiple campuses. Small increases in education effectiveness are magnified when the effect is across a large number of students, resulting in favorable ICER and break-even results. This multiplication effect also applies to staff time, with a YouTube video produced by one person replacing the work of many people. If preparation time is reduced by just 20 minutes for a session, across 5 sites and 10 sessions the reduction in preparation adds up to over 15 hours. Thus, when designing a cost-effective program, it appears pertinent to consider not only what aspect of learning is being changed, but how many people the change will influence.

There may be concerns over the acceptability of a BL approach from a student or industry perspective. Social demands are driving information and communication technologies to be more commonplace and publically acceptable. It is conceivable that although the BL approach was accepted by students within this study, that this may have been a function of time, and the same approach may not have been acceptable in the preceding years. The concept of pre-class homework is not new, and changing the format does not necessarily solve the inherent issue of student adherence [20]. It remains unknown how different formats of BL will impact participation and outcomes [20]. Regardless, from the perspective of the student, pre-class activities require additional time and may be more or less efficient than traditional approaches [20]. To consider the student perspective on costs, a cost-benefit analysis using “willingness to pay” may be used. Such an analysis would help to consider student perceived value and inform changes in fee structure associated with changes in learning format.

Limitations

The generalizability of this study to other populations, as a result of the specific approach to BL used, have already been discussed. However, it is also necessary to discuss the limitations of the methodology used, which may influence the strength of the findings. The first limitation is the use of the ICER as a measure of cost-effectiveness. As mentioned, the standard use of the ICER does not include the investment cost of transitioning learning format. It is possible to include the investment cost
into the ICER calculation for the first iteration only, as this is the period when the cash flow occurs, when considering the investment as a prospective cost. However, the ICER would not be representative of other periods. By excluding the transition cost, the ICER presented in this study reflects the ongoing operational cost-effectiveness from the second iteration onwards and must be interpreted together with the break-even analysis. Thus, programs with high set-up costs and low running costs, which may be typical of many blended learning formats, are shown to be more cost-effective by the ICER. However, the blended format in the RCT had relatively low set-up costs, which have been roughly estimated by the course developers to be similar to the cost of transitioning from a blended approach to a traditional approach. For the same reasons, the BL 5-year major curriculum update was estimated to be the same as F2F. It is logical to infer that formats with high set-up costs will incur high updating costs; however, within an educational institution, updating is often limited by time availability. Another consideration with the ICER is that it assumes a linear increase in EBM expertise. That is, the assumption that an increase in Berlin score from 30% to 40% represents the same increase in EBM expertise as an increase from 70% to 80%. There is insufficient literature on the Berlin Questionnaire to draw conclusions on the proficiency distribution, and while this does not preclude the use of the ICER calculation, it should be considered when interpreting the results.

In the RCT itself, the quality of the teacher within both methods may also influence the costs and the educational outcomes. Within the study, this potential variable was controlled for by using the same teaching staff across both modes of education. However, in using the same staff, there is the risk that staff may inadvertently bias the results in favor of the teaching model that they are more skilled or enthusiastic about [33]. The scope of research does not include variations in the savings made by the institution. If the blended and face-to-face approaches were offered with different fee structures, the total value proposition from the educational institution will change. Less tangible benefits from the modes of delivery, such as feelings of connectedness often associated with face-to-face learning [34], flexibility [20], and other measures of the full educational experience have not been calculated, and remain as unknown for both of the educational approaches utilized [35-37]. And finally, there is the assumption that increasing the number of EBM trained practitioners, competent in incorporating best evidence, with patient values and clinical practice, actually makes a difference to patient outcomes.

No approach to cost analysis in medical education is perfect; however, being transparent about the approach used is an important step forward considering the current state of the literature. Here, we feel we have been as transparent as possible about the costs of the components that made up the various approaches to medical education described. The most common errors in cost analyses include omitting hidden costs and paying insufficient attention to the main costs. In this regard, we feel we have gone to considerable lengths to seek out and account for hidden costs and that we have paid most attention to the main costs—that is, the costs of faculty and resources.

**Conclusions**

Under the study settings, a blended learning approach to training practitioners to be competent in applying evidenced-based medicine was more cost-effective to operate than the traditional face-to-face model. Furthermore, the BL approach resulted in significantly greater increases in student attitudes toward EBM and self-reported use of EBM in clinical practice. When taking into account the cost of transitioning to the new format, the benefit of the cost-effectiveness is realized by the institution only after the third operational year. The primary drivers of cost-effectiveness were the low-cost online resources chosen, decreased staffing levels, and economies of scale. Implementing BL is not without its risks though and requires a significant investment cost in tailoring the teaching and learning resources to the Web-based environment during the transition to this approach. Using a BL approach will not necessarily be cost-effective, and consideration should be given to the blend utilized, staff expertise, and the educational setting. Health professions’ education and educational research has developed into a respectable scientific discipline due to the shift toward scientific rigor and peer-review [38,39]. To maintain its relevance and accountability and to improve the adoption of new educational approaches and innovations, the next cultural shift in this field needs to be toward fiscal responsibility alongside learning outcomes, such as measuring outcomes of cost-effectiveness alongside measures of educational outcomes and the learning experience. The purpose of this shift is not to cut costs or to increase spending but simply to improve value.
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Most smokers start smoking during their early adolescence with the idea that smoking is glamorous; the problems related to lung cancer, vascular disease, and chronic pulmonary disease are too far in the future to fathom. In contrast, most adolescents view their image in a mirror as an important component of their personal life. A recent randomized controlled trial by Burford et al published in the Journal of Medical Internet Research demonstrated an increased quit rate of 21% in 18-30-year-old young adults by the help of photoaging desktop programs, in which an image is altered to predict future appearance [1]. Furthermore, the photoaging software has been shown to increase the motivation of 14-18-year-old females to quit [2]. However, the investigated programs only reach a small audience and are not freely available.

We took advantage of the widespread availability of mobile phones and adolescents’ interest in appearance to develop a free mobile phone app which requires the user to take a self portrait (ie, a selfie), which is then displayed by the photoaging software as four images: consequences of (non-)smoking one pack a day for a year (Figure 1) or 15 years (Figure 2). Afterwards, the app explains the visual results and offers many sharing options with family and friends. By this means, the social network of the user may also be informed about the various beauty reducing effects of smoking, potential health consequences, and learn about the app.

The underlying aging algorithms take into account the user’s current age and are based on publications showing an increased risk for acne and pale skin due to declined capillary perfusion (after one pack-year), as well as connective tissue changes and wrinkles in the longer term (after 15 pack-years) [3,4].

The app has been installed on over 50,000 Android and 27,000 iOS mobile phones within seven months after its release in Germany (10/27/2014 to 4/26/2015). As mobile phone use in Germany declines with age, the largest fraction of the app’s users are assumed to be 30 years or younger.

Based on the publication from Burford et al, it is reasonable to speculate that the app could motivate smokers to quit. Taking into account that the smoking prevalence in the general German population is approximately 25% (approximately 19,250 of the 77,000 app users were smokers), about 4000 users (21%) would have quit after using the app. Further research is needed to investigate the effectiveness of app-based photoaging interventions to increase quit rates and to prevent smoking initiation.
Figure 1. Photoaged image of a 17 year old woman showing the consequences of smoking one pack a day for one year (vs. non-smoking).
Figure 2. Photoaged image of a 17 year old woman showing the consequences of smoking one pack a day for 15 years (vs non-smoking).
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