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Abstract

Background: Effective eHealth interventions can benefit a large number of patients with content intended to support self-care and management of both chronic and acute conditions. Even though usage statistics are easily logged in most eHealth interventions, usage or exposure has rarely been reported in trials, let alone studied in relationship to effectiveness.

Objective: The intent of the study was to evaluate use of a fully automated, Web-based program, the Electronic Self Report Assessment-Cancer (ESRA-C), and how delivery and total use of the intervention may have affected cancer symptom distress.

Methods: Patients at two cancer centers used ESRA-C to self-report symptom and quality of life (SxQOL) issues during therapy. Participants were randomized to ESRA-C assessment only (control) or the ESRA-C intervention delivered via the Internet to patients’ homes or to a tablet at the clinic. The intervention enabled participants to self-monitor SxQOL and receive self-care education and customized coaching on how to report concerns to clinicians. Overall and voluntary intervention use were defined as having ≥2 exposures, and one non-prompted exposure to the intervention, respectively. Factors associated with intervention use were explored with Fisher’s exact test. Propensity score matching was used to select a sample of control participants similar to intervention participants who used the intervention. Analysis of covariance (ANCOVA) was used to compare change in Symptom Distress Scale (SDS-15) scores from pre-treatment to end-of-study by groups in the matched sample.

Results: Radiation oncology participants used the intervention, overall and voluntarily, more than medical oncology and transplant participants. Participants who were working and had more than a high school education voluntarily used the intervention more. The SDS-15 score was reduced by an estimated 1.53 points (P=.01) in the intervention group users compared to the matched control group.

Conclusions: The intended effects of a Web-based, patient-centered intervention on cancer symptom distress were modified by intervention use frequency. Clinical and personal demographics influenced voluntary use.

Introduction

Background
Clinicians and researchers have developed eHealth solutions that supplement the limited time for patient report and communication within the confines of the ambulatory care, face-to-face visit [1]. Reported benefits of eHealth solutions for oncology care include improved patient well-being [2,3], better patient-clinician communication [2,4], and lower symptom distress [5]. Effective eHealth interventions can benefit a large number of patients with both generic and tailored content. Even though usage statistics are easily logged in most eHealth interventions, usage or exposure has rarely been reported in trials, let alone studied in relationship to effectiveness. As reviewed by Donkin et al [6], the “dose” of eHealth solutions, comprehensive measures of intervention exposure or patient engagement, have been documented in few trials evaluating health promotion and mental health interventions. Furthermore, eHealth intervention delivery has been studied in only one cancer symptom and quality of life trial, in association with outcomes in breast cancer survivors [7]. The ability and efforts of patients in active cancer treatment to fully utilize such solutions are uncertain.

The Electronic Self Report Assessment for Cancer (ESRA-C) is a patient-centered technology developed with rigorous participatory design methods [8] and evaluated in multi-site randomized trials [4,5]. ESRA-C, a Web-based intervention that supports patients with any cancer diagnosis during treatment, has been shown to significantly increase the frequency of patient-clinician communication about problematic issues [4], reduce symptom distress over the course of active therapy [5], and increase the patient’s unsolicited and specific description of symptoms and quality of life (SxQOL) concerns [9]. However, when we conducted a mediation analysis of the impact of the intervention group’s increased patient verbal reports at one clinic visit during the trial, we found no significant impact on the primary outcome of symptom distress [9]. In other words, another aspect of the intervention was responsible for the reduction of symptom distress.

Objective
The purpose of this analysis was to determine the impact of the ESRA-C intervention exposure on cancer symptom distress and describe frequency of intervention use by participants in the ESRA-C II trial.

Methods
Overview
This analysis addresses one component of our program of research founded on the Quality Health Outcomes Model, a framework proposed by Mitchell and colleagues [10] to illustrate that patient outcomes are rarely explained only by specific interventions but also by health care system/provider factors and patient-specific factors. The extent of patients’ use of the intervention can be placed in the model (Figure 1) as a patient-specific factor that may influence the impact of the ESRA-C intervention on symptom distress.
Design, Sample, Intervention

The ESRA-C II was a randomized trial conducted at two comprehensive cancer centers. Full details of the trial [5] and system development were reported elsewhere [11]. In brief, adult participants with any type or stage of cancer, and about to start a new anti-cancer therapy, used ESRA-C to self-report baseline SxQOL and then were randomized to receive usual education about SxQOL topics or usual education plus the opportunity to self-monitor when not in the clinic, tailored self-care instruction for SxQOL issues, and communication coaching on how to report each SxQOL to clinicians. While in the clinic, the intervention group participants were shown an overview of the ESRA-C intervention and voluntary remote use was encouraged. Participants in the intervention group could access the ESRA-C program from home or in clinic on a touch-screen computer at any time throughout the trial to electronically track SxQOL and view the intervention. Those intervention group participants without Internet access were encouraged to meet the research coordinator during any subsequent visit to the clinic and use ESRA-C on a study tablet. Participants in both groups were asked to report SxQOL using the ESRA-C system from home or clinic at three study time points (T2-T4) throughout the course of therapy, coinciding with clinic visits at which clinicians would receive a printed summary of the patient report for participants in both groups. Home user participants in both groups were prompted to report SxQOL using the ESRA-C system from home or in clinic at three study time points (T2-T4) throughout the course of therapy, coinciding with clinic visits at which clinicians would receive a printed summary of the patient report for participants in both groups. Participants in both groups were prompted to report SxQOL using the ESRA-C system from home or in clinic at three study time points (T2-T4) throughout the course of therapy, coinciding with clinic visits at which clinicians would receive a printed summary of the patient report for participants in both groups. Following the SxQOL report in prompted T2-T4 sessions, the intervention group participants received pushed teaching tips for those SxQOL issues reported as moderate-to-severe. Within each pushed teaching tip was the option to expand linked text addressing (1) “Why does this happen?”, (2) “What can I do about this?”, and (3) “What do I tell my clinical team?” (Figure 2a). After the SxQOL report and pushed teaching tips, the participant could navigate to the Teaching Tips tab or the View My Reports tab within the intervention home page (Figure 2b-c) by clicking on the designated tab. A click on the (non-pushed) Teaching Tips tab displayed a dropdown list of all 26 SxQOL issues and the option to select and expand any issues. A click on the View My Reports tab displayed thumbnail line graphs tracking SxQOL reports over time.

Intervention group participants were invited to access ESRA-C at any time between prompted sessions and clinic visits. These sessions were defined as any intervention use that was not prompted. During voluntary, non-prompted sessions, the participant did not receive pushed Teaching Tips, but did have the option to report SxQOL, and click the (non-pushed) Teaching Tips tab and the View My Reports tab.

The ESRA-C intervention was considered delivered if the participant accessed the Teaching Tips and/or View My Reports. As a conservative measure of exposure to Teaching Tips, if at least one pushed tip was delivered during a prompted session, this was considered comparable to a single click on the non-pushed Teaching Tips. For example, a participant with at least one pushed teaching tip at each of three prompted sessions would have a total of three pushed teaching tips. Total exposure to the intervention consisted of three components: (1) the number of pushed teaching tips during prompted sessions, (2) the number of clicks on the non-pushed Teaching Tips tab during prompted and non-prompted sessions, and (3) the number...
of clicks on the View My Reports tab during prompted and non-prompted sessions. Voluntary exposure only occurred during non-prompted sessions and consisted of (1) the number of clicks on the (non-pushed) Teaching Tips tab, and (2) the number of clicks on the View My Reports tab.

At prompted study time points, all participants were presented a set of SxQOL self-report assessments that included the Symptom Distress Scale-15 (SDS-15) [5], cancer quality of life questionnaires EORTC-QLQ-C30 [12] and EORTC-CPIN20 [13], the Patient Health Questionnaire (PHQ-9) depression scale [14], a 0-10 pain intensity numerical scale, and a skin problems questionnaire [15]. At unprompted sessions, intervention group participants could choose to access any or all of the questionnaires. These procedures were fully described previously [5].

A total of 752 participants were randomized in the parent trial: 374 intervention and 378 control. Of those, 523 (262 intervention, 261 control) had complete SDS-15 baseline and end-of-study scores. In the primary analysis of covariance (ANCOVA), the average SDS-15 score was reduced by an estimated 1.21 points (95% CI 0.23-2.20; P=0.02) in the intervention group compared to the control group [5].

Figure 2. Exemplar screen shots from the ESRA-C intervention: a) pushed Teaching Tip, b) Teaching Tips tab, c) View My Reports tab.

Analytic Methods

Total exposure was calculated as the sum of the number of clicks on pushed teaching tips, clicks on the non-pushed Teaching Tips tab, and the number of clicks on the View My Reports tab. Similarly, voluntary exposure was calculated as the sum of the number of clicks on the Teaching Tips tab and the number of clicks on the View My Reports tab during non-prompted sessions (Figure 3). Descriptive statistics were used to summarize the total and voluntary intervention exposures. The median of total exposure was calculated and used to indicate sufficient exposure to the intervention and defines intervention use.

Factors associated with using the intervention, both overall and voluntarily, were explored with Fisher’s exact test. Factors of interest included: age (≥50 years, <50 years), work status, frequent computer user, gender, married/partnered, education (>high school, Shigh school), and service (medical oncology, radiation oncology, and stem cell transplant). Stage of disease was not considered for two reasons: (1) the highly associated relationship of stage and working status, a phenomenon documented in our prior work [16], and (2) the study sample contained participants with hematologic cancers in which the solid tumor staging system was inappropriate. The propensity score [17-19] was used to match a subset of the control group to the exposed intervention group and was defined as the probability of using the intervention given baseline participant characteristics. The following factors, shown in prior work [5] to contribute to outcomes, were used to compute the propensity score: baseline SDS-15 score categories (15-19, 20-23, 24-28, >28), service, gender, frequent computer use, married/coupled, education, minority status, age category, and working status.
The outcome, change in continuous SDS-15 scores from pre-treatment to end of study, was compared by intervention use and selected by propensity score matching using an ANCOVA approach.

Propensity score matching was performed with the complete data method in which no missing information could exist in the covariates used to compute the propensity score. A sensitivity analysis was conducted with the goal to balance the missingness within the two most common missing factors, work status and minority status. The propensity score matched sample was obtained using the R package “MatchIt” [20] and nearest neighbor matching. All analyses were performed in SAS version 9.3 and R version 2.15.2. All tests were two-sided and considered significant at the .05 level.

Figure 3. Components of the ESRA-C intervention with calculation of total exposure.

Results

Intervention Group Analysis

Total and voluntary exposure to the intervention components can only be calculated within the intervention group. The median total exposure was 2 (range 0-29). Intervention use was defined as at least two exposures. Of the 374 intervention participants, 233 (62.3%) used the intervention. A software error precluded exposure to pushed teaching tips for any intervention participants with an appointment date from June 30, 2010 to May 12, 2011. Of the 141 not receiving pushed teaching tips in the intervention, this error precluded three possible exposures in 48 (34.0%), two exposures in 21 (14.9%), and 1 exposure in 15 (10.6%) intervention group participants. There were 55 participants on the intervention arm that required a clinic/assisted point of access; their median total exposure was 2 (range 0-13) and 16 (29%) viewed the intervention voluntarily. There were 319 participants on the intervention arm that indicated home/independent access; the median total exposure for these remote users was 3 (range 0-29) and 111 (34.8%) viewed the intervention voluntarily.

There were no statistically significant differences in the proportion of participants using versus not using the intervention based on characteristics, with the exception of clinical service (P=.02, Table 1). A total of 70.4% (88/125) of radiation oncology participants, followed by 60.2% (127/211) of medical oncology participants, used the intervention, whereas only 47% (18/38) of transplant participants used the intervention. The median voluntary exposure to the intervention was 0 (range 0-16). Voluntary use was defined as at least one voluntary exposure. Of the 374 participants randomized to the intervention group, 127 (34.0%) voluntarily used the intervention. There were marginally significant differences in the proportion of participants voluntarily using the intervention by work status (P=.06) and education (P=.05). Participants that used the intervention were working and had more than a high school education. Additionally, there was a significant difference in the proportion of participants voluntarily using the intervention by service (P=.001). More radiation oncology participants 58/125 (46.4%) voluntarily used the intervention compared to medical oncology 61/211 (28.9%) and transplant 8/38 (21%) participants (Table 1).
Table 1. Number and frequency of total exposures and voluntary exposures by selected participant characteristic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall n</th>
<th>Total exposure (at least 2) n (%)</th>
<th>P value</th>
<th>Voluntary exposure (at least 1) n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total N</td>
<td>374</td>
<td>233 (62.3)</td>
<td>-</td>
<td>127 (34.0)</td>
<td>-</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥50 years</td>
<td>248</td>
<td>154 (62.1)</td>
<td>1.00</td>
<td>83 (33.5)</td>
<td>.82</td>
</tr>
<tr>
<td>&lt;50 years</td>
<td>126</td>
<td>79 (62.7)</td>
<td></td>
<td>44 (34.9)</td>
<td></td>
</tr>
<tr>
<td>Work status</td>
<td></td>
<td></td>
<td>.64</td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Working</td>
<td>222</td>
<td>141 (63.5)</td>
<td></td>
<td>84 (37.8)</td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>123</td>
<td>75 (61.0)</td>
<td></td>
<td>34 (27.6)</td>
<td></td>
</tr>
<tr>
<td>Frequent computer use</td>
<td></td>
<td></td>
<td>.24</td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>No</td>
<td>59</td>
<td>33 (55.9)</td>
<td></td>
<td>14 (23.7)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>304</td>
<td>195 (64.1)</td>
<td></td>
<td>111 (36.5)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.13</td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Male</td>
<td>185</td>
<td>108 (58.4)</td>
<td></td>
<td>58 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>189</td>
<td>125 (66.1)</td>
<td></td>
<td>69 (36.5)</td>
<td></td>
</tr>
<tr>
<td>Minority</td>
<td></td>
<td></td>
<td>.86</td>
<td></td>
<td>1.00</td>
</tr>
<tr>
<td>No</td>
<td>304</td>
<td>190 (62.5)</td>
<td></td>
<td>104 (34.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>36</td>
<td>22 (61.1)</td>
<td></td>
<td>12 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Married/Partnered</td>
<td></td>
<td></td>
<td>.79</td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>No</td>
<td>78</td>
<td>48 (61.5)</td>
<td></td>
<td>21 (26.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>293</td>
<td>185 (63.1)</td>
<td></td>
<td>106 (36.2)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>.10</td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>≤High school</td>
<td>71</td>
<td>38 (53.5)</td>
<td></td>
<td>17 (23.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;High school</td>
<td>301</td>
<td>195 (64.8)</td>
<td></td>
<td>110 (36.5)</td>
<td></td>
</tr>
<tr>
<td>Service</td>
<td></td>
<td></td>
<td>.02</td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Medical oncology</td>
<td>211</td>
<td>127 (60.1)</td>
<td></td>
<td>61 (28.9)</td>
<td></td>
</tr>
<tr>
<td>Radiation oncology</td>
<td>125</td>
<td>88 (70.4)</td>
<td></td>
<td>58 (46.4)</td>
<td></td>
</tr>
<tr>
<td>Hematopoietic stem cell transplant</td>
<td>38</td>
<td>18 (47.4)</td>
<td>8 (21.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Propensity Score Analysis

Figure 4 outlines the sample selection from the parent trial for the propensity score analysis. Of the 262 participants randomized to the intervention group with a baseline and end-of-study SDS-15 score, 188 (71.8%) used the intervention. Complete demographic data were available for 167 (88.8%) of the 188 who used the intervention and 218 (83.5%) of the 261 control participants with baseline and end-of-study SDS-15 score. Using the propensity score and nearest neighbor matching, 167 control participants were selected from the possible 218 as the matched control group. Covariates were confirmed to be balanced (data not shown). Participants who used the intervention had lower symptom distress; mean change in the SDS-15 score was 1.07 (SD 6.55) in the matched control group (higher distress) and −0.57 (SD 5.68) in the intervention group (lower distress). In the ANCOVA analysis, SDS-15 score was reduced by an estimated 1.53 points (95% CI 0.32-2.75; P=.01) in the intervention group compared to the matched control group. The sensitivity analysis that balanced the missingness within the work status and minority status factors produced similar results as the complete data analysis (data not shown).
Discussion

Principal Findings

The results of this propensity analysis suggested that reduction of cancer symptom distress, the primary outcome of our randomized trial, was associated with use of the ESRA-C intervention components. More than half of participants in the intervention group were exposed to pushed Teaching Tips, accessed non-pushed tips, and viewed reports of SxQOL outcomes graphed over time. About a third voluntarily accessed the intervention in between clinic visits. We discovered that use of the intervention significantly reduced the estimated symptom distress score when compared to participants who did not use the intervention. The magnitude of the estimate (1.53) was larger than in the primary outcome analysis when we compared study groups (1.21) [5], indicating that actual use promotes the impact of the intervention. While this may seem intuitive, actual use of psycho-educational or self-administered interventions is not always known to investigators without objective monitoring capability. Our findings are consistent with the Quality Health Outcomes Model [10], illustrating the influence of patients’ characteristics.

Comparisons With Prior Work

Use of, and adherence to, Web-based health care interventions have primarily been evaluated in health promotion and chronic disease self-management settings [21]. Few studies have associated changes in physical and/or psychosocial symptom...
distress with use of an eHealth intervention by patients with cancer and none for patients undergoing active cancer therapies or for those in the United States. Borosund et al [22] analyzed usage of a Web-based, symptom distress self-management system by prostate and breast cancer survivors in Norway over one year post-enrollment. Similar to our analysis, the Norwegian group defined “use” as at least two intervention sessions, but did not analyze symptom outcomes based on use. Van der Berg and colleagues [7] analyzed usage statistics of a Web-based self-management intervention for breast cancer survivors in the Netherlands. Participants were prompted by email to access the intervention. The survivors did not monitor or report symptoms, but were encouraged to read and view new educational material provided every 4 weeks over 16 weeks. Active usage was defined by Ven den Berg’s group as a log-in to each of the four modules, and was observed in 44% of the 70 women in the trial. Our unprompted voluntary use percentage was lower at 34% of 374 intervention group participants. The explanation for a lower voluntary use percentage may be related to no systematic prompting for voluntary use or the fact that, unlike the group of Dutch survivors, our participants already were receiving the intervention at three time points prior to clinic visits throughout active cancer therapy.

Not surprisingly, ESRA-C was accessed remotely and voluntarily more frequently by those with higher education, who may have been likely to use personal computers or tablets on a regular basis. This is consistent with the finding, while of borderline statistical significance, that working individuals also used ESRA-C more often in between clinic visits. Working when beginning cancer therapy has been shown as a significant variable in two of our earlier analyses, predicting a lower rate of emergency department and unplanned admissions [23], yet predicting depression in participants receiving stem cell transplant [24]. How the fact that a patient is working full- or part-time influences outcomes is not well understood. In this case however, participants who were working when about to start cancer therapy may have had the type of job that enabled easy access to the Internet.

Participants who enrolled in the trial as they were about to undergo radiation treatments also accessed ESRA-C voluntarily significantly more often than those enrolled when beginning medical cancer therapies or stem cell transplant. We are not aware of differences in usual care symptom support between modality services at the cancer centers; yet, if differences existed, patients may have turned to ESRA-C more often in radiation. Alternatively, these participants were reminded of ESRA-C almost every day of the week as they entered the radiation setting where each had consented to the trial.

Limitations

Our findings are limited by the fact that about a third of the intervention group participants never received pushed teaching tips in the assessments prior to on-study clinic visits. Thus, the effect of the intervention may have been different if all had the opportunity to see the tips. Our participant sample was less diverse with regard to race and ethnicity than the rates of cancer diagnoses in minority groups in the United States [25] and all were patients at comprehensive cancer centers, precluding generalization of our findings beyond these parameters.

Implications for Future Research

First, propensity analyses could be replicated in other eHealth trials as a method to investigate the relationship of usage to health outcomes. Although our participants’ raw exposure to the intervention was not high in an absolute sense, we were able to study the association of symptom distress with usage rather than report raw usage. Second, investigators could evaluate whether usage was related to various characteristics, and whether they are characteristics of the intervention, of the user, or of the condition addressed by the intervention. We provided some rationale for the mechanism that triggered usage by certain demographic groups, but this could have been a combination of aspects of the intervention itself in addition to participant demographics. Although some investigators found that educated, older, employed women were the most active users of Web-based, chronic disease [26] and health promotion [27] interventions, other studies have revealed conflicting results with regard to demographic variables [28-29].

Implications for Clinical Practice

Our findings have implications for the many patients treated at institutions that have deployed a patient portal as a component of an electronic medical record system. There may be patients at risk for failed symptom and distress screening and/or failed symptom support delivery if such systems are available only to those Web-savvy, educated patients who regularly use email.

Finally, implications for both future research and practice using patient-centered, Web-based technologies include improved communication of study design and workflow between the design and technical implementation teams and more rigorous quality checks on intervention integrity. Communication of research goals may be facilitated via improved use of shared artifacts such as models of study data and workflows [30]. Software unit-testing and continuous integration goals should be oriented toward detailed research data deliverables [31,32]. Methods to improve quality checks include improved training of software quality assurance staff and making descriptive study data available to the investigators early in the data collection period for interim review.

Conclusions

The intended effects of a Web-based, self-care education, monitoring, and communication coaching intervention on cancer symptom distress were modified by intervention use frequency. The voluntary, remote use of ESRA-C was most frequent in working participants with higher education levels and those receiving radiation therapy.
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Abstract

Background: People living in rural and remote communities have greater difficulty accessing mental health services and evidence-based therapies, such as cognitive behavior therapy (CBT), than their urban counterparts. Computerized CBT (CCBT) can be used to effectively treat depression and anxiety and may be particularly useful in rural settings where there are a lack of suitably trained practitioners.

Objective: To systematically review the global evidence regarding the clinical effectiveness and acceptability of CCBT interventions for anxiety and/or depression for people living in rural and remote locations.

Methods: We searched seven online databases: Medline, Embase Classic and Embase, PsycINFO, CINAHL, Web of Science, Scopus, and the Cochrane Library. We also hand searched reference lists, Internet search engines, and trial protocols. Two stages of selection were undertaken. In the first, the three authors screened citations. Studies were retained if they reported the efficacy, effectiveness or acceptability of CCBT for depression and/or anxiety disorders, were peer reviewed, and written in English. The qualitative data analysis software, NVivo 10, was then used to run automated text searches for the word “rural,” its synonyms, and stemmed words. All studies identified were read in full and were included in the study if they measured or meaningfully discussed the efficacy or acceptability of CCBT among rural participants.

Results: A total of 2594 studies were identified, of which 11 met the selection criteria and were included in the review. The studies that disaggregated efficacy data by location of participant reported that CCBT was equally effective for rural and urban participants. Rural location was found to both positively and negatively predict adherence across studies. CCBT may be more acceptable among rural than urban participants—studies to date showed that rural participants were less likely to want more face-to-face contact with a practitioner and found that computerized delivery addressed confidentiality concerns.

Conclusions: CCBT can be effective for addressing depression and anxiety and is acceptable among rural participants. Further work is required to confirm these results across a wider range of countries, and to determine the most feasible model of CCBT delivery, in partnership with people who live and work in rural and remote communities.

(J Med Internet Res 2015;17(6):e139) doi:10.2196/jmir.4145
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Introduction

Background

In any one year, 10% and 14% of Australian adults experience affective problems and anxiety disorders, respectively [1,2]. These rates of mental illness are in line with global trends—the average 12-month depression prevalence rate of 18 high- and low-income countries is 5.4% [3]. For anxiety disorders, 12-month prevalence rates range from 7% to 15.5% in Euro/Anglo cultures [4].

In Australia, over 30% of the population lives outside major cities, with 11% living in outer regional, remote, and very remote areas [5]. The reported prevalence of mental health disorders is similar across rural and urban areas [6,7]. However, there are certain population groups in rural and remote areas that experience higher levels of mental disorders—men in outer regional and remote areas are significantly more likely to experience higher levels of psychological distress than men in major cities [8], and women in nonmetropolitan areas aged 30 to 44 years also face slightly higher rates of mental health disorders than their urban counterparts [6].

Globally, the prevalence of anxiety disorders is significantly higher among rural versus urban populations [4]. Furthermore, suicide rates are markedly higher in rural areas compared with major cities, as has been documented in Australia, the United States, the United Kingdom, and New Zealand [9]. In Australia, suicide rates increase with level of remoteness and are largely driven by increased suicides among young men [6,10,11].

Treatment, Services, and Access

There is a strong evidence base and subsequently established guidelines for the effective drug and nondrug treatment of depression and anxiety. For example, supportive clinical care, cognitive behavior therapy (CBT), antidepressants, and interpersonal therapy (IPT) are all recommended treatment options for different forms of depression [12]. For anxiety, evidence-based interventions include self-help strategies, group and individual psychoeducational interventions including CBT, and pharmacological treatments for complex conditions [13].

However, despite an understanding of what works in treating depression and anxiety, many people do not receive adequate care. Less than one-quarter of Australians access psychosocial services, even when they are available [14]. Of the people with depression or anxiety who do seek treatment, under half are offered an appropriate treatment option [15].

Accessing health services can be particularly difficult for people living outside metropolitan areas and away from service hubs. Smaller proportions of rural versus urban populations seek or receive professional help for a mental health problem [6,16].

There are numerous factors that prevent people from accessing mental health services. Availability of services and trained mental health professionals are major barriers to access in rural and remote Australia [14,17]. In comparison with the 115 psychologists for every 100,000 persons in major cities, the rate in rural areas declines from 66.5 in inner regional to 29 in very remote areas [18]. Other barriers may include cultural norms around stoicism and not wanting to show vulnerability, denial, poor mental health literacy, stigma around mental illness and mental health service use, and the financial and personal demands required of treatment [6,17,19]. Studies from a number of English-speaking countries have shown that mental health stigma is particularly prevalent in rural areas, is greater among men, and impacts willingness to seek help [16].

The consequences of untreated depression and anxiety are wide ranging and often debilitating. These conditions can lead to reduced quality of life and productivity, increased likelihood of developing substance abuse disorders [20], nonadherence to care and treatment [21,22], increased risk of physical health problems such as cardiovascular disease [23], and increased suicide risk [24]. Stack [24] reported that 87% of suicides involve at least one mental disorder, and that people experiencing major depression are as much as 20 times more likely to commit suicide than people without depression. Accessing appropriate treatment for depression can reduce suicide risk by up to 50%, particularly among young men [12].

Computerized Cognitive Behavior Therapy

Computerized cognitive behavior therapy (CCBT) is an effective treatment option for people with anxiety and/or depression, both as a standalone treatment and as a component of a stepped-care treatment plan. Numerous reviews and meta-analyses have found that CCBT achieves moderate to large effect sizes for depression and anxiety [25-31], similar to those found for therapist-delivered CBT [26,32]. That said, the comparative effectiveness of CCBT and therapist-delivered CBT is somewhat contested. For example, a Cochrane review by Mayo-Wilson and Montgomery [28] found therapist-delivered CBT to be more effective than computerized delivery.

The delivery of evidence-based psychotherapy via personal computers, mobile phones, and tablets provides an opportunity to increase its uptake in rural and remote communities. It may help minimize the impact of inadequate numbers and unequal distribution of appropriately trained therapists, and subsequent long wait times, as well as the financial demands of treatment, travel times [19,33], and stigma associated with accessing mental health services. Computerized CBT as a mechanism to improve evidence-based service provision in rural and remote areas may increase the uptake of evidence-based interventions. However, few studies have explicitly explored the effectiveness and acceptability of CCBT in rural communities.

This review synthesizes the global evidence regarding the clinical effectiveness and acceptability of CCBT interventions for preventing or treating anxiety and depression in people who live in rural and remote areas. It provides recommendations for future research and practice with relevance to rural communities in English-speaking countries around the world.

Methods

Overview

Literature was systematically reviewed in line with the Preferred Reporting Items for Systematic Review and Meta-Analysis (PRISMA) guidelines [34].
Overview

The initial database search identified 2587 citations. Of these, 195 were selected for full-text review at the first stage of screening, along with six studies identified through pearling. A total of 142 studies met the inclusion criteria and were retained for the second stage of screening. The automated text search revealed that 45 of these studies included the word “rural,” a synonym, or stemmed word at least once. Of these, 10 met the inclusion criteria and were included in the review. One extra study was identified by hand searching at this stage, resulting in 11 studies being finally included in this review [38-48]. Figure 1 outlines this process and provides the reasons for exclusion at each stage.
Study Characteristics

Among the 11 included studies were four papers reporting the findings of three RCTs, one systematic review, one qualitative study, and five studies which used quasi-experimental designs. Nine of the studies were conducted in Australia and two—regarding one trial—in Scotland. Characteristics and key findings of the 11 studies are reported in Table 1.

Eight papers regarding six different trials measured rural location as a predictor of outcomes, adherence, or acceptability [38-45]. The qualitative study explored the acceptability of a CCBT package among rural youth [46]. The final two studies discussed the potential application of their results to rural populations [47,48].

Across the nine studies reporting at least some rural participants were a total of 11,260 participants. Between 16% and 100% of study participants lived in rural areas. Four of the 11 studies explored the value of CCBT among children and/or young people, while five studies tested CCBT for adults. The systematic review included five studies with adult participants and four with children and/or young people.
Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Citation; program</th>
<th>Study design</th>
<th>Location</th>
<th>Participants: n, % rural; gender, %; age group, age in years, mean or range</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calear et al 2013 [38]; MoodGYM, anxiety &amp; depression</td>
<td>RCT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Australia</td>
<td>1477, ~16; female, 56; adolescents, 12-17</td>
<td>Living in a rural location predicted greater adherence.</td>
</tr>
<tr>
<td>Neil et al 2009 [43]; MoodGYM, anxiety &amp; depression</td>
<td>Quasi-experimental</td>
<td>Australia</td>
<td>8207, 19; female, 71; adolescents, 13-19</td>
<td>Living in a rural area predicted greater adherence.</td>
</tr>
<tr>
<td>Sethi 2013 [47]; MoodGYM, anxiety &amp; depression</td>
<td>RCT</td>
<td>Australia</td>
<td>89, 0; female, 58; youth, 18-25</td>
<td>CCBT&lt;sup&gt;b&lt;/sup&gt; may be a viable option for youth, but unsuitable for people with low literacy.</td>
</tr>
<tr>
<td>Griffiths &amp; Christensen 2007 [48]; MoodGYM + Blue Pages</td>
<td>Systematic review</td>
<td>International</td>
<td>N/A&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>CCBT may be inconsistent with rural residents’ preferred mode of learning—should consider tailoring programs to rural users.</td>
</tr>
<tr>
<td>Cheek et al 2014 [46]; SPARX, depression</td>
<td>Qualitative study</td>
<td>Australia</td>
<td>16, 100; male, 75; adolescents, 13-18</td>
<td>New Zealand program acceptable for Australian participants.</td>
</tr>
<tr>
<td>Hayward et al 2007 [39]; FearFighter, anxiety &amp; depression</td>
<td>Uncontrolled trial</td>
<td>Scotland</td>
<td>35, 100; female, 66; 16 years and over, 40.2</td>
<td>Participants had significant improvements on measures of depression and anxiety. Patients and GPs&lt;sup&gt;e&lt;/sup&gt; were satisfied.</td>
</tr>
<tr>
<td>MacGregor et al 2009 [45]; FearFighter, anxiety &amp; depression</td>
<td>Survey &amp; qualitative</td>
<td>Scotland</td>
<td>35, 100; female, 66; 16 years and over, 40.2</td>
<td>Content was generally appropriate for rural dwellers (except for references to city centers, buses, and lifts).</td>
</tr>
<tr>
<td>Kay-Lambkin et al 2011; [40] CCBT for comorbid depression &amp; substance use</td>
<td>RCT</td>
<td>Australia</td>
<td>274, 41; male, 57; 16 years and over, 40</td>
<td>Rurality did not affect treatment response (depression). Computerized therapy led to 2.5 times greater reduction in alcohol use than therapist delivered (P=.006).</td>
</tr>
<tr>
<td>Kay-Lambkin et al 2012 [41]&lt;sup&gt;f&lt;/sup&gt;</td>
<td>RCT</td>
<td>Australia</td>
<td>163, 33; N/A; 16 years and over&lt;sup&gt;g&lt;/sup&gt;</td>
<td>No significant differences between rural and urban regarding preferred treatment method. No effect of rurality on retention or treatment response.</td>
</tr>
<tr>
<td>Mewton et al 2012 [42]; CRUFAD clinic, anxiety</td>
<td>Quasi-experimental</td>
<td>Australia</td>
<td>588, 43; female, 71; 16 years and over, 39.5</td>
<td>Those in a nonrural location were 1.8 times more likely to complete the six course components. Need to tailor courses for rural users.</td>
</tr>
<tr>
<td>Sunderland et al 2012 [44]; CRUFAD clinic, depression &amp; anxiety</td>
<td>Quasi-experimental</td>
<td>Australia</td>
<td>663, ~45; female, 66; N/A, 43</td>
<td>Rurality did not influence effectiveness of CCBT for anxiety and depression.</td>
</tr>
</tbody>
</table>

<sup>a</sup>Randomized controlled trial (RCT).  
<sup>b</sup>Computerized cognitive behavior therapy (CCBT).  
<sup>c</sup>Not applicable (N/A).  
<sup>d</sup>The review included 12 papers regarding nine studies. Of these nine studies, five were regarding adults, one regarding tertiary students, and three regarding children/secondary school students. Gender breakdown varied across studies.  
<sup>e</sup>General practitioners (GPs).  
<sup>f</sup>Participants from this study were a subset of Kay-Lambkin et al 2011 [40].  
<sup>g</sup>Mean age for this subsample was unavailable.

**Efficacy**

Three papers, regarding two trials, reported clinical efficacy data disaggregated by location [40,41,44]. All found no difference in the treatment response to CCBT for depression and anxiety between rural and urban participants. Another study, conducted entirely with rural participants, found that CCBT led to significant improvements in anxiety and depression [39]. One school-based study found that rurality predicted high adherence to CCBT among adolescents, and that higher adherence led to greater reductions in depression and anxiety [38]. However, of the four trials with children/young people, none disaggregated efficacy data by rural/urban location. Furthermore, while the review by Griffiths and Christensen included studies reporting the efficacy of CCBT for both children/young people and adults, none of their included studies disaggregated the data by location [48]. It is, therefore, not
possible to identify patterns regarding the interaction of rural location, age, and efficacy from the studies included in this review.

**Uptake and Referral**

The included studies did not consistently report rates of uptake, in several cases due to retrospective study designs. The study in rural Scotland found that 24% of people referred to CCBT declined to undertake the treatment [39]. In Kay-Lambkin and colleagues’ trial [40], less than 9% (54) of 617 participants assessed for eligibility refused to participate. However, the rate of uptake in this trial was still only 44% of the original participants assessed—40% were excluded as they did not meet inclusion criteria and a further 7% did not attend their first assessment.

The included systematic review [48] found that, of spontaneous users of the CCBT program MoodGYM worldwide, 20.5% were from rural and remote areas. In further support of its acceptability among rural mental health patients, Kay-Lambkin and colleagues reported that almost half of their sample self-referred to CCBT [40].

General practitioners (GPs) have an important role in connecting patients to CCBT in rural communities. Rural participants are more likely to have been referred to CCBT by their GPs than urban participants—23% versus 2% referred by a GP, respectively ($P<.001$) [40]. Hayward and colleagues’ trial in rural Scotland also relied on GPs to connect patients to CCBT [39]. The study reported that CCBT was highly acceptable among GPs in regard to suitability for provision to rural and remote patients.

**Adherence/Attrition**

The included studies reported mixed findings in regard to adherence and attrition rates among rural versus urban participants, though they most commonly reported rural participants to be as likely, if not more likely, to adhere to CCBT treatment.

Two studies with adult participants compared rates of adherence by location. Kay-Lambkin and colleagues found that rurality did not affect retention [41]. In contrast, Mewton and colleagues found that rural participants were significantly less likely to complete CCBT, with urban participants almost twice as likely to complete the full course [42]. The two studies with adolescents that compared adherence outcomes by location both found that rural residence predicted significantly greater adherence to the MoodGYM program [38,43]. Lack of availability of alternative services, greater motivation of supervising staff members, or a preference for health self-management in rural participants are potential explanations for this [38,43,48]. Table 2 shows the efficacy and acceptability outcomes of the studies.
### Table 2. Efficacy and acceptability outcomes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Uptake</th>
<th>Adherence</th>
<th>Other acceptability</th>
<th>Clinical effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calear et al 2013 [38]</td>
<td>N/A (school based)</td>
<td>Rural had greater adherence (P=.01)</td>
<td>N/A</td>
<td>Not disaggregated by location.</td>
</tr>
<tr>
<td>Check et al 2014 [46]</td>
<td>N/A</td>
<td>N/A</td>
<td>New Zealand program acceptable to rural Australian youth; design important.</td>
<td></td>
</tr>
<tr>
<td>Griffiths &amp; Christieansen 2007 [48]</td>
<td>20.5% spontaneous users worldwide rural/remote</td>
<td>N/A</td>
<td>Should consider tailoring content. May not be suitable for learning styles of rural participants.</td>
<td></td>
</tr>
<tr>
<td>Cheek et al 2014 [46]</td>
<td>N/A</td>
<td>N/A</td>
<td>New Zealand program acceptable to rural Australian youth; design important.</td>
<td></td>
</tr>
<tr>
<td>Hayward et al 2007 [39]</td>
<td>89 referred; 13 unsuitable; 21 refused; 55 passwords issued (62%)</td>
<td>26 completed (47% of participants who received passwords)</td>
<td>97% satisfied with help received. GPs feel demos of program could increase referrals by GPs.</td>
<td></td>
</tr>
<tr>
<td>Kay-Lambkin et al 2011 [40]</td>
<td>617 assessed; 244 unsuitable; 54 refused; 274 randomized (44%); 260 began</td>
<td>86 (33% of starters) received all sessions; 163 (63% of starters) completed 3-month follow-up</td>
<td>N/A</td>
<td>No significant effect of rurality on effectiveness: depression (P=.70) or substance use. Therapist and CCBT equally effective for depression (P=.02).</td>
</tr>
<tr>
<td>Kay-Lambkin et al 2012 [41]</td>
<td>N/A: 3-month follow-up data</td>
<td>Rurality did not affect attendance or therapeutic alliance.</td>
<td>Rurality did not affect preference for therapist/computerized delivery. Rural less likely to want more therapist contact—18% vs 48% urban.</td>
<td></td>
</tr>
<tr>
<td>MacGregor et al 2009 [45]</td>
<td>89 referred; 13 unsuitable; 21 refused; 55 passwords issued (62%)</td>
<td>N/A</td>
<td>Content acceptable to rural/remote participants. Minor changes may be beneficial.</td>
<td></td>
</tr>
<tr>
<td>Newton et al 2012 [42]</td>
<td>N/A</td>
<td>55.1% completion; rural had poorer adherence (P&lt;.05). Urban 1.8 times more likely to complete.</td>
<td>N/A</td>
<td>Significant reduction in anxiety and psychological distress; improved quality of life (WHODAS&lt;sup&gt;b&lt;/sup&gt;) (all P&lt;.001).</td>
</tr>
<tr>
<td>Neil et al 2009 [43]</td>
<td>N/A</td>
<td>Rural had greater adherence: whole sample (P=.01), school sample (P&lt;.001).</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sethi 2013 [47]</td>
<td>103 assessed; 89 eligible and randomized (86%)</td>
<td>100% completed (assume none rural as not reported)</td>
<td>Unsuitable for people with low literacy.</td>
<td>N/A, as location of participants not reported.</td>
</tr>
<tr>
<td>Sunderland et al 2012 [44]</td>
<td>N/A: data from completers only</td>
<td>N/A</td>
<td>Rurality did not influence treatment response.</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable (N/A).

<sup>b</sup>World Health Organization Disability Assessment Schedule (WHODAS).

### Other Measures of Acceptability

There is some evidence to suggest that, on completion, CCBT was considered to be more acceptable to rural than to urban adult participants. In one study, rural participants were more likely to report that CCBT had helped them with their depression and substance-use—92% versus 75% of urban participants [41]. Furthermore, fewer rural CCBT participants reported wanting more face-to-face contact as compared with urban participants—18% versus 48%, respectively. Hayward and colleagues found that 97% of their rural (whole) sample was satisfied with the support provided through CCBT [39]. Studies with both young people and adults found that privacy when accessing mental health services was of great importance to rural participants. For example, Check et al [46] found that visibility and confidentiality when accessing services, as well as attitudes of health professionals, were barriers to young people accessing mental health services in a small rural town in Australia. They also found that the opportunity to complete CCBT in private was an appealing feature of the treatment. In another study, two-thirds of the rural adult participants missed therapist contact, and yet two-thirds also felt that the benefits of CCBT included increased autonomy and confidentiality [39].

### Risk of Bias

A risk of bias assessment was conducted for all studies, with the exception of the systematic review. Overall, the risk of bias was moderate. This is consistent with a large review of the broader CCBT evidence by Grist and Cavanagh [26], which found an overall moderate risk of bias across 49 studies. It also
established that risk of bias was unlikely to influence effect sizes in the included studies.

Across the RCTs included in this review, the risk of bias was rated as low for two studies [38,40], and moderate for two studies [41,47]. Baseline differences across treatment groups, and between completers and noncompleters of outcome measures, were the primary sources of potential bias. Of the quasi-experimental studies, the risk in one study was unclear due to insufficient information on several variables [44] and moderate in another [45], due to low numbers of participants completing the outcome measurements. The three other studies were rated as likely to be at low risk of bias [39,42,43].

The qualitative study by Cheek and colleagues [46] was rated as at moderate risk of bias. Due to its size and scope, replication of the study in varying locations would be valuable to further understand the generalizability of the findings.

Across the included studies, strict participant selection criteria in several may limit the generalizability of their findings. However, a number of the studies included groups of participants who are otherwise often excluded, such as youth and people with severe symptoms or comorbidities. We believe this goes some way toward balancing this limitation.

A number of studies in the broader CCBT literature have found evidence of a publication bias. Studies reporting negative findings are less likely to be published [26,49,50]. In this review, publication bias is also a real possibility, given that we identified and included only published data.

**Discussion**

**Overview**

Computerized CBT can be clinically effective for the prevention and treatment of anxiety and depression, and offers a valuable alternative to traditional face-to-face delivery. This may be particularly pertinent to the delivery of services in underresourced and otherwise underserved communities.

**Efficacy and Acceptability**

We located 11 studies that begin to identify the feasibility of CCBT in rural and remote communities. Notwithstanding diversity in study designs, participants, software packages, styles, and locations of delivery, the studies indicate that CCBT has equal effects for urban and rural participants. Furthermore, they support the effectiveness of CCBT in real-world rural clinical practice and community settings, with all included trials conducted in school, university, community, or clinical (ie, online mental health or GP clinic) sites.

The included studies indicate that rurality is unlikely to have a negative impact on uptake or adherence. Among the wider CCBT evidence base, low uptake has been identified as a key barrier to implementation, with an average of 12% of participants offered CCBT commencing treatment [26,51,52].

The rates of uptake among several studies included in this review were much higher—44% and 56% in studies by Kay-Lambkin et al [40] and Hayward et al [39], respectively. Importantly, these studies included patients with comorbidities and had minimal inclusion criteria, respectively.

Satisfaction and acceptability are generally high among people who undertake CCBT. Acceptability increases significantly once patients have received a demonstration or have undertaken the treatment [19,41,49,52]. Kay-Lambkin et al showed that treatment preference fulfilment—computerized versus therapist delivered—had a greater impact on adherence for rural versus urban participants [41]. Furthermore, changes in depression were significantly associated with treatment preference fulfilment across their whole sample. Fostering understanding and promoting the credibility of CCBT prior to implementation in rural areas may greatly improve its acceptability, uptake, and reach.

This review provides evidence to support a number of the assumed benefits of CCBT for rural populations, including its ability to overcome barriers that have traditionally limited access to mental health services. For example, studies in both Australia and Scotland found that the ability to complete CCBT privately helped minimize confidentiality concerns and stigma regarding accessing mental health services [39,46]. Furthermore, the delivery of CCBT does not rely on a preponderance of trained therapists, and even guided versions require considerably less therapist time than face-to-face CBT [19,53,54]. Staff who are not trained mental health practitioners are able to provide the guidance required by some CCBT programs without significantly reduced clinical effect [32,40,55,56].

**Opportunities and Challenges for Rural Implementation**

Computerized CBT has the potential to complement the inadequate numbers of qualified mental health professionals in rural communities. Implementing CCBT within the existing service landscape as a “first response” treatment may be appropriate. Within such a model, all patients would first be offered CCBT, with therapist time reserved for those who do not respond well, or require further or more intensive therapies [18,34]. This could alleviate pressure on trained therapists and ensure their services are available to those most in need. A study in the United Kingdom [57] found that 19% of participants required referral to a therapist on completion of CCBT. These patients then required, on average, only 3.5—compared with the usual 15—sessions of CBT with a therapist. Combining therapist and computer-delivered CBT has also been shown to be a particularly effective method for treating anxiety and depression among adolescents and similarly reduces the therapist time required to treat each patient [47,58].

More research is needed into the feasibility of delivering CCBT across varying geographical and demographic sites and groups. Understanding local barriers to uptake and adherence, and solutions to these, will be crucial, as they are likely to vary between towns, regions, and countries.

The extent to which content needs to be tailored to rural users’ location and age also requires further study. Computerized CBT packages may benefit from being tailored to more accurately reflect the physical nature of the rural context [42], or in line with different learning styles or education levels [47,48]. However, Cheek and colleagues found that a program developed in New Zealand was acceptable to youth in a rural Australian community.
town [46], suggesting the possibility of translation of CCBT programs across locations without significant alterations.

Limitations
Despite the use of a systematic methodology, it is possible that some studies have been missed. While some hand searching and pearlimg was conducted, not every reference list of identified reviews and studies was searched. Furthermore, no unpublished findings were included in the review and it is, therefore, at risk of publication bias.

Inclusion criteria were limited to studies that addressed generalized and social anxiety disorders, depression, or several types of anxiety disorders concurrently. CCBT for individual phobias, posttraumatic stress disorder, and postnatal depression were excluded, although such studies could hold valuable insights to inform the wider application of CCBT. Furthermore, CCBT has been used for 25 different clinical disorders [27], not only mental health conditions [59-62]. To ensure that its full potential is realized, a similar review into the efficacy and acceptability of CCBT for other conditions in rural and remote areas would be valuable.

The studies identified were predominantly Australian, with two from Scotland. The conclusions and recommendations drawn are, therefore, particularly relevant to the Australian context. The authors believe, however, that given the similar challenges faced across the world in providing evidence-based mental health to rural communities, these findings can be expected to be relevant to English-speaking countries more broadly.

Conclusions
There is a strong focus on workforce development in rural health research and provision. Yet rural and remote communities, globally, continue to face significant challenges in attracting specialist health professionals, highlighting the need for alternative models of delivering evidence-based care. The studies that we reviewed provide initial evidence that CCBT could be a valuable tool for increasing the accessibility of psychological therapies in rural and remote communities. It is likely to be effective and acceptable among rural participants and practitioners.

In the future, practitioners need to be supported to understand and refer clients with particular needs to appropriate evidence-based CCBT programs. Workforce development programs at university level and beyond need to prepare the workforce to appreciate the potential of CCBT. Demonstration of CCBT packages aimed at both users and practitioners may be an important action to build acceptability and trust in rural communities and to ensure that the therapy is accessed by those who need it.

Future research is required to clarify the findings of this review, given the relatively small number of studies identified and the small number of countries represented. Models of CCBT delivery that work within existing health systems and fill service gaps need to be developed and tested in varied rural and remote environments and countries.
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Abstract

Background: Many patients with eating disorders do not receive help for their symptoms, even though these disorders have severe morbidity. The Internet may offer alternative low-threshold treatment interventions.

Objective: This study evaluated the effects of a Web-based cognitive behavioral therapy (CBT) intervention using intensive asynchronous therapeutic support to improve eating disorder psychopathology, and to reduce body dissatisfaction and related health problems among patients with eating disorders.

Methods: A two-arm open randomized controlled trial comparing a Web-based CBT intervention to a waiting list control condition (WL) was carried out among female patients with bulimia nervosa (BN), binge eating disorder (BED), and eating disorders not otherwise specified (EDNOS). The eating disorder diagnosis was in accordance with the Diagnostic and Statistical Manual of Mental Disorders, 4th edition, and was established based on participants’ self-report. Participants were recruited from an open-access website, and the intervention consisted of a structured two-part program within a secure Web-based application. The aim of the first part was to analyze participant’s eating attitudes and behaviors, while the second part focused on behavioral change. Participants had asynchronous contact with a personal therapist twice a week, solely via the Internet. Self-report measures of eating disorder psychopathology (primary outcome), body dissatisfaction, physical health, mental health, self-esteem, quality of life, and social functioning were completed at baseline and posttest.

Results: A total of 214 participants were randomized to either the Web-based CBT group (n=108) or to the WL group (n=106) stratified by type of eating disorder (BN: n=44; BED: n=85; EDNOS: n=85). Study attrition was low with 94% of the participants completing the posttest assignment. Overall, Web-based CBT showed a significant improvement over time for eating disorder psychopathology ($F_{97}=63.07, P<.001, d=.82$) and all secondary outcome measures (effect sizes between $d=.34$ to $d=.49$), except for Body Mass Index. WL participants also improved on most outcomes; however, effects were smaller in this group with significant between-group effects for eating disorder psychopathology ($F_{201}=9.42, P=.002, d=.44$), body dissatisfaction ($F_{201}=13.16, P<.001, d=.42$), physical health ($F_{200}=12.55, P<.001, d=.28$), mental health ($F_{203}=4.88, P=.028, d=.24$), self-esteem ($F_{202}=5.06, P=.026, d=.20$), and social functioning ($F_{205}=7.93, P=.005, d=.29$). Analyses for the individual subgroups BN, BED, and EDNOS showed that eating disorder psychopathology improved significantly over time among Web-based CBT participants in all three subgroups; however, the between-group effect was significant only for participants with BED ($F_{78}=4.25, P=.043, d=.61$).
Conclusions: Web-based CBT proved to be effective in improving eating disorder psychopathology and related health among female patients with eating disorders.


Methods

Participants

Participants were self-recruited users of the Dutch website “Look at your eating” [19]. This open-access website (see Figure 1) offered general information on eating disorders and related topics, a forum for peer support, as well as information about the Web-based CBT program and the study procedures of this trial. Inclusion criteria for participation were (1) female gender, (2) age ≥18 years, (3) diagnosis of BN, BED, or EDNOS (based on participants’ self-report), (4) written and oral fluency in Dutch language, (5) access to Internet, (6) signed informed consent, and (7) a referral from a general practitioner (GP). Exclusion criteria were (1) severe underweight, (2) suicidal ideation, (3) receiving psychological or pharmaceutical treatment for any eating disorder within the past 6 months, (4) pregnancy, and (5) expected absence for 4 weeks or longer during the intervention period (eg, due to planned vacation). If participation in the intervention was not possible for some reason (eg, lack of Dutch health insurance and therefore funding of the intervention, or patient’s GP did not agree with participation), patients were also not eligible for this study.

Acknowledgments: This study was supported by the Drop-in Foundation, the Mental Health Foundation, the Centre for Health Services and Prevention Research, The Netherlands Organisation for Health Research and Development, and the Dutch Health Care Insurance Board (Chemie). The authors declare that they have no conflict of interest.
Study Design and Procedure

This study was a randomized controlled trial with two groups: Web-based cognitive behavioral therapy (Web-based CBT) and waiting list control (WL). Figure 2 presents a flow chart of the design and timeline of the study. Recruitment took place from March 2011 until December 2013. Information about the study was disseminated through announcements on eating disorder–related websites and forums, and newspaper advertisements. Website visitors were invited to read the information about the study explicitly, provide their email addresses and telephone numbers, and agree with the conditions of the Web-based CBT protocol. Furthermore, they had to provide written informed consent, personal data, and data of their GP. The GP was informed about the patients’ participation in the study (as covered by the Ethics Committee approval) and requested to sign and return the referral form. To assess eligibility and to obtain baseline data, participants completed an online self-report questionnaire during the sign-up procedure. Based on this questionnaire, the Diagnostic and Statistical Manual of Mental Disorders, 4th Edition (DSM-IV) eating disorder diagnosis was assessed and randomization took place. Participants not eligible for this study were offered participation in the regular Web-based CBT intervention (outside this study), which was possible only by logging in with a personal code that individuals received by mail after providing personal data. In case of urgent medical risks, no funding of the intervention, or disagreement of the GP for participation in the intervention, participants were referred to their GP or advised on more appropriate treatment.

Participants were randomized to the Web-based CBT or WL through computer-generated randomly varying block sizes (2, 4, or 8), stratified by type of eating disorder (BN, BED, EDNOS). Randomization was performed at a 1:1 ratio. The allocation schedule was prepared by an independent researcher not involved in data collection. The assignment of participants to the conditions was not dependent on the participants’ characteristics. Participants assigned to the Web-based CBT started the intervention immediately while participants of the WL had to wait 15 weeks, during which they received supportive email messages once every 2 weeks to keep them involved. All WL participants were guaranteed treatment after the waiting period, and they were advised to contact their GP in case earlier treatment was needed.

To measure efficacy, the WL group completed the posttest questionnaire after the 15-week waiting period, and the Web-based CBT group completed this questionnaire after completing or prematurely ending the intervention, or in case of a longer treatment duration, 18 weeks after randomization (to keep the time frame between the first and second assessments as close as possible in both groups). The posttest questionnaire measured all primary and secondary outcomes and included evaluation questions about the Web-based CBT intervention and treatment non-completion when applicable. Participants received a €10 digital voucher for an online store for each completed questionnaire, except for the baseline questionnaire. The study protocol was approved by the Ethics Committee of Medical Spectrum Twente in March 2011 (reference number NL31717.044.010, P10-31) and was registered on the Dutch
Trial Registry (NTR2415). Details of this protocol have been published previously [20]. See Multimedia Appendix 1 for the CONSORT-EHEALTH checklist [21].

Figure 2. Flow chart of study design and timeline.

Web-Based Cognitive Behavioral Therapy Intervention

The Web-based CBT intervention [15,18] “Look at your eating” (in Dutch: Etendebaas) was developed at Tactus Addiction Treatment by health care professionals (psychologist, addiction medicine physician, psychotherapist, psychiatrist, dietician, registered nurses, and social workers), a software development team (The Factor-E), and patients and members of a Dutch organization for people with eating disorders. Development of the intervention was an interactive and iterative process, involving patients providing input and feedback on different versions of the content, layout, visual features, and ease of navigation of the Web-based CBT intervention. The intervention included a structured two-part program with at least 21 contact moments and 10 assignments within a secure Web-based application. Multimedia Appendix 2 presents an overview of the content of the intervention. The first part aimed to analyze participants’ eating attitudes and behaviors, while the second part focused on behavioral change. The modules were organized in a pre-specified order, and participants had access only to the information and assignments that were sent by the therapist at a specific point. CBT [22-24] and motivational interviewing (MI) [25,26] were the fundamentals of the intervention including
techniques such as psycho-education, self-monitoring, thought restructuring, problem solving, and relapse prevention.

Participants had to log in to the application via the website [19] with a personal username and password, secured by Secure Sockets Layer, to have access to their personal file (see Figure 3). All data transferred between the participant’s computer and the application was encrypted and sent via the Hypertext Transfer Protocol Secure (https) protocol. The application was entirely server-based, and all information gathered was stored on an encrypted database. Daily backups of the server on an offsite location were made to ensure further data security.

During the Web-based CBT, participants normally had asynchronous contact twice a week with their personal therapists, solely via the Internet, unless participants specifically requested an additional telephone contact. Participation in the intervention took approximately 20 minutes per day, and participants were instructed about completing home assignments and registering eating behaviors daily in their online eating diary. Participants could access the intervention in their personal environment at any time, and in their private file they could read the messages from their therapist or complete assignments. Accordingly, therapists responded within 3 working days on the participants’ messages or assignments. The therapists’ messages were personalized to the participants’ situation but also comprised pre-programmed text fragments, for example, explaining the assignments. For each module, a format was available including the topics that should be addressed and the information that should be given by the therapist. Therapists could also include hyperlinks to information on the website [19] in their messages. These formats ensured consistency in the therapists’ messages. However, as all messages were adjusted to the situation of participants, with differences in complexity of personal issues, their content and length varied. Therapists always responded on participants’ completed eating diary, assignments, and questionnaires, but the content of these texts was dependent on what participants had filled out. The responses of the therapists were supportive and included also CBT and MI techniques. Moreover, their communication primarily focused on providing accurate and objective information, hopeful writing, reinforcement, and relabeling of demotivating statements. The progress of the participants was monitored by the therapists. When participants did not respond to the messages of the therapists within the next week, they received a reminder with a request to keep in touch regularly. When participants did not respond for 4 weeks, the intervention was terminated by the therapist. Participants were considered treatment completers if they had completed all 10 assignments and attended at least 21 sessions. In case participants stopped the intervention prematurely and still needed help, the therapist discussed with the participant what kind of treatment would be more appropriate. Possible options were face-to-face treatment with a professional (therapist or dietician), day care, or hospitalization in a specialist eating disorder institution. If preferred by the participant, the therapist also initiated the first contact with the other professional or institution.

A total of 17 therapists with either a bachelor’s degree in nursing or social work or a master’s degree in psychology were involved in this study. All therapists completed 2 days of training including theoretical information and practice-oriented assignments focusing on the design and implementation of the Web-based application, on technical aspects of delivering this intervention, and on using different strategies to apply the CBT and MI techniques (e.g., restructuring of non-helpful thoughts into helpful thoughts, enhancing self-efficacy, expression of empathy, and evoking cognitive dissonance). Additionally, they also received a 1-day training session about eating disorders and related issues, and about the treatment content and protocol. Subsequently, all therapists completed a full treatment program with a test patient, and 3 months of intensive supervision by experienced coaches. A comprehensive manual to the Web-based CBT intervention was available for all therapists, which included a detailed description of the different modules of the intervention. Also safety protocols were described in this manual, covering the criteria for admission to part 2, as well as guidelines about what to do in case of severe eating problems, relapse or suicidal ideations, and when to inform the participant’s GP. Safety protocols were also included in the formats of the different modules. Besides the use of formats for all modules and the intensive training of therapists, several other methods were used to ensure quality and consistency in the treatment of participants. For example, all messages of the therapists were checked retrospectively (and adjusted if necessary) by a multidisciplinary team consisting of a psychologist, a psychotherapist, an addiction medicine physician, a psychiatrist, a dietician, and two coaches at the end of part 1 of the intervention. Furthermore, all patient files were regularly checked by the coaches of the Web-based CBT intervention and these coaches were also present daily for consultation and advice. The multidisciplinary team was available remotely for consultation throughout the intervention and gave also expert advice to the therapists at the end of part 1 of the intervention of each participant. For all participants, the intervention was covered by Dutch health insurance, although the costs were set off against participants’ deductible. Therefore, several of them needed to pay a contribution of up to €350 for their participation. This is a standard procedure in the Dutch health care system.
Waiting List Control Group

Participants in the WL received seven supportive email messages sent by the researcher during the waiting period. The first message included a brief explanation about the design of the Web-based CBT intervention as well as information about when participants could start the intervention, the aim of the supporting email messages, and what participants should do in case they needed urgent help. The second message provided information about the different topics discussed on the website [19], such as information about factors that could affect participants’ eating behavior and information about the physical effects of eating disorders. The third email contained information about the online forum, which was part of the website [19] and provided contact with fellow sufferers. The fourth email included information about the scientific research project of the Web-based CBT intervention and the results of the pilot study. The fifth message contained a summary of comments from former participants of the Web-based CBT intervention (verbatim and anonymous) about their experiences with the treatment. The sixth email focused on common misconceptions about food, losing weight, and eating disorders. This message also referred to relevant information on the website [19] and possible consequences of these misconceptions. The last email included a description of the basic principles of the intervention and therapeutic support, and a description of what was expected of the participants during the intervention. Finally, participants were thanked for their patience during the waiting period and were wished success with their participation in the intervention. All email messages also concluded with information about what participants had to do when they needed urgent help. Specifically, they were referred to their GP in case of urgent medical problems. This information was also presented in the prior email that participants received the moment they were allocated to the control group.

Measures

The primary outcome measure was eating disorder psychopathology measured with the global mean scale of the Eating Disorder Examination-Questionnaire (EDE-Q) [27], a widely used self-report questionnaire to measure eating disorder severity. Items were scored on a 7-point Likert scale (range 0-6), with a higher score reflecting more psychopathology. Additionally, the scores on the EDE-Q subscales Restraint, Eating Concern, Shape Concern, and Weight Concern were calculated. Secondary outcome measures included the Body Attitude Test (BAT) [28,29] to assess body dissatisfaction, the Maudsley Addiction Profile-Health Symptom Scale (MAP-HSS) [30] and 15 eating disorder-specific physical complaints to measure physical health, the Depression Anxiety Stress Scale (DASS) [31] to measure mental health, the Rosenberg Self-Esteem Scale (RSES) [32] to examine self-esteem, the EuroQol visual analogue scale (EQ-5D VAS) [33] to assess quality of life, the Measurements in the Addictions for Triage and Evaluation - International Classification of Functioning, Disability and Health (MATE-ICN) [34] to examine social functioning, and Body Mass Index (BMI). Participants completed these measures at baseline and posttest (approximately 15 weeks after baseline). Additionally, demographic data, DSM-IV diagnosis, prior care for eating disorders and other psychological problems, duration of illness, and suicide risk were measured at baseline. DSM-IV eating disorder diagnosis was assessed using the online self-report questionnaire Eating Disorder Questionnaire-Online (EDQ-O) and related baseline data, optionally with additional questions by email. The EDQ-O was developed as a diagnostic instrument...
for establishing all DSM-IV-TR eating disorder diagnoses without using face-to-face contact, as in-person clinical interviews are not suitable for Web-based interventions. A recent study into the validity of the EDQ-O showed that this self-report questionnaire performs acceptably as a diagnostic instrument for all eating disorder classifications [35]. However, as the results of the validation study were not available at the start of the current RCT, the EDQ-O was not used as the only tool to set a DSM-IV eating disorder classification in this study, but also other baseline data of participants were taken into consideration such as their BMI and completed EDE-Q. If there were doubts about the diagnosis established with the EDQ-O based on the combination of all data, participants were asked additional questions by email. Based on the responses of the participants, a final diagnosis was established by the psychologist and researcher. Suicide risk was measured using Part C of the MINI-Plus [36,37], consisting of 6 self-report items examining suicidal tendencies. Participants for whom the current risk of suicide was classified as “high” were excluded from the study. The exclusion criterion of severe underweight was assessed in case the body weight of participants was less than 85% of ideal body weight, determined using the table of height/weight limits of the MINI-Plus [36,37]. At posttest, participants were also asked if they had other support for their eating disorder during the intervention or waiting period. Furthermore, participants’ evaluation of the intervention and their personal therapist was measured as well as reasons for non-completion (if applicable).

Statistical Analyses

Our sample size was calculated based on an expected mean difference score of 1.0 (SD 1.2) on the EDE-Q global score (primary outcome measure) between the Web-based CBT and WL at posttest. This expected difference was based on the results of our before-after study, adjusted for an estimated improvement in the WL. Power analysis (G*Power) revealed a sample size of 84 participants per condition, 2 measurements, and a correlation among repeated measures of 0.95. However, we expected 40% of the participants not to complete the Web-based CBT, therefore, 42 participants in each condition (Web-based CBT and WL) were needed. To determine the efficacy of the Web-based CBT for the specific eating disorder subtypes, the total sample size was determined at 84 participants with BN, 84 participants with BED, and 84 participants with EDNOS (total of 252 participants).

All analyses were conducted using SPSS version 21. Data are presented as numbers (percentage) for categorical data and as the means (SD) for continuous data. Baseline differences between the Web-based CBT and WL are expressed as differences in proportion for categorical data and as the mean differences for continuous data. Chi square or Fisher’s exact tests (as appropriate) were used to compare categorical measures between the groups, and t tests or Mann-Whitney tests to compare continuous measures. To measure baseline differences between the three subgroups, Chi square or Fisher’s exact tests were used to compare categorical measures, and analysis of variance (ANOVA) with Tukey’s post-hoc tests or Kruskall-Wallis tests were used to compare continuous measures. Post-hoc tests for categorical variables were conducted by pairwise comparisons, with a Holm-Bonferroni post-hoc correction.

To measure the efficacy of the Web-based CBT in terms of primary and secondary outcome measures, Mixed Models for repeated measures were used, allowing for the inclusion of all participants, regardless of missing data. The intervention*time interaction effect was used to measure whether the change over time was different for the Web-based CBT compared to the WL. Between-group effect sizes were calculated according to Cohen’s d by subtracting the average difference score between pretest and posttest of the control group from the corresponding difference score of the Web-based CBT group, and dividing the result by the pooled standard deviation of the pretest. Additionally, the effects over time within the Web-based CBT and WL group were measured. Within-group effect sizes were calculated by subtracting the average score at posttest from the average score at pretest and dividing the result by the pooled standard deviation of the pretest. Effect sizes of 0.8 were considered large, effect sizes of 0.5 moderate, and effect sizes of 0.2 small [38].

Results

Participant Flow

From the 404 subjects initially interested in participating in the trial, a total of 214 participants were randomized to one of the two conditions (Web-based CBT or WL), stratified by type of eating disorder (subgroups BN, BED, EDNOS). As shown in Figure 4, the predetermined sample size of 84 participants per eating disorder subtype had not been reached for the subtype BN (n=44). Within the Web-based CBT group, a total of 72 participants (66.7%, 72/108) completed the intervention and 36 participants (33.3%, 36/108) were considered treatment non-completers. Posttest assignments were completed for 201 participants (93.9%, 201/214) with a higher study dropout in the Web-based CBT (10.2%, 11/108) than WL (1.9%, 2/106) ($\chi^2_{1}=6.46, P=0.01$). Participants who withdrew from the study more often lived alone ($\chi^2_{1}=5.74, P=0.04$) and had less self-esteem ($t_{212}=2.53, P=0.01$) at baseline than participants who completed the posttest. Within the Web-based CBT group, 99% of the treatment completers (71/72) and 56% of the treatment non-completers (20/36) completed the questions regarding treatment acceptability. Reasons for treatment non-completion were given by 67% of the non-completers (24/36).
Participant Characteristics

The baseline characteristics of the participants are presented in Table 1. Participants were 214 females with an average age of 39 years, mostly living with others (74.3%, 159/214), employed (79.0%, 169/214), higher educated (50.9%, 109/214) and being overweight (85.0% BMI >25, 182/214). For most participants, the history of the eating disorder was long (68.2% >10 years, 146/214), whereas only 44.4% (95/214) received prior care for their disorder.

The three subgroups BN, BED, and EDNOS differed significantly in terms of age, living situation, and daily routine (data presented in Table 1). BN participants were younger, lived more often alone, and less frequently had a regular daily routine. Also the illness-related variables differed significantly between the three groups, except for the quality of life. Eating disorder psychopathology and mental health were most severe within the BN subgroup and least severe within the EDNOS subgroup. BN participants also had a significantly lower BMI and more problems in social functioning than the other two groups, and significantly more physical complaints and less self-esteem than the EDNOS participants. Participants of the BED subgroup were significantly less satisfied with their body than participants of the EDNOS subgroup.

Baseline characteristics showed no significant differences between the Web-based CBT (n=108) and WL (n=106), nor between these two groups within the three subgroups (data not shown), with the exception of a higher EDE-Q subscale “Restraint” in the EDNOS Web-based CBT subgroup (t_{83}=2.05, P=.04).
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (n=214)</th>
<th>BN (n=44)</th>
<th>BED (n=85)</th>
<th>EDNOS (n=85)</th>
<th>Test statistic</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>39.4 (11.6)</td>
<td>33.2 (10.4)</td>
<td>40.2 (11.4)</td>
<td>41.9 (11.3)</td>
<td>9.00</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Living situation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>55 (25.7)</td>
<td>17 (39)</td>
<td>24 (28)</td>
<td>14 (16)</td>
<td>7.93</td>
<td>2</td>
<td>.02</td>
</tr>
<tr>
<td>With others</td>
<td>159 (74.3)</td>
<td>27 (61)</td>
<td>61 (72)</td>
<td>71 (84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.59</td>
<td>4</td>
<td>.47</td>
</tr>
<tr>
<td>Low</td>
<td>25 (11.7)</td>
<td>2 (4)</td>
<td>13 (15)</td>
<td>10 (12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>80 (37.4)</td>
<td>19 (43)</td>
<td>31 (36)</td>
<td>30 (35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>109 (50.9)</td>
<td>23 (52)</td>
<td>41 (48)</td>
<td>45 (53)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>169 (79.0)</td>
<td>33 (75)</td>
<td>66 (78)</td>
<td>70 (82)</td>
<td>1.09</td>
<td>2</td>
<td>.58</td>
</tr>
<tr>
<td>Regular daily routine, n (%)</td>
<td>156 (72.9)</td>
<td>24 (55)</td>
<td>60 (71)</td>
<td>72 (85)</td>
<td>13.73</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Prior eating disorder treatment, n (%)</td>
<td>95 (44.4)</td>
<td>17 (39)</td>
<td>39 (46)</td>
<td>39 (46)</td>
<td>0.74</td>
<td>2</td>
<td>.69</td>
</tr>
<tr>
<td>Prior psychological treatment, n (%)</td>
<td>143 (66.8)</td>
<td>35 (80)</td>
<td>58 (68)</td>
<td>50 (59)</td>
<td>5.74</td>
<td>2</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Body Mass Index, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>67.01</td>
<td>4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>6 (2.8)</td>
<td>3 (7)</td>
<td>-</td>
<td>3 (4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.5-25</td>
<td>26 (12.1)</td>
<td>20 (46)</td>
<td>-</td>
<td>6 (7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;25</td>
<td>182 (85.0)</td>
<td>21 (48)</td>
<td>85 (100)</td>
<td>76 (89)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Duration of eating disorder, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.99</td>
<td>6</td>
<td>.06</td>
</tr>
<tr>
<td>1-5 years</td>
<td>33 (15.4)</td>
<td>10 (23)</td>
<td>7 (8)</td>
<td>16 (19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-10 years</td>
<td>35 (16.4)</td>
<td>8 (18)</td>
<td>17 (20)</td>
<td>10 (12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11-20 years</td>
<td>64 (29.9)</td>
<td>12 (27)</td>
<td>32 (38)</td>
<td>20 (24)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;20 years</td>
<td>82 (38.3)</td>
<td>14 (32)</td>
<td>29 (34)</td>
<td>39 (46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Eating disorder psychopathology</strong>, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.5 (0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restraint</td>
<td>2.6 (1.3)</td>
<td>3.5 (1.1)</td>
<td>2.4 (1.3)</td>
<td>2.3 (1.3)</td>
<td>23.54</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating concern</td>
<td>2.9 (1.3)</td>
<td>3.5 (1.1)</td>
<td>3.3 (1.2)</td>
<td>2.2 (1.3)</td>
<td>23.39</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shape concern</td>
<td>4.4 (1.1)</td>
<td>4.8 (1.1)</td>
<td>4.6 (0.9)</td>
<td>3.9 (1.1)</td>
<td>13.53</td>
<td>2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight concern</td>
<td>4.1 (1.1)</td>
<td>4.5 (1.2)</td>
<td>4.2 (0.8)</td>
<td>3.7 (1.1)</td>
<td>7.95</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Body dissatisfaction**, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>59.3 (14.8)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Physical health**, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.2 (12.3)</td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>MAP-HSS, mean (SD)</td>
<td>12.3 (6.2)</td>
<td>13.1 (6.7)</td>
<td>12.7 (5.8)</td>
<td>11.5 (6.3)</td>
<td>1.31</td>
<td>2</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Mental health</strong>, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>33.1 (19.4)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depression</td>
<td>11.4 (8.4)</td>
<td>14.9 (8.7)</td>
<td>11.6 (7.9)</td>
<td>9.5 (8.2)</td>
<td>19.83</td>
<td>3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anxiety</td>
<td>6.0 (6.4)</td>
<td>8.5 (7.4)</td>
<td>6.3 (6.5)</td>
<td>4.5 (5.3)</td>
<td>10.85</td>
<td>3</td>
<td>.004</td>
</tr>
<tr>
<td>Stress</td>
<td>15.7 (8.6)</td>
<td>19.7 (9.0)</td>
<td>15.7 (8.3)</td>
<td>13.6 (8.0)</td>
<td>7.78</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Self-esteem*, mean (SD)</td>
<td>16.7 (7.2)</td>
<td>14.1 (7.4)</td>
<td>16.4 (6.6)</td>
<td>18.4 (7.2)</td>
<td>5.57</td>
<td>2</td>
<td>.004</td>
</tr>
<tr>
<td>Quality of life**, mean (SD)</td>
<td>62.0 (17.1)</td>
<td>61.0 (17.2)</td>
<td>60.1 (15.6)</td>
<td>64.5 (18.4)</td>
<td>1.50</td>
<td>2</td>
<td>.23</td>
</tr>
<tr>
<td>Social functioning**, mean (SD)</td>
<td>6.7 (4.8)</td>
<td>8.8 (5.5)</td>
<td>6.6 (4.6)</td>
<td>5.7 (4.4)</td>
<td>6.21</td>
<td>2</td>
<td>&lt;.002</td>
</tr>
</tbody>
</table>

*a*Eating Disorder Examination-Questionnaire.

*b*Body Attitude Test.

*c*Total score of Maudsley Addiction Profile-Health Symptom Scale (MAP-HSS) and 15 additional eating disorder-specific physical complaints.

http://www.jmir.org/2015/6/e152/
Efficacy of Web-Based Treatment for Eating Disorders in General

Table 2 reports the primary and secondary treatment outcomes of this study for all participants at posttest. Participants of the Web-based CBT improved significantly more on eating disorder psychopathology than participants of the WL, although both groups showed improvements over time. Web-based CBT participants also had significantly fewer concerns about their eating, shape, and weight after participating in the intervention than participants of the WL.

Body dissatisfaction, physical health, mental health, self-esteem, and social functioning all improved significantly more in participants of the Web-based CBT than in participants of the WL. Therefore, participating in the intervention resulted in an overall improvement on health indicators related to eating disorders, although effect sizes were generally small. For BMI, no significant effects were found in either group.

During the intervention or waiting period, several participants in both groups had other support for their eating disorder, for example, from family or friends, or through a self-help program (Web-based CBT 24%, 23/96; WL 30.8%, 32/104). Some of these participants had face-to-face contact with a professional such as a therapist, dietician, or GP (Web-based CBT 11%, 11/96 and WL 18.3%, 19/104). For the Web-based CBT group, the additional support had no added value as there were no significant differences between participants who had other (professional face-to-face) support and those who did not have this support during the intervention period. For the WL, additional support had only a significant effect on body dissatisfaction in case of face-to-face contact with a professional. Participants who had face-to-face contact with a professional during the waiting time improved significantly more on body dissatisfaction than participants who did not have this kind of support ($F_{102}=5.16; P=0.025$). For all other outcome measures, no significant effects were found between those two WL groups. Overall effects of the Web-based CBT intervention did also not change significantly by correcting for additional face-to-face support (data not shown). As we used an intention-to-treat (ITT) analysis, we therefore did not correct for this.
Table 2. Treatment outcomes for all participants and for the individual subgroups BN, BED, and EDNOS.

<table>
<thead>
<tr>
<th></th>
<th>Web-based CBT (n=108)</th>
<th>WL (n=106)</th>
<th>Interaction effect of group x time&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Posttest</td>
<td>P</td>
</tr>
<tr>
<td>All participants (n=214)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating disorder psychopathology&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restriment</td>
<td>3.5 (0.9)</td>
<td>2.6 (1.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating concern</td>
<td>2.7 (1.3)</td>
<td>2.2 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shape concern</td>
<td>2.8 (1.2)</td>
<td>1.7 (1.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight concern</td>
<td>4.4 (1.1)</td>
<td>3.4 (1.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body dissatisfaction&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body Mass Index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18.5</td>
<td>17.2 (0.3)</td>
<td>17.2 (0.6)</td>
<td>.93</td>
</tr>
<tr>
<td>18.5 – 25</td>
<td>22.4 (1.7)</td>
<td>23.2 (1.2)</td>
<td>.09</td>
</tr>
<tr>
<td>&gt;25</td>
<td>33.5 (5.7)</td>
<td>33.3 (5.6)</td>
<td>.23</td>
</tr>
<tr>
<td>Physical health&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAP-HSS</td>
<td>11.7 (6.5)</td>
<td>9.5 (6.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mental health&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>31.7 (18.6)</td>
<td>23.6 (18.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Anxiety</td>
<td>11.2 (8.4)</td>
<td>7.5 (7.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stress</td>
<td>5.5 (5.8)</td>
<td>4.7 (5.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Self-esteem&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality of life&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social functioning&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BN subgroup (n=44)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating disorder psychopathology&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restriment</td>
<td>3.9 (1.0)</td>
<td>2.9 (1.1)</td>
<td>.003</td>
</tr>
<tr>
<td>Eating concern</td>
<td>3.3 (1.3)</td>
<td>2.6 (1.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Shape concern</td>
<td>3.3 (1.1)</td>
<td>1.9 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight concern</td>
<td>4.7 (1.2)</td>
<td>3.8 (1.5)</td>
<td>.02</td>
</tr>
<tr>
<td>BED subgroup (n=85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating disorder psychopathology&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restriment</td>
<td>3.5 (0.8)</td>
<td>2.6 (1.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating concern</td>
<td>2.5 (1.4)</td>
<td>1.9 (1.5)</td>
<td>.005</td>
</tr>
<tr>
<td>Shape concern</td>
<td>3.1 (1.2)</td>
<td>2.0 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight concern</td>
<td>4.5 (1.0)</td>
<td>3.5 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EDNOS subgroup (n=85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating disorder psychopathology&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restriment</td>
<td>3.2 (0.8)</td>
<td>2.5 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating concern</td>
<td>2.6 (1.2)</td>
<td>2.3 (1.3)</td>
<td>.16</td>
</tr>
</tbody>
</table>

<sup>a</sup>Interaction effect of group x time

<sup>b</sup>Eating disorder psychopathology

<sup>c</sup>Body dissatisfaction

<sup>d</sup>Body Mass Index

<sup>e</sup>Mental health

<sup>f</sup>Self-esteem

<sup>g</sup>Quality of life

<sup>h</sup>Social functioning
Efficacy of Web-Based Treatment for Specific Eating Disorder Subgroups

Among participants of the Web-based CBT, eating disorder psychopathology significantly improved over time for all subgroups (data presented in Table 2). However, participants in the control group also improved, and significant differences in effects between the Web-based CBT and WL on primary outcome were found only in the BED subgroup.

On secondary outcome measures, Web-based CBT participants in all three subgroups improved significantly over time with regard to physical health, mental health, self-esteem, quality of life, and social functioning, with small to moderate effect sizes (data presented in Multimedia Appendix 3). Furthermore, BED and EDNOS participants of the Web-based CBT group also improved significantly regarding body dissatisfaction. In the WL group, no significant time effects were found on the secondary outcome measures with the exception of self-esteem for participants with BN and body dissatisfaction and mental health for participants with EDNOS. However, significant between-group differences (Web-based CBT and WL) within the three subgroups were found only for body dissatisfaction and physical health in BED participants and for body dissatisfaction and mental health in EDNOS participants.

Treatment Acceptability

In general, participants were satisfied with the Web-based CBT intervention and their therapist. Most participants evaluated the intervention as rather (46%, 42/91) or very (35%, 32/91) useful, and according to the participants the intervention was especially effective for their eating behavior. Four out of five participants (79%, 72/91) indicated that the treatment had resulted in a healthier diet in their daily lives. Furthermore, for several participants the treatment also led to improvement of mental health (56%, 51/91), self-esteem (49%, 45/91), physical health (47%, 43/91), body image (46%, 42/91), and exercise habits (45%, 41/91). On a scale from 0-10, participants evaluated the intervention with a 7.6 (SD 1.3) and their therapist with an 8.1 (SD 1.3). The majority of participants considered the online contact to be (very) pleasant (77%, 70/91), personal (60%, 55/91), and safe (92%, 84/91). Almost all participants evaluated the support of the therapist to be of added value. For participants who completed the intervention, the therapeutic support was one of the most valuable and important components of the treatment. However, some participants had missed other forms of contact (eg, face-to-face or via telephone) a little (33%, 30/91), quite a lot (5%, 5/91), or very much (8%, 7/91). The participants who did not complete the intervention often mentioned several reasons for dropping out or stopping the intervention prematurely, which can be divided into three main categories: (1) personal reasons or problems (33%, 8/24; eg, lack of time, psychological problems, lack of motivation), treatment content/protocol (29%, 7/24; eg, eating diary annoying/too time consuming, assignments not supportive, not enough attention for weight loss), and the online method (21%, 5/24; eg, lack of personal contact, too open-ended). Furthermore, two participants were discharged by the therapist due to the seriousness of their problems and referred to a more appropriate treatment, and one participant stopped because her GP and psychologist considered the intervention not suitable and had reported her to an outpatient mental health facility for face-to-face treatment.

Discussion

Principal Results and Comparison With Prior Work

Our study shows that Web-based CBT is effective in reducing eating disorder psychopathology in participants with eating disorders in comparison with a waiting list control group. This finding is consistent with the results of a recent review on Internet-based treatments of eating disorders [10]. Participants of the Web-based CBT reported significant reductions in eating disorder psychopathology and were also less concerned with their eating, shape, and weight after participating in the intervention. Participation in the Web-based CBT also resulted in a significant reduction in body dissatisfaction and an improvement of physical and mental health, self-esteem, and social functioning. However, participants of the control group also improved on almost all eating disorder and health-related outcomes resulting in small to moderate effect sizes for the Web-based CBT on interaction effects. The reasons for the improvements in the control group are not totally clear, but several participants received other professional face-to-face support during the waiting period and this resulted in an improvement of participants’ body dissatisfaction. Furthermore,
it is possible that the no-reply email messages that participants received during the waiting period activated them to start behavioral change. Possibly the waiting list condition thus better resembled an unguided self-help condition than a no-intervention condition. Additionally, the process of seeking help or knowing that treatment would start shortly could also have contributed to the improvement, as some other studies showed similar results [39,40].

For BMI, no effects were found. Most participants were overweight at baseline and therefore improvement of BMI would be desirable. It would be interesting to use the follow-up data to investigate whether the BMI of participants will improve in the long term.

In comparison to the results of our pilot study [18], similar significant effects were found, but with somewhat lower effect sizes for the Web-based CBT. For eating disorder psychopathology, the effect size was $d=1.14$ in the pilot study and $d=0.82$ in the current trial. This difference is most likely because the pilot results included only posttest data of participants who had completed the intervention, whereas the data of this study also included posttest data of treatment non-completers (33% of Web-based CBT group). As the content and protocol of the intervention, and the online method were important reasons for dropping out or stopping the intervention prematurely, it is likely that the results of the intervention are less positive for treatment non-completers than for treatment completers. For future research, it would be interesting to compare the results of treatment completers and treatment non-completers in terms of efficacy and acceptability of the intervention.

The treatment adherence of 67% in this study was remarkably higher than in our pilot study (54%) [18]. A possible explanation could be that the higher threshold to participate in the current study (because of the randomized design, GP referral, and informed consent) has resulted in selection bias. It is rather difficult to compare the treatment adherence of our Web-based CBT intervention to the adherence of other Web-based interventions, as the definition of adherence is quite diverse in the different studies [10]. However, based on the results of a systematic review on other Web-based interventions for patients with eating disorders [10], the compliance rate of 67% with participants completing all treatment modules of the intervention, can be considered as moderate to high. Compared to the compliance rate of 50% found in a systematic review on adherence in Web-based interventions focused on broader health issues [41], the treatment adherence in our study was significantly higher.

In addition to other studies, we compared the effects of the Web-based CBT between patients with different eating disorder diagnoses (BN, BED, and EDNOS). Web-based CBT was primarily effective for participants with BED. For this subgroup, significant interaction effects were found for eating disorder psychopathology, body dissatisfaction, and mental health, with medium effect sizes. According to the results of a recent review [10], the improvement in eating disorder psychopathology among BED participants in our study is similar to the results found for participants with BED participating in a 6-month self-help treatment with weekly therapist support [42]. For the EDNOS subgroup, participating in the Web-based CBT did not result in a significant interaction effect on eating disorder psychopathology, although the within-group effect size was rather high ($P<.001$, $d=.71$). As participants’ body dissatisfaction and mental health did improve significantly, and also high within-group effects were found for the other outcome measures, the intervention was partly effective for this subgroup as well. Because EDNOS is not a homogeneous group, further research should elucidate whether the intervention may be more or less effective for specific subgroups of patients with an EDNOS diagnosis. For example, it would be interesting to investigate the results of the intervention among the participants of the EDNOS category who did meet a specified eating disorder diagnosis using the DSM-5 criteria. This was applicable for 29% of all EDNOS participants since 11 participants of the Web-based CBT group (26%) and 8 participants of the WL group (19%) met the DSM-5 criteria of BED, 2 participants of the Web-based CBT group (5%) met the DSM-5 criteria of AN, and 3 participants of the WL group (7%) met the DSM-5 criteria of BN. Though participants with BN improved during treatment with a high within-group effect size for eating disorder psychopathology and small to moderate within-group effect sizes for most secondary outcome measures, no significant interaction effects were found for any outcome measure. This could be explained by the smaller sample size of this subgroup ($n=44$). However, other explanations are possible, for example, that participants with BN need a more intensive (face-to-face) treatment as results showed that these subgroups had more severe eating disorder psychopathology and related health problems at baseline than the other subgroups. Therefore, it would be interesting to further evaluate the results of the intervention for this specific subgroup.

Participants were generally satisfied with the Web-based CBT intervention, and the support of the therapist was considered as very valuable and important. Several methods were used to ensure quality and consistency in the treatment of participants (eg, formats for each intervention module, intensive training, and supervision of therapists, and retrospective control of therapists’ messages). Therefore we expect only minor differences in the support provided by the therapists, equivalent to differences between therapists in clinical face-to-face treatment. However, differences in therapeutic support possibly resulted in differences between therapists in participant outcome. As the 17 therapists were not stratified by type of eating disorder, and the number of participants assigned to each therapist differed significantly with a minimum of 2 and a maximum of 31 participants, this might have affected the results of the intervention. Therefore, it would be interesting to investigate the consistency in the support of the therapists, their adherence to the protocol, and their competencies, for example, by conducting a study including directive and summative content analysis of the treatment of several participants of the current study. Furthermore, additional research into the differences between therapists in participant outcome would be very valuable.

Because the effectiveness of the Web-based CBT was investigated within a naturalistic setting, results of this study
are likely to approximate those of the Web-based intervention in everyday practice. Another strength of our study is the low study dropout, as posttest data were available for 94% of the participants.

Limitations

Although the study shows promising results, these should be considered in the context of several limitations. The first and most important limitation is that, despite extending the sampling period, we were unable to recruit the sample size of 84 participants with BN and therefore also did not reach the planned total sample size of 252 participants. Although the total sample size of 252 participants was not achieved, significant time and interaction effects for the overall group were found for almost all outcome measures. For participants with BN on the other hand, only significant time effects were found; there were no significant interaction effects.

Second, the number of participants per diagnostic category was low. Sample sizes were calculated based on the results of our pilot study. However, we did not sufficiently take into account the differences in effectiveness between the subgroups and the improvements among participants of the control group, resulting in a low number of participants per diagnostic category.

Third, eating disorder diagnoses were not assessed using an in-person clinical interview as required in formal diagnoses, but by using online self-report questions including the EDQ-O. As an in-person interview would probably increase the threshold to participate in the Web-based CBT intervention, we found this incompatible with the main objective of this treatment. Therefore, we decided to use only self-report assessments to measure all primary and secondary outcomes. A recent study [35] showed acceptable performance of the EDQ-O as a diagnostic instrument for all DSM-IV eating disorder classifications, although improvement was desirable. However, this study did not use the EDQ-O as the only tool to assess eating disorder diagnoses. Also, other baseline data were taken into consideration, and if necessary, additional questions were asked by email. Nevertheless, the lack of any personal interviews is an important limitation of this study. For future research, this topic should be considered carefully, weighing pros (validity) and cons (excluding patients).

Conclusions

Eating disorders have a considerable impact on the quality of life and psychological and physical health of patients. The participants in this study suffered from BN, BED, and EDNOS for several years, and more than half of the participants had never had treatment for their eating disorder. The results of this study provide support for the use of a Web-based CBT intervention to improve eating disorder psychopathology, body dissatisfaction, and related health among patients with eating disorders. Furthermore, our findings confirm that new technologies can be used to treat patients who otherwise refrain from seeking or receiving help.
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Abstract

Background: Mobile health (mHealth) interventions may improve heart failure (HF) self-care, but standard models do not address informal caregivers’ needs for information about the patient’s status or how the caregiver can help.

Objective: We evaluated mHealth support for caregivers of HF patients over and above the impact of a standard mHealth approach.

Methods: We identified 331 HF patients from Department of Veterans Affairs outpatient clinics. All patients identified a “CarePartner” outside their household. Patients randomized to “standard mHealth” (n=165) received 12 months of weekly interactive voice response (IVR) calls including questions about their health and self-management. Based on patients’ responses, they received tailored self-management advice, and their clinical team received structured fax alerts regarding serious health concerns. Patients randomized to “mHealth+CP” (n=166) received an identical intervention, but with automated emails sent to their CarePartner after each IVR call, including feedback about the patient’s status and suggestions for how the CarePartner could support disease care. Self-care and symptoms were measured via 6- and 12-month telephone surveys with a research associate. Self-care and symptom data also were collected through the weekly IVR assessments.

Results: Participants were on average 67.8 years of age, 99% were male (329/331), 77% where white (255/331), and 59% were married (195/331). During 15,709 call-weeks of attempted IVR assessments, patients completed 90% of their calls with no difference in completion rates between arms. At both endpoints, composite quality of life scores were similar across arms. However, more mHealth+CP patients reported taking medications as prescribed at 6 months (8.8% more, 95% CI 1.2-16.5, P=.02) and 12 months (13.8% more, CI 3.7-23.8, P<.01), and 10.2% more mHealth+CP patients reported talking with their CarePartner at least twice per week at the 6-month follow-up (P=.048). mHealth+CP patients were less likely to report negative emotions during those interactions at both endpoints (both P<.05), were consistently more likely to report taking medications as prescribed during weekly IVR assessments, and also were less likely to report breathing problems or weight gains (all P<.05). Among patients with more depressive symptoms at enrollment, those randomized to mHealth+CP were more likely than standard mHealth patients to report excellent or very good general health during weekly IVR calls.
Conclusions: Compared to a relatively intensive model of IVR monitoring, self-management assistance, and clinician alerts, a model including automated feedback to an informal caregiver outside the household improved HF patients' medication adherence and caregiver communication. mHealth+CP may also decrease patients' risk of HF exacerbations related to shortness of breath and sudden weight gains. mHealth+CP may improve quality of life among patients with greater depressive symptoms. Weekly health and self-care monitoring via mHealth tools may identify intervention effects in mHealth trials that go undetected using typical, infrequent retrospective surveys.


(J Med Internet Res 2015;17(6):e142) doi:10.2196/jmir.4550
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Introduction

Chronic heart failure (HF) is associated with reduced quality of life, preventable hospitalizations, and early mortality [1,2]. For effective disease management, patients must systematically monitor symptoms, including shortness of breath, weight gain, and edema, and follow strict self-care practices including limiting salt and fluid intake, and taking medications as prescribed [3,4]. Because HF management is challenging, patients frequently experience life-threatening exacerbations that are responsible for $40 billion in US health care costs each year [5]. Telephone care management can improve HF patients' prognosis [6-10]. However, telephone follow-up is inadequately reimbursed and competes with in-person care for clinicians’ time [11].

A number of recently completed clinical trials and evidence syntheses have shown that mobile health (mHealth) interventions can improve self-care behaviors and physiologic risk factors for poor outcomes of cardiovascular disease, including heart failure [12-16]. For example, risk factor management using interactive voice response (IVR) calls can improve dietary behaviors and blood pressure control among hypertension patients in the United States and Latin America [17-19], and remote monitoring coupled with self-management assistance has been shown to improve outcomes of cardiovascular disease in a number of countries [20-25]. Despite these encouraging findings, not all trials of HF mHealth support via mHealth tools have shown positive outcomes [26,27]. Without substantial restructuring of financial incentives for health care organizations and systems to follow up on identified problems, increased monitoring may be insufficient to fill the gap between what HF patients need and what health systems can provide [28,29].

One potential solution to bridging the gap between the promise and the practice of mHealth self-management assistance may be to expand the reach of interventions so that they support not only patients but also their informal caregivers. Informal caregivers often help chronically ill patients follow self-management recommendations by providing support that is unavailable through professional care management [30-33]. However, in-home caregivers are often elderly, ill, and overwhelmed [34,35]. Most in-home caregivers lack the training and resources needed to systematically monitor HF patients and provide self-management assistance. Moreover, chronically ill patients increasingly have caregivers outside of the household, making health and self-care monitoring much more difficult [36,37].

The CarePartner program was developed through a series of Veterans Affairs (VA) and non-VA pilot and feasibility studies to address these challenges by enabling structured support by informal caregivers (CarePartners) who reside outside the patient’s home. Through this program, patients receive regular monitoring and tailored self-management education via IVR calls with feedback to their clinician. While evidence suggests that between-visit mHealth assistance could be effective in improving HF self-care and outcomes, it remains unclear whether feedback to CarePartners is helpful over and above the support provided directly to patients and clinicians.

This study reports the results of a randomized comparative effectiveness trial testing the impact of systematic feedback to patients’ CarePartners, compared to patients receiving standard mHealth monitoring and self-management education. Analyses focused on changes in patients’ HF-related quality of life, self-care, and patient-CarePartner communication reported via 6- and 12-month surveys, as well as on patients’ medication adherence and symptoms reported via weekly IVR calls.

CarePartners also completed surveys at 6- and 12-months post enrollment. The primary results of those assessments are presented elsewhere [38]. In brief, CarePartners who experienced significant caregiving strain and depression at baseline experienced significant decreases in those symptoms if randomized to receive systematic feedback about their patient-partner’s health and self-care, and also reported increased engagement in self-management support. In order to provide additional information about the intervention experience from the CarePartners’ perspective, here we briefly describe qualitative feedback from CarePartners at follow-up as well as their unsolicited replies to email reports sent automatically based on patients’ IVR assessment calls.

Methods

Recruitment

Patients were recruited from VA Cleveland Medical Center outpatient clinics between June 2009 and January 2012 and were followed for 12 months. To be eligible, patients had to have an HF diagnosis, New York Heart Association...
classification of II or III, and a documented ejection fraction <40% (see Multimedia Appendix 1). Patients also had to have attended at least one VA outpatient visit within the previous 12 months, have a VA primary care provider, and be able to participate in automated telephone calls in English. Patients needed to nominate an eligible CarePartner, that is, a relative or friend living outside their home. Patients were excluded if they lived in a skilled nursing facility; were prescribed oxygen supplementation; were receiving palliative care; had a life-threatening condition such as lung cancer; or had ICD-9 coded diagnoses indicating dementia, bipolar disorder, or schizophrenia.

Potentially eligible patients identified from electronic medical records were sent an invitation letter, followed by a screening and recruitment call. Eligible and interested patients were mailed informed consent forms and were assisted in identifying potential CarePartners using the Norbeck Social Support Questionnaire (NSSQ) [39]. To be eligible, CarePartners had to live outside the patient’s home, speak English, have access to a telephone and email, and report at least monthly contact with the patient. CarePartners provided verbal consent to participate.

Randomization
After completing baseline surveys, patient-CarePartner dyads were randomized by a research associate to a patient-focused mHealth service (standard mHealth) or a service that included feedback to patients’ CarePartners (mHealth+CP). Pairs were randomized within strata defined by whether the patient had an in-home caregiver. Sealed randomization envelopes were created by the study coordinator in blocks using an online random number generator. It was impossible to blind patients to their random assignment because patients and CarePartners were aware whether the CarePartner received email feedback.

Standard mHealth Intervention
Patients, CarePartners, and in-home caregivers (when present) randomized to standard mHealth were mailed information about HF self-care [37]. Patients received weekly IVR monitoring and self-management support calls for 12 months. Up to nine call attempts per week were made at times the patient indicated were convenient. IVR calls included recorded information and questions that patients answered using their touchtone keypad. The IVR calls were developed by a panel including primary care physicians, cardiologists, nurses, and experts in health behavior change and mHealth. Calls lasted roughly 10 minutes and followed a tree-structured algorithm to ask about overall health, HF symptoms, and self-management behaviors. Patients received pre-recorded information tailored to their reported symptoms and self-care practices. See Figures 1 and 2 for screenshots of the website used for enrollment and call scheduling.

When patients reported an urgent issue via IVR (ie, worsening shortness of breath or a significant weight increase), the system automatically issued a fax notification to their clinician. A significant weight increase was defined as a 5-lb increase over 1 or 2 weeks, a 7-lb increase over 3 weeks, or an average gain of 2 lbs per week since the last automated call if more than 3 weeks had elapsed. Actions taken by clinicians based on the faxes were not tracked.
Figure 1. Patient enrollment page.
mHealth+CP Intervention

The mHealth+CP intervention was based on self-regulation theory, which emphasizes communication of expectations of behavior (“standards”), promotion of motivation to meet standards, and monitoring with feedback regarding the gap between behavior and standards [40,41]. Patients and CarePartners randomized to mHealth+CP received identical intervention elements described above.

mHealth+CP CarePartners were automatically emailed a structured report after each completed IVR call. CarePartner reports were sent to their personal, individual email addresses, which were stored in the system’s secure database at the University of Michigan. Reports described in lay language what patients’ responses meant in terms of risk for HF exacerbations and included suggestions for how CarePartners could support self-management. Email reports referred to the patient using gender-specific pronouns, for example, “Your partner did not weigh himself last week”, but were otherwise de-identified. Reports included feedback about the patient’s most recent issues as reported during their IVR call, including shortness of breath, medication adherence, salt, and fluid intake, and increases in weight. CarePartners were asked to call their patient-partner weekly to review the reports and address identified problems. CarePartners received guidelines about how to communicate in a positive motivating way, avoid conflict by respecting boundaries, include in-home caregivers, and respect confidentiality. Patients received a notebook including reminders
and tips for their weekly patient-CarePartner calls. CarePartners received logbooks for tracking IVR reports, upcoming patient contacts, clinical encounters, and medication refills.

Measurement

Baseline, 6-Month, and 12-Month Surveys

Patients’ HF-specific quality of life, self-care, and patient-CarePartner communication were measured via quantitative telephone surveys. Baseline sociodemographic variables included patients’ age, race, marital status, employment status, educational attainment, and income. Patients’ baseline depressive symptoms were measured using the 10-item version of the CES-D [42]. CarePartners completed online surveys at each time point; the current analyses include baseline CarePartner characteristics relevant to the comparability of groups at the time of randomization, and qualitative feedback from CarePartners’ 12-month surveys.

The primary outcome was HF-specific quality of life at 12 months, as measured by the Minnesota Living with Heart Failure Questionnaire (MLHFQ) [43]. HF self-care behaviors were measured using the Revised Heart Failure Self-Care Behavior Scale (HFSCB) [3]. A measure of HF medication adherence was created using the HFSCB adherence items with which patients reported how often they “took [their] pills every day”, “took [their] pills as the doctor prescribed, ie, took all of the doses of [their] pills”, “always refilled prescriptions for [their] pills on time”, and “had a system to help tell [them] when to take [their] pills”. The adherence measure based on these items was designed to identify patients reporting perfect adherence (ie, a binary measure identifying patients reporting “always” engaging in all four behaviors). Binary indicators for perfect adherence tend to correct for inflated adherence reporting [44,45].

To identify changes in patient-CarePartner communication, three relationship dimensions were measured at each time point. First, as an objective measure of communication intensity, patients were asked how often over the prior 6 months they communicated with their CarePartner by phone. Analyses examined patients’ likelihood of reporting that they spoke with their CarePartner at least twice per week. Second, the affective dimension of CarePartner support was measured using items based on prior studies of caregiving relationships [46,47]. Patients were asked how often they experienced each of six negative emotions when talking with their CarePartner (sadness, loneliness, anger, tension, guilt, or frustration), and analyses examined patients’ likelihood of reporting that they regularly experience one or more of these emotions. Third, to understand patients’ perspective of the difficulty involved in CarePartner communication, analyses examined participants’ likelihood of agreeing or strongly agreeing that it was “difficult to talk with [their] CarePartner about [their] illness”.

Weekly Interactive Voice Response Adherence and Symptom Reports

Patients’ IVR medication adherence and symptom reports were examined as potential indicators of differences across arms in intervention effectiveness, because short-term reporting intervals often provide information that is more reliable and less prone to bias than retrospective recall surveys [48-50]. Patients were considered adherent if they reported “always” taking their HF medication exactly as prescribed in the past week. Patients were classified as experiencing shortness of breath if they reported being bothered by shortness of breath “daily” or “several days” in the prior week. Patients were coded as having a significant weight gain if their reported weight met criteria described above. Finally, patients were coded as having positive self-reported health if they reported that their overall health was “excellent” or “very good”.

CarePartner Feedback

Although replies were not solicited to email reports sent to CarePartners based on the patient’s IVR feedback, if CarePartners did reply, that message was sent to the study coordinator. Also, in 12-month follow-up interviews, CarePartners were asked an open-ended question regarding what they felt were the strengths of the program. Here we briefly summarize both types of CarePartner feedback and include exhaustive lists of CarePartner comments in Multimedia Appendices 2 and 3.

Statistical Analysis

The sample included all patients with 12-month surveys plus 22 patients for whom 6-month survey data were carried forward. Initial analyses compared the baseline characteristics of patients who did versus did not have 12-month data in the imputed sample. Subsequent analyses compared patients and CarePartners across arms in the sample with outcome data. IVR call completion rates were calculated using one record per week of attempted IVR calls, that is, 52 call-weeks per patient minus weeks in which the patient was on vacation or hospitalized. Logistic models were used to predict patients’ likelihood of completing each weekly call as a function of arm, baseline characteristics, and the number of weeks since enrollment. Statistical tests for the analyses of call completion rates were adjusted for clustering of call-weeks within patients.

The primary outcome was change in HF-specific quality of life between baseline and 12 months. The study was powered to detect a medium/small effect (d=.351) assuming a 20% loss to follow-up, similar to that observed in the prior HF trial by Sisk et al [51]. All outcomes were analyzed on an intent-to-treat basis. The xtmixed and logistic regression commands in Stata version 13.1 [52] were used to identify intervention effects on patients’ HF-related quality of life, self-care, and patient-CarePartner communication. Predictors for each analysis included an indicator for arm, time (baseline, 6-month, and 12-month), and an arm-by-time interaction. Effect estimates represent differences across arms adjusted for baseline values. To examine differences across arms in IVR reports of medication adherence and symptoms, graphical displays were created illustrating the proportion of patients reporting a given outcome each week, separately by arm. Logistic regression models were fitted to predict patients’ weekly IVR-reported outcomes, with weekly reports clustered within patient. Models included the following predictors: arm, time, and an arm-by-time interaction term. Variances for the estimated intervention effects were adjusted for the within-patient correlation of IVR reports across weeks [53-55]. To illustrate the magnitude of
intervention-control differences in IVR-reported outcomes, the probability for each outcome at week 26 and 52 was predicted based on the logistic model separately for mHealth+CP and standard mHealth groups.

Among patients with chronic medical problems, depressive symptoms may influence their perceived health status even more than objective symptoms and impairments resulting from their medical condition [56]. Depressed patients often attribute their difficulties to insufficient social support [57,58], and CarePartners’ support may have counteracted their tendency to over-generalize health problems [59-61]. To test this hypothesis, we examined a potential interaction between patients’ baseline level of depressive symptoms (CES-D) and arm, with respect to IVR reports of excellent/very good health. Specifically, patients’ unadjusted frequency of reporting excellent/very good health was examined graphically as described above, within subgroups defined by baseline CES-D scores. Because graphical displays suggested an inflection point with two very different slopes, we fit logistic models separately for patients with CES-D scores that were low (0-4) versus high (5-10). Each model included terms for arm, baseline CES-D score, an arm-by-CES-D interaction, time, and an arm-by-time interaction.

**Human Subjects Approval**

The study protocol was approved by the Ann Arbor VA Human Subjects Committee, and all patients provided written informed consent. Patients and CarePartners received US $20 for completed surveys; patients did not have financial incentives for completing IVR calls. None of the authors had any financial conflict of interest.

See Multimedia Appendix 4 for the CONSORT-EHEALTH checklist [62].

**Results**

**Recruitment and Baseline Characteristics**

A total of 4140 potentially eligible patients were identified from electronic medical records. Of these, 372 were randomized, and 331 (89%) had outcome data at 12 months (see Figure 3). Patients lost to follow-up were less likely to report at baseline that they spoke with their CarePartner at least twice per week (43.9% versus 65.9%, \(P=0.006\)) and had better baseline HF self-care scores as measured by the HFSCB (\(P=0.002\)) but were not significantly different from patients with follow-up data on any other characteristic shown in Table 1 (see also Multimedia Appendix 5).

Patients in both arms had similar baseline characteristics, except that mHealth+CP patients were more likely to have a high school education or less (Table 1). Education was included in outcome analyses as a control variable, although analyses not including education as a covariate produced essentially the same results. There were no significant baseline differences across arms in measures of patient-CarePartner communication or in CarePartner characteristics. As expected in a VA population, most participants were male. Patients were on average 67.8 years of age (SD 10.2), 77.0% (255/331) were white, 48.0% (159/331) had a high school education or less, 32.6% (108/331) lived alone, and 87.6% (290/331) were retired or unemployed. While most patients (65.9%, 218/331) reported at baseline that they talked with their CarePartner by phone at least twice per week over the prior 6 months, 44.8% (147/328) reported regularly experiencing one or more negative emotions during those conversations, and 21.5% (71/331) agreed that it was difficult to talk with their CarePartner about their illness. Compared to patients, CarePartners were younger, more likely to be female, more likely to be employed, and had more years of education. A total of 41.4% (137/331) of CarePartners were the patients’ daughters/daughter-in-laws, 20.2% (67/331) were sons/son-in-laws, 11.2% (37/331) were friends, 9.1% (30/331) were sisters/sisters-in-laws, and the remaining 18.1% (60/331) were other family and social network members.
Table 1. Baseline characteristics of the sample.

<table>
<thead>
<tr>
<th></th>
<th>Overall (n=331)</th>
<th>Standard mHealth (n=165)</th>
<th>mHealth+CP (n=166)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>67.8 (10.2)</td>
<td>68.1 (10.1)</td>
<td>67.6 (10.3)</td>
</tr>
<tr>
<td>Male, % (n)</td>
<td>99.4 (329)</td>
<td>98.8 (163)</td>
<td>100.0 (166)</td>
</tr>
<tr>
<td>White race, % (n)</td>
<td>77.0 (255)</td>
<td>77.0 (127)</td>
<td>77.1 (128)</td>
</tr>
<tr>
<td>Married/Partnered, % (n)</td>
<td>58.9 (195)</td>
<td>61.2 (101)</td>
<td>56.6 (94)</td>
</tr>
<tr>
<td>High school or less, % (n)</td>
<td>48.0 (159)</td>
<td>41.8 (69)</td>
<td>54.2 (90)</td>
</tr>
<tr>
<td>Live alone, % (n)</td>
<td>32.6 (108)</td>
<td>32.7 (54)</td>
<td>32.5 (54)</td>
</tr>
<tr>
<td>Unemployed/retired, % (n)</td>
<td>87.6 (290)</td>
<td>86.1 (142)</td>
<td>89.2 (148)</td>
</tr>
<tr>
<td>Income &lt;$15,000, % (n)</td>
<td>31.4 (104)</td>
<td>30.3 (50)</td>
<td>32.5 (54)</td>
</tr>
<tr>
<td>CES-D Depression, mean (SD)</td>
<td>3.0 (2.5)</td>
<td>3.0 (2.5)</td>
<td>3.0 (2.5)</td>
</tr>
<tr>
<td>MLHQF&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>43.3 (25.3)</td>
<td>43.0 (26.4)</td>
<td>48.8 (24.3)</td>
</tr>
<tr>
<td>HFSCB&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>82.8 (17.9)</td>
<td>82.6 (19.2)</td>
<td>83.0 (16.5)</td>
</tr>
<tr>
<td>Adherent to HF Rx&lt;sup&gt;c&lt;/sup&gt;, % (n)</td>
<td>52.3 (173)</td>
<td>50.3 (83)</td>
<td>54.2 (90)</td>
</tr>
<tr>
<td><strong>Relationship quality</strong>&lt;sup&gt;d&lt;/sup&gt;, % (n)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Talk 2+ times/ week</td>
<td>65.9 (218)</td>
<td>66.1 (109)</td>
<td>65.7 (109)</td>
</tr>
<tr>
<td>Negative emotions&lt;sup&gt;e&lt;/sup&gt;</td>
<td>44.8 (147)</td>
<td>45.4 (74)</td>
<td>44.2 (73)</td>
</tr>
<tr>
<td>Perceived difficulty&lt;sup&gt;f&lt;/sup&gt;</td>
<td>21.5 (71)</td>
<td>18.8 (31)</td>
<td>24.1 (40)</td>
</tr>
<tr>
<td><strong>CarePartner characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>46.7 (13.2)</td>
<td>47.2 (14.5)</td>
<td>46.2 (11.9)</td>
</tr>
<tr>
<td>Male, % (n)</td>
<td>35.0 (116)</td>
<td>32.7 (54)</td>
<td>37.3 (62)</td>
</tr>
<tr>
<td>Married/Partnered, % (n)</td>
<td>68.6 (227)</td>
<td>67.3 (111)</td>
<td>69.9 (116)</td>
</tr>
<tr>
<td>High school or less, % (n)</td>
<td>27.8 (92)</td>
<td>23.6 (39)</td>
<td>31.9 (53)</td>
</tr>
<tr>
<td>Unemployed/retired, % (n)</td>
<td>36.9 (122)</td>
<td>38.8 (64)</td>
<td>34.9 (58)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Minnesota Living with Heart Failure Questionnaire Scores. Lower scores indicate better functioning.

<sup>b</sup>Revised Heart Failure Self-Care Behavior Scale. Higher scores indicate better HF self-care.

<sup>c</sup>Percent of patients with perfect HF medication adherence over the prior month as measured by the four HFSCB items focused on adherence (see Methods).

<sup>d</sup>Patients’ reports regarding their relationship with their CarePartner.

<sup>e</sup>Percent of patients who report regularly experiencing any of six negative emotions when talking with their CarePartner (sadness, loneliness, anger, tension, guilt, or frustration).

<sup>f</sup>Percent of patients who agree that it is “difficult to talk to [their] CarePartner about [their] illness”.
Interactive Voice Response Call Completion

Patients participated for a total of 15,709 call-weeks, during which they completed 14,175 calls, for a completion rate of 90.2%. IVR completion rates were essentially the same between mHealth+CP and standard mHealth arms (90.8% versus 89.7%), and there was no change in patients’ likelihood of completing IVR calls throughout follow-up ($P=.19$). The likelihood of call completion was unrelated to patients’ baseline HF-specific quality of life (MLHFQ) scores, HF self-management scores, CES-D scores, or measures of patient-CarePartner relationship quality (all $P$ values $\geq .15$). IVR calls generated fax notifications to clinicians 1606 times (11.3% of completed calls), including 743 for weight gain, 774 for shortness of breath, and 89 for both problems. There were no differences in the number of fax alerts to clinicians between arms ($P=.52$).

Intervention Effects

**Effects on Quality of Life, Self-Care, and CarePartner Communication Measured via Surveys at 6 and 12 Months**

There were no differences by arm at either 6 or 12 months in HF quality of life (MLHFQ) scores (Table 2; both $P>.21$). Overall, there were no differences by arm in HF self-care behaviors measured by the HFSCB composite score. However, based on the four HFSCB items addressing HF medication adherence, mHealth+CP patients were 8.8% more likely than standard mHealth patients to report taking medication exactly as prescribed at 6 months (62.8% versus 54.0%, $P=.02$) and 13.8% more likely at 12 months (66.4% versus 52.6%, $P=.01$).
Patients' survey responses indicated that dyadic communication with their CarePartner was more active and positive in the mHealth+CP arm. For example, in the 6-month survey, mHealth+CP patients had an absolute 10.2% greater likelihood than standard mHealth patients of reporting talking with their CarePartner at least twice per week over the prior 6 months (70.2% versus 60.0%; *P* = .048). mHealth+CP patients were significantly less likely than standard mHealth patients to report regularly experiencing negative emotions when talking with their CarePartner at the 6-month (31.9% versus 41.8%, *P* = .049) and 12-month follow-up (26.6% versus 40.4%, *P* = .01). Also, at the 12-month follow-up, mHealth+CP patients were 8.3% less likely than standard mHealth patients to agree that it was difficult for them to talk with their CarePartner about their illness (16.2% versus 24.5%; *P* = .049).

**Effects on Adherence and Symptoms Reported Weekly via Interactive Voice Response**

Displays of the unadjusted proportion of patients reporting perfect medication adherence, shortness of breath, and concerning weight changes via IVR suggested differences that favored mHealth+CP (Figure 4). These findings were substantiated by logistic regression analyses. Throughout the 1-year intervention, mHealth+CP patients were consistently more likely than standard mHealth patients to report perfect HF medication adherence over the prior week (main effect for arm, *β* = 5092; 95% CI 0.0857-0.9329; *P* = .02). There were no differences in time-trends in adherence reports across arms (*P* = .41), and the arm-by-time interaction term was excluded from the final model. Based on the logistic model, mHealth+CP patients had an 8.3% absolute greater likelihood of reporting perfect HF medication adherence in the prior week at 6 months (83.7% versus 75.4% for standard mHealth) and a 10.0% greater likelihood at 12 months (84.9% versus 74.9%).

Over the course of follow-up, mHealth+CP patients became increasingly less likely than standard mHealth patients to report shortness of breath during the prior week (arm-by-time interaction *β* = -.0114; 95% CI -0.0206 to -0.0022; *P* = .049). The main effect of arm was not statistically significant (*β* = .894; 95% CI -0.2857 to 0.4644; *P* = .64). mHealth+CP patients had a 4% absolute reduction compared to standard mHealth patients in the likelihood of reporting shortness of breath at 6 months (57% versus 61%) and an 11.1% reduction at 12 months (50.1% versus 61.2%).

A significant arm-by-time interaction indicated that mHealth+CP patients were significantly less likely than standard mHealth patients to experience clinically significant weight increases (*β* = -.0148; 95% CI -0.0232 to -0.0064; *P* = .01). The main effect of arm was not statistically significant (*β* = .0454; 95% CI -0.2147 to 0.3055; *P* = .73). At 12 months, mHealth+CP patients had an absolute 2.4% decrease in the likelihood of generating a clinician notification for weight gain, relative to standard mHealth patients. Given the expected 12-month rate of significant weight increase in the standard mHealth group (5.4%), the reduction in the mHealth+CP arm represents a 44.4% relative improvement.

With respect to patients' reports of excellent/very good health, arm had neither a main effect (*β* = -.1469; 95% CI -0.5366 to 0.2427; *P* = .39) nor an interaction with time (*P* = .70).

**Table 2. Intervention effects measured via 6- and 12-month surveys.**

<table>
<thead>
<tr>
<th>Quality of life and self-care</th>
<th>Baseline to 6 months mHealth+CP effect (95% CI)</th>
<th>P value</th>
<th>Baseline to 12 months mHealth+CP effect (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLHQF*a</td>
<td>+2.66 (-1.51 to 6.82)</td>
<td>.21</td>
<td>0.74 (-4.62 to 4.77)</td>
<td>.98</td>
</tr>
<tr>
<td>HFSCB*b</td>
<td>-2.33 (-6.00 to 1.35)</td>
<td>.21</td>
<td>-1.08 (-4.74 to 2.58)</td>
<td>.56</td>
</tr>
<tr>
<td>Adherent to HF Rx*c</td>
<td>+8.8% (1.2-16.5)</td>
<td>.02</td>
<td>+13.8% (3.7-23.8)</td>
<td>.01</td>
</tr>
<tr>
<td>Relationship quality d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Talk 2+ times/ week</td>
<td>+10.2% (0.0-20.5)</td>
<td>.048</td>
<td>0.02% (-8.8%, 12.1%)</td>
<td>.76</td>
</tr>
<tr>
<td>Negative emotions*e</td>
<td>-9.9% (-19.8 to -0.1)</td>
<td>.049</td>
<td>-13.8% (-23.4 to -4.2)</td>
<td>.01</td>
</tr>
<tr>
<td>Perceived difficulty*f</td>
<td>-2.3% (-10.1 to 5.5)</td>
<td>.56</td>
<td>-8.3% (-16.6 to 0.0)</td>
<td>.049</td>
</tr>
</tbody>
</table>

*aMinnesota Living with Heart Failure Questionnaire Scores. Lower scores indicate better functioning.*

*bRevised Heart Failure Self-Care Behavior Scale. Higher scores indicate better HF self-care.*

*cPatients' likelihood of reporting perfect HF medication adherence over the prior 30 days as measured by the four HFSCB items focused on heart failure medication use (see Methods).*

*dPatients' reports regarding their relationship with their CarePartner.*

*ePatients' likelihood of reporting regularly experiencing any of six negative emotions when talking with their CarePartner (sadness, loneliness, anger, tension, guilt, or frustration).*

*fPatients' likelihood of agreeing that it is "difficult to talk to [their] CarePartner about [their] illness".*
Figure 4. Unadjusted self-care and health status reports for patients in each randomization group by week since enrollment: Standard mHealth=patients randomized to IVR monitoring and self-care support with clinician alerts; mHealth+CP=patients randomized to the same intervention + weekly feedback to patients’ CarePartners. The Y-axis for each panel differs in scale; bars represent the proportion of patients responding with that report. P values are from logistic regression models testing differences across arms. P values <.05 represent significant effects favoring mHealth+CP. A: Reports of always taking heart failure medication exactly as prescribed in the prior week. B: Reports of being bothered by shortness of breath every day or several days in the prior week. C: Clinically significant weight gain generating a notification to patients’ healthcare team. D: Reports of very good or excellent health (versus good, fair, or poor health) in the prior week.

Auxiliary Analysis of the Interaction Between Randomization Arm and Baseline Depression Scores With Respect to Perceived Health Status Reported via Interactive Voice Response

Among patients randomized to standard mHealth, there was a strong negative association between higher (ie, worse) baseline CES-D depression scores and patients’ likelihood of reporting excellent health via IVR (see Figure 5). In contrast, IVR reports of excellent health status were roughly constant in the mHealth+CP arm, regardless of the patient’s baseline level of depressive symptoms. The leveling of mHealth+CP patients’ perceived health reports across baseline CESD-levels reflected a somewhat lower proportion of mHealth+CP patients reporting excellent/very good health relative to standard mHealth patients when baseline CES-D scores were low, as well as a substantially higher proportion reporting excellent/very good health among those with greater baseline depressive symptoms. In multivariate analyses examining the effect of arm on patients’ likelihood of reporting excellent health status separately in groups with low CES-D (scores 0-4) and high baseline CES-D (5+) scores, the effect of mHealth+CP was significant in both groups. mHealth+CP had a positive effect among patients with higher baseline CES-D scores ($\beta$=1.27; 95% CI 0.42-2.12; $P<.01$), and a smaller negative effect among patients with lower baseline CES-D scores ($\beta$=-.46; CI -0.90 to -0.028; $P=.04$). According to these models, patients with a baseline CES-D score of 1 were 11% less likely to report excellent/very good health if randomized to mHealth+CP, while patients with a baseline CES-D score of 8 were 22% more likely to report excellent/very good health if randomized to mHealth+CP relative to the control group.
Figure 5. Unadjusted reports of excellent/very good health for patients in each randomization group by baseline CES-D depression score. Higher scores indicated greater depressive symptoms.

CarePartner Feedback

Although mHealth+CP CarePartners’ responses to IVR reports were not systematically tracked, many CarePartners did reply to those email reports, and their messages suggested that the structured alerts were read and acted upon (see Multimedia Appendix 2). Examples of text from those CarePartner replies include:

- Hi. Thanks, there is nothing to report. He is doing quite well, thank you for your continuing caring and support.

- Hi. [Patient-partner’s name] is coming alone fine, he was hospitalized for a few days due to an infection from his dialysis treatment, he is doing better today, he just returned from dialysis treatment. Thank you.

- Yes he has had a little shortness of breath and has sought council [sic] from his doctor. Thank you.

Qualitative feedback from mHealth+CP CarePartners in their 12-month online follow-up survey also suggested that they felt that the feedback about their patient-partner was useful and that they were using that information as the basis for a stronger, more active relationship related to their partner’s HF (see Table 3 for example quotes and Multimedia Appendix 3 for an exhaustive list of CarePartner comments). Comments suggest that CarePartners found the intervention useful not only for increasing the information base of their self-care assistance, but that it also served as a vehicle for strengthening their relationship with their patient-partner more generally.
### Table 3. Example of responses to open-ended questions to mHealth+CP CarePartners in their 12-month follow-up survey regarding the perceived strengths of the program.

<table>
<thead>
<tr>
<th>Category</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informational support and general knowledge about heart failure</td>
<td>I learned a lot about heart failure by being in the program. My father learned a lot too! [The program] gave me better insight into my dad’s health. It kept my relative in a reporting mode where he had to think about what he needed to do because someone would be checking in with him. I appreciated the weekly update regarding medications. [I liked the CarePartner calls. The monitoring program is awesome. [I liked that] even if I hadn’t spoke with him yet, I knew from the email, he was ok.</td>
</tr>
<tr>
<td>Improved communication, reassurance, and relationship quality</td>
<td>[The program] helped my brother and I to get closer and communicate better. Communication about heart failure was more open. [The program] helped me understand my dad better. I liked that my dad told me a lot more about his health. I felt more comfortable talking to my brother about his heart failure. [The program] helps me to keep in touch with my cousin on a regular basis.</td>
</tr>
<tr>
<td>Ease of use and general positive comments</td>
<td>[mHealth+CP was] friendly, easy to understand, the questionnaire was easy to navigate. It was not very intrusive. As far as what I liked about the program, the fact that it even exists! It a wonderful idea and hopefully will yield results that are helpful to your patients. I think it made my Dad a little more responsible because he was more accountable to an outside party.</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

In this randomized comparative effectiveness trial, no group differences were identified at 6 or 12 months in the primary outcome of HF-specific quality of life or the composite measure of HF self-care. However, a number of potentially important differences in the process and outcomes of care were identified that favored mHealth+CP compared to standard mHealth. For example, in both follow-up surveys, a greater proportion of mHealth+CP patients reported perfect medication adherence, and mHealth+CP patients were consistently more likely throughout the 1-year follow-up to report via IVR that they took their HF medications as prescribed during the prior week. mHealth+CP patients also had a significantly greater decrease in their likelihood of reporting shortness of breath via IVR and were less likely to report clinically significant weight gains.

The strongly negative association between patients’ baseline depressive symptoms and IVR reports of perceived general health that we observed in the standard mHealth group was not apparent among patients who were randomized to mHealth+CP. In particular, patients with more severe depressive symptoms at baseline were relatively likely to make positive self-assessments about their health via IVR if they were in the mHealth+CP arm. This finding (as well as the feedback from CarePartners presented here) is consistent with studies suggesting that social support can have powerful impacts on patients’ well-being and above the concrete benefits in terms of specific self-management behaviors [58].

These intervention effects represent positive impacts in some of the most fundamental areas of HF-related self-care and morbidity. Medication adherence is vital for HF patients, and poor adherence is a major predictor of acute events [63]. Shortness of breath and rapid weight gain are correlates of patients’ functional decline and used as sentinel events to identify patients at high risk for acute episodes. If these risk factors can be effectively addressed via mHealth services such as this one that focus on increasing caregiver support instead of the use of costly medical services, it would represent a major advance.

It is important to emphasize that these intervention effects were observed in a comparative effectiveness trial, over and above potential changes in health and self-care among patients receiving an active control intervention. All participants identified a CarePartner prior to randomization, and control patients and CarePartners received considerable information about HF self-care and self-management support. Control patients also received weekly IVR monitoring and self-management support calls with feedback to their clinician.

A soon-to-be-published companion paper using survey data from CarePartners in this same trial provides additional positive information consistent with the patient information reported here [38]. Compared to CarePartners in the standard mHealth arm, those randomized to mHealth+CP reported greater involvement in the patient’s medication adherence at both endpoints (both P<.05). mHealth+CP CarePartners also were more likely to report attending the patient’s medical visits at the 6-month follow-up. Importantly, CarePartners reporting the most symptoms of depression and strain at baseline had those
symptoms significantly reduced if the CarePartner was in the mHealth+CP versus standard mHealth arm. These CarePartner reports as well as the qualitative feedback from CarePartners reported here suggest that involvement in mHealth information exchange may significantly improve relationship quality and self-management assistance for patients with chronic health problems. The qualitative feedback presented in Table 3 and Multimedia Appendix 3 is particularly interesting—since many mHealth+CP CarePartners volunteered that the intervention served to strengthen their relationship with their patient-partner.

The 1-week reporting interval used for the IVR-based outcome measures may have been more sensitive to intervention effects than the 6- and 12-month surveys. Differences across arms in IVR-reported adherence were consistent over the 12-month follow-up, and improvements in shortness of breath and weight became evident only after several months of program participation. This suggests that the pattern of effects is not the result of biased reporting, which tends to be immediate and short-lived [64]. Also, improvements in health and self-care measured via IVR were consistent with patients’ improved medication adherence reported in both follow-up surveys and with reports of more frequent supportive communication with CarePartners. More generally, reports of health behaviors are more reliable when reporting intervals are brief, avoiding the biases associated with longer periods of retrospective recall [44,45,49,50,65].

Limitations
This trial had several limitations. It is possible that patients were biased about their medication adherence reporting in order to avoid burden for their CarePartner or conflict in the relationship. However, prior studies have shown that patients’ medication self-reports are highly correlated with objective measures of medication use, especially when the recall interval is short and the measurement is designed to identify even mild forms of non-adherence [44,45]. Also, other positive reports from both patients and CarePartners in this trial corroborate patients’ IVR reports of medication adherence when randomized to mHealth+CP. Nevertheless, it would be important to confirm these findings with medication refill data. Similarly, it would be useful to verify patients’ self-reported weights using data-storing electronic scales. Another limitation is that the trial was conducted among VA patients, nearly all of whom were men. Caregiving dynamics differ by patients’ demographic and clinical characteristics, and future studies should determine whether results can be replicated in other populations, including non-VA patients and women. Some important clinical information about participants was not collected during the trial. For example, we do not know whether patients underwent cardiac surgery, resynchronization therapy, or revascularization. While we have no indication that randomization was unsuccessful, and patients in both groups were well matched on a wide range of baseline characteristics, it remains possible that unobserved differences in patients’ clinical status at the time of enrollment may have contributed to the intervention effects observed. Finally, our study had several outcomes measured at two time points, and multiple comparisons may have contributed to the findings. However, results were consistent with the study’s theoretical framework, and significant results were consistently in the same direction, that is, favoring mHealth+CP over standard mHealth.

Conclusions
This comparative effectiveness trial suggests that, although not all outcomes were different across arms at follow-up (notably HF-specific quality of life and a composite measure of HF self-care), providing caregivers with automated updates and guidance on self-care support may enhance the beneficial effects of mHealth for HF patients’ health and self-management. Given increasing numbers of patients with chronic illness and the growing strains on clinical resources, health systems using mHealth approaches should consider creative ways to engage patients’ social supporters to play a more active role. Finally, trials such as this one that include frequent mHealth monitoring may uncover intervention effects that are missed through more intermittent surveys and lengthy retrospective recall intervals.
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Abstract

Background: Many concerns have been raised about pharmaceutical companies marketing their drugs directly to consumers on social media. This form of direct-to-consumer advertising (DTCA) can be interactive and, because it is largely unmonitored, the benefits of pharmaceutical treatment could easily be overemphasized compared to the risks. Additionally, nonexpert consumers can share their own drug product testimonials on social media and illegal online pharmacies can market their services on popular social media sites. There is great potential for the public to be exposed to misleading or dangerous information about pharmaceutical drugs on social media.

Objective: Our central aim was to examine how pharmaceutical companies use social media to interact with the general public and market their drugs. We also sought to analyze the nature of information that appears in search results for widely used pharmaceutical drugs in the United States on Facebook, Twitter, and YouTube with a particular emphasis on the presence of illegal pharmacies.

Methods: Content analyses were performed on (1) social media content on the Facebook, Twitter, and YouTube accounts of the top 15 pharmaceutical companies in the world and (2) the content that appears when searching on Facebook, Twitter, and YouTube for the top 20 pharmaceutical drugs purchased in the United States. Notably, for the company-specific analysis, we examined the presence of information similar to various forms of DTCA, the audience reach of company postings, and the quantity and quality of company-consumer interaction. For the drug-specific analysis, we documented the presence of illegal pharmacies, personal testimonials, and drug efficacy claims.

Results: From the company-specific analysis, we found information similar to help-seeking DTCA in 40.7% (301/740) of pharmaceutical companies’ social media posts. Drug product claims were present in only 1.6% (12/740) of posts. Overall, there was a substantial amount of consumers who interacted with pharmaceutical companies through commenting (23.9%, 177/740). For the drug-specific analysis, we found that the majority of search results contained drug product claims (69.4%, 482/695); more claims mentioned only benefits (44.8%, 216/482) relative to only risks (27.2%, 131/482). Additionally, approximately 25% (150/603) of posts on Twitter and YouTube were presented as personal testimonials. A considerable percentage of content on Facebook contained advertisements for illegal online pharmacies (17%, 16/92).

Conclusions: Pharmaceutical companies avoid making drug product claims on their social media accounts but frequently post content that is consistent with FDA definitions for help-seeking DTCA. Thousands of people often view content posted by pharmaceutical companies on social media; users also share company postings making both direct and indirect influence possible. Finally, people are likely to be exposed to drug product claims and information about illegal pharmacies when searching for information about popular pharmaceutical drugs on social media.

(J Med Internet Res 2015;17(6):e130) doi:10.2196/jmir.4357
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social media; eHealth; direct-to-consumer advertising; eDTCA; pharmaceutical drugs; online pharmaceutical services; illegal online pharmacies; Facebook; Twitter; YouTube

Introduction

Background
Direct-to-consumer advertising (DTCA) of pharmaceutical products is an increasingly used but widely debated practice [1,2]. Electronic DTCA (eDTCA), in particular, is a rapidly growing marketing strategy [3] that was recently declared a “global health challenge” [4]. In particular, the features and affordances of social media (ie, interactive Web platforms where users can connect, collaborate, and exchange user-generated content) add complexity to pharmaceutical drug marketing. For instance, pharmaceutical companies can quickly and cheaply reach a variety of consumers online with multimodal, interactive, promotional activities, and consumers can produce promotional content as well [3]. Despite growing concerns about harmful effects, there is a lack of academic research on eDTCA [5].

Given that approximately 75% of adults online in the United States use social media frequently [6], it is critical to examine how social media are being used for eDTCA [4,5]. This study seeks to further our understanding of eDTCA by examining how pharmaceutical companies use social media to interact with the general public and market their drugs.

In addition to pharmaceutical companies’ official social media accounts, it is important to document what information consumers are exposed to when searching popular social media sites for drug information. Researchers have noted that other consumers’ reviews and testimonials are often quite persuasive [3,5]. The extent to which nonexperts make drug efficacy claims and share personal testimonials on social media currently has not been well documented despite the potential for such information to highly influence viewers. Public health officials are also greatly concerned that social media sites are being used to promote or host illegal pharmacies that directly harm patients [3,7,8]. The presence of drug efficacy claims and illegal pharmacies on social media sites is important to examine because these media have the potential to convey a degree of credibility to content they host [9]. Put differently, people might trust the claims made by illegal pharmacies or nonexperts more when the claims are hosted on popular social media sites than on strange or unknown websites. To better understand the prevalence of these concerns and how severely the public might be affected by drug information on social media, we analyzed the nature of information resulting from searches for the 20 most highly sold drugs in the United States on Facebook, Twitter, and YouTube.

Pharmaceutical Drug Marketing Via Social Media
The practice of DTCA is controversial. Proponents suggest DTCA has positive effects, such as generating disease awareness and increasing patient involvement in health decisions, but opponents suggest DTCA promotes misinformation, overemphasizes the benefits of pharmaceutical treatment over the risks, increases inappropriate prescribing, and more [2,10,11]. Due to these concerns, the US Food and Drug Administration (FDA) regulates the content of DTCA, banning all untruthful or misleading advertisements [2]. Additionally, the FDA requires product claim advertisements, a specific type of DTCA that names the drug and the condition(s) it treats, to present a “fair balance” of the benefits and risks of product use. In print advertisements, pharmaceutical companies must provide a brief summary of all risks associated with product use to meet fair-balance requirements. For broadcast advertisements, a statement of the major risks and information on where to locate complete risk information is required. The 2 other types of DTCA, reminder advertisements and help-seeking advertisements, do not indicate which condition(s) a product treats and thus are not subject to fair-balance rules. Reminder advertisements name the drug and often include information on dosage form or price. Help-seeking advertisements describe a health condition and encourage consumers to discuss the condition and potential treatment options with their doctor.

Online promotional activities, or eDTCA, now occupy an increased share of pharmaceutical companies’ marketing budgets and more companies are marketing through social media [2,3]. Public health researchers have documented the negative effects that can occur from frequent and widespread eDTCA [3,4]. However, it remains unclear how pharmaceutical companies are currently using social media to market their drugs. Prior to changes in Facebook’s commenting policy, many companies had specific social media pages for their products [3,12]. Although most product-specific pages have since been discontinued, pharmaceutical companies still maintain official social media accounts. As such, the first step of this study was to assess the extent to which information akin to the 3 forms of DTCA is present on major pharmaceutical companies’ official social media accounts. We also documented the audience reach of eDTCA and whether companies are adhering to the FDA’s fair-balance guidelines on social media.

In addition to eDTCA shared directly by companies, the interactive nature of social media has raised concerns that consumers might provide inaccurate and dangerous information about drugs on the official social media platforms of pharmaceutical companies [5]. People might be more likely to trust information posted by an outside source, particularly if the source claims to have personal experience with the topic at hand [3-5]. Additionally, pharmaceutical companies can potentially delete or alter negative consumer reviews, leaving only the most flattering portrayals behind [4]. Accordingly, we examined whether pharmaceutical companies provide formal policies that regulate what users can post to their official social media accounts (hereafter user postings/contributions are referred to as “user-generated content”) and the frequency and nature of the posted user-generated content. Specifically, we examine whether users posted personal testimonials about health-related issues, the tone of user-generated comments, and the degree to which companies interacted with consumers.
Information About Pharmaceutical Drugs on Social Media

Although people can get information directly from pharmaceutical companies’ sites, they can also search for information about particular drugs within popular social media sites. In particular, Facebook, Twitter, and YouTube are 3 of the most common social media platforms [5,6,13,14] that provide search capabilities; in a recent survey, 40% of participants had searched for health information on general social media sites such as these before [13]. The pharmaceutical drug information shared on these sites could have a large impact on their users’ treatment decisions. Specifically, personal testimonials and drug efficacy claims, particularly from people unaffiliated with the pharmaceutical company, can be highly influential [3-5]. What information are people exposed to when they search for pharmaceutical drugs on social media? To address this question, we analyzed the nature of information people are exposed to when searching for the 20 most highly sold drugs in the United States on Facebook, Twitter, and YouTube.

Of critical interest to public health researchers is the extent to which illegal pharmacies are allowed to persist online. Illegal pharmacies are sites where consumers can purchase prescription drugs without a prescription and can compromise public safety by providing drugs to people who have not consulted medical officials and/or by providing counterfeit drugs that are ineffective, lead to injury, or cause death [7,8,12,15]. Given these serious implications for public health safety, we assessed the extent to which people are exposed to illegal pharmacies when searching on popular social media sites for pharmaceutical drugs.

To summarize, we sought to answer the following research questions:

1. To what extent is eDTCA present on pharmaceutical companies’ social media accounts?
2. What is the nature of the user-generated content present on pharmaceutical companies’ social media accounts?
3. To what extent are (1) drug efficacy claims, (2) personal testimonials, and (3) illegal pharmacies present when searching on popular social media sites for pharmaceutical drugs?

Methods

Two content analyses (company-specific and drug-specific) were conducted. For the company-specific analysis, the social media content of the top 15 pharmaceutical companies in the global and US Fortune 500 rankings were analyzed [16,17]. The drug-specific content analysis examined information on Facebook, Twitter, and YouTube about the top 20 drugs in 2013 based on US spending [18]. Table 1 lists the pharmaceutical companies and drugs examined.

Table 1. Pharmaceutical companies and drugs examined.

<table>
<thead>
<tr>
<th>Companies</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson &amp; Johnson</td>
<td>Abilify</td>
</tr>
<tr>
<td>Novartis</td>
<td>Nexium</td>
</tr>
<tr>
<td>Pfizer</td>
<td>Humira</td>
</tr>
<tr>
<td>Roche Group</td>
<td>Crestor</td>
</tr>
<tr>
<td>Sanofi</td>
<td>Cymbalta</td>
</tr>
<tr>
<td>Merck</td>
<td>Advair Diskus</td>
</tr>
<tr>
<td>GlaxoSmithKline</td>
<td>Enbrel</td>
</tr>
<tr>
<td>Sinopharm</td>
<td>Remicade</td>
</tr>
<tr>
<td>AstraZeneca</td>
<td>Copaxone</td>
</tr>
<tr>
<td>Eli Lilly &amp; Company</td>
<td>Neulasta</td>
</tr>
<tr>
<td>AbbVie Inc</td>
<td>Rituxan</td>
</tr>
<tr>
<td>Bristol-Myers Squibb Co</td>
<td>Lantus SoloSTAR/Lantus</td>
</tr>
<tr>
<td>Gilead Sciences, Inc</td>
<td>Spiriva Handihaler</td>
</tr>
<tr>
<td>Biogen Idc Inc</td>
<td>Atripla</td>
</tr>
<tr>
<td>Mylan Inc</td>
<td>Januvia, Avastin, OxyContin, Lyrica, Epogen, and Celebrex</td>
</tr>
</tbody>
</table>
Sample

Company-Specific Analysis

We analyzed (1) the social media information on the company’s website; (2) each company’s Facebook, Twitter, and YouTube page-level characteristics (eg, overall number of followers, commenting policies); (3) randomly selected posts appearing on those pages; and (4) user-generated comments on the randomly selected posts. For the individual posts, we randomly selected 20 posts from each site during a 1-year time frame (October 1, 2013-September 30, 2014). For pages with fewer than 20 posts in the time frame, the 20 most recent posts were selected. A total of 740 posts and 348 user-generated comments were analyzed. See Figures 1 and 2 for examples of content analyzed in the company-specific analysis.

![Figure 1. Example Facebook page from company-specific analysis.](image1)

Figure 1. Example Facebook page from company-specific analysis.

![Figure 2. Example tweet from company-specific analysis.](image2)

Figure 2. Example tweet from company-specific analysis.

Drug-Specific Analysis

For Facebook and YouTube, each drug’s name was entered into the site’s search bar. Because most people do not venture past the first page of search results [19], the top 10 results were selected. Additionally, we collected the 10 most recent user-generated comments on the selected pages. For Twitter, we searched for each drug using a hashtag with the drug name (eg, #abilify) and randomly selected 20 tweets made within a 1-year time period (October 1, 2013-September 30, 2014). See Figure 3 for an example tweet from the drug-specific analysis. As in previous social media analyses, the sample was limited to content written in English [20,21]. A total of 800 pages/tweets/videos were analyzed.

![Figure 3. Example tweet from drug-specific analysis.](image3)

Figure 3. Example tweet from drug-specific analysis.

Company-Specific Variables

Social Media Sites

Any social media site links on the company’s official webpage, including Facebook, Twitter, YouTube, Google+, LinkedIn, Flickr, Instagram, Pinterest, or blogs, were recorded.

Audience Reach

As in other content analyses of social media, the page likes (Facebook), followers (Twitter), and subscribers (YouTube) were coded to assess audience reach [20,22].
Page Commenting Policy
For each page, the presence or absence of a policy for user-generated comments was recorded. If a commenting policy existed, we assessed whether it prohibited discussions of (1) drug products, (2) drug benefits, and (3) drug risks, and whether the policy stated (4) the company would remove misinformation and (5) how users should report adverse events to the FDA.

Post/Comment Source
We assessed whether the content was originally authored by (1) the pharmaceutical company, (2) other for-profit company, (3) media outlet (news, television, radio, etc), (4) government agency, (5) nonprofit or academic organization, (6) consumer, or (7) other source. These categories were adapted from previous social media content analyses [23,24].

Post/Comment Content
We coded the presence or absence of the following content for each post/comment. Using the FDA's DTCA definitions, a post/comment could include (1) drug product claims or information about a specific drug and condition(s) it treats, (2) reminder information or information about a specific drug without uses, or (3) help-seeking information or information about a health condition without mentioning a treatment. For drug product claims, it was also noted whether the content included benefit and/or risk information. Additionally, content could include (4) nondrug treatment or information about nonpharmaceutical options to treat conditions and/or improve physical or mental health, (5) company information or news, or (6) job information/career opportunities.

Post/Comment Format
Based on previously used categories [19], we assessed the format of the information posted online. Information could be presented as either one or a combination of the following: (1) video, (2) image, (3) audio, and/or (4) text. Additionally, a post/comment could be an (5) interactive click-and-choose activity (poll, quiz, contest, or game) or (6) personalized/tailored content, where users receive a unique response based on provided information. We also coded whether a post/comment was presented as a testimonial (personal experience or story) or as didactic information (facts, reasons, or opinions without personal experience).

Post Interactivity
The interactivity of the post was assessed in multiple ways. First, following previous social media studies, we coded audience engagement as the number of “likes” (Facebook, YouTube), views (YouTube), shares (Facebook), and retweets and favorites (Twitter) [20,24]. Second, we assessed whether commenting was allowed and, if so, if the post solicited comments (ie, directly asked users to comment, retweet, or share the content) [19]. Third, the number of user-generated comments on each post and the number of company replies were recorded.

Comment Valence and Relevance
The valence of user-generated comments was coded as either (1) positive (ie, expressing support for the company, its products, or the content of the initial post), (2) negative (ie, expressing opposition to the company, its products, or the content of the initial post), or (3) mixed/neutral (ie, expressing both support and opposition). User-generated comments could also either be (1) relevant to the original post and on-topic or (2) irrelevant to the original post and clearly off-topic.

Drug-Specific Variables
Source/Site Proprietor
In addition to using the source options from the company-specific analysis, we also noted whether the site proprietor or account holder/creator was (1) an individual, (2) pharmaceutical company/representative, (3) another organization/group, or (4) other.

Content
The presence or absence of the following information was recorded for both the main posts and the user-generated comments. First, it was assessed whether the content was actually about the drug. Additionally, the content could make a claim about the drug’s efficacy; if coded, we assessed whether the claim included benefit and/or risk information. Other content included (1) alternative treatment options, including other drugs or behaviors; (2) pharmaceutical company news; (3) emotional/informational support from other patients; (4) illegal pharmacies; and (5) lawsuits against the pharmaceutical company. See Figure 4 for an example of an illegal pharmacy on Facebook.

Format and Tone
The format codes from the company-specific analysis were used to classify the format of the content in the drug-specific analysis. We also coded whether the content was presented as humorous, such as joking about the side effects of the drug, or serious/nonhumorous.
Coder Training and Intercoder Reliability

Two separate teams of 3 coders each practiced extensively to clarify definitions and coding decisions. Each coder averaged a training time of approximately 30 hours. Each team coded 10% of their respective samples for reliability testing and intercoder reliability was established for all reported variables (Krippendorff’s $\alpha > .70$). For the company-specific analysis, Krippendorff’s alpha scores ranged from .73 to 1.00. For the drug-specific analysis, scores ranged from .81 to 1.00.

Results

Company-Specific Analysis

Pharmaceutical Companies’ Social Media Accounts

Overview

With the exception of Sinopharm, all pharmaceutical companies linked to at least one social media account on their website. Twitter was the most common social media site used (93%, 14/15), followed by Facebook (66%, 10/15), YouTube (66%, 10/15), and LinkedIn (60%, 9/15). Other less common social media sites included blogging platforms (26%, 4/15), Pinterest (26%, 4/15), Instagram (13%, 2/15), Flickr (13%, 2/15), and Google+ (6%, 1/15).

Company Facebook, Twitter, and YouTube Pages

The audience reach of 38 pages (10 Facebook, 17 Twitter, and 11 YouTube) was analyzed. The Facebook pages ranged in likes from 4,716 to 642,816 (mean 105,806, SD 194,560; median 21,342.50, IQR 113,799). The Twitter pages ranged from 1,521 to 98,589 followers (mean 36,723, SD 32,770). The YouTube accounts had a mean 2,074 subscribers (SD 3169; median 924, IQR 1879), ranging from zero to 11,096 subscribers.

Across sites, the majority of pages did not have a formal commenting policy (63%, 24/38). Of the existing policies, most suggested misinformation would be removed (92%, 13/14), but did not explicitly prohibit consumers from making claims about their pharmaceutical products (85%, 12/14). The majority of policies did, however, provide information on how to report adverse events to the FDA (85%, 12/14).

Company Posts and User-Generated Comments

A total of 740 posts on pharmaceutical companies’ social media accounts (200 Facebook, 340 Twitter, and 200 YouTube) and 348 user-generated comments (225 Facebook, 69 Twitter, and 54 YouTube) were analyzed.

Electronic Direct-to-Consumer Advertising

Overview

Table 2 displays the percentage of posts and user-generated comments on company-run Facebook, Twitter, and YouTube pages that included information that matched the FDA’s definition of DTCA. Help-seeking information was the most common form of eDTCA; it was present in approximately 40% of all main posts (301/740), but was more commonly found on YouTube and Twitter than on Facebook ($\chi^2 = 14.6, P = .001$). Drug product claims were present in only 1.6% of posts (12/740); of these, all posts mentioned the benefits of the drug (12/12) and only 33% (4/12) also mentioned its risks. Only 0.1% (1/740) of posts contained reminder information. Overall, most eDTCA found in pharmaceutical companies’ social media posts could be classified as help-seeking advertisements; specific information about drug products was rare. However, when drug product claims were made, the majority did not follow fair-balance rules.
Table 2. Electronic direct-to-consumer advertising (eDTCA) on company-run social media pages.

<table>
<thead>
<tr>
<th>Content</th>
<th>Facebook</th>
<th>Twitter</th>
<th>YouTube</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main posts, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eDTCA, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help-seeking</td>
<td>59 (29.5)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>149 (43.8)</td>
<td>93 (46.5)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>301 (40.7)</td>
</tr>
<tr>
<td>Drug product claims</td>
<td>0 (0)</td>
<td>8 (2.4)</td>
<td>4 (2.0)</td>
<td>12 (1.6)</td>
</tr>
<tr>
<td>Benefits only&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>5 (63)</td>
<td>3 (75)</td>
<td>8 (67)</td>
</tr>
<tr>
<td>Risks only&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Benefits and risks&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>3 (38)</td>
<td>1 (25)</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Reminder</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td><strong>User-generated comments, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eDTCA, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help-seeking</td>
<td>15 (6.7)</td>
<td>12 (17)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3 (6)</td>
<td>30 (8.6)</td>
</tr>
<tr>
<td>Drug product claims</td>
<td>4 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td>Benefits only&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2 (50)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Risks only&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2 (50)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (50)</td>
</tr>
<tr>
<td>Benefits and risks&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Reminder</td>
<td>2 (0.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (0.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Percentages in table based on column N, except where noted.
<sup>b</sup> Statistically underrepresented in sample.
<sup>c</sup> Statistically overrepresented in sample.
<sup>d</sup> Percentages based on drug product claim posts only (n=12).
<sup>e</sup> Percentages based on drug product claim comments only (n=4).

The user-generated comments on pharmaceutical companies’ social media posts followed a similar pattern. Information that matched the FDA’s definition of a help-seeking advertisement was the most common in comments (8.6%, 30/348) and was primarily found in user replies to company tweets ($\chi^2=8.5$, $P=.02$). Drug product claim information was present in 1.1% (4/348) of comments, with half of these comments mentioning only benefits and half mentioning only risks. Similar to posts, reminder information was rare in comments (0.6%, 2/348). Overall, user-generated comments did not contain much DTCA-related information, but of those containing drug product claims, half did not provide any risk information.

Other Content

Table 3 displays the percentage of non-DTCA content in posts and user-generated comments on company-run Facebook, Twitter, and YouTube pages. The majority of pharmaceutical companies’ posts shared company news (63.4%, 469/740), with this information most commonly shared on Twitter ($\chi^2=15.3$, $P<.001$). A small portion of posts shared job information (5.0%, 37/740) and approximately 15% (112/740) of posts shared nondrug treatments for improving health. User-generated comments followed a similar pattern, as company news was the most common type of content (21.3%, 74/348) followed by nondrug treatments (2.9%, 10/348) and job information (1.4%, 5/348). Overall, both pharmaceutical companies’ social media posts and user-generated comments primarily discussed company news.
Table 3. Non–electronic direct-to-consumer advertising (eDTCA) content on company-run social media pages.

<table>
<thead>
<tr>
<th>Content</th>
<th>Facebook</th>
<th>Twitter</th>
<th>YouTube</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main posts, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-eDTCA, n (%)</td>
<td>34 (17.0)</td>
<td>44 (12.9)</td>
<td>34 (17.0)</td>
<td>112 (15.1)</td>
</tr>
<tr>
<td>Nondrug treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company news</td>
<td>138 (69.0)</td>
<td>190 (55.9)</td>
<td>141 (70.5)</td>
<td>469 (63.4)</td>
</tr>
<tr>
<td>Job information</td>
<td>16 (8.0)</td>
<td>14 (4.1)</td>
<td>7 (3.5)</td>
<td>37 (5.0)</td>
</tr>
<tr>
<td><strong>User-generated comments, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-eDTCA, n (%)</td>
<td>4 (1.8)</td>
<td>3 (4)</td>
<td>3 (6)</td>
<td>10 (2.9)</td>
</tr>
<tr>
<td>Nondrug treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Company news</td>
<td>44 (19.6)</td>
<td>17 (25)</td>
<td>13 (24)</td>
<td>74 (21.3)</td>
</tr>
<tr>
<td>Job information</td>
<td>5 (2.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (1.4)</td>
</tr>
</tbody>
</table>

*a Percentages in table based on column n.

*b Statistically underrepresented in sample.

*c Statistically overrepresented in sample.

Source

Pharmaceutical companies authored the vast majority of content on their social media sites (91.9%, 680/740). However, pharmaceutical companies also shared information from media sources (3.8%, 28/740), advocacy groups (1.8%, 13/740), government agencies (1.2%, 9/740), and other companies and groups (1.3%, 10/740). Consumers posted the majority of user-generated comments (79.6%, 277/348), although pharmaceutical company employees or representatives posted 11.8% (41/348) of the comments. Other sources of comments included advocacy groups (4.0%, 12/348) and other companies or groups (4.5%, 16/348).

Format and Interactivity

The majority of pharmaceutical companies’ social media posts were text-based (51.1%, 373/740) or video-based (26.3%, 199/740), and 20.0% (148/740) included both text and images. Interactive click-and-choose activities (0.1%, 1/740) and personalized/tailored content (0.1%, 1/740) were uncommon. Testimonials were used in 16.7% of posts (123/740).

Table 4 displays the degree of interaction found on the pharmaceutical companies’ social media posts. In terms of audience engagement, Facebook posts averaged 65.53 likes (SD 75.98) and 8.5 shares (SD 15.18). Tweets averaged 2.11 favorites (SD 2.94) and 3.94 retweets (SD 4.98). YouTube videos averaged 1597.38 views (SD 31,886.88) and 211.76 likes (SD 2361.65). Close to 25% of posts had comments present (177/740), with an average of 0.50 comments per post (SD 1.32). Replies from the company were less common (mean 0.03, SD 0.20). Most interaction occurred on Facebook; of the posts with comments, half were on Facebook ($\chi^2 = 74.0, P<.001$). Additionally, Facebook posts were more likely to solicit user-generated comments ($\chi^2 = 26.5, P<.001$) and have replies from the company ($\chi^2 = 13.8, P=.001$). Only YouTube allowed companies to disable comments on their posts and almost half of the YouTube videos sampled (96/200) had disabled the commenting function. Overall, audience engagement with pharmaceutical companies’ social media posts was high, as users often interacted through liking and sharing the content. Additionally, a quarter of the posts included interaction through comments and pharmaceutical companies used Facebook to both solicit comments and have discussions with consumers.

Table 4. Interactivity on company-run social media pages.

<table>
<thead>
<tr>
<th>Interactivity</th>
<th>Facebook, n (%)</th>
<th>Twitter, n (%)</th>
<th>YouTube, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comments allowed</td>
<td>200 (100.0)</td>
<td>200 (100.0)</td>
<td>104 (52.0)</td>
<td>644 (87.0)</td>
</tr>
<tr>
<td>Comments present</td>
<td>92 (46.0)</td>
<td>57 (16.8)</td>
<td>28 (14.0)</td>
<td>177 (23.9)</td>
</tr>
<tr>
<td>Comments solicited</td>
<td>24 (12.0)</td>
<td>9 (2.6)</td>
<td>5 (2.5)</td>
<td>38 (5.0)</td>
</tr>
<tr>
<td>Company replied</td>
<td>13 (6.5)</td>
<td>3 (0.9)</td>
<td>6 (3.0)</td>
<td>22 (3.0)</td>
</tr>
</tbody>
</table>

*a Percentages in table based on column n.

*b Statistically overrepresented in sample.

*c Statistically underrepresented in sample.
User-Generated Comment Format, Valence, and Relevance

Approximately 14% (47/348) of user-generated comments on pharmaceutical companies’ social media posts were testimonials. More than half of the user-generated comments were positive (186/348), 37.4% (130/348) were classified as mixed/neutral, and 9.2% (32/348) as negative. Positive comments were overrepresented on YouTube and negative comments were overrepresented on Twitter ($\chi^2 = 17.0, P = .002$). The majority of comments were also relevant to the initial post (83.0%, 289/348). Relevant comments were overrepresented on YouTube ($\chi^2 = 8.0, P = .02$). Positive comments were more likely to be relevant to the initial post (177/289), whereas mixed/neutral comments were more likely to be irrelevant (42/59; $\chi^2 = 42.6, P < .001$). The majority of positive comments were on pages with a commenting policy (153/186), whereas most negative comments were on pages without a commenting policy (19/32; $\chi^2 = 8.7, P = .01$). There was no relationship between comment relevance and presence of a commenting policy ($\chi^2 = 0.1, P = .75$). Overall, it appeared that user-generated comments were mostly supportive of the pharmaceutical company and its products, particularly when the company had a commenting policy in place.

Drug-Specific Analysis

Of the 800 Facebook pages, tweets, and YouTube videos sampled from social media searches for pharmaceutical drugs, 86.9% (695/800) were actually about the searched-for drug. The following analyses included this portion of the sample.

Source/Site Proprietor

Of the 695 main posts about the searched-for drug, the majority of site proprietors were individuals (51.1%, 355/695) or nonpharmaceutical organizations (48.3%, 336/695). Pharmaceutical companies ran 0.6% of accounts (4/695). On Twitter and YouTube, consumers created most of the content (41.1%, 248/603), closely followed by media sources (37.0%, 233/603). Other sources included advocacy groups (6.0%, 36/603), pharmaceutical companies (3.3%, 20/603), other for-profit companies (9.0%, 54/603), and government agencies (1.0%, 6/603). Overall, most information from searches for drugs on Facebook, Twitter, or YouTube was attributed to members of the public rather than pharmaceutical companies.

Drug Product Claims

Table 5 displays the percentage of drug product claims in the search results on Facebook, Twitter, and YouTube. The majority included drug product claims (69.4%, 482/695), most of which were on YouTube ($\chi^2 = 13.7, P = .001$). Of the drug product claims, posts mentioning only the benefits (44.8%, 216/482) were significantly more common than both risk-only posts (27.2%, 131/482) and posts that discussed both benefits and risks (28.0%, 135/482; $\chi^2 = 28.6, P < .001$). The majority of user-generated comments on Facebook and YouTube videos also contained drug product claims (85.4%, 140/164). In contrast to the main posts, risk-only information (39.3%, 55/140) was significantly more common than benefit-only information (22.9%, 32/140; $\chi^2 = 7.0, P = .03$). Overall, results indicate that when the public searches for drugs on Facebook, Twitter, or YouTube, they are likely to come into contact with claims about those drugs’ effectiveness. Although the main posts often highlight the benefits of the drug, the user-generated comments often present a contrasting view.

Table 5. Drug product claims in the drug-specific analysis.a

<table>
<thead>
<tr>
<th>Content</th>
<th>Facebook</th>
<th>Twitter</th>
<th>YouTube</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main posts, n</td>
<td>92</td>
<td>409</td>
<td>194</td>
<td>695</td>
</tr>
<tr>
<td>Drug product claims, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefits only</td>
<td>68 (73.9)</td>
<td>262 (64.1)</td>
<td>152 (78.4)b+</td>
<td>482 (69.4)</td>
</tr>
<tr>
<td>Risks only</td>
<td>24 (35.5)</td>
<td>148 (56.5)b</td>
<td>44 (28.9)d</td>
<td>216 (44.8)</td>
</tr>
<tr>
<td>Benefits and risks</td>
<td>14 (20.6)b</td>
<td>85 (32.4)b</td>
<td>32 (21.1)d</td>
<td>131 (27.2)</td>
</tr>
<tr>
<td>User-generated comments, n</td>
<td>51</td>
<td>113</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>Drug product claims, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefits only</td>
<td>46 (90)</td>
<td>94 (83.1)</td>
<td>140 (85.4)</td>
<td></td>
</tr>
<tr>
<td>Risks only</td>
<td>15 (33)</td>
<td>17 (18.1)</td>
<td>32 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Benefits and risks</td>
<td>14 (30)</td>
<td>41 (43.6)</td>
<td>55 (39.3)</td>
<td></td>
</tr>
</tbody>
</table>

a Percentages in table based on column n, except where noted.
b Statistically overrepresented in sample.
c Percentages in row based on drug product claim posts only (n=482).
d Statistically underrepresented in sample.
e Percentages in row based on drug product claim comments only (n=140).
Illegal Pharmacies

Table 6 presents the other content found in the social media search results. Illegal pharmacies were present in 17.4% (16/92) of Facebook pages. Illegal pharmacies were less common on YouTube ($\chi^2=29.6$, $P<.001$). Links to illegal pharmacies were also present in 9.1% (15/164) of user-generated comments on Facebook and YouTube; these comments were also more common on Facebook ($\chi^2=13.7$, $P<.001$). When searching for drug information on social media, consumers were likely to come into contact with at least one link to an illegal pharmacy, particularly if consumers conducted the search on Facebook.

Table 6. Other content in drug-specific analysis.\(^a\)

<table>
<thead>
<tr>
<th>Content</th>
<th>Facebook</th>
<th>Twitter</th>
<th>YouTube</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main posts, n</td>
<td>92</td>
<td>409</td>
<td>194</td>
<td>695</td>
</tr>
<tr>
<td>Illegal pharmacies, n (%)</td>
<td>16 (17)$^b$</td>
<td>21 (5.1)</td>
<td>3 (1.5)$^c$</td>
<td>40 (5.8)</td>
</tr>
<tr>
<td>Lawsuits, n (%)</td>
<td>11 (12)$^b$</td>
<td>26 (6.4)</td>
<td>2 (1.0)$^c$</td>
<td>39 (5.6)</td>
</tr>
<tr>
<td>Patient support, n (%)</td>
<td>8 (9)</td>
<td>6 (1.5)$^c$</td>
<td>32 (16.5)$^b$</td>
<td>46 (6.6)</td>
</tr>
<tr>
<td>Alternative treatments, n (%)</td>
<td>6 (7)</td>
<td>16 (3.9)</td>
<td>8 (4.1)</td>
<td>30 (4.3)</td>
</tr>
<tr>
<td>Company news, n (%)</td>
<td>20 (22)</td>
<td>100 (24.4)$^b$</td>
<td>11 (5.7)$^c$</td>
<td>131 (18.8)</td>
</tr>
<tr>
<td>User-generated comments, n</td>
<td>51</td>
<td>113</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>Illegal pharmacies, n (%)</td>
<td>11 (22)$^b$</td>
<td>4 (3.5)$^c$</td>
<td>15 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Lawsuits, n (%)</td>
<td>10 (20)$^b$</td>
<td>0 (0.9)$^c$</td>
<td>11 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Patient support, n (%)</td>
<td>12 (24)$^c$</td>
<td>47 (41.6)$^b$</td>
<td>59 (36.0)</td>
<td></td>
</tr>
<tr>
<td>Alternative treatments, n (%)</td>
<td>7 (14)</td>
<td>27 (23.9)</td>
<td>34 (20.7)</td>
<td></td>
</tr>
<tr>
<td>Company news, n (%)</td>
<td>13 (26)$^b$</td>
<td>3 (2.7)$^c$</td>
<td>16 (9.8)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Percentages in table based on column n.
\(^b\) Statistically overrepresented in sample.
\(^c\) Statistically underrepresented in sample.

Other Content

Lawsuit information was present in 5.6% (39/695) of all drug-specific social media posts and was more common on Facebook and Twitter than YouTube ($\chi^2=15.1$, $P=.001$). Patient support (6.6%, 46/695) and alternative treatment information (4.3%, 30/695) were present in fewer posts than company news (18.8%, 131/695). The majority of patient support was on YouTube ($\chi^2=48.8$, $P<.001$). Most of the company news was on Twitter ($\chi^2=30.9$, $P<.001$). There was no difference in alternative treatment information based on social media site ($\chi^2=1.3$, $P=.53$). Thus, when searching for drug information on social media sites, consumers were likely to find information about the pharmaceutical company on Twitter, but support from other patients on YouTube. Information regarding lawsuits was found slightly less often than illegal pharmacies on Facebook. Alternative treatment options were relatively uncommon on all social media sites.

In contrast to the posts, patient support (36.0%, 59/164) and alternative treatment information (20.7%, 34/164) were more common than company news (9.8%, 16/164) and lawsuit information (6.7%, 11/164) in user-generated comments on Facebook and YouTube. Lawsuits ($\chi^2=19.7$, $P<.001$) and company news ($\chi^2=20.8$, $P<.001$) were more common on Facebook, whereas support was more common on YouTube ($\chi^2=5.0$, $P=.04$). Overall, these results indicate that other consumers commented to provide alternative treatment options and support, even though this content was largely absent in the main posts.

Reach, Format, and Tone

Approximately 25% of posts on Twitter and YouTube were testimonials (150/603). Additionally, a large majority of tweets and YouTube videos had a serious, nonhumorous tone (96.7%, 583/603). The Facebook pages ranged from zero to 62,427 likes (median 69.0, IQR 328.3). Approximately 80% of tweets had zero favorites and zero retweets, with a mean of 0.42 favorites (SD 1.53) and 1.25 retweets (SD 16.32). YouTube video views ranged from 2 to 1,077,399 (median 4707.0, IQR 14,009). YouTube video likes ranged from zero to 1671 (median 51.83, IQR 30.0). In general, the majority of posts that arose from searches about specific drugs on social media provided didactic, nonhumorous information. The degree of audience engagement with drug information on social media sites varied widely.

Discussion

Principal Findings

The results of this study directly address critical concerns raised by researchers and public health officials about the marketing of pharmaceutical drugs via social media. Importantly, novel
evaluations are provided about (1) how pharmaceutical companies use social media for DTCA, (2) how greatly companies reach and interact with consumers through social media, and (3) how likely people are to be exposed to drug efficacy claims and information about illegal pharmacies when searching for information about pharmaceutical drugs via social media. Respectively, the results suggest that (1) pharmaceutical companies avoid making drug product claims but frequently post help-seeking content, (2) thousands of people often view and share content posted by pharmaceutical companies, and (3) people are likely to be exposed to drug product claims and information about illegal pharmacies when searching for information about popular pharmaceutical drugs on social media.

More specifically, approximately 40% of all pharmaceutical companies’ Facebook, Twitter, and YouTube posts in our sample met the FDA’s definition of a help-seeking advertisement. This content focuses on generating awareness of a health condition or disease and often suggests that the audience should learn about potential treatment options from their doctor or other source. Despite concerns that specific drugs would be heavily advertised through pharmaceutical companies’ social media accounts, product claim advertisements were uncommon. Only approximately 1% of posts contained a product claim. However, one-third of the product claim posts did not include any information on drug risks, thus failing to adhere to FDA regulations for traditional DTCA. Although this occurred in a relatively small number of posts overall, the problems surrounding the absence of risk information in product claims is well documented [2,4,5,25]. The FDA has developed draft guidelines for eDTCA regulations [26], and the inclusion of risk information is required for all company postings about specific products. To increase compliance with fair-balance rules on social media, the FDA should finalize the eDTCA regulations and formally detail how regulatory oversight will be enacted. Although monitoring every single post is likely unfeasible, the FDA could follow the procedures of this study to regularly monitor a random selection of posts and require pharmaceutical companies to notify the FDA whenever they use any media to share information with the public that is consistent with traditional forms of DTCA.

It is particularly important for the FDA to monitor pharmaceutical companies’ social media accounts because they can have rather large audiences. Pharmaceutical companies’ social media pages averaged approximately 45,000 followers or subscribers. Additionally, our results indicate that audience members are actively interacting with companies and sharing the content that the companies’ post with people in their own social networks. For instance, posts are often liked and shared on Facebook and favorited and retweeted on Twitter. The public approval of this information on users’ social network pages increases the potential for these posts to influence a large portion of the public. For example, research suggests that health behaviors and attitudes often spread through social networks and a number of social media-based interventions have shown that exposure to health information on social networking sites leads to health behavior change [27,28]. Thus, the messages that pharmaceutical companies share through social media channels have the potential to reach and influence millions of people worldwide; estimates of direct exposure grossly underestimate the cumulative influence of eDTCA on social media.

One common concern regarding eDTCA is that positive (and potentially misleading) product claim testimonials would populate the user-generated comments on pharmaceutical companies’ pages [34]. Approximately 25% of posts had at least one comment and most were supportive of the company. However, very few comments contained information that would be classified as DTCA if the pharmaceutical company had produced the comments. Most commonly, user-generated comments contained information that resembled content that would appear in a help-seeking ad. When users did make drug product claims, however, they tended to focus either exclusively on benefits or risks. Additionally, most companies did not explicitly prohibit users from making product claims in their commenting policies. According to current FDA draft guidance documents, pharmaceutical companies are not responsible for the content of user-generated comments unless the comments were created by, paid for, or edited by the company [29,30].

Most commenting policies did, however, suggest that inaccurate information would be removed. Under current FDA draft guidance documents, pharmaceutical companies can, but are not required to, correct misinformation about their products in user-generated comments [30]. Interestingly, companies with commenting guidelines had significantly more positive comments than those without a commenting policy. Although it cannot be determined through this analysis, companies who are more aware of user-generated comments (and thus have a commenting policy) might be deleting negative user-generated comments [4]. If companies selectively delete user-generated comments, the information in the remaining user-generated comments would be applicable to FDA regulations [29,30].

Although uncommon on pharmaceutical companies’ sites, product claims and testimonials were largely present in posts resulting from general searches for drug information on Facebook, Twitter, and YouTube. The majority of the top search results contained drug efficacy claims. Troublingly, most claims were made by nonexpert sources and mentioned only benefits of the drug rather than presenting a balanced view of both the benefits and risks of product use. Given that approximately 20% of Internet users check online reviews of particular drugs [31], our results suggest that consumers are likely getting incomplete drug information through social media. Additionally, around 25% of these posts were testimonials, a format that often enhances the credibility of the claims made [3-5]. Furthermore, it is likely that well-known and trusted media such as Facebook lend credibility to the health information posted within their pages relative to other online channels [9]. For example, young adults, the most prolific users of social networking sites [6], are the most likely age group to trust health information on social media [32] and to search for health advice and others’ health experiences on social media [13].

The potential credibility afforded to information on social media is also problematic when we consider the continued presence of illegal pharmacies in the top search results. Illegal pharmacies were most prominent on Facebook; approximately 20% of the Facebook pages in the drug-specific analysis advertised illegal...
pharmacies. Although Facebook’s terms of use prohibit illegal activity [33] and the organization is partnered with the Center for Safe Internet Pharmacies [8], our results suggest Facebook is not adequately policing its site for illegal pharmacies. We echo the calls of other scholars for social media companies to actively monitor their sites and make meaningful policy changes to eliminate this type of content [7,8,15]. Past policy changes demonstrate that social media organizations can have a measurable impact on the presence of pharmaceutical drug information on their sites. For example, Facebook eliminated companies’ ability to block the commenting feature on their pages in 2011, so many of the drug product pages that existed in previous analyses [12] were discontinued [3]. Thus, these sites need to take an active role in protecting their users from harmful illegal pharmacies.

Limitations

There are some limitations to the present study. First, we focused our analysis on the top pharmaceutical companies and best-selling drugs. As a cost-effective marketing strategy, smaller companies might rely on social media advertising more so than larger companies and pharmaceutical companies might use social media channels to introduce newer, less established drugs to the marketplace [3]. Additionally, although we analyzed a large number of postings, our review only focused on 1 year of social media activity. As marketing trends constantly change [12], future research should investigate if the presence of eDTCA changes over time. Last, we focused on the presence of product claims, benefits, and risks and did not examine the accuracy of the claims or whether benefits or risks were emphasized within in a single post. To get a more complete picture of the pharmaceutical drug information that appears on social media sites, future research should explore these areas.

Conclusions

Social media sites are an accessible channel for pharmaceutical companies and others to easily deliver drug information to millions of people across the globe. Although pharmaceutical companies are not directly marketing specific products through their social media accounts often, they are posting content similar to help-seeking DTCA, which describes a health condition without providing a specific solution. If people search for drug solutions to these ailments via social media sites, they will likely be exposed to testimonials that highlight pharmaceutical drug benefits over risks as well as links to pharmacies where they can illegally purchase these drugs. Thus, pharmaceutical drug information on social media sites is potentially quite dangerous to public health and should be monitored accordingly.
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Abstract

Background: Social network technologies have become part of health education and wider health promotion—either by design or happenstance. Social support, peer pressure, and information sharing in online communities may affect health behaviors. If there are positive and sustained effects, then social network technologies could increase the effectiveness and efficiency of many public health campaigns. Social media alone, however, may be insufficient to promote health. Furthermore, there may be unintended and potentially harmful consequences of inaccurate or misleading health information. Given these uncertainties, there is a need to understand and synthesize the evidence base for the use of online social networking as part of health promoting interventions to inform future research and practice.

Objective: Our aim was to review the research on the integration of expert-led health promotion interventions with online social networking in order to determine the extent to which the complementary benefits of each are understood and used. We asked, in particular, (1) How is effectiveness being measured and what are the specific problems in effecting health behavior change?, and (2) To what extent is the designated role of social networking grounded in theory?

Methods: The narrative synthesis approach to literature review was used to analyze the existing evidence. We searched the indexed scientific literature using keywords associated with health promotion and social networking. The papers included were only those making substantial study of both social networking and health promotion—either reporting the results of the intervention or detailing evidence-based plans. General papers about social networking and health were not included.

Results: The search identified 162 potentially relevant documents after review of titles and abstracts. Of these, 42 satisfied the inclusion criteria after full-text review. Six studies described randomized controlled trials (RCTs) evaluating the effectiveness of online social networking within health promotion interventions. Most of the trials investigated the value of a “social networking condition” in general and did not identify specific features that might play a role in effectiveness. Issues about the usability and level of uptake of interventions were more common among pilot studies, while observational studies showed positive evidence about the role of social support. A total of 20 papers showed the use of theory in the design of interventions, but authors evaluated effectiveness in only 10 papers.
Conclusions: More research is needed in this area to understand the actual effect of social network technologies on health promotion. More RCTs of greater length need to be conducted taking into account contextual factors such as patient characteristics and types of a social network technology. Also, more evidence is needed regarding the actual usability of online social networking and how different interface design elements may help or hinder behavior change and engagement. Moreover, it is crucial to investigate further the effect of theory on the effectiveness of this type of technology for health promotion. Research is needed linking theoretical grounding with observation and analysis of health promotion in online networks.

(J Med Internet Res 2015;17(6):e141) doi:10.2196/jmir.3662
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Introduction

Background
Social networking sites (SNS)—such as YouTube, Facebook, and Twitter—have been used extensively in public health and prevention interventions to change behavior and improve health outcomes [1,2]. Several aspects of SNS—including social support, empowerment, peer pressure, and interactive information-emotion sharing—have the potential to influence patients’ health behaviors and increase adherence to and engagement with such interventions [3-5]. Yet little is known about the actual effect of SNS on behavior change and on the factors that may influence user interaction and experience, such as usability, user satisfaction, and level of technology acceptance or engagement. Therefore, there is a need to understand the effectiveness of SNS in the context of wider health promotion methods and evidence—not simply assuming that interventions can be ported from one medium to another.

Previous reviews of the literature have provided mixed results about the effectiveness of SNS for health promotion with many authors characterizing the effect of online social networking on behavior change as positive, but not statistically significant [1,6]. For example, Korda and Itani [7] identified both positive and less successful examples of the application of social media (including blogs, forums, video-sharing, and wikis) for health promotion. However, the authors also concluded that there is a need for precise evaluation metrics and for behavior change interventions to be grounded in theory in order to successfully measure and assess their effectiveness. The previous work in this area suggests that the lack of clear evidence can be attributed to the following factors.

First, there are a small number of randomized controlled trials (RCTs) with considerable heterogeneity used to evaluate the actual effect of online social networking on behavior change. This was evident in two recent systematic reviews, with a meta-analysis, by Maher and Lewis [1] and Lavano et al [2], which showed mixed results. Maher and Lewis showed a modest effect for the examined interventions on behavior change when magnitudes of the effect sizes were calculated, while Lavano et al reported a slight positive effect of SNS interventions on health behavior-related outcomes. However, the findings of these two studies should be interpreted with caution since, in the case of both reviews, the authors analyzed a small number of RCTs (six studies in [1] and eight in [2]), the majority of which were short-term trials, with a study duration not exceeding 6 months, while there was considerable heterogeneity of study designs, evaluation metrics, health topics, and types of SNS.

Further, there is a lack of ecological validity due to the difficulty in assessing the true effect of SNS in the context of multi-component interventions. There is a lack of clarity over whether a positive effect could be attributed to the SNS or the non-SNS component of an intervention [1,2,8]. A typical example of this phenomenon was highlighted by Chang et al [9] who reviewed the evidence about the effect of SNS on weight management behaviors. From the 20 studies that met the eligibility criteria for this review, only one study measured the “isolated effect” of social media. The authors cautioned that in the case of the remaining studies it was difficult to assess whether a reported effect was related to a social media component alone or was a synergistic effect. This problem was also reported in other reviews of social media use in behavior change and health promotion, such as Schein et al [10] who reviewed the effectiveness of social media in public health communication, or the review by Hamm et al [6] who were focused on the behaviors of patients and caregivers.

There is also a lack of knowledge about the role of theory in the effectiveness of SNS-enabled interventions. Although studies have shown a positive effect of theory-driven Internet-based interventions on behavior change [11], there is little evidence in the context of SNS [1,2]. Understanding this phenomenon is important for the design of interventions. Yet, more research is needed to review existing evidence in this context and identify the type of theories and models currently used in the delivery of interventions through SNS, but also for the design of the social networking application itself.

Finally, previous literature reviews in the area of SNS for health promotion have focused on summative and outcome evaluations rather than formative and process assessments. For example, most reviewers in this field have attempted to examine the effect of SNS on objectively measured behavior change usually though the use of RCTs or some form of experimental study, like pre-test and post-test evaluations [1,2]. However, other factors that may have an important influence on the effectiveness of SNS, such as usability, user satisfaction, and level of technology acceptance or engagement, have rarely been synthesized. While these types of evaluation cannot provide direct evidence on effectiveness, they may provide very useful insights to guide future intervention development and implementation. For example, usability factors may influence which features of the delivered intervention are actually used, thus limiting its actual
effectiveness. This type of information is usually included in research and technical papers reporting work in progress or complete research documenting the results of an iterative evaluation process. To date, a significant number of this type of studies has not met the eligibility criteria for inclusion in traditional RCT-focused systematic reviews.

Therefore, the aim and originality of this current review is to extend our knowledge about the effectiveness of SNS for health promotion by addressing some of these gaps in the existing literature, in particular, (1) extending the focus on effectiveness by reviewing studies reporting findings relevant to the usability, user satisfaction, acceptance, and level of engagement with SNS, as well as studies using different research methods and techniques, beyond traditional RCTs, to evaluate effectiveness, such as observational, qualitative, and pilot studies; (2) focusing on studies and findings that apply directly to the isolated effect of SNS (wherever this is possible); and (3) to investigate the extent to which theory has contributed to the design of SNS-driven interventions.

This paper is structured as follows. First, we present definitions of concepts that are central to this review. The next section presents the methods used to review the literature as well as the decisions made to select studies for review. In the following section, we present the findings of this review, while the final section includes a discussion and some conclusions.

Definitions

Our use of the term “social networking sites” (SNS) or “social networking” includes the broader concepts of Health 2.0 and Medicine 2.0. The definitions of these concepts have been previously reviewed [12]. They identify the two most important features as (1) patient/consumer participation and (2) Web 2.0 technology (user-generated content). There are several examples of different types of SNS that have been used for health promotion. For example, YouTube has been frequently used for the promotion of information about cancer screening, as well as obesity and dietary problems [13,14], Facebook has been used in interventions related to sexual health issues [15], and Twitter has been incorporated in the design of interventions about prenatal health promotion and education [16]. In addition to publicly available popular SNS (like Facebook), there is also a considerable number of standalone health-focused social networking applications used for conditions like obesity [17], healthy living [18], as well as various chronic diseases, like diabetes [19].

In the context of this review, the term “health promotion” is used in a broad sense to include health education initiatives (eg, in schools), social marketing campaigns (eg, using advertising), community development, and behavior change interventions (eg, smoking cessation websites). It can also take the form of educators in social networks to direct non-experts towards relevant and accurate health information. Agents with this role (which may be people or tools) have been called “apomediaries” [20]. Examples include knowledgeable collaborative filtering and recommendation agents. Despite the fact that health promotion is not synonymous with health prevention strategies, like social marketing and health education, in the context of our study, health promotion is used as an umbrella term to include also interventions grounded in social marketing and health education approaches. This decision was made because to date there are several successful examples of integrative health promotion interventions using social marketing methods and approaches, like audience segmentation [21,22], or health promotion interventions applying health education strategies to promote behavior change [23].

In this paper, we consider studies of “effectiveness” to encompass evaluation of measured behavior change (eg, RCTs and controlled studies), as well as aspects of the user experience and interaction with the SNS application that might help or hinder behavior change, such as usability, user satisfaction, technology acceptance, and level of engagement. “Usability” refers to the ease of use of the SNS application and is normally measured using behavioral metrics, like effectiveness, efficiency, learnability, and errors [24]. “User satisfaction” reports on the subjective satisfaction with the interface components of a given application [25]. “User engagement/adoptions” includes the reporting of statistical figures about the level of adherence with a given intervention. This information may be reported both in terms of participation rate in the online intervention, but also in terms of Google analytics indicators, like number of hits or posts, and time spent. Finally, the term “technology acceptance” is used in a broad manner to include both the level of uptake of a given technology, but also more formal studies focused on modeling factors influencing user acceptance of technology, such as the Technology Acceptance Model [26].

Expectations about social networking, such as motivational support and peer-pressure, may be grounded in social or behavioral theories. For example, the Theory of Planned Behavior [27] predicts that norms of significant people in an individual’s social circles (subjective norms) have a strong influence on the individual’s behavioral intentions. Similarly, Social Cognitive Theory [28] predicts social learning by observation, which can take place in social networks. In the context of this review, the term “theory” is used broadly to include any theory used as the basis for the design of an intervention delivered through online social networking. In the absence of specific theory, we examined for the presence of a specific model or technological approach used to inform the design and delivery of interventions through SNS.

Methods

Overview

The narrative synthesis approach to literature review was used to analyze the existing evidence. This decision was made because the aim of this review was to synthesize evidence from a heterogeneous body of literature with studies representing different health promotion initiatives with a range of effectiveness evaluation measures and mixed-method research designs [29].

As guidance to this review, we followed the method of narrative synthesis prescribed by Rodgers et al [29]. Key elements of this method were (1) the development of a preliminary synthesis, and (2) the exploration of relationships (differences and similarities) within and between homogeneous groups of studies.
For the development of a preliminary synthesis, we used two techniques: (1) tabulation, as a means of extracting and organizing data from the primary studies in tables, and (2) grouping/clustering, which involved an interpretivist analysis of the contents of the primary studies in order to identify dominant groups of studies that shared a common set of characteristics. More details about the preliminary synthesis are presented in the following subsections. After the preliminary synthesis, the data collected were used to explore relationships between primary studies both at the individual and group level.

Scoping Search and Searching Process
We undertook an initial scoping search of the literature using Google Scholar. The purpose of this initial search was to gain a feel about the important aspects of the topic of this review, and more specifically to identify the different types of SNS available and to explore different areas of health promotion where SNS can play an important role. The results of the initial scoping review informed the design of our search strategy.

We searched Google Scholar and PubMed using a search strategy conceptualized as the following: Health AND “behavior change” AND <health promotion keywords> AND <social networking technology keywords>. The full search terms were health AND “behavior change” AND (“health promotion” OR “education” OR “social media” OR “peer-to-peer” OR “online forum” OR “online community” OR “virtual community” OR “online discussion” OR “electronic support groups” OR “participatory” OR “citizen-led” OR “web 2.0” OR “medicine 2.0” OR “user-generated content” OR “social software” OR “collaborative software”).

The identification of a broad range of studies was one of the main challenges of this review. For this purpose, we decided to search using the Google Scholar (in addition to the PubMed database). Empirical studies [30,31] have shown that Google Scholar provides sufficient coverage to be used reliably in literature reviews of this kind. The date range was January 2005 to December 2013. Only articles written in English were included. Keyword searches were conducted in January 2014.

Inclusion/Exclusion Criteria
We included articles on health promotion (HP) interventions, where online SNS was a major theme in the study. In particular, these included the following: (1) Evaluation of interventions combining HP with SNS, including studies of effectiveness in terms of behavior change, usability, user satisfaction, level of engagement, and technology acceptance; (2) Observational studies of a social network within an existing HP intervention, including those involving content analysis, social network analysis or other usage patterns, but excluding studies of general social networks where health was one topic, unless the discussions were connected to an HP initiative; and (3) Designs and planned interventions were included if they addressed the relationship between HP and the anticipated emergent features of SNS. We also included papers reporting planned methodologies for the evaluation of interventions, as well as papers reporting work in progress, such as evaluation of early prototype designs. Information extracted from these papers contributed to our understanding of the different methods available for the evaluation of the effectiveness of interventions, and the presence of theories as evidence for guiding the design of interventions with an HP and an SNS component.

The following were excluded: mention of social networking in a generic, non-specific way; use of a discussion board as an “added extra” in an intervention without any significant role in the study; use of the term “social networking” to indicate “top-down” dissemination only (eg, using mobile phones or text messaging) without mention of peer-to-peer communication or other emergent SNS effects; study of health discussions on general social networks in which there is no HP initiative; and discussion/position papers, including definitions and research roadmaps (but some are cited as background).

Data Extraction and Synthesis Process
Two of the authors (PB and CK) performed the review working independently. They extracted data on effectiveness (broadly defined) and theoretical grounding. The items extracted are shown in Multimedia Appendix 1. Disagreements during the study selection and data extraction process were solved after consultation with the other authors (IB, JA, and JP).

We did not use a specific quality assessment tool due to the heterogeneity of study designs and the varying level of completeness of the studies included in this review. However, we did make individual assessments of the internal validity of the studies. In the results, we present the research design used by each selected study and the nature of the findings reported in the individual studies, including objectively and subjectively reported measures; long-term and short-term designs; strong and weak associations, or no associations (for observational studies); positive, negative, or mixed results (in the case of pilot and qualitative studies); and significant/not significant findings (for RCTs and controlled studies) (a detailed description is provided in Multimedia Appendix 1). This information was assessed during the tabulation process. Finally, we performed an interpretivist analysis to categorize primary studies into groups and examine the relationship between them.

Results

Overview
The search identified 162 potentially relevant documents after review of titles and abstracts. Of these, 42 satisfied the inclusion criteria after full-text review (Figure 1). Results on effectiveness, with details about the type of study design and main findings are shown in Table 1. The use of theory in interventions, as well as the extent of top-down, theory-based approaches, and bottom-up participation (observation) is shown in Table 2.
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<table>
<thead>
<tr>
<th>Reference/project or intervention name</th>
<th>Health topic/Study population</th>
<th>Social networking topic/key words/technology</th>
<th>Type of study/methods</th>
<th>Main findings</th>
<th>Effectiveness evaluations (if any)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>An et al, 2008 [32] (Quitplan)</td>
<td>Smoking cessation/adults</td>
<td>Active and passive online community participation</td>
<td>Observational study: Bi, multivariate, and path analysis to determine association between online activities and abstinence</td>
<td>Weak association between active community engagement and abstinence</td>
<td>SNS: Abstinence: +</td>
</tr>
<tr>
<td>Baghaei et al, 2009 [33] (SOFA)</td>
<td>Obesity/families</td>
<td>Motivational support; involve families</td>
<td>Pilot trial: will users engage with educational content? What kind of profile increases engagement?</td>
<td>Educational content attracted positive attention; individual profiles better than whole family</td>
<td>SNS+HP; Acceptance: +</td>
</tr>
<tr>
<td>Burke &amp; Oomen-Early, 2008 [34]</td>
<td>General/High School students</td>
<td>Blogging; community debates; advocacy campaigns</td>
<td></td>
<td>N/A (concept only)</td>
<td>N/A</td>
</tr>
<tr>
<td>Cobb et al, 2010 [35] (QuitNet)</td>
<td>Smoking cessation/QuitNet users</td>
<td>Online social support</td>
<td>Social network analysis: determine SNS effects (persistence, peer-to-peer communication, heterogeneity); compare with other SNS; characterize participants and subgroups</td>
<td>SNS effects are present; most integrated are female and older</td>
<td>N/A</td>
</tr>
<tr>
<td>Cunningham et al, 2009b [36] (Alcohol_HelpCenter)</td>
<td>Problem drinkers</td>
<td>Online social support</td>
<td>Usage patterns and message content analysis: determine quality of interactions</td>
<td>Qualitative: content appears valuable and supportive</td>
<td>SNS+HP; Acceptance: +</td>
</tr>
<tr>
<td>Falan et al, 2011 [37] (SCEDES)</td>
<td>Diabetics</td>
<td>Community support and education</td>
<td>Concept: minimize hospitalizations</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Foster et al, 2010 [38] (StepMatron)</td>
<td>PA/office workers</td>
<td>Social influence: competitive step-counting (FaceBook app)</td>
<td>Pilot trial:10 nurses, 9F, 1M</td>
<td>9/10 walked more in social condition than in non-social (Stat. significance tested)</td>
<td>SNS; Objectively measured behavior change (walking): +</td>
</tr>
<tr>
<td>Fukuoka et al, 2011 [39]</td>
<td>Diabetes prevention/overweight, sedentary adults</td>
<td>Mobile peer to peer support</td>
<td>Qualitative focus-group analysis to determine desired features of planned mobile intervention</td>
<td>Real-time peer support emerged as desirable (also, tailored advice, self-monitoring)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gasca et al, 2009 [17] (pHealthNet)</td>
<td>Obesity/adults with weight-related health problems</td>
<td>Persuasive and SNS technology for existing support-groups (pedometer, Web portal, mobile app)</td>
<td>Field study of support groups: low sustainability of behavior changes; technology evaluation: 12 patients: compare behavior during and after technology-assisted group sessions (2 subgroups of 6)</td>
<td>Semi-quantitative: sustained PA changes 2 wks after technology-enabled session (3 wks). Positive acceptance of technology</td>
<td>SNS+HP; Observational study weak association (low sustainability of behavior change): +; Acceptance: +</td>
</tr>
<tr>
<td>Gay et al, 2011 [40] (AURORA)</td>
<td>Emotional awareness/adults</td>
<td>Mobile sharing of emotions (Web and mobile app)</td>
<td>Pilot study, 65 adults, 7 days. Random (EMA) assessments and post-study survey</td>
<td>EMA and post-study results positive for emotion awareness, sharing and social support (also among strangers), but danger of negative contagion</td>
<td>SNS; Emotional health: + contagion danger: -</td>
</tr>
<tr>
<td>Kamal et al, 2010 [41]</td>
<td>Nutrition/general</td>
<td>Theory-based social networking software</td>
<td>Prototype development</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reference/project or intervention name</td>
<td>Health topic/Study population</td>
<td>Social networking topic/key words/technology</td>
<td>Type of study/methods</td>
<td>Main findings</td>
<td>Effectiveness evaluations (if any)</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Kharrazi et al., 2011 [42]</td>
<td>Obesity/general</td>
<td>Online sharing of progress and peer-pressure (Facebook app)</td>
<td>Technology design</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Krukowski et al., 2008 [43] (VTrim)</td>
<td>Obesity/adults</td>
<td>Weight loss websites with online social support as a feature.</td>
<td>Observational study: Determine what elements of a website (VTrim) are associated with actual weight loss. Exploratory factor analysis: 123 overweight adults; 1 yr: treatment: months 0-6; maintenance months 7-12</td>
<td>In maintenance phase, “social support” was best predictor for additional weight loss. “Feedback” was best predictor during initial phase</td>
<td>SNS; Weight loss maintenance: +++</td>
</tr>
<tr>
<td>Lindsay et al., 2009 [44]</td>
<td>Exercise, smoking, diet/ coronary heart patients in deprived urban area</td>
<td>Online support community</td>
<td>RCT: determine effects of removing moderator support from online community: 108 participants, 12 months, non-moderated phase after 6 months; randomly assign half to Web-portal access and half to non-Web portal group</td>
<td>Significant reduction in self-reported health behaviors 3 months after moderator withdrawal (for both groups); during moderated phase, Web portal access led to positive behavior changes</td>
<td>HP; Self-reported health behavior: +++</td>
</tr>
<tr>
<td>Linehan et al., 2010 [45] (Tagliatelle)</td>
<td>Obesity/adults</td>
<td>Social photo tagging of meals for nutritional content</td>
<td>Pilot usage and acceptability study: 14 participate</td>
<td>9/14 participants regularly used system over 7-day trial</td>
<td>SNS: Acceptance: +</td>
</tr>
<tr>
<td>Liu &amp; Chan, 2010 [46]</td>
<td>General health</td>
<td>Seeking help in virtual communities</td>
<td>Research design: determine relation between social identity, beliefs, and help-seeking behavior (planned survey)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Maibach et al., 2007 [47]</td>
<td>General health</td>
<td>Social networks as ecological fields of influence</td>
<td>Conceptual framework for social marketing to mobilize health-promoting dynamics in social networks</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Munson et al., 2010 [48] (3GT)</td>
<td>Positive psychology/adults</td>
<td>Facebook app (3GT) for sharing positive experiences (“good things”)</td>
<td>Survey of 3GT users (190 participants) to record usage patterns and attitudes</td>
<td>Positive acceptance of app, but concern about privacy; indifference about reminders</td>
<td>SNS+HP; Acceptance: +/-</td>
</tr>
<tr>
<td>Nahm et al, 2009 [49] (TSW)</td>
<td>Hip fracture prevention/older adults</td>
<td>Educational discussion board</td>
<td>Exploratory qualitative analysis (316 forum posts; 245 participants)</td>
<td>Emergent themes included sharing of health behaviors, problems, and opportunities; also social support</td>
<td>N/A</td>
</tr>
<tr>
<td>Nordfelt et al, 2010 [19] (Diabit)</td>
<td>Diabetes/children and parents</td>
<td>Peer-to-peer chat and blogging on a Web 2.0 portal</td>
<td>Qualitative content analysis of essays written by portal users (19 parents, 5 young people 11-18 years)</td>
<td>Message boards and chats found to provide valuable information that could not be provided by clinicians (attitudes to website itself were mixed)</td>
<td>N/A</td>
</tr>
<tr>
<td>O'Grady et al, 2008 [50]</td>
<td>General health</td>
<td>SNS for collaborative learning</td>
<td>Proposal of Experiential Health Information Processing Model</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reference/project or intervention name</td>
<td>Health topic / Study population</td>
<td>Social networking topic / key words / technology</td>
<td>Type of study/methods</td>
<td>Main findings</td>
<td>Effectiveness evaluations (if any)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>---------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Olsen &amp; Kraft, 2009 [51]</td>
<td>General health</td>
<td>SNS role in providing social support and adherence</td>
<td>Pilot study to determine which aspects of SNS are important in social support and adherence (semi-structured interviews, 5 participants, qualitative analysis)</td>
<td>Social support provided mostly by close friends or family; adherence may be improved with dynamic and interactive features (eg, games, contests)</td>
<td>N/A</td>
</tr>
<tr>
<td>Potente et al, 2011 [52]</td>
<td>Sun protection / Australian youth</td>
<td>Social Media Marketing (SMM)</td>
<td>Online survey and thematic analysis of comments to determine effects of an SMM music video on attitudes and risk-awareness</td>
<td>Positive stat. significant difference in attitudes between video-exposed respondents and non-video-exposed</td>
<td>SNS+HP; Self-reported risk-awareness: ++</td>
</tr>
<tr>
<td>Rhodes et al, 2010 [53]</td>
<td>Human immunodeficiency virus (HIV) prevention / men who have sex with men (MSM)</td>
<td>Educators in Internet chat rooms</td>
<td>Quantitative analysis of participant survey (n=210); qualitative analysis of chat content (n=1851); private and public messages</td>
<td>Inconsistent condom use: 27% (77% of HIV positive chatters); Qualitative: need for prevention information; privacy, and trust important; educators had to respect culture</td>
<td>N/A</td>
</tr>
<tr>
<td>Richardson et al, 2010 [54]</td>
<td>PA / adults</td>
<td>Online community in Stepping Up to Health website</td>
<td>RCT: effect of online community in website. n=324; (5:1 randomization, larger number in community condition); Objective measures: pedometer data, community usage (activity) and intervention completion rates</td>
<td>Online community more engaged and more likely to complete intervention than non-community; otherwise no great difference in walking. However, within online community, active participants (with more posts and page views) walked more than less active participants</td>
<td>SNS; Adherence: ++++</td>
</tr>
<tr>
<td>Roblin, 2011 [55]</td>
<td>Diabetes / patients and families</td>
<td>Mobile peer support for glucose management</td>
<td>Pilot study: experience of patients and their peer supporters using mobile technology for encouraging and reminding</td>
<td>Self-reported improved self-monitoring and encouragement through mobile communication with peer-supporter</td>
<td>SNS+HP; Acceptance: +</td>
</tr>
<tr>
<td>Stoddard et al, 2008 [56]</td>
<td>Smoking cessation / adults</td>
<td>Bulletin board in website</td>
<td>RCT: effect of bulletin board (BB) in website. n=1375 (50:50 allocation BB vs usual)</td>
<td>In BB condition, only 11% posted or viewed messages; no significant difference in cessation; more time on website for BB condition; no difference in satisfaction</td>
<td>SNS; Abstinence: 0</td>
</tr>
<tr>
<td>Toscos et al, 2010 [57]</td>
<td>Barriers to Physical activity/female forum users of GetFit!</td>
<td>Online forum on PA</td>
<td>Qualitative Analysis of GetFit! Forum content; compare with literature survey on barriers.</td>
<td>Differences between PA barriers emerging in forums and those from surveys; GetFit! intervention not aware of them</td>
<td>N/A</td>
</tr>
<tr>
<td>Waters et al, 2011 [58]</td>
<td>Student health</td>
<td>Facebook profiles of University Health Centers</td>
<td>Content analysis to determine the extent of “dialogic principles” (eg, usability, conversation of visitors, feedback options)</td>
<td>Least applied dialogic principles were feedback options (contact details) and promoting return visits. Significant relation between social networking extent (friends, fans) and use of dialogic principles</td>
<td>N/A</td>
</tr>
<tr>
<td>Reference/project or intervention name</td>
<td>Health topic/Study population</td>
<td>Social networking topic/key words/technology</td>
<td>Type of study/methods</td>
<td>Main findings</td>
<td>Effectiveness evaluations (if any)*</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>West et al, 2011 [59]</td>
<td>Breastfeeding</td>
<td>Blogging</td>
<td>Determine extent of blogging to support breastfeeding behavior: qualitative and quantitative analysis of posts and comments; 32 active blogs, 354 posts, 881 comments</td>
<td>Reports on one’s own behavior and personal experience sharing were more likely to elicit behavioral intention than advice or information. Attitude (like/dislike) most common theme in blog posts (28%); praise (support) for breastfeeding most frequent comment (43%)</td>
<td>SNS; Behavioral intention: ++</td>
</tr>
<tr>
<td>Woodruff et al, 2007 [60]</td>
<td>Smoking/adolescents</td>
<td>Virtual chat room</td>
<td>RCT: determine effect of intervention with MI and virtual chat room (n=136)</td>
<td>Short-term: self reported smoking reduction for intervention group; long-term: not significant</td>
<td>SNS+HP; Self-reported behavior: ++</td>
</tr>
<tr>
<td>Young et al, 2010 [61]</td>
<td>PA/teenage girls</td>
<td>Micro-blogging</td>
<td>Pilot study: 4 students; determine if peer-pressure and SNS technology can influence girls to exercise</td>
<td>Positive behavior change, gradual increase in number of steps over 4 weeks</td>
<td>SNS; Behavior change: +</td>
</tr>
<tr>
<td>Kamal et al, 2013 [18]</td>
<td>Healthy living/Adults</td>
<td>VivoSpace</td>
<td>Pilot study: interviews, questionnaires, and prototyping. Aim was evaluation in terms of usability of a novel theoretical framework (Appeal, Belonging, Commitment) for design of a social networking tool for healthy living</td>
<td>Findings showed ABC framework in combination with iterative usability evaluation to be promising for user engagement; but, since the study was focused on prototypes and not fully working systems, no tangible data on actual nature of engagement and its effect on health behavior change</td>
<td>SNS +HP; Engagement: +</td>
</tr>
<tr>
<td>Baelden et al, 2012 [62]</td>
<td>Acquired Immune Deficiency Syndrome (AIDS) and HIV/Adults</td>
<td>Online discussion group</td>
<td>Pilot study: examining suitability of an anonymized discussion forum for increasing interpersonal communication and engagement in the area of HIV / evaluation through usage statistics &amp; focus group interviews</td>
<td>Mixed on suitability of online discussion forums for interpersonal communication about AIDS. Use of discussion forum was successful when integrated into the curriculum. Usage was lower when participants had to use the forum on a voluntary basis</td>
<td>SNS; Adherence and technology engagement: +/-</td>
</tr>
<tr>
<td>Ploderer et al, 2013 [63]</td>
<td>Smoking cessation /Adults</td>
<td>Facebook support group</td>
<td>Pilot study: Examining the relationship between stage of health identity change and seek for social support / thematic analysis of messages posted in a public Facebook support group</td>
<td>Findings showed that supportive responses and leadership came from users who just started their behavior change process rather than people who had successfully completed it</td>
<td>SNS + HP; Self-reported behavior change: ++</td>
</tr>
<tr>
<td>Gold et al, 2012 [64]</td>
<td>Sexual health/Young people</td>
<td>Facebook + YouTube</td>
<td>Pilot study: Review of challenges related to promotion of sexual health behavior through Web 2.0 / usage statistics, satisfaction questionnaires, and focus groups</td>
<td>Mixed results in terms of adherence and engagement with technology</td>
<td>SNS; Adherence or technology engagement: +/-</td>
</tr>
<tr>
<td>Reference/project or intervention name</td>
<td>Health topic/Study population</td>
<td>Social networking topic/key words/technology</td>
<td>Type of study/methods</td>
<td>Main findings</td>
<td>Effectiveness evaluations (if any)*</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Nguyen et al, 2013 [65]</td>
<td>Sexual health/Young adults</td>
<td>Facebook + SNS</td>
<td>Pilot study: Review of challenges related to promotion of sexual health behavior through Web 2.0 / usage statistics and questionnaires</td>
<td>Mixed results on effectiveness. The project reached 900 fans across 5 Facebook pages. Key challenges included a lack of viral recruitment, evoking substantial interest, and maintaining user engagement</td>
<td>SNS: Adherence or technology engagement: -</td>
</tr>
<tr>
<td>Kolt et al, 2013 [66]</td>
<td>Physical activity</td>
<td>Walk 2.0 project (blogs, social networking, virtual walking groups, forums)</td>
<td>RCT: A methodology to compare the effectiveness between Web 1.0, Web 2.0 and control interventions using larger sample size and repeated measures data collection</td>
<td>N/A (the paper presented the methodology of the evaluation, but no results were presented or discussed)</td>
<td>SNS: Self-reported behavior change: +; Objectively measured behavior change: +; Engagement: N/A</td>
</tr>
<tr>
<td>Gabarron et al, 2012 [67]</td>
<td>Sexual health/Young adults</td>
<td>Virtual Clinic for Sexually Transmitted Diseases (VCSTD) / Avatars</td>
<td>Impact evaluation: Methodology to examine usefulness of service / user experience through online feedback forms—behavior change through online questionnaires—usage data / effect of the interventions on (1) number of abortions, (2) number of chlamydia tests, (3) amount of emergency contraception information sold</td>
<td>N/A (presented the methodology of the evaluation, but not the results)</td>
<td>SNS: Acceptability/user engagement: N/A; Self-reported behavior change: N/A</td>
</tr>
<tr>
<td>Kelty et al, 2012 [68]</td>
<td>Physical activity/teenage girls</td>
<td>Facebook / “Girls’ recreational activity support program using information technology”</td>
<td>RCT: evaluating a baseline intervention (based on face-to-face support) and an intervention based on Facebook pages; data collected during a 3-month period. Study aimed to evaluate the effectiveness of social networking intervention for improving physical activity and behavior change, as well as the feel of support to the users of the service</td>
<td>Although intervention group increased physical activity, the difference between the 2 interventions was not significant. Engagement with the online component was low. Additional strategies are required to improve engagement and compliance with social networking interventions based on Facebook</td>
<td>SNS: Adherence-engagement: +; Objectively measured behavior change (based on physiological data, BMI): ++++</td>
</tr>
<tr>
<td>Laakso et al, 2012 [69]</td>
<td>Self-management of chronic disease</td>
<td>HOFA (Healthy Outcomes for Australians): Social media platform for information sharing, community building, and social networking for those with chronic disease</td>
<td>Lit review: No evaluation of effectiveness. Lit review informed the design of the intervention. Paper presents the results of the review and a general description of the HOFA website</td>
<td>N/A (paper included a review of the relevant literature)</td>
<td>N/A</td>
</tr>
<tr>
<td>Reference/project or intervention name</td>
<td>Health topic/Study population</td>
<td>Social networking topic/key words/technology</td>
<td>Type of study/methods</td>
<td>Main findings</td>
<td>Effectiveness evaluations (if any)a</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------</td>
<td>---------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Hwang et al, 2012 [70]</td>
<td>Weight loss/Adults</td>
<td>SparkPeople.com/Discussion forum and blogs</td>
<td>Observational study: finding an association between frequency of use of social media &amp; social support in the context of weight loss/survey</td>
<td>Using social media tools of an online weight loss program at least 1x/wk is strongly associated with receiving encouragement, but not information or shared experiences</td>
<td>SNS: Self-reported behavior change: ++</td>
</tr>
</tbody>
</table>

*aAbbreviations and symbols used in this column are explained in Multimedia Appendix 1.

*bConflict of interest declared.

**Figure 1.** Flow of studies through the review.
Table 2. Role of theory and relationship between top-down and bottom-up features in interventions.

<table>
<thead>
<tr>
<th>Reference/intervention name</th>
<th>Theories or models used (if any)</th>
<th>Role of top-down design (HP) in intervention</th>
<th>Role of bottom-up or emergent SNS features</th>
<th>Citizen-led or participatory elements (if any)</th>
<th>Relation between HP and SNS in study</th>
</tr>
</thead>
<tbody>
<tr>
<td>An et al, 2008 [32]</td>
<td>N/A</td>
<td>Quitplan website</td>
<td>Observed usage patterns</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Baghaei et al, 2009 (SOFA)  [33]</td>
<td>N/A</td>
<td>Educational content</td>
<td>Usage patterns</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Burke &amp; Oomen-Early, 2008 [34]</td>
<td>Bloom’s Taxonomy of Educational Objectives</td>
<td>High school teaching idea (guided use of SNS)</td>
<td>Learning from SNS expected</td>
<td>Students learn advocacy campaigning and citizen debates</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Cobb et al 2010 (QuitNet)  [35]</td>
<td>Social Network Analysis</td>
<td>Design of smoking interventions</td>
<td>Social networking analysis results inform HP</td>
<td>N/A</td>
<td>HP ← SNS</td>
</tr>
<tr>
<td>Cunningham et al, 2008 (Alcohol_HelpCenter) [36]</td>
<td>N/A</td>
<td>Expert forum moderator</td>
<td>Observed usage and content inform HP</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Falan et al, 2011 (SCEDES)  [37]</td>
<td>N/A</td>
<td>Nurses, educators in community</td>
<td>Planned bottom-up flow of knowledge</td>
<td>Planned consumer empowerment</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Foster et al, 2010 (StepMatron) [38]</td>
<td>N/A</td>
<td>Design of intervention</td>
<td>Peer pressure</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Fukuoka et al, 2011 [39]</td>
<td>N/A</td>
<td>Planned anti-diabetes intervention</td>
<td>Planned social support in community</td>
<td>Focus group emergent themes help determine intervention</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Gasca et al, 2009 (pHealthNet) [17]</td>
<td>N/A</td>
<td>Design of intervention based on existing hospital support groups</td>
<td>Peer-to-peer challenges, games, experience sharing, community attachment</td>
<td>Researchers consulted support groups to determine technology design</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Gay et al, 2011 (AURORA)   [40]</td>
<td>N/A</td>
<td>Design of intervention based on effects of emotional health on physical health</td>
<td>Visual emotion sharing (selecting Flickr pictures)</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Kamal et al, 2010 [41]</td>
<td>Social Science Theories (U&amp;G; CICB; SI; OC; SNT; DJ) and Behavior Change Theories (TTM; HBM; SCT; TRA)</td>
<td>Intervention design based on survey of models and theories</td>
<td>Planned SNS should promote social belonging, identity and comparison (grounded in theories)</td>
<td>N/A</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Kharrazi et al, 2011 [42]</td>
<td>TPB</td>
<td>Educational materials + pedometer linked to personal health record</td>
<td>Planned SNS should enable peer pressure, competition, and rewards</td>
<td>Interactive personal health record should empower consumer</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Krukowski et al, 2008 [43]</td>
<td>N/A</td>
<td>Website design with educational content</td>
<td>Bulletin board, Web chats, stories, biographies</td>
<td>Focus groups help to determine website features</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Lindsay et al, 2009 [44]</td>
<td>N/A</td>
<td>Moderator support</td>
<td>Online closed community</td>
<td>N/A</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Linehan et al, 2010 [45]</td>
<td>N/A</td>
<td>Planned intervention for general nutrition education</td>
<td>Participants upload photos of meals to be tagged anonymously for nutrition value</td>
<td>Nutrition tagging generated by participants</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Liu &amp; Chan, 2010 [46]</td>
<td>Social Support Theory; Social Identity Theory (SI); HBM</td>
<td>Virtual community management based on theories and evidence</td>
<td>Observed social support patterns in SNS inform interventions</td>
<td>N/A</td>
<td>HP ← SNS</td>
</tr>
<tr>
<td>Reference/ intervention name</td>
<td>Theories or models used (if any)</td>
<td>Role of top-down design (HP) in intervention</td>
<td>Role of bottom-up or emergent SNS features</td>
<td>Citizen-led or participatory elements (if any)</td>
<td>Relation between HP and SNS in study</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Munson et al, 2010 (3GT) [48]</td>
<td>Positive Psychology</td>
<td>Encouraging sharing of positive events in SNS</td>
<td>Real attitudes of SNS users</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Nahm et al, 2009 (TSW) [49]</td>
<td>Social Cognitive Theory</td>
<td>Theory-based website with moderated discussion</td>
<td>Emerging themes from discussion</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Nordfelt et al, 2010 (Diabt) [19]</td>
<td>N/A</td>
<td>Educational materials on website</td>
<td>Attitudes from essays written by participants</td>
<td>Attitudes and suggestions provide input for further development of website</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>O’Grady et al, 2008 [50]</td>
<td>Kolb Model of Experiential Learning</td>
<td>Design of collaborative health education</td>
<td>Harnessing of SNS technology to support learning</td>
<td>Patients may be considered as authoritative due to their experience</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Olsen &amp; Kraft, 2009 [51]</td>
<td>N/A</td>
<td>Future designs based on observed SNS features</td>
<td>Aspects of SNS perceived by users as promoting social support and adherence</td>
<td>Attitudes of SNS users provide input to technical design of SNS technology (positive and negative experiences/concerns)</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Potente et al, 2011 [52]</td>
<td>N/A</td>
<td>Social Marketing use of social media</td>
<td>Sharing and debating video online (YouTube, Twitter, forums)</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Rhodes et al, 2010 (CyBER/ M4M) [53]</td>
<td>Social Cognitive Theory (SCT); Grounded Theory used for data analysis</td>
<td>Chat room educators observed</td>
<td>Observed chat rooms interactions with educators informing intervention design</td>
<td>Methodology: Community-Based Participatory Research (CBPR)</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Richardson et al, 2010 (SUH) [54]</td>
<td>SCT</td>
<td>SUH intervention</td>
<td>Observed community engagement and peer support</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Roblin, 2011 [55]</td>
<td>Social support</td>
<td>Planned diabetes intervention</td>
<td>Peer-to-peer mobile messages</td>
<td>Participatory model for diabetes management</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Stoddard et al, 2008 (Smokefree.gov) [56]</td>
<td>N/A</td>
<td>Smoking intervention</td>
<td>Observed bulletin board usage and effectiveness</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Toscos et al, 2010 [57]</td>
<td>For qualitative analysis: Presentation of Self in Everyday Life &amp; Cognitive Dissonance</td>
<td>Future designs based on SNS observations</td>
<td>Commonly mentioned barriers to PA in forum to inform HP design</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Waters et al, 2011 [58]</td>
<td>Dialogic Theory</td>
<td>University Health Centers</td>
<td>Health Center SNSs’ use of Dialogic Principles</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>West et al, 2011 [59]</td>
<td>Integrated Behavioral Model (IBM); to code constructs for behavioral support.</td>
<td>Health education on breastfeeding</td>
<td>Observed peer support via blogging to inform HP interventions</td>
<td>N/A</td>
<td>HP ↔ SNS</td>
</tr>
<tr>
<td>Reference/ intervention name</td>
<td>Theories or models used (if any)</td>
<td>Role of top-down design (HP) in intervention</td>
<td>Role of bottom-up or emergent SNS features</td>
<td>Citizen-led or participatory elements (if any)</td>
<td>Relation between HP and SNS in study</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------------</td>
<td>------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Woodruff et al, 2007 [60]</td>
<td>MI</td>
<td>MI used within virtual chat room</td>
<td>Peer pressure and social support</td>
<td>Participatory research involving schools and academics</td>
<td>HP ←→ SNS</td>
</tr>
<tr>
<td>Young et al, 2010 [61]</td>
<td>Persuasion Design Principles (PSD)</td>
<td>PA website with pedometer</td>
<td>Harness peer pressure using microblogging</td>
<td>Teenagers were consulted about design principles</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Kamal et al, 2013 [18]</td>
<td>ABC: A theoretical framework encompassing concepts from 13 individual theoretical models</td>
<td>Design &amp; content components of a social networking tool were informed from the ABC theoretical framework</td>
<td>N/A (the study involved only a prototype)</td>
<td>Researchers involved users in the prototype design and evaluation phase</td>
<td>HP → SNS</td>
</tr>
<tr>
<td>Ploderer et al, 2013 [63]</td>
<td>N/A</td>
<td>Smoking cessation Facebook support group</td>
<td>Analysis of posts made to a Facebook support group by 180 users</td>
<td>Analysis of users’ posts</td>
<td>SNS → HP</td>
</tr>
<tr>
<td>Baelden et al, 2012 [62]</td>
<td>N/A</td>
<td>Design of the tool was based on participatory approaches</td>
<td>Observation of usage statistics following 3 implementation scenarios: (1) voluntary (with 15,000 users), (2) semi-voluntary (with 1431 users), &amp; (3) curriculum integration (with 161 users). Each implementation phase lasted ~1 month</td>
<td>Researchers involved users in prototype design and evaluation phase (through focus group interviews)</td>
<td>HP ← SNS</td>
</tr>
<tr>
<td>Gold et al, 2012 [64]</td>
<td>N/A</td>
<td>Design of intervention was based on collaboration between public health professionals, experts in user experience, and people from creative industries</td>
<td>Observation of usage statistics</td>
<td>N/A</td>
<td>HP ← SNS</td>
</tr>
<tr>
<td>Nguyen et al, 2013 [65]</td>
<td>Concept of edutainment</td>
<td>Design of tool was based on the concept of edutainment</td>
<td>Observation of usage statistics + online surveys</td>
<td>N/A</td>
<td>HP ← SNS</td>
</tr>
<tr>
<td>Kolt et al, 2013 [66]</td>
<td>N/A</td>
<td>N/A</td>
<td>Observation of participants self-reported behavior including data on physical activity levels, self-reported quality of life, user satisfaction, psychosocial correlates</td>
<td>N/A</td>
<td>SNS → HP</td>
</tr>
<tr>
<td>Gabarron et al, 2012 [67]</td>
<td>Gaming and eLearning approach</td>
<td>Design of tools involved an avatar, which was influenced by gaming and eLearning concepts</td>
<td>Feedback forms; online questionnaires and publicly available usage data</td>
<td>N/A</td>
<td>SNS → HP</td>
</tr>
</tbody>
</table>
Effectiveness Studies

Overview

A total of 26 studies (Table 1) had an explicit focus on effectiveness. These were RCTs (n=6), fully powered and explicitly designed observational studies (n=5), and pilot studies (n=15). A total of 17 articles (Table 1) did not report results on the effectiveness of social networking for health promotion. The studies presented in these articles were either planned interventions, conceptual frameworks, and early prototypes—usually coupled with findings from a literature review [34,37,39,41,42,46,47,50,58,67,69] or showed results other than those related to the measurement of the effectiveness of social networking applications. For example, findings were focused on the information seeking and sharing behavior of users of social media, or the application of social network analysis to show the growth and characteristics of Web 2.0 applications [35,49,19,51,53,57]. The main findings of the 26 studies with a focus on effectiveness are summarized below.

Randomized Controlled Trials

Six studies were RCTs [44,54,56,60,66,68]. Of these, three studies [54,66,68] examined the effect of online social networking on objectively measured behavior, while the remaining studies attempted to examine this effect on self-reported behaviors. In the case of objectively measured behaviors, Kolt et al [66] presented the methodology, but no actual results from the study. Richardson et al [54] and Kelty et al [68] showed no significant effect on physical activity (in terms of walking behavior) between the baseline and online social networking interventions. However, the two studies showed mixed results in terms of the level of engagement and adherence with socially mediated interventions. Richardson et al [54] reported a positive effect of an online community on adherence (ie, engagement and completion of the intervention) while Kelty et al [68] showed a low level of engagement.

Researchers who examined self-reported behavior change using RCTs presented a mixed picture of online social networking versus behavior change in the context of smoking cessation, healthy eating, and physical activity. Stoddard et al [56] measured the effect of a bulletin board on smoking abstinence (n=1375, 50:50 allocation to bulletin board vs usual care)—only 11% in the intervention arm viewed or posted to the bulletin board, and no significant effect was found. Woodruff et al [60] found a short-term self-reported effect on smoking abstinence. However, the study evaluated the whole intervention (which included motivational interviewing) thus making it difficult to determine the effect of the social networking aspects. The effect of a specific HP component in a health care social network was evaluated by Lindsay et al [44], who studied the effect of removing a moderator from an online community. The 12-month study involved 108 coronary heart patients, half of whom were randomly assigned to Web portal access. For both groups, moderation was removed after 6 months. After 3 months of non-moderated usage, there was a significant reduction in smoking abstinence (11% in the intervention arm vs 13% in the control group).

Observational Studies

Four studies determined effectiveness through controlled observational designs. An et al [32] found a weak association between the level of use of a social networking tool and self-reported health behaviors. These studies were observational in nature, and the findings were consistent with results from RCTs. However, the studies were limited by the lack of randomization and the potential for selection bias. Overall, the findings from these studies suggest that online social networking interventions can have a positive effect on health behaviors, but more rigorous research is needed to determine the efficacy of these interventions.
between community engagement and abstinence (smoking) using exploratory factor analysis to determine which website features were associated with actual weight loss (n=123). “Social support” was the highest predictor. Similar findings were presented by Hwang et al [70]. The researchers found that using the social networking tools of an online weight loss website was strongly associated with receiving encouragement and support from the community. However, no strong associations were observed between the use of social networking tools and the amount of new information or shared experiences received. Ploderer et al [63] examined the relationship between stages of health identity change and seeking social support. They performed a quantitative analysis of messages posted in a public Facebook support group for smoking cessation. The findings showed that supportive responses and leadership came from users who had just started their behavior change process rather than people who successfully completed it. Finally, West et al [59] performed both qualitative and quantitative analyses of a large set of blog posts to determine whether blogging can promote breastfeeding. The findings showed that sharing personal experiences was more likely to elicit behavioral intention than generic advice or information.

**Pilot Studies**

A total of 14 articles examined the effectiveness of social networking interventions in studies that were pilots (with regard to the power to detect the effect of interest) or qualitative explorations. In the majority of cases, researchers recruited small sample sizes and employed mixed (qualitative and quantitative) methods. Typical data collection techniques were focus groups, online questionnaire surveys, interviews, and quantitative analysis of user-generated content (such as posts in blogs, discussion forums, and other social networking sites).

Nine studies [18,33,36,38,40,45,52,55,61] showed a positive effect of social networking interventions on engagement/acceptance of technology and behavior change. In particular, several studies [18,33,45] showed that social networking interventions enhanced user engagement and acceptance of technology in the contexts of obesity, healthy eating, and physical activity. Similar findings were reported in the case of interventions related to alcohol misuse and diabetes [36,38]. In addition to positive user engagement, two studies [38,61] demonstrated promotion of walking (gradual increase in the number of steps). Positive behavior changes were self-reported [40,52]. Gay et al [40] focused on the application of social networking in the context of emotional health. The results were positive for emotion awareness, sharing, and social support. Finally, Potente et al [52] showed a high level of self-reported risk awareness in the context of sun protection.

The remaining five studies [17,48,62,64,65] presented mixed results regarding the effectiveness of social networking interventions in health promotion. Several studies [62,64,65] were focused on sexual health promotion (including HIV protection). The findings of these studies showed that social networking can be a useful tool for initiating online discussions. However, several limitations were identified, such as low level of participation and engagement on a voluntary basis, lack of expected “viral” recruitment through online networks, and problems maintaining user engagement in the long term. In addition to sexual health, two studies [17,48] that were focused on obesity and emotional health reported similarly mixed effectiveness. In particular, Gasca et al [17] showed a high level of acceptance of technology, but the authors reported also that social networking did not support long-term behavior change (ie, low sustainability of behavior change). In Munson et al [48], the positive engagement with technology was counteracted by concerns about privacy and personal information management.

**Theoretical Grounding**

Twenty studies involved interventions that were grounded in social and psychological theories, or technological model and approaches. Most of these were early stage designs that we classed as top-down studies in Table 2. Many were based on the expected emergent properties of social networks. In particular, Kamal et al 2010 [41] grounded their intervention design on a survey of theories relating to social networking and behavior change. The social networking theories employed were Uses and Gratification (U&G) theory [71]: participants use media actively and search for specific resources (for usefulness or gratification); Common Identity and Common Bond (CICB) theories [72]: online communities need to be managed in a way that facilitates attachment to a group (Common Identity) and attachment to group members (Common Bond) in order to sustain voluntary participation; Organizational Commitment theory (OT) [73]: a model of different kinds of commitment (or attachment) to an organization, which can be relevant to an online community; Social Identity (SI) theory [74,75]: motivation for behavior change is influenced by the sense of belonging to a group; Social Support Theory (SST) [76,77]: in social networks, social support might take the form of messages showing empathy, encouragement and caring (among others), which may be beneficial for health and positive mental attitude, including motivation for behavior change; Social Network Threshold (SNT) [78]: this theory distinguishes critical/threshold numbers of individuals’ contacts influencing their adoption behavior from the effects of structural aspects regarding individuals’ positions in social networks; and Diffusion of Innovation (DI) theory [79]: populations comprise a theoretical distribution of people with different propensities for adopting innovations, from “innovators” and their “early adopters” to “laggards”.

The planned social network should promote a sense of belonging and social identity (based on SI and CICB theories) as well as social support (based on SST) among other features. Social support theory was also applied in other interventions [46,55]. In a follow-up paper, Kamal et al [18] summarized the individual theoretical models into the ABC framework. This informed the design of the VivoSpace, a social networking tool focused on healthy living.

Other theories used were as follows: People-based and Place-based fields of influence, where people are influenced by the places they are in, as well as other people (norms, etc) [47]; Positive psychology [82], used by Munson et al 2010 [48] (3GT), in which sharing of positive stories and experiences promotes emotional health (acceptance evaluation); Social
Cognitive Theory used for the whole intervention design in three studies with moderated discussion [49,53,54]; Theory of Planned Behavior, in which peer-pressure (norms) should emerge in planned social network for sharing step count data [42]; Kolb Model of Experiential Learning [83], in which learning happens through experience, and experience sharing [50]; Dialogic Theory [84] used in one study [58] to evaluate university health center use of Facebook; Motivational Interviewing (MI) used for chat room educators [60]; and Persuasion Design Principles (PSD) used for website design [61].

A few studies were not theoretically grounded but instead based on commonly held expectations about the effects of social networking. For example, AURORA [40] was focused on the expected positive effects on emotional health if positive experiences are shared. However, this can also be negative, due to contagion of negative emotions. Another was Tagliatelle [45], which is based on the expectation of constructive social tagging of meals. Nguyen et al [65] designed an intervention for sexual education using Facebook. The intervention followed the concept of edutainment to support adherence and engagement. Finally, the Virtual Clinic for Sexually Transmitted Diseases [67] was an Avatar-supported intervention, the design of which was based on concepts from gaming and eLearning to support adherence and promote behavior change among the users of the service.

Discussion

Principal Considerations

The aim of this study was to review the existing evidence about the effectiveness of SNS in health promotion. As opposed to existing systematic reviews, this study took a different approach by including a broader range of studies for review. The selected papers reflected different dimensions of effectiveness and types of a research design. This decision was made in order to address some of the gaps identified in previous reviews of the relevant literature, and in particular, the focus on RCTs (ignoring other types of research designs), as well as the narrow focus of effectiveness on behavior change (excluding other types of effectiveness that may have an impact on our understanding of behavior change, like usability, user satisfaction, level of adherence, and technology acceptance). By reviewing a larger pool of papers in this context, our objectives were to extend our existing knowledge about how effectiveness is being measured and identify the level of uptake of theories in the design of interventions based on online social networking.

Effectiveness of Social Networking Sites

In accordance with findings from previous reviews [1,2], the RCTs included in this review showed no clear effect of SNS on objectively measured behavior change (eg, no significant increase in walking behavior in the context of obesity-related interventions [54,68]). However, more positive effects on both self-reported and objectively measured behavior change were reported in the case of small pilot studies [38,61]. It is well recognized that small pilot studies often show a more promising positive effect of an intervention than later larger and more pragmatic evaluations [85].

The review of controlled observational studies showed some interesting aspects about the role of social support in behavior change. It appears that not all aspects of SNS (eg, social support, peer pressure, or information sharing) have an equal role. In particular, social support was the highest predictor of behavior change in the context of weight loss [43]. Also, the use of SNS in weight loss interventions was more strongly associated with receiving encouragement and support from the community rather than the amount of new information and experiences received [70]. Finally, there was evidence that social support is not manifested equally among members of an online community. The level of completion of behavior change appeared to be an important predictor of social support, with users who had just started their behavior change being more supportive than their peers who successfully completed it [63]. In previous reviews of the literature [1,2], social support was identified as a positive aspect of interventions delivered through SNS. However, this review goes a step further by highlighting its role in relation to other aspects of SNS, like peer pressure and information sharing, but also among different members of the online community. Future research should investigate in more depth the role of social support as a specific component of health promotion interventions and for interface design. For example, what is the effect of different contextual factors on online social support? Or how can the interface design of SNS applications be enhanced with features that could motivate social support among different members of the online community?

Broader influences on effectiveness, such as usability or level of engagement, were reported more frequently in pilot studies, rather than RCTs and observational research. The majority of pilot studies showed results about the level of engagement with an online social networking application over a short period of time (normally between 1-4 weeks). Despite the fact that all authors reported systematically a good level of engagement at the beginning of the trial period, in many cases the number of active users dropped considerably in the long term [17,48,62,64,65]. Only a few authors attempted to explain the reasons for this phenomenon. However, when this information was reported, the most common reasons included concerns about privacy, problems related to personal information management, and lack of motivation [48,53]. Only in one pilot study did the authors examine what actions should be taken to improve the level of adherence and engagement with SNS [51]. They found that dynamic and interactive elements (such as online games and contests) could improve adherence. The lack of active participation and long-term engagement with SNS technology was an issue also in the case of RCTs. For example, Stoddard et al [56] reported that only 11% of participants were active users (ie, posted or viewed comments/messages), while Woodruffe et al [60] found a significant self-reported behavior change only in the short term. A reduction in the level of engagement in RCTs has been reported by other authors as well [2,86,87]. Also, it is interesting that almost all RCTs in our review, except for one, did not exceed a 12-week trial period. This shows a lack of evidence about the level of user engagement and retention in the case of longer trial periods (such as 12 months or more). The lack of long-term RCTs (ie, more than a year) is a typical phenomenon in this context and
similar concerns regarding long-term user engagement and retention have been expressed by other authors in the past [2].

Lack of clear evidence was evident in the case of the evaluation of the usability and technology acceptance of the SNS. Despite the fact that usability was frequently mentioned in several papers as a feature of a well-designed social networking application, there was no evidence of complete usability tests or heuristic evaluations. In the majority of cases, usability was reduced to the evaluation of the quality of the contents and information in an SNS [58]. In other cases, some authors reported the application of a participatory design approach to inform the development of usable interfaces for SNS. This was more common in interventions with a health-focused SNS component rather than the mainstream SNS channels, like Facebook. Evaluating the usability (ie, interface design) of SNS applications is important for both user engagement and behavior change [88]. Also, this type of evaluation will provide some of the evidence needed by informaticians to design ease-of-use SNS interfaces for health promotion interventions. Finally, the review showed a lack of studies examining technology acceptance (ie, studies focused on identifying and modeling factors of technology acceptance and intention to use the specific technology).

**Use of Theory in the Design of Social Networking Sites**

As opposed to previous reviews of the literature [2], the papers included in this review showed a wider range of social and behavioral theories and design approaches used to inform the design of interventions. This finding shows that more researchers are choosing a more theory-driven approach as a means of achieving powerful effects [11]. Although a wide range of theories were mentioned in the studies, the social networking concepts that they emphasized were often overlapping. The most common were peer pressure, social support, and sense of identify (ie, belonging to a community).

Of the 20 papers that showed evidence about the use of theory to inform the design of interventions, the authors evaluated effectiveness in only half. In the context of physical activity, smoking cessation, and diabetes, the findings showed a positive effect of interventions grounded on persuasion design [61], motivational interviewing [60], and social support theory [55] on behavior change (both self-reported and objectively measured) respectively. Also, interventions based on the ABC framework [18] and positive psychology [48] showed good level of engagement and a positive effect on behavioral intention to share personal experiences. Positive, but not statistically significant, effect on behavior change was reported by authors who applied social cognitive theory to the design of an SNS intervention for physical activity [54], while the results were mixed in terms of engagement in the case of an SNS intervention grounded on the concept of edutainment [65].

Theories were used a priori to inform the design and contents of the online intervention. However, in the majority of cases, authors were not clear as to which aspects of the theory were applied specifically for the delivery of the SNS. This was common for interventions encompassing a website, part of which was the social networking application. In a few cases, the researchers also used bottom-up approaches to enhance the design and the contents of SNS. Bottom-up approaches were based on the use of observation using information extraction tools and social network analysis [49,59,57,35]. Yet, no study showed clearly how both top-down and bottom-up approaches to the design of health promotion interventions can be integrated into an iterative design life-cycle or how top-down design of health promotion can be linked with bottom-up observation and user participation.

**Limitations**

This review has several limitations. Only articles indexed in Google Scholar or PubMed were included. However, most academic publications are found by Google Scholar. We did not include gray literature such as white papers and unpublished reports. In addition, our search terms may have missed some relevant articles, especially in the context of health prevention and preventive strategies. However, health prevention was not the focus of this review and a decision was made to include in the search for relevant papers only terms representing prevention strategies that are known examples of integrative (mixed) health promotion interventions, that is, health promotion interventions that incorporate methods from prevention strategies, like social marketing and health education. Finally, due to the exploratory nature of this review, we decided to include a range of study designs, at various stages of completeness. This made it difficult to assess the risk of bias or perform a meta-analysis of the papers included in the analysis. Therefore, the findings should be interpreted with caution.

**Conclusions**

Narrative approaches to evidence synthesis that incorporate diverse literature can be valuable in highlighting issues beyond simple summary measures of effect. Indeed, a simple meta-analysis of this evidence base would be misleading given the heterogeneity of the interventions. Instead, this review has identified theoretical and empirical issues related to the success of health promoting interventions that harness social media. We have shown that more, and longer, RCTs need to be conducted that take into account contextual factors such as patient characteristics and types of SNS. Also, more evidence is needed regarding the actual usability of SNS and how different interface design elements may help or hinder behavior change and engagement. It will be crucial to investigate further the effect of theory on the effectiveness of SNS for health promotion. The informatics research in this field needs better designed experiments. Public health practitioners need to prepare for more action research whereby theoretically founded interventions generate evidence that helps them to evolve—reflecting the emergent nature of social technologies.
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**Abstract**

**Background:** Traditional studies of health behaviors are typically conducted using one-shot, cross-sectional surveys. Thus, participants’ recall bias may undermine the reliability and validity of the data. To capture mood changes and health behaviors in everyday life, we designed an online survey platform, ClickDiary, which helped collect more complete information for comprehensive data analyses.

**Objective:** We aim to understand whether daily mood changes are related to one’s personal characteristics, demographic factors, and daily health behaviors.

**Methods:** The ClickDiary program uses a Web-based platform to collect data on participants’ health behaviors and their social-contact networks. The name ClickDiary comes from the platform’s interface, which is designed to allow the users to respond to most of the survey questions simply by clicking on the options provided. Participants were recruited from the general population and came from various backgrounds. To keep the participants motivated and interested, the ClickDiary program included a random drawing for rewards. We used descriptive statistics and the multilevel proportional-odds mixed model for our analysis.

**Results:** We selected 130 participants who had completed at least 30 days of ClickDiary entries from May 1 to October 31, 2014 as our sample for the study. According to the results of the multilevel proportional-odds mixed model, a person tended to be in a better mood on a given day if he or she ate more fruits and vegetables, took in more sugary drinks, ate more fried foods, showed no cold symptoms, slept better, exercised longer, and traveled farther away from home. In addition, participants were generally in a better mood during the weekend than on weekdays.

**Conclusions:** Sleeping well, eating more fruits and vegetables, and exercising longer each day all appear to put one in a better mood. With the online ClickDiary survey, which reduces the recall biases that are common in traditional one-shot surveys, we were able to collect and analyze the daily variations of each subject’s health behaviors and mood status.

(J Med Internet Res 2015;17(6):e147)  doi:10.2196/jmir.4315
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too vague or too long to recall specific details. The information collected from such surveys can be biased by more recent and memorable experiences, or confused with the participant’s general mood, both undermining the extent of accuracy in data analysis. In some cases it may also be difficult for researchers to determine which factors play more critical roles in distinguishing one’s mood. One way to overcome such limitations is to get each participant’s dynamic daily mood changes properly documented.

In an effort to collect such longitudinal data about mood changes, some health studies use a journal-like design, on a daily basis, to tap participants’ emotional status [10], headache symptoms (of children) [11], signs of depression and stress from working or learning [12], and instances of gastrointestinal illness and other physical illnesses [13]. Data collection in such studies usually lasts for only 1 week or 1 month, thus limiting their sample sizes despite having repeated measurements. Although some social network studies also use the contact diary format to collect data [14-16], they all rely on conventional paper-and-pencil instruments. To improve the process of diary taking, minimize participants’ efforts, and enhance the accuracy of results, we designed an online-based diary platform for our study.

In previous studies, one’s emotional stability has been linked to certain personal characteristics, such as personality—particularly agreeableness and neuroticism [8]—and demographic factors, such as age [17]. Those individual factors, however, are more or less fixed, either ascribed or predetermined since childhood. We believe that it is also important to examine how emotional stability or happiness varies by other variables that are more closely relevant to one’s health behaviors or lifestyles, such as physical exercise [2,18], quality of sleep [19], consumption of vegetables and fruits [6,7], and so on.

The aim of this study is to use the online diary platform to collect health and contact data on a daily basis. We want to elucidate the extent to which a person’s daily mood varies by his or her personal characteristics, demographic factors, and health behaviors, as well as the day of the week and the extent of social interactions in everyday life.

Methods
Ethics
This study was approved by the Institutional Review Board (IRB) on Humanities and Social Science Research, Academia Sinica (AS-IRB-HS 02-13022). Participants must be at least 20 years old and capable of making juridical acts in Taiwan. Before registering as a participant of the ClickDiary program, one must read the guidelines of the program and give informed consent. We have removed personal identifiers, such as names and email addresses, and assigned serial numbers to both the participants and everyone in their contact networks to ensure privacy.

The ClickDiary Program
The ClickDiary program uses a Web-based platform [20] (see Figure 1, section A) to collect data on participants’ health behaviors and their social-contact networks. The interface of ClickDiary is designed so that users can input their responses by clicking options in the instrument, making it easier to record responses on a daily basis (see Figure 1, section B). At this stage, this program is specifically tailored to the Taiwanese population. The program is unlike traditional cross-sectional health behavior surveys [21] or one-shot paper-and-pencil contact surveys [15,16]. In addition to being user friendly, the ClickDiary program helps generate daily, real-time, longitudinal data. After participants successfully sign up for their accounts, they are asked to provide demographic information, including age, gender, place of residence, marital status, and current job. The program also collects the Big Five personality traits—openness, conscientiousness, extraversion, agreeableness, neuroticism (OCEAN) [14,22], whose exact wording was taken from the International Personality Item Pool (IPIP) [23]—height and weight for calculating body mass index (BMI, kg/m²), perceived health status and happiness, the number (and characteristics) of people contacted during the day, and a baseline health survey, which borrows items from the Taiwan Social Change Survey [24]. After giving such basic information, participants can then proceed to fill out their health diary and contact diary. A reward system serves as incentive for the participants to keep both diaries at least three times a week. In the following sections we introduce our health diary, recruitment methods, quality-control process, reward system, and feedback design.
Health Diary

In this study, we used only the health diary and baseline profile data for our analysis. Thus, we will not introduce the contents of the contact diary here. In the health diary, we asked participants seven major questions regarding what happened in the past day, including their sleep behaviors (i.e., what time they got up and went to bed, and how well they slept—very good, good, fair, poor, or very poor), their mood during the past day (very good, good, fair, or poor), their food intake during the past day, duration of physical exercise (no exercise, 1 to 30 minutes, 31 to 60 minutes, 61 to 120 minutes, or longer than 120 minutes), the number of people with whom they had contact in the past day, the number of suspected or confirmed influenza-inflicted people (and their symptoms) with whom they had contact, and the maximum distance they traveled from their residence (less than one kilometer, 1 to 9 kilometers, 10 to 49 kilometers, 50 to 300 kilometers, or farther than 300 kilometers).

In the section on food intake, we listed 16 categories of food, the quantities of which were measured in six degrees (i.e., 0, 0.5, 1, 2, 3, and 3+) with different units. The 16 categories of food were vegetables, fruits, whole grains and rootstock, rice and flour, pork/beef/mutton, chicken/duck/goose, fatty meat, seafood, eggs, beans, milk and cheese, nuts, fried foods, processed foods, desserts, and sugary drinks. For this study, we selected and consolidated the food types into the following eight types: meat, seafood, milk and cheese, whole grains and rootstock, fried foods, sugary drinks, desserts, and vegetables. Mouse-over labels were available to inform users about the units for the different categories of food. One serving...
of fruit, for example, was equal to a fistful or 80% of a 240 milliliter bowl. These hints ensured that all participants had the same understanding of the units.

### Time Definition

We designed the health diary to collect data from the past 24 hours. Because it was likely that participants would enter data several times a day, we reorganized the dates indicated on the diaries according to the logged time. If the logged time fell after noon of the current day, the entry would be included in the current day’s health diary. If the logged time fell between noon of the previous day and noon of the current day, then it was considered the previous day’s health diary entry.

### Recruitment of Participants

Recruited from various channels, our participants included university students, school teachers and administrative employees, volunteers at health-promotion centers, hospital patients, and community college students, as well as other adults in the general population. Due to a limited budget and the longitudinal nature of the ClickDiary program, we were unable to recruit a representative sample as large as that of the one-shot cross-sectional surveys. To diversify the patterns of participation, however, we used two major recruitment strategies. First, we targeted unspecified individuals and groups to solicit volunteers using posters and other promotional campaigns, both online and offline, such as on Facebook and in classes held at different universities and community colleges scattered across northern, central, and southern Taiwan. Second, in several groups with delineated boundaries, we asked group leaders to monitor the participation rate by periodically encouraging group members to complete both health and contact diaries. To help such monitoring, our system issued a summary report of each group to its leader at the end of each week. If a group’s diary entries met our standards for both quantity and quality, we sent out convenience store vouchers to the leader and each group member as a reward.

### Quality Control

To ensure the quality of the data, we checked the data pattern of each participant every week. If we suspected that a specific participant had not been keeping his or her diary properly, the participant’s serial number was put on an alert list, and any data entered by the participant would be excluded from our analysis. In addition, anyone who provided incomplete and poor data was excluded from the random drawing and from receiving any reward. We did not publish details of our quality-control procedure, because quality control might become more difficult if the participants get acquainted with our rules of screening.

### Incentives

We designed a random drawing that took place both weekly and monthly. Each entry into the drawing was assigned a weight based on each participant’s corresponding weekly and monthly cumulative points. The more time and effort participants spent on completing their ClickDiary entries, the greater were their chances to win a reward. A participant automatically received 20 points after finishing the health diary each day. If someone submitted multiple health diary entries within a single day, the system still gave the participant only 20 points. Participants also received 3 points for each contacted person entered into the contact diary. Although one could record multiple interactions with the same contacted person on the same day, each contacted person would only yield 3 points. To prevent the participants from intentionally giving false data about daily contacts, we developed a screening program for checking the accuracy and quality of diary data every week.

### Feedback

We did not give feedback to participants, based on the IRB’s recommendations. We did, however, provide an interactive Web chart summarizing the records in each participant’s contact and health diaries. Participants could then view the summarized reports that kept track of their health behaviors for up to one year. In addition, participants could gain insight from their overall contact patterns by checking the contact network tree we developed, which also allowed them to take a glance at how their mood changed when contacting different people over time.

### Statistical Analysis

Participants’ reports on their overall mood in the past 24 hours were coded on a 4-point scale—1 (Poor), 2 (Fair), 3 (Good), and 4 (Very good). Other health-related daily entries included diet, exercise, and the time and quality of sleep during the 184-day study period. For this study, we applied a multilevel proportional-odds mixed model to analyze the data [25,26]. With this model, we analyzed the relationship between mood swings and health behaviors, while adjusting for individual characteristics, such as age, gender, and personality.

Let $Y_{ij}$ be the $i^{th}$ individual’s scalar response of mood recorded on day $t_{ij}$, where $j=1,2,...,T_i$, and $T_i$ ranged from 26 to 184 for the $n=130$ participants. The random-effects ordinal regression model for analyzing such multilevel data is given as:

$$
\logit[Pr(Y_{ij} \leq k)] = \alpha_k - a_{ij} - b_1 I(Y_{ij,1} = 1) - b_2 I(Y_{ij,2} = 2) - b_3 I(Y_{ij,3} = 3) - b_4 I(Y_{ij,4} = 4) - \beta' Z_{ij, k}, k=1,2,3
$$

Time-dependent covariates for the $i^{th}$ participant are denoted by $X_{ij} = (X_{ij,1},...,X_{ij,T_i})$ and the other covariates are denoted by $Z_{ij} = (Z_{ij,1},...,Z_{ij,T_i})$. The parameters $\{a_{ij}\}$ increasing in $k$ are known as thresholds or cut-points. Random components of $a_{ij} \sim N(0, \sigma^2_a)$, representing variations of these logits for each response level $k$ among the $n$ individuals, are added into the mean equation to adjust for the thresholds of each individual.

For the repeated recordings, each individual’s scalar response may be associated with previously reported responses. To take this into account, we added another random component $b_i \sim N(0, \sigma^2_b)$, $l=1,...,4$ to the model for further adjustment of the thresholds. This model has the same fixed effects as determined by the parameters $\alpha$ and $\beta$ of the covariates of interest for each response level $k$. For example, the ratio between the odds of making a response at each level $k$ or below with covariates $X_{ij} = x_{ij}^l$ and $X_{ij} = x_{ij}^0$ is $\exp[-\beta'(x_{ij}^l - x_{ij}^0)]$. In this application, our covariates are all categorical variables. For the $l^{th}$ covariate of interest, $X_{ijl}$, which is represented by an indicator variable corresponding to a level of a categorical variable, such as the
quality of sleep, we report \( \exp(-\beta_h) \) as odds ratio (OR) of cumulative probabilities between the presence of the level and the baseline level of this categorical variable.

We might expect that an individual with the level of this categorical variable had odds of worsening mood \( \exp(-\beta_h) \) times compared to those with a baseline level of this variable if the odds ratio were larger than 1. On the contrary, an estimate of \( \exp(-\beta_h) < 1 \) indicates better mood with the level of this categorical variable. We used the clmm function from the R package “ordinal” to estimate the model parameters [27].

**Results**

We selected 130 participants from 726 qualified participants (17.9%) who had completed at least 30 days of contact diaries from May 1 to October 31, 2014. The contact diary served better as our criterion because it required more time to complete—on average, it took 1 minute and 12 seconds to record all variables per contact, or about 12 minutes for 10 contacts per day—than the health diary, which averaged 1 minute and 39 seconds per day. Thus, a more complete contact diary normally indicates higher commitment by the participant, which in turn ensures that the health diary, as well as other variables, are of better quality.

The average participant kept the health diary for about 69 days, with a range from 26 to 184 days (see Table 1). The 130 participants had input 8824 complete health diary entries. Our sample was overrepresented by females (98/130, 75.4%), and the overall mean age was 33.1 (SD 13.4), ranging from 20 to 67 years. Participants averaged a BMI of 22.0 kg/m\(^2\) (SD 3.3), and most were within the normal range—healthy BMI: 18.5 kg/m\(^2\) ≤ BMI < 24 kg/m\(^2\). Among the Big Five personality items, about 90% of participants said they were thorough in performing a task—a measure of being conscientious—or they sympathized with others’ feelings—a measure of being agreeable (see Table 2). We used the 10 personality measures as covariates for the multilevel proportional-odds mixed model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participating days</td>
<td>68.9 (38.1)</td>
<td>26</td>
<td>184</td>
</tr>
<tr>
<td>Age in years</td>
<td>33.1 (13.4)</td>
<td>20</td>
<td>67</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2))</td>
<td>22.0 (3.3)</td>
<td>16.2</td>
<td>36.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Big Five personality items</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not at all, n (%)</td>
</tr>
<tr>
<td>Extraversion</td>
<td></td>
</tr>
<tr>
<td>Outgoing and sociable</td>
<td>13 (10.0)</td>
</tr>
<tr>
<td>Do not talk a lot</td>
<td>22 (16.9)</td>
</tr>
<tr>
<td>Agreeableness</td>
<td></td>
</tr>
<tr>
<td>Sympathize with others’ feelings</td>
<td>5 (3.8)</td>
</tr>
<tr>
<td>Do not trust others</td>
<td>20 (15.4)</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td></td>
</tr>
<tr>
<td>Thorough</td>
<td>3 (2.3)</td>
</tr>
<tr>
<td>Careless</td>
<td>21 (16.2)</td>
</tr>
<tr>
<td>Neuroticism</td>
<td></td>
</tr>
<tr>
<td>Relaxed most of the time</td>
<td>8 (6.1)</td>
</tr>
<tr>
<td>Get nervous easily</td>
<td>9 (6.9)</td>
</tr>
<tr>
<td>Openness to new experiences</td>
<td></td>
</tr>
<tr>
<td>Have a vivid imagination</td>
<td>6 (4.6)</td>
</tr>
<tr>
<td>Conservative</td>
<td>8 (6.2)</td>
</tr>
</tbody>
</table>

Table 3 shows the results of parameter estimates for time-independent covariates. Participants’ gender, age, and BMI had no significant association with the odds of reporting a mood status during the study period. Those who were relaxed most of the time seemed to have lower odds of reporting a mood status at a level k or below (OR 0.78, 95% CI 0.58-1.04, P=.09), indicating a marginal association between better mood and emotional stability. Being quiet (i.e., “do not talk a lot”), being sympathetic to others’ feelings, and not trusting others had marginally significant associations with higher odds of reporting
a mood status at a level k or below, indicating the likelihood of reporting a negative mood up to 50%.

Table 3. Parameter estimates for the time-independent covariates in the multilevel proportional-odds model.

<table>
<thead>
<tr>
<th>Covariate of interest</th>
<th>Estimate (SE)</th>
<th>OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female as reference)</td>
<td>Male -0.114 (0.134)</td>
<td>1.12 (0.86-1.46)</td>
<td>.40</td>
</tr>
<tr>
<td>Age group (26≤age≤59 years as reference) in years</td>
<td>&lt;26 0.084 (0.121)</td>
<td>0.92 (0.73-1.17)</td>
<td>.49</td>
</tr>
<tr>
<td></td>
<td>&gt;59 0.233 (0.242)</td>
<td>0.79 (0.49-1.27)</td>
<td>.34</td>
</tr>
<tr>
<td>BMI (18.5≤BMI&lt;24 kg/m² as reference), kg/m²</td>
<td>&lt;18.5 0.089 (0.159)</td>
<td>0.91 (0.67-1.25)</td>
<td>.58</td>
</tr>
<tr>
<td></td>
<td>24≤BMI&lt;27 -0.013 (0.160)</td>
<td>1.01 (0.74-1.38)</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td>≥27 -0.105 (0.234)</td>
<td>1.11 (0.70-1.76)</td>
<td>.65</td>
</tr>
<tr>
<td>Big Five personality items</td>
<td>Extraversion</td>
<td>Outgoing and sociable -0.109 (0.137)</td>
<td>1.12 (0.85-1.46)</td>
</tr>
<tr>
<td></td>
<td>Do not talk a lot -0.214 (0.123)</td>
<td>1.24 (0.97-1.58)</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>Agreeableness</td>
<td>Sympathize with others’ feelings -0.409 (0.218)</td>
<td>1.50 (0.98-2.31)</td>
</tr>
<tr>
<td></td>
<td>Do not trust others -0.215 (0.123)</td>
<td>1.24 (0.97-1.58)</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>Conscientiousness</td>
<td>Thorough 0.312 (0.225)</td>
<td>0.73 (0.47-1.14)</td>
</tr>
<tr>
<td></td>
<td>Careless -0.093 (0.119)</td>
<td>1.10 (0.87-1.39)</td>
<td>.43</td>
</tr>
<tr>
<td></td>
<td>Neuroticism</td>
<td>Relaxed most of the time 0.254 (0.150)</td>
<td>0.78 (0.58-1.04)</td>
</tr>
<tr>
<td></td>
<td>Get nervous easily 0.016 (0.140)</td>
<td>0.98 (0.75-1.30)</td>
<td>.91</td>
</tr>
<tr>
<td></td>
<td>Openness to new experiences</td>
<td>Have a vivid imagination 0.092 (0.134)</td>
<td>0.91 (0.70-1.19)</td>
</tr>
<tr>
<td></td>
<td>Conservative -0.042 (0.129)</td>
<td>1.04 (0.81-1.34)</td>
<td>.74</td>
</tr>
</tbody>
</table>

aOdds ratio (OR).
bBody mass index (BMI).

Compared to time-independent covariates, several time-dependent covariates were more closely associated with the odds of reporting a mood status at a level k or below (see Table 4). The odds ratio estimate of 0.36 (P<.001) for those who slept very well, for example, indicates that they had a 64% reduction in odds compared to those who slept just fairly, after taking the length of sleep, diet, and other lifestyle factors into account. In contrast, participants who slept very poorly reported odds of moods being at or below a level that was 147% greater than the odds of those who slept fairly (P<.001). This finding supports our expectation of a strong relationship between the quality of sleep and one’s mood in daily life. Participants’ moods were also closely associated with longer duration of physical exercise. The odds of reporting mood status at a level k or below was 0.86 (95% CI 0.76-0.98, P=.021) for people who exercised more than 60 minutes a day, compared to those who did not exercise at all. To a lesser degree, exercising for 1 to 30 minutes or 31 to 60 minutes per day also helped—OR 0.93 (95% CI 0.86-1.00) and 0.91 (95% CI 0.83-1.00), respectively.
Table 4. Parameter estimates for the time-dependent covariates in the multilevel proportional-odds model.

<table>
<thead>
<tr>
<th>Covariate of interest</th>
<th>Estimate (SE)</th>
<th>OR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sleeping quality (Fair as reference)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very poor</td>
<td>-0.903 (0.121)</td>
<td>2.47 (1.94-3.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor</td>
<td>-0.364 (0.052)</td>
<td>1.44 (1.30-1.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>0.529 (0.040)</td>
<td>0.59 (0.54-0.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Very good</td>
<td>1.036 (0.077)</td>
<td>0.36 (0.31-0.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Length of sleep (6-8 hours as reference), hours</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6</td>
<td>0.489 (0.305)</td>
<td>0.61 (0.34-1.12)</td>
<td>.11</td>
</tr>
<tr>
<td>&gt;8</td>
<td>-0.110 (0.153)</td>
<td>1.12 (0.83-1.51)</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Duration of physical exercise (None as reference), minutes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-30</td>
<td>0.075 (0.041)</td>
<td>0.93 (0.86-1.00)</td>
<td>.07</td>
</tr>
<tr>
<td>31-60</td>
<td>0.093 (0.049)</td>
<td>0.91 (0.83-1.00)</td>
<td>.06</td>
</tr>
<tr>
<td>&gt;60</td>
<td>0.149 (0.064)</td>
<td>0.86 (0.76-0.98)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Diet (None as reference within each category), servings</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meat</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>0.032 (0.049)</td>
<td>0.97 (0.88-1.07)</td>
<td>.51</td>
</tr>
<tr>
<td>≥2</td>
<td>0.065 (0.057)</td>
<td>0.94 (0.84-1.05)</td>
<td>.25</td>
</tr>
<tr>
<td>Seafood</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>0.047 (0.036)</td>
<td>0.95 (0.89-1.02)</td>
<td>.19</td>
</tr>
<tr>
<td>≥2</td>
<td>0.061 (0.067)</td>
<td>0.94 (0.83-1.07)</td>
<td>.36</td>
</tr>
<tr>
<td>Milk and cheese</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>-0.029 (0.035)</td>
<td>1.03 (0.96-1.10)</td>
<td>.41</td>
</tr>
<tr>
<td>≥2</td>
<td>0.037 (0.066)</td>
<td>0.96 (0.85-1.10)</td>
<td>.57</td>
</tr>
<tr>
<td>Whole grains and rootstock</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>0.057 (0.036)</td>
<td>0.94 (0.88-1.01)</td>
<td>.12</td>
</tr>
<tr>
<td>≥2</td>
<td>-0.023 (0.063)</td>
<td>1.02 (0.90-1.16)</td>
<td>.72</td>
</tr>
<tr>
<td>Fried food</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>0.000 (0.050)</td>
<td>1.00 (0.91-1.10)</td>
<td>.997</td>
</tr>
<tr>
<td>≥1</td>
<td>0.081 (0.040)</td>
<td>0.92 (0.85-1.00)</td>
<td>.04</td>
</tr>
<tr>
<td>Sugary drinks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>0.013 (0.036)</td>
<td>0.99 (0.92-1.06)</td>
<td>.72</td>
</tr>
<tr>
<td>≥2</td>
<td>0.133 (0.063)</td>
<td>0.88 (0.77-0.99)</td>
<td>.04</td>
</tr>
<tr>
<td>Dessert</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>0.081 (0.047)</td>
<td>0.92 (0.84-1.01)</td>
<td>.08</td>
</tr>
<tr>
<td>≥1</td>
<td>0.025 (0.038)</td>
<td>0.98 (0.90-1.05)</td>
<td>.51</td>
</tr>
<tr>
<td>Vegetables and fruits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>0.175 (0.085)</td>
<td>0.84 (0.71-0.99)</td>
<td>.04</td>
</tr>
<tr>
<td>≥4</td>
<td>0.240 (0.093)</td>
<td>0.79 (0.66-0.94)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Day of the week (Tuesday-Friday as reference)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>-0.010 (0.040)</td>
<td>1.01 (0.93-1.09)</td>
<td>.79</td>
</tr>
<tr>
<td>Saturday, Sunday</td>
<td>0.177 (0.034)</td>
<td>0.84 (0.78-0.90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>ILI&lt;sup&gt;b&lt;/sup&gt; symptoms (Yes as reference)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without ILI</td>
<td>0.109 (0.048)</td>
<td>0.90 (0.82-0.98)</td>
<td>.02</td>
</tr>
</tbody>
</table>
Some types of diets were positively related to the mood, too. Participants who ate four servings or more of vegetables or fruits had lower odds of reporting a mood status at a level of k or below (OR 0.79, 95% CI 0.66-0.94, \( P = .01 \)) than those who did not eat any vegetables or fruits. Eating fewer servings of vegetables or fruits also resulted in lower odds (OR 0.84, 95% CI 0.71-0.99, \( P = .04 \)). Those who had two bottles or more of sugary drinks had lower odds compared with those who did not have such drinks (OR 0.88, 95% CI 0.77-0.99, \( P = .08 \)). One surprising finding was that eating less than one serving of dessert was also marginally associated with daily mood (OR 0.92, 95% CI 0.84-1.01, \( P = .08 \)). Moreover, eating less than one serving of fried food was also associated with lower odds of reporting their mood status at a level of k or below on weekends (OR 0.84, 95% CI 0.78-0.90, \( P < .001 \)). Traveling away from home by at least 50 kilometers was associated with significantly lower odds (OR 0.71, 95% CI 0.62-0.83, \( P < .001 \)), as was traveling 10 to 49 kilometers away (OR 0.86, 95% CI 0.77-0.96, \( P = .006 \)). As expected, people who did not suffer from any symptoms of influenza-like illness (ILI) tended to experience a better mood (OR 0.90, 95% CI 0.82-0.98, \( P = .02 \)). The variance estimate, \( \sigma^2_b = 0.327 \), for the random components representing variation of these thresholds among the n individuals, was not negligible. As shown in Figure 2, we saw a lot of random-effect estimates of this variance component deviated away from the zero mean. This indicates that there is still some uncertainty that remains unexplained by the covariates considered in the model. The estimate of variance, \( \sigma^2_b \), for the other four variance components was 1.587. This result was expected because participants’ reports on mood status were affected by their previous reports to various degrees, as shown in Table 5.

### Table 5. Number of mood changes reported in two consecutive diary entries by the 130 participants during the study period of 184 days.

<table>
<thead>
<tr>
<th>Response for previous report, n (%)</th>
<th>Response for current report, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
<tr>
<td>Fair</td>
<td>Fair</td>
</tr>
<tr>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Very good</td>
<td>Very good</td>
</tr>
<tr>
<td>Total</td>
<td>Total</td>
</tr>
</tbody>
</table>

Among the participants who reported having a poor mood, about 40% reported the same level during the following day, 43% moved to fair, and 12% moved to good. On the other end, among those who reported a very good mood, about 81% felt the same in the following report, 15% changed to good, and 3% changed to fair. For participants who reported fair or good moods, about 82% to 83% retained the same feeling the following day, while about 11% to 13% tended to swing between these two levels. This phenomenon had been adjusted by the four random components with effects estimates \( b_1 = -1.43 \), \( b_2 = -0.8 \), \( b_3 = 0.33 \), and \( b_4 = 1.88 \) in the proportional-odds model.
Discussion

Principal Findings

This study provides clear evidence that an individual’s mood can be associated with health behaviors and activities in everyday life. Our findings are based on longitudinal diaries collected through the user-friendly, online ClickDiary platform, which allows participants to select their mood status and health behaviors by simply clicking appropriate response items in the respective diaries. Using this platform, participants can record their daily activities during the past 24 hours at their convenience. The design should have substantially reduced recall bias.

On average, it takes only about one minute to complete one health diary entry. Such a low-demanding task helps keep users participating in the study for a longer period of time. In addition, the visualization of their own diary entries and the random drawings help new participants sign up and existing participants to remain committed. Long-term data on variations in participants’ moods and health behaviors are essential for understanding the dynamic interactions between the two. In contrast, a cross-sectional or short-term follow-up study design would not allow researchers to collect the wealth of information on the daily variations provided by each participant. The advantages of such longitudinal data can be further examined.
by comparing our findings to those of previous studies that focus on emotions and health behaviors.

Comparison With Previous Research

Earlier studies showed that a higher BMI or being overweight was closely linked to negative affect among young adults and adverse psychosocial outcomes among grade-school children [7,28]. Among adolescents with excess weight, BMI was also a good predictor of emotion-driven impulsivity and cognitive inflexibility [29]. Our results, however, do not show that BMI has a significantly negative correlation with an individual’s mood. Note that BMIs for most of the individuals in this study were within the normal range. This may be a reason for not finding a significant association in our analysis.

Most of our participants perceived themselves as being agreeable and conscientious. From the parameter estimates in the model, we found that agreeableness tends to be negatively correlated with a person’s mood, while relaxation is positively correlated. The finding differs from that of a study conducted in Finland [8], which showed that agreeableness is associated with higher positive and lower negative effects on mood, and that neuroticism predicts higher negative and lower positive effects on mood. The exact underlying reasons for the differences need to be further examined. The Finnish study, however, employed a very different data collection approach and sample groups—it recruited 106 university students aged 19 to 35 and used portable devices, such as mobile phones, to collect information 10 times per day for 1 week. By contrast, the ClickDiary participants came from different backgrounds, including students, full-time workers, housewives, and retired persons, between the ages of 20 and 67. Our measure of daily mood was recorded once a day for an average of 69 days. While the Finnish study collected the mood changes detailed within each day, our study collected the mood variations on different days over a longer period of time.

With regard to daily diets, we found that eating vegetables and fruits is related to better mood, which is consistent with findings from previous studies [6,7,30]. The possible biological mechanism is from the polyphenols found in fruits and vegetables. They can battle oxidative stress and help stimulate the activation of the neural molecules that aid in synaptic plasticity, which is important for cognitive function [31]. Currently, there are over 8000 polyphenolic compounds that have been identified in the world. For example, cocoa polyphenols have been shown to cause positive mood in one randomized study [32]. We also found, however, that eating certain unhealthful foods, such as fried food and sweetened beverages, is correlated to a slightly positive mood. Because it is difficult to differentiate the temporal order between eating behaviors and mood changes, we cannot conclude that such unhealthful foods actually trigger more positive emotions. Although such foods might play a role in promoting a good mood, we need further experimentation and validation.

Our study confirms that the participants are clearly in a better mood on the weekends, as well as when they travel farther away from their homes. Those without ILI symptoms are also happier than their counterparts with ILI symptoms. Those who exercise more also tend to be in a better mood compared to those who do not exercise, a finding consistent with those of earlier studies [18,33,34]. In addition, the longer one exercises, the better his or her mood becomes.

Most important, we found the quality of sleep to be a strong factor in distinguishing how one’s mood changes from day to day. Having slept well or not during the previous night has a clear effect on a person’s mood the following day. As also found in other studies [19,35], better-quality sleep clearly leads to a more positive mood the following day.

Limitations

Despite various interesting findings from this study, some limitations remain to be addressed. First, our sample of participants was not representative of Taiwan’s population. Due to the longitudinal nature of diary studies, we required long-term and demanding commitment from our participants. After further screening for complex data analyses, only 130 participants met our strict threshold. Even though we tried to recruit participants through various channels, the demographic distribution of our participants was still skewed to females and young adults. Such a skewed sample tends to be common in many online surveys as well [7,36,37], which might be due to health issues and patterns of computer use. As a result, we cannot infer our findings to the general population, but the internal validity of the study is retained.

Second, we cannot make definite causal inferences between moods and health behaviors. Our ClickDiary platform requires participants to record their moods and health behaviors during the past 24 hours, but the temporal order of emotions and health behaviors remains unclear. Therefore, we can identify only the overall mood of the participant on a given day and his or her corresponding health behaviors on the same day. In addition, there are still many uncollected factors such as working stress and other life behaviors affecting people’s moods within the day. In the current study design, we were not able to capture and adjust all these factors in the model.

Third, some participants’ contact and health diaries may not have been complete. In this study, the average length of participation was about 69 days during the 184 days of follow-up. Unlike previous diary research that managed to collect complete information about one’s daily contacts during the full periods of study [38,39], the diary records of some of our participants may have lagged at different intervals. The resulting sporadic records may have somewhat inhibited further analyses that required continuous time-series data. The study is still ongoing, however, and mobile apps for the iOS and Android systems have been released in January 2015. With participants from more diverse sources, a longer observation period, and more complete diary entries on a continuous basis, we expect to reexamine and further validate our current findings in the near future.

Conclusions

Sleeping well, eating more fruits and vegetables, and exercising longer all contribute significantly to improving a person’s mood in everyday life. Using our online ClickDiary program, which helps reduce the recall bias associated with traditional one-shot
surveys, we collected data on a daily basis to carefully identify the links between health behaviors and mood.
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Abstract

Background: Biomedical research has traditionally been conducted via surveys and the analysis of medical records. However, these resources are limited in their content, such that non-traditional domains (eg, online forums and social media) have an opportunity to supplement the view of an individual’s health.

Objective: The objective of this study was to develop a scalable framework to detect personal health status mentions on Twitter and assess the extent to which such information is disclosed.

Methods: We collected more than 250 million tweets via the Twitter streaming API over a 2-month period in 2014. The corpus was filtered down to approximately 250,000 tweets, stratified across 34 high-impact health issues, based on guidance from the Medical Expenditure Panel Survey. We created a labeled corpus of several thousand tweets via a survey, administered over Amazon Mechanical Turk, that documents when terms correspond to mentions of personal health issues or an alternative (eg, a metaphor). We engineered a scalable classifier for personal health mentions via feature selection and assessed its potential over the health issues. We further investigated the utility of the tweets by determining the extent to which Twitter users disclose personal health status.

Results: Our investigation yielded several notable findings. First, we find that tweets from a small subset of the health issues can train a scalable classifier to detect health mentions. Specifically, training on 2000 tweets from four health issues (cancer, depression, hypertension, and leukemia) yielded a classifier with precision of 0.77 on all 34 health issues. Second, Twitter users disclosed personal health status for all health issues. Notably, personal health status was disclosed over 50% of the time for 11 out of 34 (33%) investigated health issues. Third, the disclosure rate was dependent on the health issue in a statistically significant manner (P<.001). For instance, more than 80% of the tweets about migraines (83/100) and allergies (85/100) communicated personal health status, while only around 10% of the tweets about obesity (13/100) and heart attack (12/100) did so. Fourth, the likelihood that people disclose their own versus other people’s health status was dependent on health issue in a statistically significant manner as well (P<.001). For example, 69% (69/100) of the insomnia tweets disclosed the author’s status, while only 1% (1/100) disclosed another person’s status. By contrast, 1% (1/100) of the Down syndrome tweets disclosed the author’s status, while 21% (21/100) disclosed another person’s status.

Conclusions: It is possible to automatically detect personal health status mentions on Twitter in a scalable manner. These mentions correspond to the health issues of the Twitter users themselves, but also other individuals. Though this study did not investigate the veracity of such statements, we anticipate such information may be useful in supplementing traditional health-related sources for research purposes.
Introduction

Background

Traditional methods for collecting data in support of clinical research include prospectively collected surveys (eg, [1]), retrospective analyses of existing medical records (eg, [2,3]), and a combination of the two (eg, [4]). Over the past decade, computerized methods for data collection have emerged, with traditional surveys for health research moving onto the Internet [5] and increasingly widespread electronic medical records (EMRs) able to be mined to investigate a wide range of acute and longitudinal phenotypes [6-8]. At the same time, these approaches tend to focus only on a medically centric worldview, and may provide only a partial view of a patient’s life. Recognizing this limitation, investigators have suggested that the data contributed through non-traditional domains, such as mobile apps [9-11] and online forums where patients self-report on their status [12,13], will provide a more complete view of an individual’s health and population-based health trends. An increasing number of studies demonstrate that the data disseminated via social media platforms, such as Twitter, can inform health-related investigations. We review such studies in the following section, but we highlight that studies have shown, for instance, that such data can be mined to model aggregate trends about health (eg, detection of statistically significant adverse effects of pharmaceuticals [14,15]). Recent investigations have also demonstrated that an individual’s health status can be corroborated by the statements they publish over social media platforms (eg, confirmation of flu diagnoses [16]). Despite the power of such investigations, they are limited in that the associated approaches do not filter data from social media streams for any arbitrary health-related concept.

Objective and Contribution

The objective of our work is to develop a scalable framework for detecting mentions about personal health on a specific social media platform, namely Twitter. The system introduced in this paper is composed of several core processes. First, the system filters the Twitter stream for tweets that are likely to contain health-related information. Next, a subset of the tweets are labeled with respect to the type of information that is communicated (eg, health status of the author versus a metaphorical statement) and applied to train a classifier. While it is possible to label a large number of tweets given a substantial budget, it is unlikely that a classifier could be specialized for each specific health issue. For instance, imagine a researcher is interested in studying 10,000 distinct health issues, each of which will require at least 500 tweets to train a robust classifier. If the cost to label each tweet is $0.10, it would cost $500,000 to build the necessary corpora! Our framework demonstrates that a scalable classifier, which discovers health mentions across a broad range of health issues, can be composed by leveraging a mixture of tweets from various health issues, which could make large-scale investigations much more cost-effective. In doing so, however, our system is oriented toward a high precision while maintaining a reasonable recall.

There are three primary contributions of this paper:

- **Labeled Health Mention Corpus.** We leverage Amazon Mechanical Turk to create a labeled corpus of tweets with health mentions for 34 health issues. These include certain high impact health issues investigated in the Medical Expenditure Panel Survey [17], such as arthritis, asthma, bronchitis, cancer, diabetes, hypertension, and stroke.

- **Health Mention Detection.** We introduce a system to automatically detect personal health mentions in tweet streams. We show that this system is trainable with a relatively small number of labeled tweets from several health issues. Moreover, it can effectively detect personal health mentions across a range of health issues on Twitter. For instance, training on 2000 tweets associated with four health issues (cancer, depression, hypertension, and leukemia) can yield a classifier that achieves a precision of 0.77 on the aforementioned corpus of tweets of 34 health issues.

- **Health Mention Attribution.** To demonstrate the potential for the data filtered from Twitter, we investigated how people reveal information about themselves and others. In doing so, we show that the likelihood an individual self-discloses is dependent on the health issues communicated. For example, personal health status is revealed more than 50% for 11 of the 34 health issues. For certain health issues (eg, allergies, bronchitis, insomnia, migraines, and ulcers), people are more likely to disclose their own health status, while for other health issues (eg, Alzheimer’s, Down syndrome, leukemia, miscarriage, and Parkinson’s), people are more likely to disclose another person’s status.

Prior Work

Social Media and Health Research

As alluded to, various investigations have demonstrated that social media can be successfully leveraged to (1) enable individuals to discuss their health status, (2) influence an individual’s health behavior, and (3) support the analysis of aggregate trends around health activities.

First, a certain portion of studies have focused on the extent to which, as well as how, social media enables self-reports of health information. Hale et al [18] showed that users discuss their health conditions on public Facebook pages, but recognized that such pages tend to be overly general to attract users to contribute to a discussion. However, Bodnar and colleagues [16] found that individuals who use social media discuss certain ailments with high accuracy on Twitter. Specifically, it was demonstrated that college students tend to talk about their influenza diagnosis and associated symptoms. More generally,
Paul et al [19] performed latent topic model discovery over self-reported health status in Twitter to detect complex and potentially novel phenotypes. It has further been shown, that some Twitter users reveal genome sequencing results (in relation to ancestry information according to 23andme.com services) over Twitter [20].

Second, the previous investigations show that individuals publish information about themselves, but there is also a growing body of evidence to suggest that social media can influence an individual’s health behavior. In certain cases, exploitation of social media can bring about negative health behaviors. For instance, based on discussions about prescription abuse over Twitter, it was observed that social media may aggravate such problems [21,22]. In a similar vein, a content analysis of tweets, in association with the demographics of the followers of marijuana Twitter handles, showed that social media may allure young people to establish substance use patterns. Wilson et al also argued that social media enables more individuals to be involved in an anti-vaccination movement [23]. However, it was also shown that social media can encourage more positive changes in health behavior. Notably, it was shown that increasing communications with smokers on social media can promote free cessation services [24]. Moreover, Cobb and colleagues [25] developed a Facebook application that was able to track the significant elements of an intervention on smoke cessation. It was also found that the design and realization of a community opinion leader model may mitigate the spread of HIV [26].

Third, social media can be mined to learn and characterize aggregate trends with respect to health activities. For instance, it was shown that flu trends can be effectively extracted from Twitter using standard machine learning strategies [27]. More specifically, the analysis of daily tweets across a major metropolitan region (eg, New York) can enable the prediction of which health issues are currently influencing the health of the public [28]. Meanwhile, Nagel et al [29] showed that both the keywords chosen to filter and create subgroups of tweets affected prediction accuracy. Beyond health status, it has been illustrated that the rare or unknown side-effects of drugs can be discovered through sentiment analysis over Twitter [15].

Though social media can support a wide array of health-related investigations, there are a number of hurdles to making the associated methodologies scalable. As Curtis and colleagues [30] point out, for instance, insufficient procedures for protecting participants’ privacy was one of the challenges to recruiting members from social media to conduct HIV research. In addition, it was recently revealed that the unreliability of big data and continuous changes of search algorithms contributed to failures in the Google Flu Trends program [31].

Our work differs from the aforementioned studies in that we focus on personal health status disclosure on Twitter. We note that Mao et al [32] discussed a similar topic, but their work is limited in that (1) it relied on regular expressions for classification, (2) focused on a limited number of health issues, and (3) examined whether personal health status is disclosed on status or conversation, but did not differentiate when health status was disclosed for authors versus others. Lamb et al [33] showed that a combination of tweets about infection with respect to both authors and others performed better than tweets about the authors alone when predicting flu trends, which lends credibility to our work. However, it should be noted that their classification only focused on a diagnosis of the flu instead of a broad range of health issues, as is addressed in our work.

Classification on Social Media

To mine health-related information from social media, it is critical to develop a classifier. However, tweets are constrained in size and, thus, are composed of limited content. Consequently, it is essential to define and select discriminative features to support automated health status detection. In certain studies, tweets were enriched with features by referencing external sources, such as Wikipedia [34,35], to improve topic modeling, but their generality hampers them in the support of personal health mention detection. As an alternative, it has been shown that punctuation, emoji characters, hashtags, and the @username designation, as well as text (including n-grams of words or characters [36]) from the webpage referenced by the URL in a tweet, can form meaningful features for classification purposes [34,37,38]. Features generated using natural language processing tools, such as part of speech tags and dependencies between terms were also successfully incorporated as features in social media classifiers [33,39]. Building on previous studies, our work illustrates that nouns, verbs, pronouns, punctuation, emoji, hashtags, as well as dependencies, can serve as effective features for personal health mention.

Social Media Corpus Construction

If we rely on a classifier to filter and analyze social media, then it is essential to obtain (or create) a labeled corpus to train the classifier. Crowdsourcing over Web-based platforms, such as Amazon Mechanical Turk (MT), has been employed to generate labeled gold standard corpora [37]. Notably, MT was leveraged to label when tweets were related to the health status of the author of a tweet in the latent topic modeling analysis discussed above [19]. However, it should be recognized that the survey utilized by [19] is limited in that it only related tweet content to the author and not another person’s health status.

The Personal Health Status Mention Problem

To formalize the problem, we define the notions of personal health status and mention: Definition 1 (Personal Health Status) is the health condition of a specific person regarding a health issue or symptom, and Definition 2 (Personal Health Mention) is a statement of personal health status in social media. These definitions focus on the health information of the individuals who are potentially identifiable. For instance, tweets such as “my father is cancer free for ten years”, “I have to do chemo tomorrow”, and “my little cousin has leukemia” are representatives of personal health mentions. By contrast, “Local charity doing great work to help cancer patients” is not a personal health mention because the subject is a group of people as opposed to a specific person.

We treat the problem of personal health mention detection as a binary classification. We say a tweet is positive if it reveals...
personal health status and negative otherwise. For example, two MT masters assigned positive labels to each of the first three tweets in Table 1 (details in Method Section). Yet a term associated with a health issue can be uttered on Twitter for many other reasons, such as in a metaphorical sense, to express a viewpoint about a health issue in general, or to communicate a worry. The next three tweets in Table 1 provide examples of these reasons respectively.

Given their brevity (140 characters at most), tweets often have limited context. Consequentially, assigning a class label to a tweet is substantially more challenging than detecting if a given tweet communicates status of the author. The last three tweets in Table 1 illustrates this observation, where MT masters assigned different option labels to the same tweet.

In this paper, we study how people disclose personal health statuses on Twitter and present a scalable personal health mentions detection system for the Twitter stream. Specifically, we decompose this investigation into the following four hypotheses: H1: People discuss personal health status on Twitter; H2: Personal health status disclosure rate is health issue dependent; H3: The likelihood that people disclose their own versus other people’s personal health status is health issue dependent; and H4: Personal health status mention classifiers based on tweets of multiple health issues are more scalable than those based on a single health issue.

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Label via MT</th>
</tr>
</thead>
<tbody>
<tr>
<td>I’m suffering from schizophrenia and a little bit of insomnia.</td>
<td>author</td>
</tr>
<tr>
<td>Prayers for my dad would be appreciated. He has lymphoma. Thanks for the support everyone.</td>
<td>relative</td>
</tr>
<tr>
<td>didn’t she have a miscarriage like 3 days ago?</td>
<td>someone</td>
</tr>
<tr>
<td>you’re gonna give Viv a heart attack</td>
<td>metaphor</td>
</tr>
<tr>
<td>Even after Bill Gates relentless support and millions of dollars poured into Malaria research, we are not successful.</td>
<td>viewpoint</td>
</tr>
<tr>
<td>Praying I don’t have pneumonia</td>
<td>worry</td>
</tr>
<tr>
<td>Cheerios say she’ll never have to worry about dieting. Too bad with 2:1 sodium to cal, she’ll have to worry about high blood pressure.</td>
<td>metaphor</td>
</tr>
<tr>
<td>Yoooo soo i walk out my apt and here this girl screaming for help. Apparently, she kneed her testicular cancer bf in the nuts repeatedly.</td>
<td>metaphor</td>
</tr>
<tr>
<td>memorial find. 10% of your bills went to leukemia and lymphoma research. when amber was around she brightened everyone’s day in one way.</td>
<td>viewpoint</td>
</tr>
</tbody>
</table>

Table 1. Examples of tweets related to health issues and the labels obtained through the Mechanical Turk (MT) survey.

Methods

System Pipeline

Figure 1 provides a high-level summary of the system engineered to detect personal health mentions on Twitter. The system is composed of three primary components: (1) a filtering service (eg, a keyword filter based on health issues), (2) a labeling service, and (3) a health mention classification service. First, tweets collected via the Twitter streaming API are passed into a filter and stored in a bin indicative of a specific health issue. Next, a sample of the tweets associated with these health issues are sent to a labeling service (eg, MT). Once labeling is complete, a personal health mention classifier is trained and applied to report the probability that new incoming tweets correspond to such mentions.
Figure 1. Framework for personal health mention detection over Twitter. First, tweets are filtered into bins according to health issue topic. A portion of the tweets are supplied to a labeling service. The labeled data is then applied to train a classifier to detect personal health mentions.

Construction of a Health Mention Corpus

To create a labeled corpus of health status mentions, we solicited annotators through MT. Specifically, we set up a survey for labeling a corpus on MT, the details of which are in Multimedia Appendix 1. For each tweet, we directed two MT masters to select the best of seven options that describe how the tweet uses the health issue. These options represent the common usage of most health issues. We validated the reliability of the MT masters by illustrating that they exhibit high concordance in their labels (details in Tables A-2, A-3 in Multimedia Appendix 1, and in Multimedia Appendix 2). Figure 2 depicts how the options relate to the positive and negative labels.

The positive class includes the labels of author, relative or friend, and someone else. The negative class consists of labels for metaphor, viewpoint, and worry. Table 1 provides examples of tweets and the labels supplied by the MT masters. The last option label, N/A, which means none of the above, is also treated as a negative label in this investigation because it was observed (by the authors) that such labels were generally negative. For instance, these include tweets with job related information, which is spam that has nothing to do with a personal health mention.

For the purposes of this study, we created four types of datasets. The formalization of the design of these datasets is available in Table B-1 in Multimedia Appendix 3. We refer to the first as
the gold standard dataset. It consists of all tweets with labels agreeing at the positive (negative) level. This dataset represents an ideal case where readers can determine when a tweet communicates personal health status. For example, this dataset treats tweets as positive when labeled as author by one MT master and someone else by a second MT master. By contrast, this dataset discards tweets labeled as relative or friend and worry.

Given the difficulty in labeling tweets in practice, we generated three additional datasets to resolve label conflicts. The first is the conflict as positive (CAP) dataset, which treats tweets with conflicting labels as positive. The second is the conflict as negative (CAN) dataset, which treats tweets with conflicting labels as negative. The third is the TieBreak dataset, which uses a third MT master to break the tie. These datasets represent the best case, the worst case, and the general case in the real world and we rely upon them to assess the system’s scalability.

Figure 2. Label hierarchy.

System Classifier Evaluation Roadmap

System scalability emphasizes the ability to detect mentions for many, potentially unknown, health issues communicated via social media, using the labeled tweets from a limited number of health issues.

To formalize the scenario, let \( D \) be the set of health issues and \( X \) and \( Y \) be the set of health issues selected to train and test the classifier, respectively. By default, \( X, Y \subseteq D \).

As depicted in Figure 3, we assess two variations on classification. The first, which we refer to as homogeneous classification, corresponds to the traditional machine learning setting where a classifier is trained and tested on tweets from the same health issue. The second, which we refer to as heterogeneous classification, corresponds to when we train and test the classifier on tweets from disparate health issues. This type of scenario arises when a researcher attempts to reuse a classifier developed for one health issue on a different problem. Figure 3 further illustrates two training strategies to scale the system in a real-world scenario: train the classifier on tweets from (1) one health issue, which results in homogeneous classification with \( |X| = 1 \) (HOC-1) and heterogeneous classification with \( |X| = 1 \) (HEC-N), and (2) many health issues, which results in homogeneous classification with \( |X| > 1 \) (HOC-N) and heterogeneous classification with \( |X| > 1 \) (HEC-N).

The ideal scalability test is to train an HOC-1 classifier for every health issue in \( D \) with a sufficient quantity of labeled tweets. However, it is difficult to realize this scenario in practice because of limited budgets for gathering and annotating such corpora. As such, we performed a series of experiments to compare the performance of the various models (ie, HOC-1, HOC-N, HEC-1, and HEC-N) and leverage the best model to conduct scalability tests in a real-world scenario.

Figure 3. Overview of evaluation strategies for the personal health status mention classifier. Note, \( D = \{d_1, d_2, \ldots, d_n\} \) is set of health issues, \( X \) is set of health issues selected to train classifier, and \( Y \) is set of health issues used to test classifier.

Performance Measures

To assess the performance of the system, we rely upon the standard measures of precision and recall. In our setting, precision (P) corresponds to the proportion of tweets classified as positive that are in fact positive. Recall (R) corresponds to the fraction of real positive tweets that are classified as positive. Given the large volume of tweets and the often unbalanced positive/negative class ratio per health issue (see Table 2 and Figure 4), we emphasize P while setting R to a reasonable level. Henceforth, we report the area under the PR curve (AUPRC) to evaluate how a classifier performs in general. We consider
the PR curve, which can be more indicative of a classifier’s performance when the class ratio is highly imbalanced [40]. To characterize general performance, we report on AUPRC when testing the scalability of the system.

**Figure 4.** The extent to which people tweet about themselves versus others when disclosing personal health status. Note that this is a stacked bar chart, such that the sum of the author and others proportions corresponds to the overall proportion of positive instances.

**Health Status Classifier**

One of the aims in this research is to examine whether we can use classifiers trained with tweets from multiple health issues to detect personal health mentions about other health issues. Hence, it should be noted that the goal of our research is to examine the effectiveness of classifiers when supplied with a set of known (or off-the-shelf) features. We use a Multinomial Naïve Bayes (MNB) binary classifier based on four types of features associated with tweets. Alternatively, we can plug other learning algorithms, such as logistic regression or a support vector machine, into the framework as the base classifier. Previous investigations verified the effectiveness of such features [33,34,37-39].

- **Nouns, verbs, and pronouns.** We transformed each word into its lemma form. Though pronouns are often defined as stop terms (which are discarded in traditional natural language processing), they are retained because they can disclose the personal health status of a friend or family member (e.g., “My mom makes having cancer look good”).

- **Dependencies.** These are grammatical relations [41] between words in a tweet, such that one of the words is a health issue. We replaced terms for health issues with the keyword diagnosis to compact the feature space. For example, the dependency (“dobj”, “have”, “cancer”) is converted into a feature that can be supplied to MNB, dobj_have_diagnosis.

- **Punctuation and Emoji.** These can indicate an author’s emotion and may improve classification (e.g., “my uncle is cancer free !!!!! lol”).

- **HTTP LINK, #hashtags, and @username.** These features represent the existence of link, hashtag, and @username in a tweet, respectively.

**Experiment Design**

**Overview**

In our experiments, we highlight the evaluation of two important factors that can affect the scalability of a classifier: (1) the diversity of health issues in the training data, and (2) the quantity of training tweets. When we compare different classifiers, we focus on the former. When we test system scalability, beside the system scalability, we also evaluate the performance of the classifiers with different size of training dataset. The following provides details of the experiment design.

**Dataset**

We use the 34 health issues depicted in Figure 4 to represent D and define a synthetic health issue, or SYND, as the union of cancer, depression, hypertension, and leukemia. We select cancer and leukemia, for which tweets are skewed toward communicating about other people’s health status, and depression and hypertension, for which tweets are skewed toward communicating about the author’s health status. We first applied the keywords (shown in Table D-1 in Multimedia Appendix 4), which were selected based on these health issues under the guidance of a clinical expert, to filter for tweets associated with the keywords. Then, we chose 1000 tweets, at random, for each of the four health issues to obtain the gold standard datasets. We also choose 100 tweets, at random, for...
Comparison Between HOC-1 and HOC-N

We use the cancer, depression, hypertension, and leukemia gold standard datasets to train each homogeneous classifier. There are two situations where we can evaluate how the diversity of health issues in the training data influence the homogeneous classifiers. First, suppose that we aim to detect multiple health issues. Given a fixed number of training tweets, how does an HOC-N classifier (eg, trained with SYND) differ from a group of HOC-1 classifiers (eg, four HOC-1 classifiers)? Second, now imagine we wish to perform detection for only one single health issue (eg, cancer). Given a fixed number of training tweets, how does a HOC-N classifier (eg, trained with SYND and test on cancer) differ from the associated HOC-1 classifier (eg, cancer HOC-1 classifier)?

Comparison Between HEC-1 and HEC-N

To evaluate the diversity of health issues in training dataset, we compare HEC-1 with HEC-N (2 ≤ |X| ≤ 4). In particular, we use the cancer, depression, hypertension and leukemia gold standard datasets for training and the gold standard dataset of D SYND to test all of the heterogeneous classifiers.

System Scalability Test

When assessing system scalability, we test the classifier on the CAN, CAP, and TieBreak datasets of D. This enables the evaluation of the performance of the system in a real-world scenario. We also test the classifier trained with different number of tweets.

Experimental Methodology

For each experiment, we stratify the tweets and generate 30 train-test sets. In doing so, (1) each set preserves the proportion of samples for each positive (negative) class, and (2) the data is partitioned, such that we train on 80% of the tweets while we test on the remaining 20%. To control the comparison, the size of the training set for each compared classifier is equivalent.

Results

Dataset

We used the Twitter streaming API to filter for tweets between May 7, 2014 and July 23, 2014 that were (1) published in the contiguous United States according to their geolocation, and (2) written in the English language only. A total of 261,468,446 tweets were subject to a filter composed of keywords for 34 health issues, resulting in 281,357 tweets (0.11%) for further investigation.

How People Disclose Personal Health Status on Twitter

To demonstrate the opportunities for a personal health mention detection system, we conducted an investigation to test H1, H2, and H3. We chose 100 tweets, at random, for each of the 34 health issues as shown along the x-axis of Figure 4, to generate the TieBreak dataset. These health issues are based on common and high impact health issues as defined by the Medical Expenditure Panel Survey [17]. This figure illustrates how often people disclose their own health status as opposed to other individuals’ status. The black bar, “About Author”, represents the proportion of positive tweets with the author label. The gray bar, “About Others”, represents the proportion of positive tweets with the label relative or friends and someone else. For a specific health issue, the sum of the two values is equal to the proportion of positive tweets for this health issue. For example, 40% of the tweets about miscarriages (40/100) disclosed other people’s status, while only 12% (12/100) disclosed the author’s status (such that 52%, 52/100, of the tweets were positive instances).

To test hypothesis H2 (personal health status disclosure rate) and H3 (who the disclosure is about), we define the following null hypotheses: $H_{20}$: The rate of positive and negative tweets is independent of the health issues, and $H_{30}$: The rate of tweets disclosing the author’s health status and others’ health status is independent of the health issues.

To test these hypotheses, we used the TieBreak dataset, which (due to randomness) represents 100 samples from each of the 34 distributions regarding how people disclose health status. To test H2, we applied a chi-square test on these two variables: the number of positive tweets and the number of negative tweets in each health issue samples. To test hypothesis H3, we applied a Spearman correlation test on these two variables: the rate of tweets disclosing the author’s health status and the rate of tweets disclosing the others’ health status. We set the alpha level of significance to .05.

The results reveal several notable pieces of evidence, which are related to the first three hypotheses posed above:

- People disclose personal health status on Twitter for a range of health issues (H1). The disclosure rate for each of the 34 health issues is greater than 9%. There are 29 health issues with disclosure rates greater than 20% and 11 health issues with disclosure rates greater than 50%. The latter group includes: allergies (85/100), anemia (57/100), arthritis (48/100), asthma (61/100), bronchitis (88/100), insomnia (70/100), kidney stones (67/100), migraines (83/100), miscarriages (52/100), pneumonia (68/100), thyroid (74/100) problems, and ulcers (56/100).

- Health status disclosure rate is dependent on the health issue, $\chi^2_{34}=697$, $P<.001$. For instance, more than 80% of the tweets about migraines (83/100) and allergies (85/100) communicate personal health status. By contrast, only ~10% of tweets about obesity (13/100) and heart attacks (12/100) communicate personal health status. Bronchitis (88/100) exhibits the largest proportion of tweets that disclose personal health status, while smallpox (9/100) exhibits the smallest proportion.

- The likelihood that people disclose their own versus other people’s health status is dependent on the health issue, $Z=−5.745$, $P<.001$. For instance, 69% (69/100) of tweets about insomnia disclose the author’s personal health statuses compared, while only 1% (1/100) disclose another person’s status. By contrast, 1% (1/100) of the tweets for Down syndrome disclose the author’s status, while 21% (21/100) disclose another person’s status.
Classification Evaluation

Classification Data Set

We extracted the gold standard datasets for each of the four health issues mentioned in the Methods section. Table 2 summarizes the number of tweets in each class. Except for leukemia, which has a balanced positive and negative instance space, there were substantially more negative than positive tweets. Due to the definition of SYND, the number of positive and negative tweets of the synthetic health issue is the sum of the four health issues.

Table 2. The number of positive and negative tweets in the gold standard datasets.

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Cancer</th>
<th>Depression</th>
<th>Hypertension</th>
<th>Leukemia</th>
<th>SYND(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>166</td>
<td>261</td>
<td>211</td>
<td>436</td>
<td>1074</td>
</tr>
<tr>
<td>Negative</td>
<td>697</td>
<td>461</td>
<td>551</td>
<td>423</td>
<td>2132</td>
</tr>
</tbody>
</table>

\(^a\)SYND: synthetic health issue (D).

Most Informative Features

Before conducting an in-depth empirical investigation, we inspected the classifiers and their corresponding features to determine if they are intuitive. Here, we report on the top 10 informative features by training in a homogeneous classification setting with tweets of each of the five health issues (cancer, depression, hypertension, leukemia, and SYND). Table 3 reports these features for each classifier.

The results show the effectiveness of feature selection in several ways. First, more than five features are pronouns, such as I, my, and she (which was also confirmed in [32]). These are stop words that are typically removed in the context of general text classification. However, in our scenario, they appear to signify users who disclose health information about themselves and others (eg, “my mom makes having cancer look easy”). Second, certain words, such as get, have, and battle, when applied in conjunction with a health issue, can disclose personal health status (eg, “my friend lost his battle to leukemia”). Third, dependencies, such as “obj_have_diagnosis”, are strong positive indicators (eg, “I have seasonal allergy”).

This table also provides several notable results about other behaviors when people disclose personal health status. For instance, people often include @someone in health mentions. They use links to provide additional information such as pictures, locations, or texts, or use exclamation mark to express strong feelings about personal health status.

The hypertension classifier was notable because it had specific health-related terminology ranked highly. Specifically, the term blood is highly informative for this classifier. We suspect this is because hypertension is commonly referred as high blood pressure.

Table 3. The most informative features for homogeneous health mention classification.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Cancer</th>
<th>Depression</th>
<th>Hypertension</th>
<th>Leukemia</th>
<th>SYND(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td>2</td>
<td>my</td>
<td>my</td>
<td>my</td>
<td>My</td>
<td>My</td>
</tr>
<tr>
<td>3</td>
<td>!</td>
<td>have</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>you</td>
<td></td>
<td></td>
<td>HTTP LINK</td>
<td>!</td>
</tr>
<tr>
<td>5</td>
<td>you</td>
<td>it</td>
<td>dobj_have_diagnosis</td>
<td>!</td>
<td>Have</td>
</tr>
<tr>
<td>6</td>
<td>have</td>
<td>go</td>
<td></td>
<td>She</td>
<td>HTTP LINK</td>
</tr>
<tr>
<td>7</td>
<td>she</td>
<td>poss_diagnosis_my</td>
<td>get</td>
<td>Have</td>
<td>She</td>
</tr>
<tr>
<td>8</td>
<td>He</td>
<td>!</td>
<td>she</td>
<td>He</td>
<td>You</td>
</tr>
<tr>
<td>9</td>
<td>HTTP LINK</td>
<td>get</td>
<td>it</td>
<td>Battle</td>
<td>obj_have_diagnosis</td>
</tr>
<tr>
<td>10</td>
<td>obj_have_diagnosis</td>
<td>have</td>
<td>blood</td>
<td>Help</td>
<td>He</td>
</tr>
</tbody>
</table>

\(^a\)SYND: synthetic health issue (D).

Homogeneous and Heterogeneous Classification

In this experiment, we compared the effectiveness of homogeneous and heterogeneous classifiers and then testing on tweets from each of the five health issues. Table 4 provides the AUPRCs for each homogeneous (along the diagonal) and heterogeneous (off diagonal cells) health mention classifier. Each row corresponds to the health issue relied upon for training the classifier, while each column corresponds to the health issue the classifier was applied to. To test the significance, we ran a \(t\) test when the results followed a normal distribution and a Kolmogorov-Smirnov (KS) test otherwise.

First, it should be noted that each homogeneous classifier outperforms the heterogeneous classifiers when testing the corresponding health issue tweets, but such classifiers do not generalize. It can be seen that the leukemia HOC-1 classifier achieved the highest AUPRC. This may be due to the balance in the positive and negative classes for this health issue.
However, it was observed that the homogeneous classifiers exhibited much higher variance compared to the heterogeneous classifiers. This suggests that heterogeneous classifiers may yield stable results.

Second, the HEC-1 classifier may tend to obtain a better AUPRC when testing on health issues with a similar author-to-others disclosure rate. For instance, cancer achieved the best AUPRC when testing on leukemia tweets. Meanwhile, leukemia achieved the best AUPRC when testing on cancer tweets. Depression and hypertension also achieved the best AUPRC when testing on each other.

Third, it also shows that SYND heterogeneous classifier (HEC-N) was the second best heterogeneous classifier when testing on cancer, depression, and leukemia tweets, and the best heterogeneous classifier when testing on hypertension. Considering that the HEC-1 classifier is specialized to a certain health issue, the HEC-N classifier may provide a more scalable alternative when filtering for personal health mentions on other health issues.

### Table 4. AUPRC for homogeneous and heterogeneous classifiers.

<table>
<thead>
<tr>
<th></th>
<th>Cancer (mean (SD))</th>
<th>Depression (mean (SD))</th>
<th>Hypertension (mean (SD))</th>
<th>Leukemia (mean (SD))</th>
<th>SYND (mean (SD))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>0.732 (0.058)</td>
<td>0.528 (0.018)</td>
<td>0.552 (0.014)</td>
<td>0.869 (0.009)</td>
<td>0.728 (0.009)</td>
</tr>
<tr>
<td>Depression</td>
<td>0.441 (0.007)</td>
<td>0.663 (0.054)</td>
<td>0.611 (0.014)</td>
<td>0.821 (0.006)</td>
<td>0.666 (0.006)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.451 (0.009)</td>
<td>0.646 (0.011)</td>
<td>0.664 (0.062)</td>
<td>0.726 (0.008)</td>
<td>0.616 (0.006)</td>
</tr>
<tr>
<td>Leukemia</td>
<td>0.638 (0.011)</td>
<td>0.603 (0.011)</td>
<td>0.559 (0.019)</td>
<td>0.936 (0.019)</td>
<td>0.579 (0.007)</td>
</tr>
<tr>
<td>SYND</td>
<td>0.625 (0.022)</td>
<td>0.618 (0.026)</td>
<td>0.626 (0.019)</td>
<td>0.831 (0.023)</td>
<td>0.820 (0.018)</td>
</tr>
</tbody>
</table>

- **AUPRC**: area under the precision recall curve. Classifiers were trained with row health issue tweets and tested on column health issue tweets. Within each column, a hypothesis test was conducted between HOC-1 and each model that is not HOC-1 (eg, HOC-1 vs HEC-1).

### Table 5. AUPRC of homogeneous health mention classifiers, given the same number of training tweets.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Cancer (mean (SD))</th>
<th>Depression (mean (SD))</th>
<th>Hypertension (mean (SD))</th>
<th>Leukemia (mean (SD))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOC-1</td>
<td>0.732 (0.058)</td>
<td>0.663 (0.054)</td>
<td>0.664 (0.063)</td>
<td>0.936 (0.019)</td>
</tr>
<tr>
<td>HOC-N</td>
<td>0.723 (0.061)</td>
<td>0.645 (0.053)</td>
<td>0.672 (0.070)</td>
<td>0.927 (0.022)</td>
</tr>
<tr>
<td>HOC-N‡</td>
<td>0.756 (0.050)</td>
<td>0.681 (0.050)</td>
<td>0.702 (0.050)</td>
<td>0.940 (0.021)</td>
</tr>
</tbody>
</table>

- **AUPRC**: area under the precision recall curve. Within each column, the hypothesis test was conducted between HOC-1 and each model that is not HOC-1 (eg, HOC-1 vs HEC-1).

- **HOC-1**: homogeneous classification with |X| = 1
- **HOC-N**: homogeneous classification with |X| > 1

**Comparison of Homogeneous Classifiers**

In this experiment, we evaluated how homogeneous classifiers are influenced by (1) the number of health issues in the training set, and (2) the number of tweets used for training classifiers. Table 5 shows the results for the HOC-1 and HOC-N classifiers when testing on the tweets of each health issue. For each column, we trained homogeneous classifiers HOC-1 and HOC-N with the same number of training tweets. The number of training tweets for HOC-N classifier equaled to the number of all the tweets training for each HOC-1 classifier. HOC-N is introduced to compare classifiers in a scenario often encountered in practice. For instance, imagine there is a fixed budget (eg, monetary quantity) through which we can only label 2000 tweets. If we have four HOC-1 classifiers, then we can only allocate 500 tweets to each. However, we can allocate all 2000 tweets to the HOC-N classifier. Again, we ran a t test when the results failed to followed a normal distribution and a KS-test otherwise.

The hypothesis tests showed that only the HOC-1 and HOC-N classifiers are statistically significant when testing on hypertension tweets (P=.015). This suggests that HOC-N classifiers are expected to have similar performance with HOC-1 classifiers when each classifier is trained with the same number
of training tweets. However, if the total number of training tweets is fixed, the HOC-N classifier will outperform the combination of HOC-1 classifiers.

This indicates that the HOC-N classifier can serve as a substitute for HOC-1 classifiers.

**Comparison Between Heterogeneous Classifiers**

In this experiment, we evaluated how the number of health issues in the training set influence the heterogeneous classifiers. Figure 5 shows the results of HEC-1 and HEC-N (N ∈ {2, 3, 4}) when testing on the other 30 health issues. For HEC-1, it should be noted that the cancer HEC-1 achieved the best AUPRC. This may stem from the fact that cancer can be invoked to communicate a wide variety of concepts beyond an individual’s health status, such as the Zodiac, the name of a physical building, or a metaphor. The results also indicate that HEC-N tends to outperform HEC-1.

This suggests hypothesis H4 may be true, provided the classifier is based on an appropriate mixture of health issues. However, determining an optimized group of health issues to achieve an HEC-N classifier with performance comparable to HEC-1 classifier is left to future investigation.

Based on these findings, we use HOC-N and HEC-N to conduct the system scalability test.

**System Scalability**

After breaking ties, 43.7% of the TieBreak dataset are positive instances. Based on this proportion, there are approximately 120,260 positive instances out of 281,357 tweets in the health issue bins (or 0.046% of all the collected tweets). Table 6 reports the distribution of positive and negative tweets in each dataset.

We trained the SYND classifier with the gold standard datasets for cancer, depression, hypertension, and leukemia, and tested it on the other three types of datasets. Figure 6 depicts the PR curves for each dataset and shows the average and standard deviation of AUPRC. The upper line corresponds to testing on the CAP dataset (AUPRC 0.753, SD 0.005), the middle line corresponds to testing on the TieBreak dataset (AUPRC 0.685, SD 0.005) and the lower line corresponds to testing on the CAP dataset (AUPRC 0.594, SD 0.007). When fixing the recall to 0.4, it was observed that the CAP, TieBreak, and CAN scenarios yield a precision of 0.8, 0.77, and 0.61, respectively. These results demonstrate the scalability of the system classifiers to obtain a high precision with a reasonable recall when testing many other health issues in the Twitter environment.

Figure 7 shows how the size of the training set influences the AUPRC of the classifiers. For each training set, the mean AUPRC and a 95% confidence interval is illustrated in the gray area. For each dataset, the results suggest that AUPRC achieves stability when the training set consists of approximately 2000 tweets.
Table 6. Class distribution of tweets in the datasets.

<table>
<thead>
<tr>
<th>Tweets</th>
<th>Gold</th>
<th>CAN&lt;sup&gt;a&lt;/sup&gt;</th>
<th>CAP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>TieBreak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positives</td>
<td>1082</td>
<td>1082</td>
<td>1718</td>
<td>1366</td>
</tr>
<tr>
<td>Negatives</td>
<td>1539</td>
<td>2175</td>
<td>1539</td>
<td>1891</td>
</tr>
</tbody>
</table>

<sup>a</sup>CAN: conflict as negative  
<sup>b</sup>CAP: conflict as positive

Figure 6. PR (precision recall) curves for testing on the gold, CAN (conflict as negative), and CAP (conflict as positive) datasets.
Discussion

Principal Findings

There are several notable findings from this investigation. First, Twitter users disclose the health status of themselves and others. Second, the health status disclosure rate may depend on the health issue. Third, how people disclose their own and other people’s health status may also be health issue dependent. Fourth, tweets related with a small group of health issues can train a scalable classifier to detect health mentions on Twitter streams.

Another interesting phenomenon illustrated from the PR curves (Figure 6) is that the system classifier, trained with the tweets for which MT masters exhibited high concordance in their labels, is more likely than MT masters to classify tweets with conflict labels as positive. One possible explanation is that the classifier makes its decision based on thousands of examples, while most MT masters made decisions only with the description of the survey, which indicates that the classifier may be more familiar with the labeling task. This suggests there may be a difference between using an expert and crowdsourcing to generate the labeled corpus. However, determining how to best leverage the crowd to mimic an expert is beyond the scope of this investigation.

Impact on Health Related Research

According to our investigation, roughly 44% of the tweets containing health issue keywords disclose personal health status. We believe there is a potential for information to assist health care professionals in learning about their patients or their patients’ family medical history, information often missing in the EMRs. This indicates that social media platforms, such as Twitter contains huge amount of personal health care related information that may complement traditional EMRs in research and practice. We recognized that we must still verify the veracity of such data, but an opportunity exists nonetheless.

Limitations

We wish to highlight several limitations of this investigation. First, two parameters to extract tweets from Twitter streams require configuration: (1) the set of keywords invoked in the filter, and (2) the geolocation applied to discover tweets. Compared to keywords, geolocation can filter tweets disseminated by authoritative organizations (due to the absence of “coordinates” and “place” information in these tweets), such as the American Cancer Society, and thus greatly reduce noise. However, it should be noted that invoking such a filter can also exclude the tweets of individuals who choose not to disclose their location. A second limitation exists in the survey provided to the MT masters for labeling the corpus. Specifically, we assumed the N/A option was a member of the negative class, but this could be an incorrect assumption in certain instances. Third, this investigation was restricted to only 34 health-related phenomena, which is clearly only a sample of all possible health issues. The keywords filter service can be enhanced by integrating a laymen health vocabulary [42]. Given that this study shows there is (1) high variability in the rate at which people tweet about a certain health issue, and (2) to whom the statement of health issue corresponds, it will be critical to investigate how these methods fare in the context of other health issues.

Conclusions

Recent studies demonstrate the information communicated through social media platforms, such as Twitter and Facebook,
could supplement traditional medical and epidemiological research. In this paper, we showed that a health mention detection system can be designed and deployed for microblogging systems, such as Twitter. At the same time, we illustrated that the information communicated through such mentions can disclose the health status of the authors and other individuals at a wide range of rates. Our experimental investigation further showed that the combination of tweets from several health issues can yield a classifier that dominates a classifier based on the tweets of a single health issue. This may enable the system to use a small amount of training data to build a classifier that detects health status mentions across a range of health issues. We envision several opportunities for extending this work. First, we believe the scalability of the classifier may be improved by determining the minimal set of health issues and features (eg, more complicated grammar features). Second, we anticipate that the performance of the classifier could be improved by accounting for context, such as dialogue, relationships in the network, and profile information as new supplemental features. Finally, while the rate that health status is disclosed for the author versus other individuals is dependent upon the considered health issue, further investigation is required to determine what drives this disparity. We suspect, for instance, that it may be dependent on the sensitivity and severity of health issues, but this is only a conjecture.
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Abstract

Background: Sleep issues such as insomnia affect over 50 million Americans and can lead to serious health problems, including depression and obesity, and can increase risk of injury. Social media platforms such as Twitter offer exciting potential for their use in studying and identifying both diseases and social phenomenon.

Objective: Our aim was to determine whether social media can be used as a method to conduct research focusing on sleep issues.

Methods: Twitter posts were collected and curated to determine whether a user exhibited signs of sleep issues based on the presence of several keywords in tweets such as insomnia, “can’t sleep”, Ambien, and others. Users whose tweets contain any of the keywords were designated as having self-identified sleep issues (sleep group). Users who did not have self-identified sleep issues (non-sleep group) were selected from tweets that did not contain pre-defined words or phrases used as a proxy for sleep issues.

Results: User data such as number of tweets, friends, followers, and location were collected, as well as the time and date of tweets. Additionally, the sentiment of each tweet and average sentiment of each user were determined to investigate differences between non-sleep and sleep groups. It was found that sleep group users were significantly less active on Twitter (P=.04), had fewer friends (P<.001), and fewer followers (P<.001) compared to others, after adjusting for the length of time each user’s account has been active. Sleep group users were more active during typical sleeping hours than others, which may suggest they were having difficulty sleeping. Sleep group users also had significantly lower sentiment in their tweets (P<.001), indicating a possible relationship between sleep and psychosocial issues.

Conclusions: We have demonstrated a novel method for studying sleep issues that allows for fast, cost-effective, and customizable data to be gathered.

(J Med Internet Res 2015;17(6):e140) doi:10.2196/jmir.4476
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**Introduction**

In 2006, between 50-70 million adults in the United States had perceived chronic sleep or wakefulness issues, which is an increasing trend, and more than 35% of adults report having insufficient sleep [1]. With the most common sleep issues reported by Americans as having <7 hours of sleep in a 24-hour period, restless leg syndrome, snoring, and insomnia, there are many areas where further exploration could be beneficial [1]. These forms of sleep-depriving conditions have been linked to decreased quality of life, excessive daytime sleepiness, depression, obesity, cardiovascular complications, diabetes, decreased productivity, increased chance of risky behaviors, increased risk of car accidents, and others [2-5]. Impaired sleeping can lead to serious impact on health; for example, the US Department of Transportation found that 2.2-2.6% of all fatal car crashes from 2005-2009 reportedly involved drowsy driving [6]. As well, depression has been an area of active research in attempting to determine its role in insomnia and sleep disorders, in either causal direction [7-11]. Due to the impact, both physical and psychosocial, of sleep-related issues on a large segment of the population, continued research in this area is needed.

For decades, interest in sleep issues has produced broad research and survey methods. In addition to studies and surveys being undertaken by private organizations such as the National Sleep Foundation, the Centers for Disease Control and Prevention (CDC), via the Behavioral Risk Factor Surveillance System (BRFSS), administers yearly questionnaires to the American, non-incarcerated population, regarding many types of health and risk factors. Beginning in 2009, the BRFSS has included a module dealing exclusively with sleep issues [1]. While the data gathered by the BRFSS have been instrumental in our understanding of sleep disorders, it does suffer from several limitations. The BRFSS is based on a random-digit-dialing system, and response rates can be low. Of all calls made, a response rate of between 40-67%, while respectable for epidemiological surveys, means much of the intended population is not being surveyed [1], though sample size and weighting calculations can correct for some of this bias. Of note, not all US states are included in the survey each year; therefore, the generalizability of the results to the entire US population is negatively impacted. Finally, because of the monumental amount of work involved in performing the surveys, gathering and combining data, analysis, and publication, the resulting BRFSS reports are expensive and are typically 7 months old by the time they are released. There have been many investigations of sleep disorders by independent researchers, but they too tend to suffer from some of these limitations, such as small sample size [12], high cost [13], long time frames [14], and lack of generalizability [15]. In light of these shortcomings, new supplemental methods of investigating the epidemiologic factors associated with sleep issues are needed to provide timely analyses that have greater external validity by incorporating a much larger sample size, and which are less costly, more quickly implemented and analyzed, and are malleable to allow for design restructuring based on new data.

We are interested in determining whether the way in which people with potential sleep issues interact with Twitter can be used as a method of identifying and characterizing those individuals. In recent years, there has been a great deal of interest in harnessing the massive amounts of data produced by social media websites, such as Facebook and Twitter, to try to glean insights into topics of interest to public health, and these platforms are increasingly being considered as valuable sources of patient information [16-19]. Recent examples include using social media to perform infectious and foodborne disease surveillance [20-22], chronic disease surveillance [23], prescription drug use [24], investigating hospital care quality [25], and many others [26,27]. With a greater focus on human behavior and characterization, researchers have used Twitter to investigate how people use social media in efforts of weight loss [28] and how suicide-related Twitter use compares to actual events [29]. Additionally, an increasing number of researchers have been experimenting with sentiment analysis on social media [30-35]. Sentiment can be determined in several ways, with the principle being to classify the underlying emotional information (within tweets, status updates, photos, etc) as either positive or negative; this can be done either purely by human input or by an algorithm trained to complete this process based on a human-classified set of objects. This process is useful for determining how people feel about products, events, other people, etc. Sentiment analysis has yet to be used on social media to help understand sleep disorders, but it does exhibit a diurnal characteristic [30] and offers interesting possibilities in investigating the links between sleep disorders and the overall sentiment or attitude of individuals displaying these characteristics. Demographics of Twitter users, while not entirely representative of the American population, have become more representative over time. Twitter is currently used by 23% of the adult Internet-using population and has seen increases in usage from hitherto underrepresented populations, such as men, whites, people aged 65 and older, and others. As of late 2014, 24% and 21%, respectively, of male and female adult Internet users used Twitter, and only 37% of that group were under 30 years of age [36].

We were interested in finding out if people who posted on Twitter about having sleep issues were more active on Twitter than people who did not, or if they had more friends or followers. As well, we wanted to know if people discussing sleep issues were posting more during traditional sleeping hours, suggesting that they may be having difficulty with sleeping. Furthermore, we were interested in the relationship between users who exhibited potential sleep issues and the sentiment of what it was they were tweeting, as a means of exploring the impact of sleep issues on emotions, feelings, and attitudes.

In this study, information posted on Twitter was used to identify people who may be exhibiting self-described signs or symptoms of sleep-related issues. By examining the content of tweets, users whose tweets contained specific sleep-related keywords were compared to a random population that did not contain these keywords. We then examined if there were observable differences between these groups in relation to their activity on Twitter.
Methods

Overview

Twitter is an online microblogging website where users “tweet”, or post, statuses containing 140 characters or less. It boasts approximately 255 million monthly active users worldwide, including 33% residing in the United States [37]. Twitter allows conditional access to this wealth of information through their application programming interface (API), for data that users allow to be public. Using the Twitter API, one can collect tweets matching certain query criteria and access meta information including location (self-reported and geo-tagged), total number of tweets, number of “followers”, number of friends, etc.

Twitter users who mentioned pre-defined keywords related to sleep or sleep issues in their tweets (sleep group) were compared to users whose tweets did not contain pre-defined keywords (non-sleep group). Sleep group tweets were identified on the basis of keywords being present in a curated tweet, on a prospective basis, starting on January 7, 2014, and ending on April 30, 2014, and were examined and curated on a “most recent tweet” basis. That is, during each curation session, tweets that were most recently posted to Twitter were analyzed first.

To build a corpus of both sleep group and non-sleep group users, code was written to access the Twitter API, which searched Twitter every 15 minutes for all new tweets containing any of the following keywords: “can’t sleep”, “insomnia”, “melatonin”, “Ambien”, “Ambien-CR”, “zolpidem”, “Lunesta”, “Intermezzo”, “trazadone”, “eszopiclone”, “#teamnosleep”, and “#cantsleep” (note that “#” is the symbol for a Twitter hashtag that denotes a user-identified topic within the tweet, and “teamnosleep” is a user-created hash tag often used by individuals who declare that they are unable to sleep). The list of Twitter search terms was identified through consultation with researchers with expertise in sleep-related fields of study and by experimentally querying the Twitter database to investigate which terms were most commonly used. By including keywords and hashtags that are related to specific medications (ie, zolpidem, Intermezzo, eszopiclone), we aimed to collect tweets that we were highly confident would be related to some type of sleep issue, even if the number collected was small. In contrast, tweets included in the study were manually curated, the low specificity of tweets collected under the more generic keywords was not an issue. This was not an exhaustive search across all possible search terms, but rather an exploratory approach to test the utility of this type of analysis.

To assess authenticity and ensure they met sleep group inclusion criteria, tweets that contained one or more of these keywords were manually curated, by a single individual (DM), looking for the following attributes. To be included as sleep group tweets, a tweet (and the Twitter account it is associated with) (1) must have been in the English language (as selected in user settings), (2) appeared to be from within the United States, (3) be owned by an “average” person (ie, not a company/corporation, celebrity, or spam account), and (4) was not a “re-tweet” (a re-post of a tweet originally posted by a different user). Re-tweets were removed because we were interested only in the experiences and expressed feelings of the individuals we were collecting information on, and not those of other people. Twitter accounts were qualitatively determined to be within the United States if the user-defined location was set to a US location or the account appeared to be located in the United States based on the nature of the user’s profile information and previous posts. As well, tweets were examined to ensure that the keyword selected in the tweet was being used in the proper context. For example, a tweet that read “Just took my Ambien, hope I can sleep tonight” would be accepted as a sleep group user, but the tweet “A friend of mine just got prescribed Ambien” would not, because it did not pertain to the person who issued the tweet. Similarly, tweets that were ambiguous as to whether or not an action or outcome pertained to the individual who wrote the tweet were not treated as sleep group users. For example, the tweet “I took an Ambien, and now I’m sleepy” would be treated as a sleep group user, but the tweet “Ambien makes you sleepy” would not, because it did not indicate that this person took Ambien or was sleepy. They were simply making a statement.

A corpus of potential non-sleep group tweets was built by collecting tweets that did not contain any of the pre-defined keywords of interest. After initial manual curation to ensure tweets and users were in the English language, were from the United States, and were “normal” users, users were added to the non-sleep group if none of their tweets within the previous 10 days contained any of the pre-defined keywords of interest; text found in re-tweets was not considered. As an introductory and exploratory study, 10 days was chosen as a number of days that would allow for enough tweets to provide sufficient data for our purposes and was both computationally and financially achievable.

Tweets were automatically collected on an ongoing basis and selection of users into either the sleep group or non-sleep group was performed by the curator on a “most recent tweet” basis. That is, when the curator logged on to the curating tool, the most recent tweets to be collected were presented for curation. Therefore, if the curator were curating tweets at 9 am EST, the tweets they would be working on were the most recent tweets posted that matched the search criteria.

User Data

User-related data are data that are associated with a user’s Twitter account as opposed to a particular tweet. For each user curated and included in the study, the metadata included in the analyses were total number of tweets, number of favorites (number of times that user favorited tweets from other users), total number of followers, total number of friends, user-submitted location, date of account creation, time zone of user, average number of tweets per day since account creation (calculated as total number of tweets divided by number of days that account has been active). For several of these collected variables, the count of the variable was also averaged over the lifetime of the user’s account. This was done by dividing the variable count by the number of days the user had been active, which is equal to the number of days between account creation and...
and the day the identified tweet was written. By creating data for the average number of counts/actions per day, the fact that some users have a higher number of friends, followers, or status updates, simply because they have had a Twitter account longer than some other users was accounted for. We also calculated the ratio of Twitter followers to friends for each user to create a way of measuring influence or impact on Twitter; a high follower:friend ratio indicates that a user has many people who follow their account but that they themselves follow relatively few people. This is often an indicator of high-impact Twitter users [38] and was included to ensure that both sleep- and non-sleep groups were equal in this respect.

To ensure that user data were collected at the same time for all study users, user metadata was collected after all tweets had been identified, rather than at the time of tweet approval. This was done primarily due to the increased time it took to identify sleep group tweets as compared to non-sleep group tweets. As a result, user metadata and tweet data presented in this study represent the state of a user’s account as of May 1, 2014.

**Tweet/Timeline Data**

Tweet data are the data associated with a single tweet as opposed to the data associated with the user who issued the tweet. For each tweet that was included in the study, the analyzed tweet metadata included 140-character (maximum) tweet text, date and time of tweet creation (in Universal Time Code, UTC), and geo-tagged location of tweet (when available).

Similar to parsing non-sleep group users’ previous 10 days of activity to search for keywords, additional information was gathered on all users to investigate the overall trend of non-sleep group users’ behavior versus sleep group users’ tweeting behavior. From the original tweet that was manually curated to classify a user, a minimum of 10 days’ worth of previous tweets were collected from a user’s timeline. The process proceeded such that the Twitter API was queried to return 200 tweets for a given user. If the returned 200 tweets represented less than 10 days’ worth of tweets, the process was repeated until 10 days of tweets were collected, or until the Twitter API indicated that the user had no more data to retrieve.

For all study users, the number of tweets that were published during certain times of day (coded as 1: midnight-5:59 am, 2: 6 am-11:59 am, 3: 12 pm-5:59 pm, 4: 6 pm-11:59 am) and on which day of the week they were created was determined. All tweet times used in this analysis were converted from UTC to the user’s local time (based on the user’s time zone). While it is possible that a user has an incorrect time zone set, this is highly unlikely as it is based on the time zone of their computer or smart device.

**Sentiment Analysis**

To determine the difference in sentiment of tweets published by sleep group users and non-sleep group users, Amazon’s Mechanical Turk (AMT) platform was used. Amazon’s Mechanical Turk is an online tool that allows large, tedious jobs to be completed very quickly by harnessing the efforts of numerous personnel hired by Amazon [39]. For this study, we had AMT workers perform a sentiment analysis on select tweets. This is a popular AMT feature in which text (in this case tweets) is rated as having either a strongly positive, positive, neutral, negative, or strongly negative sentiment (recorded as 2, 1, 0, -1, -2, respectively). Ratings are of course based on each AMT worker’s own subjective opinion. For each Twitter user included in the study, 20 of their tweets (the original, curated tweet plus the user’s previous 19 tweets) were rated by AMT workers, in a randomized, de-identified, non-categorized format. Two AMT employees, who were classified by Amazon as being highly experienced in the field of sentiment analysis (Master Workers) [40], rated each tweet. The result was an average sentiment score for each tweet, across both sleep and non-sleep groups. Because only two users rated each tweet, the final average sentiment results were grouped into the following categories: Positive=0.5, 1.0, 1.5, 2.0; Neutral=0; Negative=-0.5, -1.0, -1.5, -2.0. By comparing the proportion of sleep group and non-sleep group tweets that were identified as positive, negative, or neutral, sentiment differences were assessed. While there are numerous software options for determining the sentiment of any string of text (such as tweets), we opted to use AMT as it involves human graders, which is the gold standard on which many automated methods are based [41,42]. Humans are better able to catch uses of language, such as irony or sarcasm, that are difficult for computers to identify. In addition, while machines may be better at identifying individual words attributed to positive and negative sentences, determining the sentiment of a complex sentence and taking word context into consideration is still quite difficult for a machine [43].

To ensure that AMT workers were rating tweet sentiment reliably, we calculated agreement and Cohen’s kappa values between sets of workers. Because AMT can use hundreds of individual workers for a project, we focused our efforts on the AMT workers who were most prolific in rating tweet sentiment to capture at least 20% of rating jobs.

**Statistical Methods**

To investigate differences between sleep group users and non-sleep group users for variables with highly skewed distributions, permutation analyses with 10,000 iterations with re-sampling was used to investigate differences in median values. Variables based on proportions, such as the proportion of a user’s tweets published on a certain day of the week, were compared between groups by performing two-tailed, two-group proportion tests, with statistical significance considered to be a $P$ value of $\leq 0.05$. All analyses were performed in Stata 13.

**Code and Database Structure**

Custom code was written in PHP (hypertext preprocessor) to access the Twitter REST API (v1.1), which utilizes the open-source OAuth library tmyOAuth. Tweets are accessed via the Twitter API as “status objects”, which are structured, JSON-formatted objects that contain all of the metadata about both the individual tweet and the user. Tweets were searched on the presence or absence of keywords using the GET search/tweets request. User timelines were collected using the GET statuses/user_timeline request. Returned tweets were stored in an Amazon Web Service (AWS) Relational Database Service (RDS) MySQL database as complete status objects in JSON format. Additionally, some tweet and user fields were stored in separate MySQL tables for faster access. Subsequent analysis
and data cleaning were done using custom scripts written in PHP and Python.

**Results**

As of May 1, 2014, the total number of sleep group tweets that were collected over 115 days and stored in the database was 2,820,427. The number of tweets collected for each keyword are reported in Table 1. Due to the large number of tweets collected, only a small percentage could be analyzed. Of all collected tweets, 1000 of both sleep group and non-sleep group users (N=2000) were manually curated and approved for inclusion in the study. At the time of user account metadata collection on May 1, 2014, there were some accounts that had become inaccessible (eg, switched to a private setting, deleted, or banned from Twitter). After accounting for these changes, our final dataset included 896 sleep group users and 934 non-sleep group users. Summary statistics of the collected user metadata and tweet data, categorized by user group, are presented in Table 2 and Table 3, respectively.

**Table 1.** Number of tweets collected by various insomnia or sleep related keywords.\(^\text{a}\)

<table>
<thead>
<tr>
<th>Keyword</th>
<th>n</th>
<th>Proportion, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>#TeamNoSleep</td>
<td>119,378</td>
<td>4.23</td>
</tr>
<tr>
<td>Ambien</td>
<td>54,420</td>
<td>1.93</td>
</tr>
<tr>
<td>Can't Sleep</td>
<td>1,533,704</td>
<td>54.38</td>
</tr>
<tr>
<td>Eszopiclone</td>
<td>151</td>
<td>0.01</td>
</tr>
<tr>
<td>Insomnia</td>
<td>994,049</td>
<td>35.24</td>
</tr>
<tr>
<td>Intermezzo</td>
<td>10,145</td>
<td>0.36</td>
</tr>
<tr>
<td>Lunesta</td>
<td>3,734</td>
<td>0.13</td>
</tr>
<tr>
<td>Melatonin</td>
<td>103,674</td>
<td>3.68</td>
</tr>
<tr>
<td>Trazadone</td>
<td>1,149</td>
<td>0.04</td>
</tr>
<tr>
<td>Zaleplon</td>
<td>23</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>2,820,427</td>
<td>100.00</td>
</tr>
</tbody>
</table>

\(^\text{a}\)Number of tweets collected per keyword in this list represent different forms and combinations of each keyword (ie, Can’t Sleep includes “Can’t Sleep” as well as “#cantsleep”) as well as re-tweeted tweets. Some tweets may contain more than one keyword.
### Table 2. Twitter user data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Per day&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Days active, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>817</td>
<td>777</td>
</tr>
<tr>
<td>Sleep group</td>
<td>1054</td>
<td>993</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Favorites, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>1909</td>
<td>684</td>
</tr>
<tr>
<td>Sleep group</td>
<td>3257</td>
<td>1069</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Followers, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>817</td>
<td>319</td>
</tr>
<tr>
<td>Sleep group</td>
<td>792</td>
<td>295</td>
</tr>
<tr>
<td>P value</td>
<td>.08</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Friends, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>689</td>
<td>318</td>
</tr>
<tr>
<td>Sleep group</td>
<td>518</td>
<td>295</td>
</tr>
<tr>
<td>P value</td>
<td>.13</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Follower:Friend ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>1.44</td>
<td>1.01</td>
</tr>
<tr>
<td>Sleep group</td>
<td>1.45</td>
<td>0.99</td>
</tr>
<tr>
<td>P value</td>
<td>0.901</td>
<td></td>
</tr>
<tr>
<td>Statuses, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sleep group</td>
<td>12609</td>
<td>5853</td>
</tr>
<tr>
<td>Sleep group</td>
<td>15253</td>
<td>7622</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>Per day data refers to the total count of the variable divided by the total number of days a user’s account has been active.

### Table 3. Proportion of tweets posted at time of day by group.

<table>
<thead>
<tr>
<th></th>
<th>0:00-5:59</th>
<th>6:00-11:59</th>
<th>12:00-17:59</th>
<th>18:00-23:59</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-sleep group</td>
<td>12.1</td>
<td>22.5</td>
<td>28.7</td>
<td>36.7</td>
</tr>
<tr>
<td>Sleep group</td>
<td>16.8</td>
<td>16.3</td>
<td>28.6</td>
<td>38.1</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.72</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Sleep group users had Twitter accounts that were significantly older than other users (P<.001). The number of tweets overall were higher for users in the sleep group than for non-sleep group users (P<.001), but when calculated as the number of tweets per day since account creation, sleep group users had significantly fewer tweets (P=.04). The total number of tweets a user has favorited (other user’s tweets) was significantly higher for sleep group users (P<.001), but this association was non-significant when considering the number of favorited tweets per day since the account was created. Sleep group users had both significantly fewer followers per day as well as friends per day (P<.001 for both).

For tweet-level data, the day-of-week and time-of-day data analyses were performed on a subset of data for which user-submitted time zone data were available. For all compiled timeline tweets (n=418,773), 73.5% had user-submitted time zones for which time zone specific date and time tweet data could be calculated. There was a significant difference between sleep group and non-sleep group users in the proportion that did or did not have user-submitted time zone information; 76.8%
of sleep group users disclosed their time zone while only 64.0% of others provided this data \((P<.001)\).

A larger proportion of tweets between 12 am-5:59 am were from sleep group users \((P<.001)\), as well as between 6 pm-11:59 pm \((P<.001\) for both). Conversely, more tweets from between 6 am-11:59 am were from non-sleep group users \((P<.001)\). An hourly proportion of statuses posted by both groups is presented in Figure 1. In addition, a larger proportion of tweets that were submitted on Saturday, Sunday, Monday, and Tuesday, were from sleep group users \((P<.001)\), whereas tweets on Wednesday, Thursday, and Friday, were more often from non-sleep group users \((P<.001)\) (Figure 2).

Statistical analysis of sentiment scores calculated by AMT revealed that sleep group users (ie, those that were identified as expressing symptoms consistent with sleep issues) had significantly more negative tweet sentiment than non-sleep group users \((P<.001)\), and conversely, that non-sleep group users had significantly more positive sentiment in their tweets \((P<.001)\). There was no difference between groups in the neutral sentiment category \((P=.45)\). To control for inherent variations in sentiment that might exist between individuals who tweet relatively infrequently and those who tweet more, we also categorized individual users into either low- or high-volume tweeters, which was determined by dividing the group in two at the median number of tweets for the entire sample population. When categorized, significant differences were still found between groups, with non-sleep group users having significantly more positive sentiment in both low- and high-volume groups \((P=.002\) and \(P=.03\), respectively) and sleep group users showing significantly more negative sentiment in both groups \((P=.003\) and \(P=.03\), respectively). Similar results were found when groups were dichotomized by the number of friends and number of followers for each user.

Sentiment was calculated by averaging ratings from two separate workers. While this approach has been used widely in the literature for AMT sentiment analysis, we also sought to determine agreement between workers. Agreement percentage and Cohen’s kappa values were calculated for the top 10 most prolific workers (out of 144 workers in total), who rated a total of 13,170 tweets, which accounted for over 36 of all jobs. Taking into account the percentage of agreement based on random chance, AMT worker agreement was 65 compared to the expected agreement of 40, with a kappa value of .420 \((P<.001)\), representing moderate agreement [44]. These values are expected to be lower than the actual level of agreement, owing to the fact that we were not able to investigate the actual agreement between all workers given the sheer volume of AMT workers and because the most prolific workers are not necessarily the most “accurate” workers.
Figure 1. Proportion of statuses posted each hour by user group.
Discussion

Principal Findings

This study demonstrates introductory evidence that individuals exhibiting signs of sleep issues on Twitter were significantly less active on the social media platform than other users, but they tweet more during traditional sleeping hours and exhibited more negative sentiment in the tweets they shared.

In spite of conjecture found in the popular media [45,46], having some type of sleep issue, as it was defined in this study, did not equate to increased activity on social media. This conclusion is supported by the findings that sleep group users in our study had lower median values for number of followers, number of friends (users followed), and average number of tweets per day, which all indicate sleep group users appear to be less active on this particular social network. It is worth noting, however, that we were not able to determine how active users are on Twitter in terms of “observing” the social network, that is, reading tweets and passively tracking other users, while not actually posting tweets of their own or officially following other users. This has the potential to skew the results, as a user may appear to be relatively inactive by our definitions but could potentially be more active in ways that are not recorded by Twitter.

Interestingly, while sleep group users were less active than non-sleep group users based on our definitions, it was observed that they had accounts that were significantly older (based on the date of account creation to date of tweet identification), suggesting that users with sleep issues may be more likely than those with normal sleep patterns to start using a new social media tool, even if they are less active on it. Although the phenomenon has not been scientifically investigated, there exists the possibility that users may tend to become less active on a social media account the longer they hold the account, which could explain the older account life of sleep group users, while their activity tends to be lower than others. While there are additional studies in progress that aim to elucidate these associations more clearly, these are interesting findings that may potentially warrant a reversal of how social media usage and the demographics of its users are perceived.

The finding that sleep group users posted a significantly higher proportion of their tweets during midnight and 6 am suggests that our method of sleep group determination is effective, since this is a time when most people with normal sleeping patterns would be asleep (after adjusting for time zone). It is impossible to say, without detailed investigations of all tweets from selected users, whether or not users tweeting between midnight and 6 am may actually have some reason (perhaps the user works a night shift or has some other reason for being awake during this time), but the significance of the difference between the two groups suggests the method employed to distinguish between sleep group and non-sleep group users is effective.

This study also provides introductory evidence for the argument that people suffering from insomnia and similar sleep disorders may be at increased risk of psychosocial issues. Of note, previous studies in the field of psychology and data mining have been successful in quantitatively linking online social media use, negative sentiment, and depression using automated tools [47-50]. In particular, an earlier study also found a significant relationship between Twitter users who tweeted about insomnia and a negative sentiment of those users [51]. We found that, based on AMT sentiment analysis results, Twitter users identified as potentially experiencing sleep issues had significantly lower sentiment portrayed in their tweets, suggesting this group may be experiencing some type of psychosocial disorder. Interestingly, this finding is backed up by findings that sleep group users had fewer friends, fewer followers, and fewer interactions than other users, indicating some level of decreased online social interaction for this group.

Figure 2. Proportion of statuses posted each day by user group. Y-axis begins at 10% to more clearly demonstrate differences between groups. All differences between groups were statistically significant (P<.001).
While the association is an interesting finding, it is preliminary and not conclusive, leaving much to be answered. However, these results provide an excellent starting point for a deeper investigation into the link between sleep issues, psychosocial issues, and social media usage, and warrant further investigation by more focused studies. A logical progression to further investigate these results would be to assess if the social dynamics of individuals are similar in their “real life” as in their online, social media life, or if the two areas differ significantly.

Given the nature of this study, it is worth briefly discussing the ethical, legal, and social implications of using Twitter data to conduct research on sleep disorders with potential links to psychosocial issues. Unlike other social network sites that restrict view permission of posts to approved friends, Twitter is a microblog with the sole purpose of allowing anyone to view content without prior approval. The privacy policy used by Twitter indicates that users consent to the collection, transfer, manipulation, storage, and disclosure of data that are public, while each user has the ability to change the privacy setting for their account. This study analyzed only tweets that were completely public (ie, no privacy settings were selected by the user). Thus, there was no expectation of privacy by the user. Public Twitter data are considered consistent with other existing public data sources, and as data are only passively analyzed in aggregate, this type of research is generally not considered to fall under the protections of human research. However, active data collection (eg, interaction directly with users) raises legitimate ethical, social, and legal concerns and should be conducted with appropriate caution and Institutional Review Board oversight.

**Limitations**

While the results presented above suggest that further research into this field is warranted, they also must be considered and interpreted in light of several potential limitations. Most importantly, due to the cross-sectional nature of the study, it is not possible to determine causality in the significant relationships found between social media usage, sleep issues, and psychosocial findings. Additionally, there were several methods pertaining to the curation of non-sleep and sleep group tweets that may merit revision when pursuing future projects. During the curation process, the curator was presented with tweets to determine whether or not the tweet was related to any sort of sleep-related disorder or not. Candidate tweets were presented to the curator in order of tweet creation, with the most recently posted tweets appearing for curation before others. This method is not optimal as the tweets a curator is reading are dependent on the time of day that curation is taking place. That is, the list of tweets the curator was working on may have been different from those that would be seen if the curator was working at 9 am compared to 9 pm. To avoid this potential bias moving forward, future analyses will involve curation from a random selection of tweets stored in the database (thus randomizing the time and day of each tweet). While the method used here may potentially bias the users selected, they should not affect the analyses performed on the tweet-level data, since those analyses take all a user’s tweets into consideration, and therefore the timing of the tweet identified as belonging to the sleep or non-sleep group is irrelevant.

Additional information would be useful for controlling for inherent differences in Twitter users. For instance, Twitter usage profiles may differ between users of different age, gender, or ethnicity. In future studies, it would be advantageous to collect this information in an attempt to control for these factors. This could be done either via algorithms designed to estimate these variables, by administering surveys to participants in a more interactive study, or by following a large subset of users before/after they suffer from self-described sleep issues. As well, user time zone information, which was used in conjunction with the time of tweet (recorded in UTC) to calculate the time of day a tweet was created, is a user-submitted variable and is therefore subject to potential data inaccuracies. While there are no studies that investigate the proportion of location fields that are accurately identified, we suspect it is highly likely that a user will appropriately choose their time zone (which is voluntary). However, there is the possibility that a user might indicate an incorrect time zone.

Non-sleep group users were defined by the absence of pre-defined keywords in a user’s previous 10 days of tweets. As described above, this length of time was chosen to be computationally and financially achievable, while still achieving the desired amount of data. In future studies, we intend to increase the length of time a user’s tweets must be free of these pre-defined keywords in order to be included in the non-sleep group. Depending on the quantity and quality of data available and the type of hypotheses involved, this may entail investigating months, years, or even a user’s entire timeline of tweets, in order for group status to be designated. This will also allow us to analyze and control for specific time periods in a user’s account history (eg, such as the first few months after account creation). Additionally, we may want to further characterize the sleep group population to determine if users who post “can’t sleep” are different than those who post about “melatonin” or medications, for example. This finer-grain characterization may result in multiple sleep groups that should be analyzed independently.

While the information gathered in this study is interesting, and caution was taken to ensure its validity, this type of data is observational and as such no cause-and-effect relationships can be assumed. We have found significant differences between a non-sleep group and individuals who we have been categorized as having some type of sleep issue; however, we cannot be sure that those individuals who fit our definitions do in fact have a sleep issue. This is an important factor that we hope to address in further studies, potentially by directly interacting with users to help confirm our categorization methods. However, this approach raises ethical, social, and legal concerns (as mentioned above) and would need to be carefully implemented.

We also recognize that there may be inherent differences between users that can be reflected in their number of friends, followers, status update frequency, location, and other metrics that we have not accounted for. In future work, we aim to control for this by either following a large number of users for a long period of time (before and after self-described sleep issues) or by using a matching technique to more reliably compare groups.
Despite its limitations, this study and others focusing on using social media applications for addressing issues of public health concern demonstrate that this type of research can add meaningful interpretations to traditional methods. It is worth noting that while we see great promise for these new methods, they are envisioned and designed to be used alongside more traditional, highly validated methods such as the BRFSS. Both traditional and emerging ways of collecting and analyzing public health information and relationships have their strengths and shortcomings. We hope that by marrying the two types of research we can gain a more complete and accurate view of the state of health in the population.

Conclusions

This is one of the first research studies to actively investigate the relationship between social media use and sleep issues. It was found that people with apparent sleep issues were, on average, less active on Twitter and tended to be most active on the weekend and early weekdays, compared to users who did not have self-described sleep issues (based on our criteria). Additionally, we found that users with sleep issues have significantly more negative sentiment in the tweets they are posting compared to others, which may indicate a tendency for individuals identified as having a sleep issue via social media to be at a greater risk of psychosocial issues. While our findings are preliminary, they warrant further investigation and begin to provide evidence to contradict the popular belief that social media causes insomnia and other common sleep disorders. Furthermore, our current findings offer promise for expansion into the use of social media on the investigation of other health outcomes associated with sleep-related issues.
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Abstract

Background: Groups and individuals that seek to negatively influence public opinion about the safety and value of vaccination are active in online and social media and may influence decision making within some communities.

Objective: We sought to measure whether exposure to negative opinions about human papillomavirus (HPV) vaccines in Twitter communities is associated with the subsequent expression of negative opinions by explicitly measuring potential information exposure over the social structure of Twitter communities.

Methods: We hypothesized that prior exposure to opinions rejecting the safety or value of HPV vaccines would be associated with an increased risk of posting similar opinions and tested this hypothesis by analyzing temporal sequences of messages posted on Twitter (tweets). The study design was a retrospective analysis of tweets related to HPV vaccines and the social connections between users. Between October 2013 and April 2014, we collected 83,551 English-language tweets that included terms related to HPV vaccines and the 957,865 social connections among 30,621 users posting or reposting the tweets. Tweets were classified as expressing negative or neutral/positive opinions using a machine learning classifier previously trained on a manually labeled sample.

Results: During the 6-month period, 25.13% (20,994/83,551) of tweets were classified as negative; among the 30,621 users that tweeted about HPV vaccines, 9046 (29.54%) were exposed to a majority of negative tweets. The likelihood of a user posting a negative tweet after exposure to a majority of negative opinions was 37.78% (2780/7361) compared to 10.92% (1234/11,296) for users who were exposed to a majority of positive and neutral tweets corresponding to a relative risk of 3.46 (95% CI 3.25-3.67, P<.001).

Conclusions: The heterogeneous community structure on Twitter appears to skew the information to which users are exposed in relation to HPV vaccines. We found that among users that tweeted about HPV vaccines, those who were more often exposed to negative opinions were more likely to subsequently post negative opinions. Although this research may be useful for identifying individuals and groups currently at risk of disproportionate exposure to misinformation about HPV vaccines, there is a clear need for studies capable of determining the factors that affect the formation and adoption of beliefs about public health interventions.

(J Med Internet Res 2015;17(6):e144) doi:10.2196/jmir.4343
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Introduction
In the last decade, vaccination refusal has increased in the United States and many countries have recorded substantial proportions of parents expressing concerns about the safety of vaccines [1,2]. Although variability in access to health care is an important factor influencing vaccine coverage rates, vaccination refusal also directly affects these rates and is a significant contributor to outbreaks—especially where vaccination refusal is geographically clustered and population immunity is compromised [3]. Outbreaks of pertussis and measles are known to spread through populations where rates of vaccination refusal are high [4-7].

Refusal has also been a problem for the recently introduced human papillomavirus (HPV) vaccine. The vaccine was first licensed for use in the United States in 2006 with the purpose of reducing the incidence of HPV, to which the majority of cervical cancers are attributed, as well as genital warts and some oral, anal, and penile cancers [8]. HPV vaccination in Australia has led to a marked reduction in rates of high-grade cervical abnormalities and early evidence of herd immunity [9-12]. However, uptake of HPV vaccines varies substantially across and within countries [13-16].

The introduction of HPV vaccination was hampered by controversy in some countries, where some parents attributed illness or death in their children to the vaccine despite evidence affirming the vaccine’s good safety record [17]. The quality and variety of information available online about the safety and efficacy of HPV vaccines varies [18], as does the representation of HPV vaccines in the news media [19]. Evidence from a study set in Greece suggests that the perception of risks in the community appears to have negatively influenced the intention to vaccinate [20]. More generally, there is some evidence to suggest that influence from online media and celebrities can increase vaccine risk perception and rates of vaccination refusal [21-23]. Given the importance of information sources in influencing vaccination decision making, social media platforms are seen as an opportunity for both the tracking and influencing of vaccination decision making [24].

Few studies have considered the surveillance of opinions about vaccination on social media as a precursor to vaccination decision making. Existing studies on public health surveillance applications in social media have focused primarily on finding early indicators of infectious diseases incidence [25-28]. The exceptions include examinations of responses to an influenza outbreak [29] and influenza vaccination [30]. Beyond social media, media surveillance systems have been built to track news media and other reports online [31,32]. One example considered negative sentiment in online news media and notes that systems that rely on manual classification of documents are prohibitively resource intensive [33].

Our aim was to examine the association between exposure to negative opinions about HPV vaccines and the expression of negative opinions about HPV vaccines among Twitter users. To do this, we examined sequences of messages posted on Twitter (tweets) as well as a static view of the social connections between every user that posted a tweet about HPV vaccines in a 6-month period.

Methods
Data
Tweets posted by public users were retrieved programmatically via the Application Programming Interface (API) using repeated searches of combinations of the terms human papillomavirus, HPV, vaccine, vaccination, Gardasil, and Cervarix, and labeled by Twitter as English language. These terms were fixed throughout the data collection period, which was from October 1, 2013 to April 1, 2014. We additionally collected metadata associated with the tweets, including the date and time, information about the user, related tweets such as retweets and replies, and the geo-tag (location) information if it was available. For each user who posted one or more tweets about HPV vaccines in the period, we separately used the API to retrieve the lists of users they followed and the users that followed them shortly after the first time they posted a tweet about HPV vaccines during the period.

Tweets were classified as negative if they rejected the safety or value of HPV vaccines or promoted refusal. Due to the very large number of tweets collected in the period, we used a supervised machine learning approach to classify the tweets that involved the manual labeling of a random sample of tweets, which were then used to train algorithms that recognized similar patterns in the remaining tweets. For each tweet, we determined an estimate of the likelihood of it being the expression of a negative opinion about HPV vaccines. The specific classifier we constructed was an ensemble of 4 classifiers that used the content of the tweets (the words and word combinations in the tweets themselves) or the social relations between users (the users followed by the user responsible for the tweet). A set of 2098 tweets were randomly sampled and then independently graded by 2 investigators (95% agreement, Cohen’s κ=0.87), with disagreements resolved by discussion to produce the final training set. The accuracies of the 4 machine learning classifiers ranged between 87.6% and 94.0% when trained and tested in a 10-fold cross validation. The complete details of the development of the classifier are described elsewhere [34].

Analyses
To analyze population-level information exposure, we measured how users may have been exposed to tweets about HPV vaccines during the 6-month observation period. For each user that tweeted at least once about HPV vaccines during the period, we created timelines of their own tweets about HPV vaccines and the tweets about HPV vaccines posted by the users they followed. For the purpose of measuring information exposure, we handled retweets in the same way as other tweets to conserve the definition for exposure. This means that we defined an exposure as the potential flow of information between users...
along social connections. Not all tweets are seen by all followers, but by observing the aggregate flow of exposures through network structure, it was possible to estimate how the heterogeneous mixing of the population might affect the information to which each user is exposed.

We determined the prior exposure of a user each time they posted a tweet about HPV vaccines during the time period by compiling the list of tweets to which they were potentially exposed prior to the timestamp of the index tweet. This proportion served as an indicator of the prior exposure to negative information about HPV vaccines in the time period. To account for a potential length sampling bias (later tweets tended to be preceded by a greater number of exposures), we limited the sequence-based analysis to tweets that were preceded by at least 3 exposures.

To test our hypothesis directly, we counted how many times a user posted a negative tweet following a majority of prior negative exposures and compared that count with the number of times a posted tweet was negative when the majority of prior exposures were neutral or positive. These counts were then used to calculate the relative risk of posting a negative tweet about HPV vaccines given majority prior exposure to negative tweets. To avoid sampling biases resulting from counting the same users repeatedly, we randomly sampled only 1 tweet from each eligible user and repeated the analysis until the median proportions and relative risk measures did not change value at 3 significant figures.

**Results**

We identified 83,551 tweets or retweets from 30,621 users relating to HPV vaccines between the period October 1, 2013 to April 1, 2014, after eliminating tweets that were eventually deleted and tweets from users that became protected or suspended after the initial collection. Of the 83,551 tweets and retweets, 20,994 (25.13%) were classified as negative by an ensemble of supervised machine learning classifiers. Table 1 includes some examples of the different classes of tweets. There were 10 days (5.5% of 183 days) in which the number of negative tweets outnumbered the number of positive and neutral tweets about HPV vaccines (Figure 1).

Table 1. Examples of different classes of Twitter messages identified in the searches.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Twitter message text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>“HPV vaccination has the potential to reduce cervical cancer deaths worldwide by as much as two-thirds. [URL removed]”</td>
</tr>
<tr>
<td>Positive</td>
<td>“Oral sex &amp; male gender indep assoc with oral HPV infection: shows need for HPV vaccination of boys. #endhpv New study [URL removed]”</td>
</tr>
<tr>
<td>Neutral</td>
<td>“Potential of the quadrivalent human papillomavirus vaccine in the prevention and treatment of cervical cancer [URL removed]”</td>
</tr>
<tr>
<td>Negative</td>
<td>“Gardasil has generated nearly 30,000 adverse reaction reports to US govt, including 140 deaths [URL removed] #vaxfax”</td>
</tr>
<tr>
<td>Negative</td>
<td>“Lead Developer of HPV Vaccine Warns Parents Young Girls It’s a Giant Deadly Scam [URL removed]”</td>
</tr>
<tr>
<td>Negative</td>
<td>“Young woman’s ovaries destroyed by Gardasil: Merck ‘forgot to research’ effects of vaccine [URL removed]”</td>
</tr>
</tbody>
</table>

There were 30,621 users that tweeted about HPV vaccines in the period. Each user in the set posted between 1 and 1842 tweets about HPV vaccines during the period with a median of 2 tweets per user (IQR 1-2) (Figure 2). The distributions differed between users posting mostly negative tweets and users posting mostly neutral or positive tweets. Although there were more users posting neutral/positive tweets overall, the most prolific users during the time period were posting mostly negative opinions about HPV vaccines.

We defined social connections as the sets of users that followed, or were followed by, the users that tweeted about HPV vaccines. The total number of unique followers for all users that tweeted about HPV vaccines in the 6-month period was 51,397,377. The total number of followers per user varied between 0 and 5,136,595 with a median of 274 followers per user (IQR 36-996) (Figure 3, left). Considering only the connections between users that tweeted about HPV vaccines, 957,865 social connections were identified and this defined the internal network of social connections among the 30,621 users. Followers per user in this internal network varied from 0 to 10,945 with a median of 8 followers per user (IQR 2-33) (Figure 3, right). Although news organizations and magazines made up the majority of users with the greatest number of followers overall, government health organizations and academic institutions or groups were more consistently featured among the set of users with the most followers in the internal network. Practitioners and writers (books and blogs) of specific forms of alternative medicine as well as antivaccine activists and celebrities did not feature among the set of users with the most followers overall, but occupied higher ranks when counting the number of followers in the internal network.

Although only 25.13% (20,994/83,551) of tweets were classified as negative, 29.54% (9046/30,621) of users that tweeted about HPV vaccines appeared to be exposed more often to negative tweets than to neutral and positive tweets. This difference, and a visual interpretation of the network, suggests that users posting negative tweets about HPV vaccines were not evenly mixed in the network and often belonged to communities primarily consisting of users who also posted negative tweets about HPV vaccines (Figure 4). Among the 30,621 users that tweeted about HPV vaccines, 18,657 users had timelines in which at least 1 tweet was posted after at least 3 exposures and were thus eligible for a temporal
analysis of exposures and subsequent tweets. The likelihood of posting a negative tweet about HPV vaccines following a prior majority exposure to negative tweets was 37.78% (2780 of 7361 users). For users whose prior exposures were mostly neutral/positive, 10.92% (1234 of 11,296 users) subsequently posted a negative tweet. These results corresponded to a relative risk of 3.46 (95% CI 3.25-3.67, \( P < .001 \)) indicating that users with greater prior exposure to negative opinions about HPV vaccines were more likely to express negative opinions.

To further test the association between exposure and expression within different groups of users, we undertook a post hoc subgroup analysis. Among the set of users that met the inclusion criteria and also had fewer than 1000 followers (n=11,845), we calculated the relative risk in the same way and found that the relative risk of posting a negative opinion about HPV vaccines after having been more often exposed to negative opinions about HPV vaccines was 3.61 (95% CI 3.32-3.93). For users with fewer than 500 followers (n=8790), the relative risk was 3.57 (95% CI 3.23-3.95) and for users with fewer than 300 followers (n=6521), the relative risk was 3.76 (95% CI 3.33-4.24). The results suggest that the association between previous exposure and subsequent expression was slightly stronger among Twitter users with fewer followers.

**Figure 1.** The number of tweets posted each day during the data collection period, including tweets rejecting the safety or value of HPV vaccines (orange) and all other HPV vaccine tweets (cyan). Gray vertical lines indicate Sundays. No corrections for time zone differences were applied.

**Figure 2.** The ordered distribution of tweets per user related to HPV vaccines posted to Twitter between October 1, 2013 and March 31, 2014. Each user’s number of tweets is represented by a dot and illustrated separately for users that posted a majority of negative tweets (orange) and all other users (cyan).
**Figure 3.** The ordered distribution of users according to the total follower counts (left) and follower counts within the network of 30,621 users (right). Each user is represented by a dot and colored by users that tweeted mostly negative tweets (orange) compared to all other users (cyan). The vertical axes are zero-adjusted to accommodate users that had zero followers.

**Figure 4.** The network of 30,621 users that tweeted about HPV vaccines during the period between October 2013 and April 2014 organized via heuristic so that users are closer to other users with whom they are connected. The sizes of the nodes are proportional to the number of followers within the network. Users are colored according to information exposure (orange: those exposed to a majority of negative opinions; cyan: users that were exposed to mostly neutral/positive tweets; gray: users not exposed to HPV vaccine tweets).
Discussion

Principal Findings

Approximately one-quarter of the tweets about HPV vaccines that were posted in the period were critical of the safety or value of HPV vaccines or actively encouraged vaccine refusal. These tweets, which included misinformation, anecdotes, and opinions that may result in vaccine hesitancy or refusal, made up the majority of HPV vaccine-related information exposures for nearly 30% of users that tweeted about HPV vaccines in the period. Our analysis of the network of follower relationships suggests that users expressing negative opinions about HPV vaccines tended to be more closely connected to users expressing the same opinions. Our analysis of the sequences of HPV-related tweets demonstrated an association between prior exposure to negative tweets about HPV vaccines and the subsequent posting of negative tweets about HPV vaccines. Together, these results suggest that homophily or contagion may play a role in the expression of negative opinions about HPV vaccines, but the study does not help to quantify their specific contributions [35].

To the best of our knowledge, ours is the first empirical study to consider the association between information exposure and subsequent expression for vaccines on social media. Other studies have used supervised machine learning to automatically classify tweets about vaccination [30] and the frequency of tweets over time exhibits a similar temporal pattern to the one we observed. Other studies have used Twitter as a laboratory to measure the propagation of negative news content, complaints, and rumors [36-38]. Other studies that considered misinformation were specifically aimed at differentiating between credible and not credible information, the containment of misinformation, and the identification of misinformation sources [39-41].

It is important to note that the study design we used precluded conclusions about what proportions of negative opinions expressed in the period were the consequence of exposure (contagion of opinions), the consequence of users creating connections to other users who already hold similar opinions (homophily), or if other external factors caused connected users to express similar opinions [35]. Alternative study designs that measure or model contagion from observable or synthetic networks are common in other application domains and more generally in network science [42-46], including where connections between nodes change over time [47-49].

Other studies have considered the news and online media representation of vaccines in different ways. One study examining the representation of vaccines in the media identified a rate of negative opinions in media reports for vaccines generally of 31% [33], with similar percentages in a study of US and Canadian news articles about HPV vaccines [50]. In comparison, 29% of US parents have reported being unsure about the vaccines for their children or otherwise delayed or refused vaccinations [51]. In the United Kingdom, very few newspaper articles (including tabloids) were classified as negative [52], whereas 19% of parents in England responded that they would not vaccinate their children in the future [53]. An Australian study found that HPV safety concerns were present in 39% of newspaper articles between 2006 and 2009 [19]. A study examining news media in the mid-1990s found that a small number of individuals were responsible for nearly half of all the statements opposing vaccination [54]. We found a similar pattern on Twitter for HPV vaccines using data from nearly 20 years later—where a small number of individuals posting negative opinions on Twitter produced a substantial proportion of the negative opinions. Given that these proportions are much higher than the average rates of vaccination refusal recorded in registries at approximately 2% [55,56], more work is needed to understand how population-level indicators of negative opinions might relate to vaccination decision making.

Implications

Implications of this work include new avenues for understanding how community affiliation on Twitter corresponds to the exposure to misinformation, the subsequent expression of opinions, and individual decision making. The simple methods we used here may be of practical value for answering questions about how new information becomes established in different communities. For example, do the results of scientific studies demonstrating efficacy tend to spread primarily through scientific communities and not through communities of hesitant parents? Which popular news websites, influential users, or organizations are better connected to communities that are at higher risk of being exposed to, and subsequently affected by, misinformation? How often do young teenagers or their parents pass along negative opinions following encounters with misinformation or negative experiences with the vaccine process? Using new methods for classifying the location and characteristics of Twitter users [57,58], it may be possible to construct Twitter-derived indicators of skewed misinformation exposure in geographic areas and demographic strata, and these may be useful for predicting or reflecting localized shifts in decision making such as increases in refusal. From a practical perspective, this kind of information risk surveillance could be used to complement existing methods for gathering localized information (surveys, interviews, and registry analysis) and improve community engagement and public health actions by targeting resources more efficiently.

Limitations

Limitations of this study come from our inability to track social connections as they appear and disappear during the period. Due to limits in the rates at which we access this information on Twitter, the social connections associated with each user were collected only once during the period, shortly after the first time we identified a relevant tweet by the user. However, by checking the consistency of connections between users within the set, we found that 81.6% of users’ connections were confirmed by the information from the other user (eg, a user’s follower is confirmed as someone the user follows), so we are reasonably confident that the connection structure was relatively consistent over time.

Our search terms were fixed and although we were careful to select search terms that covered the vast majority of the discussion about HPV vaccines without collecting irrelevant tweets, we may have missed a smaller number of tweets about the topic and these tweets may not have had the same proportion...
of negative opinions. Query-expansion techniques used to improve search strategies over time could be applied to address this limitation in future work [59-61]. Finally, we relied on an ensemble classifier rather than manual labeling, so a small proportion of the tweets will have been misclassified. However, the imperfections in the classifier are unlikely to have affected the results because the study was across large groups, our measure of exposure was based on counting the majority across a number of tweets rather than individual tweets, and the associations were clear.

Conclusions

We found that Twitter users who were more often exposed to negative opinions about the safety and value of HPV vaccines were more likely to tweet negative opinions than users who were more often exposed to neutral or positive information. Although we were unable to determine the differential contributions of homophily, user characteristics, and contagion to this effect, the results provide a detailed view of negative opinions about HPV vaccines on Twitter in the period and indicate associations between the community structure, information exposure, and expression of negative opinions about vaccines among social media users. Ongoing surveillance of opinions about vaccination on social media may complement surveys and other public health surveillance methods to improve the efficiency and efficacy of public health communication strategies.
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Abstract

Background: User content posted through Twitter has been used for biosurveillance, to characterize public perception of health-related topics, and as a means of distributing information to the general public. Most of the existing work surrounding Twitter and health care has shown Twitter to be an effective medium for these problems but more could be done to provide finer and more efficient access to all pertinent data. Given the diversity of user-generated content, small samples or summary presentations of the data arguably omit a large part of the virtual discussion taking place in the Twittersphere. Still, managing, processing, and querying large amounts of Twitter data is not a trivial task. This work describes tools and techniques capable of handling larger sets of Twitter data and demonstrates their use with the issue of antibiotics.

Objective: This work has two principle objectives: (1) to provide an open-source means to efficiently explore all collected tweets and query health-related topics on Twitter, specifically, questions such as what users are saying and how messages are spread, and (2) to characterize the larger discourse taking place on Twitter with respect to antibiotics.

Methods: Open-source software suites Hadoop, Flume, and Hive were used to collect and query a large number of Twitter posts. To classify tweets by topic, a deep network classifier was trained using a limited number of manually classified tweets. The particular machine learning approach used also allowed the use of a large number of unclassified tweets to increase performance.

Results: Query-based analysis of the collected tweets revealed that a large number of users contributed to the online discussion and that a frequent topic mentioned was resistance. A number of prominent events related to antibiotics led to a number of spikes in activity but these were short in duration. The category-based classifier developed was able to correctly classify 70% of manually labeled tweets (using a 10-fold cross validation procedure and 9 classes). The classifier also performed well when evaluated on a per category basis.

Conclusions: Using existing tools such as Hive, Flume, Hadoop, and machine learning techniques, it is possible to construct tools and workflows to collect and query large amounts of Twitter data to characterize the larger discussion taking place on Twitter with respect to a particular health-related topic. Furthermore, using newer machine learning techniques and a limited number of manually labeled tweets, an entire body of collected tweets can be classified to indicate what topics are driving the virtual, online discussion. The resulting classifier can also be used to efficiently explore collected tweets by category and search for messages of interest or exemplary content.

(J Med Internet Res 2015;17(6):e154) doi:10.2196/jmir.4220
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Introduction

The development and proliferation of social media and social media networks have transformed how information is generated and shared. Participants in social media are actively engaged and are both consumers and producers of information. Toffler et al label these users “prosumers” [1]. The Pew Research Center reported in January 2014 that 74% of online adults use social networking sites. They also report that 46% of adult Internet users post original photos or videos online that they have created [2]. This content posted by users is of great utility, and several studies have demonstrated how social media and networks can be a valuable source of data. Furthermore, the nature and ubiquity of social media and how it is so interwoven in daily life means that the topics covered span the spectrum. For example, trending topics on Twitter in December 2014 were the Siege in Sydney, Australia, the antics of Rubius Gunderson, a popular prankster on YouTube, and news regarding Ross Barkley, who is a popular soccer player from the English National Team.

Twitter is a social media platform through which users post status updates called tweets [3]. A tweet can contain up to 140 characters and can be public (ie, any visitor can access and view the tweet) or protected (ie, only approved visitors can view the tweet). As of October 2012, approximately 88% of Twitter accounts were public [4]. Users can “follow” other users and thus be apprised of any new tweets that the followed users post, and a user may be followed by any number of other users. Users can also repost tweets pushed out by users they follow. This action is known as retweeting and can lead to a message “going viral”, a phenomenon that quickly spreads the reach of a message [5]. Another way that users can increase the reach of their message is through hashtags (a continuous string of characters that begin with a #). Hashtags are often used to hint at the content of a tweet and provide an additional means to tie related tweets together.

Twitter users tweet about a variety of subjects including health-related topics. Such tweets may share information about health articles or describe personal health issues. A number of approaches have been developed to extract useful health-related information from the tweets, evaluate the effectiveness of Twitter for disseminating health-related information, and determine public sentiment towards health-related topics [6-12]. Love et al did an extensive study on 6827 tweets related to vaccinations to determine the source of the information and the medical claims made [10]. They found that no particular source or medical claim dominated the content shared regarding vaccinations and that 87% of user posts were positive or neutral. Scanfeld et al manually inspected and determined a number of topic-based categories present in tweets related to antibiotics. In doing, so several examples of misunderstanding or misuse were detected based on keyword combinations (eg, “antibiotics” and “flu”) [11]. Furthermore, Vance et al explored the concept of using social media to disseminate public health information to young adults [12]. Advantages to such an approach included rapid communication and low cost. The drawbacks cited were opinions often being represented as facts, the use of blind authorship, and a lack of citations. An additional use of Twitter data is biosurveillance [13,14]. Self-reported behaviors can be monitored and used to detect epidemics or break-outs in real time through crowd sourcing. For example, Google Flu Trends tracks the influenza rates by tracking user queries on a daily basis, and their system is usually 7-10 days faster than the Centers for Disease Control and Prevention [15]. Lampos and Cristianini found a correlation between tweets about the flu and historical data from the same time period, further strengthening the claims that Twitter can be used for biosurveillance [16].

In this work, we focused on accessing and mining topics in the Twittersphere with open source tools. In doing so, we had two objectives in mind. First, we wanted to characterize the exchange currently taking place on Twitter with respect to a particular topic. Of particular interest was examining what was dominating the virtual discussion and if it was being dominated by a small set of users. In answering these questions, we wanted to leverage as much of the virtual discussion as possible. As a result, the second objective of this work was to develop tools and workflows to access the larger Twittersphere. To this end, we developed a classifier that can be used to identify and draw out tweets pertaining to several categories. The classifier was trained using a semisupervised approach that allows it to make use of all of the collected tweets during the learning process. We also describe a number of tools and techniques for handling the larger amounts of data. In particular, Hadoop and Hive were used to query and characterize the large number of tweets that were collected. The resulting pipeline could be used as a tool for infodemiology and infoveillance, providing a means of ferreting out sources of information or specific types of messages shared through Twitter. Given the ease at which Hadoop scales and the availability of cloud computing platforms, this approach could easily be applied to much larger datasets and other topics. As a case study, the pipeline and tools developed in this work were applied to the topic of antibiotics and antibiotic resistance. By querying 591,091 tweets with the workflow, the current discussion surrounding antibiotics could be characterized and types of misuse examined. This revealed that there were a large number of unique participants in the online discussion and that the discussion was not being dominated by a set of users but rather by a large number of users who were sharing national news stories. The topic of antibiotics was chosen given the potential economic costs associated antibiotic resistance in bacteria [17,18] and its dominance in the media (eg, Longitude Prize). Additionally, with the number of existing studies on Twitter and antibiotics, this topic provided a context in which our tools, methodology, and findings could be compared and contrasted.

Methods

Data Collection

To collect tweets related to antibiotics, the Twitter Application Programming Interface (API) was used in conjunction with a list of 89 antibiotic-related terms and Apache Flume [19]. These terms included expected keywords such as antibiotic(s) as well as common abbreviations (eg, abx), names of specific antibiotics (eg, amoxicillin, penicillin), and common misspellings (eg,
antibiotic). Collection of the tweets began on May 27, 2014, and ended September 11, 2014. These dates were selected to provide a minimum collection period of 3 months. Additionally, the number of tweets collected was periodically checked and an aim of collecting over 500,000 tweets was also taken into account when determining the date to stop collection. Note that the content of the tweets was not examined during the collection period and consequently did not affect the collection dates. Over this period, 591,091 tweets were collected and then subjected to a post-collection filtering process. This was needed to remove a large number of unrelated tweets that were received due to the keyword “abx”, which also referred to an active stock symbol.

Data Analysis and Associated Tools

Hadoop [20] and Apache Hive [21] were used to handle the large number of tweets. Hive is a software tool that allows for query-based processing of large amounts of data through Hadoop and accessible through HiveQL, a language similar to SQL (structured query language). All of the tweets collected were saved on a local, distributed file system in their native JSON format as provided through the Twitter API. From the tweets, a table was constructed in Hive with the columns of the table based on the properties of a tweet, such as the tweet text, user information, location information, and so forth. From there, queries were run pulling selected data from the table using HiveQL. With Hive, the queries were automatically converted to run as MapReduce tasks within Hadoop. With Hadoop and the distributed file system, it was possible to process the roughly 600,000 tweets collected in a timely matter (i.e., seconds to minutes depending on the complexity of the query) on a modest Hadoop cluster (e.g., 4 computing nodes containing 64 computing cores and 132 GB of RAM).

To illustrate the relative ease by which the data can be queried, two sample queries are provided. Figure 1 is an example of a simple HiveQL query. This query finds the number of total tweets within the table of filtered antibiotics tweets. Figure 2 is a more complex query and finds the number of tweets that contain the hashtag “#antibioticresistance”. It then sorts the tweets by day to get a count of the number of tweets that contained the hashtag on each day in our collection period. This query required a nested select statement, which, when converted as a MapReduce, requires two passes through the data. With Hive, large amounts of data can be efficiently queried by anyone familiar with an SQL style database.
Figure 1. HiveQL query to count the total number of tweets.

```
HiveQL query to count the total number of tweets.
```

Figure 2. HiveQL query to determine the number of tweets containing "#antibioticresistance", sorted by date.

```
-- Finds tweets containing the hashtag: #antibioticresistance.
-- Grouped by date.
set hive.exec.reducers.max=1;
select t.hs, t.hdate, count(*)
from (select lower(hashtags.text) as hs,
substr(created_at, 5, 6) as hdate
from filtered_antibiotics_tweets
lateral view explode(entities.hashtags) t1 as hashtags) t
where t.hs='antibioticresistance'
group by t.hs, t.hdate;
```
**Manual Classification Procedure for Tweets**

An explicit aim of this work was to develop a means to classify tweets and thus provide efficient and finer-grain access to the larger pool of tweet data. Manual classification is impractical as well as inefficient for processing and categorizing a large number of tweets. As a result, a deep network was trained and used to classify antibiotic-related tweet data collected from Twitter into 9 classes. The first step in developing a topic-based classifier was to manually label a portion of the tweets. This was done by randomly sampling 1000 tweets and then manually classifying them. The categories used were inspired by Scanfeld et al [11]. The manual classification task was undertaken by 3 individuals and done independently. Fleiss’ $kappa$ was calculated to measure the agreement between the 3 manual coders and the value was .47. After the individual classification, a tweet was added to the labeled set if at least two of manual classifications agreed. This process led to a labeled dataset of 416 tweets with an uneven distribution over the classes. Table 1 lists the categories considered and an example of each from the labeled dataset. An additional evaluation set was also constructed by randomly sampling 300 tweets and performing the same manual classification. This resulted in a set of 246 tweets and the distribution of tweets by category was similar to that of the principle training set.

**Table 1.** Categories considered for antibiotic-related tweets, quantities of each in the labeled dataset, and examples.

<table>
<thead>
<tr>
<th>Category</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertisement</td>
<td>21</td>
<td>#celebrex: Amoxicillian Antibiotic: Generic Amoxil – Antidepressant Celebrex OMITTED_URL</td>
</tr>
<tr>
<td>Advice/Information</td>
<td>88</td>
<td>Big pharma not interested in risk and low return of developing new antibiotics</td>
</tr>
<tr>
<td>Animals</td>
<td>28</td>
<td>RT @USERID: 80% of all antibiotics in the US are used on farm animals. OMITTED_URLS</td>
</tr>
<tr>
<td>General use</td>
<td>38</td>
<td>Bronchitis has got the best of me, Dr’s orders to stay home rest and lots of liquids with the antibiotics.</td>
</tr>
<tr>
<td>Other</td>
<td>72</td>
<td>How to know you’re in the medical field: Seeing the work ‘piper’ and thinking of piperacillin nurse</td>
</tr>
<tr>
<td>Resistance</td>
<td>132</td>
<td>Antibiotic-resistant superbugs threaten return to ‘dark ages’.</td>
</tr>
<tr>
<td>Side effects</td>
<td>16</td>
<td>Being put on these antibiotics did way more harm than good.. My stomach has never hurt so bad. Never again. ?</td>
</tr>
<tr>
<td>Wanting/Needing</td>
<td>15</td>
<td>Cant wait to get some antibiotics tomorrow from the doctors, can finally get back to normal!!</td>
</tr>
<tr>
<td>Misuse</td>
<td>7</td>
<td>Idk if im allowed to mix this Vicodin and this antibiotic. I forgot to ask my dr… oh well.</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>416</td>
<td><strong>Total</strong></td>
</tr>
</tbody>
</table>

**Construction of a Topic-Based Classifier**

To classify all of the tweets, an in-house software package was used to train a deep network. In recent years, deep neural networks have become one of the most popular and powerful techniques in machine learning for classification tasks. Compared with other techniques such as support vector machines and neural networks, deep neural networks typically perform better [22,23] due to their ability to learn high-level abstractions and correlations present in labeled and unlabeled datasets (ie, labeled datasets are those in which each example has a known category/class). In particular, DNs are able to learn patterns present in unlabeled datasets through a layer-by-layer initialization task. This ability to use unlabeled data is particularly advantageous in this setting given the large amount of unlabeled tweets. To date, deep networks and deep learning architectures have been successfully applied in several areas such as speech recognition [24], image classification [23], protein structure prediction [25], and natural language processing [26]. In the health and medical fields, deep networks and deep learning are also gaining traction with applications in computer-aided diagnosis (eg, Alzheimer’s Disease) [27], automatic segmentation of diagnostic images (eg, neurological structures in electromagnetic scans) [28,29], lymph node detection from computerized tomography scans [30], and clustering descriptions of adverse drug reactions [31].

In selecting features used to characterize a tweet, a bag-of-words approach was used along with a few global properties such as tweet length or the presence of a URL. Specifically, the text of each tweet was stemmed using a Snowball stemmer included in the Natural Language Toolkit [32] and the presence or absence of several common stems was encoded. To identify the stems used, the most common stems contained in each class (and in general) were determined using HiveQL. Up to the top 50 stems per class and the top 1000 stems overall were used to generate the bag-of-words. Additionally, 10 features were used to encode the length of the tweet (ie, one feature represented bins of 0-9, 10-19, 20-29, etc, respectively) and one binary feature was used to encode the presence of a uniform resource locator (URL) in the tweet. In total, the number of features was 1383.

The full training dataset contained 412 manually labeled examples and 150,000 randomly sampled tweets as unlabeled training examples. Again, a principle advantage of deep networks is the ability to use large amounts of unlabeled data in a semisupervised manner. The overall architecture of the deep network used consisted of 5 layers (ie, an input layer, 3 hidden layers, and an output layer of 11 nodes). The input layer consisted of 1383 features, and the three hidden nodes contained 700, 700, and 300 sigmoid nodes.

**Training, Evaluation, and Application of the Classifier**

To train and evaluate the deep network model, stratified 10-fold cross validation or so called rotation estimation was used. The labeled dataset was split into 10 sets using stratified sampling techniques, and 9 folds were used for training and the other held...
out for evaluation. In the training phase, the model was first pre-initialized using the unlabeled data and a layer-by-layer training procedure making use of Restricted Boltzmann Machines [23]. After initialization, the model was fine-tuned using standard back propagation and the labeled data. This process was repeated 10 times in order to make predictions over all the labeled dataset (ie, a prediction for each labeled example was made using 9/10 of the labeled data, which excluded the examples being evaluated). For fine-tuning of the model, a batch size of 10 was used and the refinement took place over 200 epochs. To increase the robustness of the classifier and guard against over-fitting, a dropout procedure was used [33].

To apply a classifier to all collected tweets, a final model was created using all 10 labeled datasets and the aforementioned training procedure (ie, layer-by-layer initialization with 150,000 unlabeled data followed by fine-tuning). Features were generated for all 591,091 tweets and then run through the deep network classifier. The result was a score for each tweet and each category. The total sum for the scores of a tweet across categories was 1.0 (ie, the last layer in the deep network was a multinomial node with 9 classes). For each category, a higher score corresponded to a more confident prediction for that particular category. To classify all tweets, a tweet can be assigned to the highest scoring category. To search the full dataset for tweets pertaining to a particular category, a variable threshold can be chosen (the higher the threshold, the more confident the predictions for the recovered tweets) and all the text for all tweets meeting a particular threshold can be recovered.

Table 2. Dates with unusually high tweet count along with rationale for activity.

<table>
<thead>
<tr>
<th>Date</th>
<th>Tweet count</th>
<th>General topic</th>
<th>Sample of most frequent words</th>
<th>Sample tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 2</td>
<td>11365</td>
<td>Comments made by British PM regarding resistance</td>
<td>resistance (3411), pm (1610), cameron (1264), warns (1330), dark ages (916)</td>
<td>Antibiotic resistance: Cameron warns of medical ‘dark ages’ URL #health #antibioticresistance #evolution</td>
</tr>
<tr>
<td>Sept 19</td>
<td>9489</td>
<td>Executive action from US president on antibiotics</td>
<td>resistance (2342), obama (1394), bacteria (1112), order (946), plan (780), president (747)</td>
<td>RT @PublicHealth: New national strategy, presidential executive order take aim at antibiotic resistance: URL</td>
</tr>
<tr>
<td>Aug 19</td>
<td>9188</td>
<td>Advertisement</td>
<td>antibiotics (4718), cephalaxin (2657)</td>
<td>RT @…: Buy cephalaxin URL</td>
</tr>
<tr>
<td>Sept 11</td>
<td>8589</td>
<td>News about a bee-based alternative to antibiotics</td>
<td>antibiotics (5093), bacteria (830), honey (713), alternative (603)</td>
<td>RT @Independent: Bacteria found in honeybee stomachs could be used as alternative to antibiotics</td>
</tr>
<tr>
<td>Sept 18</td>
<td>8412</td>
<td>Executive action from US president on antibiotics</td>
<td>resistance (2347), combat (1294), Obama (1070), bacteria (940), strategy (1050)</td>
<td>New Executive Actions to Combat Antibiotic Resistance and Protect Public Health: Today, the Obama admin … URL #obama</td>
</tr>
<tr>
<td>July 14</td>
<td>8340</td>
<td>Advertisements</td>
<td>doxycycline (2229), health (1459), treating (1360), bronchitis (1358), antibiotics (4394)</td>
<td>RT @…: Treating Acute Bronchitis and the Use of Antibiotics URL</td>
</tr>
<tr>
<td>Sept 30</td>
<td>8147</td>
<td>Report that antibiotics increases risk for obesity</td>
<td>antibiotics (4394), obesity (2827), childhood (1356), study (946)</td>
<td>Antibiotics in infancy may be linked to childhood obesity: study URL</td>
</tr>
<tr>
<td>June 25</td>
<td>7871</td>
<td>News breaks that the focus of the Longitude Prize will be antibiotic resistance</td>
<td>antibiotic (2242), resistance (1619), prize (1615), longitudeprize (1089)</td>
<td>RT @longitude_prize: The votes have been counted and the results are in – the challenge of Longitude Prize 2014 will be …antibiotics! #longi…</td>
</tr>
</tbody>
</table>

To further characterize the content of the tweets collected, data on the hashtags used as well as their relative usage and distribution over time was calculated. Table 3 shows the top hashtags by usage. In total, there were roughly 27,458 distinct
hashtags used a total of 228,451 times. The vast majority of hashtags (98.94%, 27,166/27,458) were used less than 100 times. Figure 4 depicts the usage of these top hashtags by day over the course of the collection period. As expected, many days that showed spikes in the overall number of antibiotic-related tweets also showed spikes in hashtag usage for #antibiotic or #antibiotics.

Table 3. Usage of the most common hashtags from collected set of antibiotic-related tweets.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Hashtag</th>
<th>Count (Relative frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>antibiotics</td>
<td>20706 (9.0%)</td>
</tr>
<tr>
<td>2</td>
<td>antibiotic</td>
<td>9329 (4.1%)</td>
</tr>
<tr>
<td>3</td>
<td>health</td>
<td>7224 (3.2%)</td>
</tr>
<tr>
<td>4</td>
<td>longitudeprize</td>
<td>2693 (1.2%)</td>
</tr>
<tr>
<td>5</td>
<td>penicillin</td>
<td>2537 (1.1%)</td>
</tr>
<tr>
<td>6</td>
<td>antibioticrosistance</td>
<td>2168 (0.9%)</td>
</tr>
<tr>
<td>7</td>
<td>news</td>
<td>1942 (0.8%)</td>
</tr>
<tr>
<td>8</td>
<td>saveabx</td>
<td>1495 (0.7%)</td>
</tr>
</tbody>
</table>

The final query-based analysis that was performed on the entire collection of tweets was with respect to specific messages and users. In particular, the interest was in what, if any, specific messages were being shared (via retweets) and if the overall exchange taking place in the Twittersphere was being dominated by a set of users. The number of retweeted messages was substantial (27.90% of all tweets were retweets [164,973/591,091]), but most retweets had a limited reach (ie, only 11 tweets had more than 500 retweets). Many of the most retweeted messages were advertisements or concerns about mixing antibiotics and agriculture. None of the tweets went “viral”. As for the source of the tweets, the collection included 327,930 different Twitter users. This value was determined through a HiveQL query to collate the tweets by screen name (ie, a unique identifier for a Twitter account) and count the number of tweets per name. Only 0.01% of these users (4255/327,930) contributed 10 or more tweets, yet this small number of users was responsible for 22.68% (134,081/591,091) of all collected tweets.

Figure 3. Number of antibiotic-related tweets collected per day.
Characterizations of Tweets Through Classification

By applying the classifier to the entire dataset and assigning each tweet to the highest scoring category, it is possible to estimate the overall frequency of each category. In particular, it was determined that “Advice/Information” and “Other” were the most predicted categories, accounting for 24.47% (144,627/591,091) and 41.00% (242,318/591,091) of all tweets, respectively. “General Use” and “Resistance” each garnered about 12% (70,253/591,091 for General Use and 72,486/591,091 for resistance) of the overall number of tweets with the remaining categories each receiving less than 5%.

Evaluation of Classification

The tweet classifier was evaluated on a per-class and all-classes level using the labeled data and the previously described 10-fold cross validation. On the all-class level, a tweet was assigned to the highest scoring category. The percentage of labeled tweets that were correctly classified was 70.4% (293/416). This value is well above what would be expected by chance by a random predictor (eg, ~11% on a balanced dataset) or by a naïve predictor that always predicted the most common class (ie, a classifier that predicted every example as “resistance” would achieve ~30.5%). On a per-class level, the score for each example was used to evaluate the model with respect to a binary classification task. In this setting, the predicted score for a class (eg, “resistance”) was used in conjunction with a threshold to classify the tweet as “resistance”-related or not “resistance”-related. The recall (ie, percentage of tweets pertaining to a class recovered), precision (ie, percentage of tweets correctly predicted to be in a class), and fall-out (ie, percentage of tweets not pertaining to a class that were incorrectly predicted as pertaining to the class) were calculated for each class at varying thresholds and used to calculate the area under the receiver operating characteristic (ROC) curve (AUC). The AUC is used to characterize the effectiveness of a binary classifier regardless of threshold. Table 4 lists the AUC for each class. Note that the AUC of a random predictor would be 0.5. The break-even point (ie, precision=recall) was also calculated for several classes and shown in Table 4. A break-even point of 67% for the class “Advice/Information”, for example, would indicate that it would be expected to recover 67% of the tweets pertaining to the class “Advice/Information” and of those predicted as “Advice/Information”, 67% of the tweets would be correctly classified. Note that due to the small number of labeled examples for some of the categories (eg, “Misuse”, “Side Effects”), it was difficult determine the break-even point.
When we applied our classifier to the additional evaluation data of 246 tweets, it correctly classified 68.4% of tweets (76/111) when using a threshold of 0.75 (ie, only those predictions with a score of 0.75 or more for a particular class were considered). When considering all 246 tweets, the accuracy on this set was 48.0% (118/246). This value is lower than the 70% obtained through the 10-fold cross validation. On closer inspection of the tweets contained in the evaluation sample, it was determined that several of the tweets could not be confidently placed in one class. When considering the top 2 predicted classes, the accuracy (ie, percentage of tweets whose top 2 predicted categories corresponded to the manual classification) was 64.2% (158/246).

**Discussion**

**Common Source and Content of Collected Tweets**

Over the 3-month period during which data were collected, users posted a number of opinions, feelings, and information on many antibiotic-associated topics. Nevertheless, when considering the questions of what particular messages dominated the virtual discussion and who were the primary participants, a few trends are distinguishable. First, a commonly occurring topic during this time period was “resistance”. This is evident by the large number of overall tweets classified as relating to “resistance” (ie, ~10%) and the relative frequency and distribution of the hashtag “#antibioticresistance”. Another trend that shows through is the dominance of several news stories as an origination point for posts. Many of the days with high post counts coincide with national news events related to antibiotics. These tweets often contained a short lead-in and then a URL, indicating that they were generated by embedded Web-links aimed to help users share content through Twitter. This activity, as well as the fact that only a small number of tweets were retweeted more than 500 times and that more than 75% of all tweets collected came from users who generated fewer than 10 tweets from those collected, indicates that this discussion is not being driven by a few individuals but is more organic in nature. It is also clear that specific topics (eg, an announcement from a national leader) have a relatively short duration and with each spike in activity, the amplified number of posts greatly decreases just as quickly as it increased; most spikes lasted only one day.

**Efficient Mining of Tweets**

Given the performance of the constructed classifier (ie, 70% percent of the multi-class predictions were correct and reasonable values for the AUC values for the binary classification tasks), it is possible to effectively access larger amounts of tweets in a manageable fashion. In particular, it is possible to more efficiently peruse tweets by category by varying the decision threshold. Taking advantage of the classic trade-off between precision and recall, one can retrieve a small number of confident predictions or sift through a larger number of less confident predictions. **Table 5** contains a sample of tweets, their predicted category, and score.
To further investigate the use of the classifier, it was used to identify and visually inspect tweets classified as pertaining to “Misuse”. Tweets classified as pertaining to “Misuse” were collected using thresholds of 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8 which yielded 2623, 1152, 510, 205, 42, and 8 tweets respectively. Given the relatively short nature of the tweets, all tweets with a score of over 0.3 were read. In examining these tweets, a number of user messages mentioned mixing alcohol and antibiotics, missing and/or recuperating missed doses, taking antibiotics without a meal, and taking and/or looking for antibiotics for influenza.

**Comparison With Existing Tools and Approaches for Mining the Twittersphere**

Given the value of user-generated content, a number of enterprises have developed proprietary tools to collect, process, and provide access to Twitter data (eg, Topsy and Talkwalker). Access is typically provided through a Web interface or API and may come at a cost. A comprehensive comparison between these commercial options and the methods developed in this work is difficult due to limited access and the speed at which these tools evolve to meet market needs. Nevertheless, there are clear advantages and disadvantages to each approach that can be discussed in general terms. Commercial tools often provide access to historical Twitter data and can be used to perform retrospective studies. The Web interfaces provided make some tweets and data derived from the tweets easy to access and visualize in a manner that does not involve extensive technical knowledge (eg, to manage or query the data). The drawbacks to these tools include the monetary cost of gaining access to the tool and/or data and restricted access to the data. The open-source solution described here does provide finer-grain access to the data since all data pertaining to a tweet are stored locally. There is also no cost associated with software tools used as they are open source and liberally licensed. The principle drawback is the added technical knowledge needed to manage the data and use the tools.

Apart from the cost, the level of access to the data is perhaps the most important distinction between the two approaches. As an example, consider some of the data mining and analysis tasks performed in this study. These included counting the number of relevant tweets per day, determining the source of spikes in related traffic, and determining common contributors to the virtual discussion. These tasks could have readily been accomplished with commercial tools. By having direct access to the data and software to perform queries, it was possible to also determine what specific words and word pairings were also common in tweets relating to antibiotics. This information was used to build the classifier and also identify topics of discussion on days of peak activity. It was also possible to drill down on hashtags and hashtag usage among tweets about antibiotics. Thus, more control and more complex queries could be executed.

With regards to findings, this work confirms and complements existing approaches for mining content related to antibiotics from the Twittersphere. In a study of Twitter and antibiotics, Scanfeld et al derived categories and manually classified 1000 tweets [11]. The relative frequencies of tweets from several categories (eg, misuse, needing/wanting) were similar to those obtained in this study with the exception of resistance, which had increased since 2010. Furthermore, Scanfeld et al used several keyword pairs (eg, “extra” and “antibiotics”) to search for specific instances or details of misuse. Using the tools and approaches presented in this work, it is possible to extend the discovery process by identifying common keyword pairs (ie, query to determine what words commonly co-occur, possibly identifying new types of misuse) or searching through tweets by predicted category (ie, the tweet may lack the suspected keywords associated with misuse but be predicted as pertaining to misuse through the learned patterns). Dyar et al used a commercial tool (ie, Topsy) to study spikes in Twitter activity surrounding tweets that mentioned “antibiotics” [9]. These spikes were found to be short-lived and driven by media fluctuations in media coverage.

### Table 5. Sample tweets that were discovered through the trained classifier: tweet text, predicted category, and score.

<table>
<thead>
<tr>
<th>Category (score)</th>
<th>Tweet text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need (0.85)</td>
<td>I’ve never been so excited to go to the doctor to get antibiotics</td>
</tr>
<tr>
<td>Need (0.83)</td>
<td>I hate doctors so much, I shouldn’t have to demand antibiotics if is</td>
</tr>
<tr>
<td>Need (0.70)</td>
<td>Any of my local friends have antibiotics laying around they haven’t finished? Don’t have ins &amp; can’t afford to go to the doctor</td>
</tr>
<tr>
<td>Misuse (0.85)</td>
<td>I’ve had stepthroat for a month and I will throw the biggest …… fit this doctors office has ever seen if they don’t give me antibiotics</td>
</tr>
<tr>
<td>Misuse (0.77)</td>
<td>I’m on antibiotics for this sinus infection which means no drinking. Guess what I’m doing?</td>
</tr>
<tr>
<td>Side Effects (0.70)</td>
<td>Common antibiotic may increase heart death risk URL</td>
</tr>
<tr>
<td>Side Effects (0.70)</td>
<td>I’ll never take an antibiotic before I go to sleep again, my body was itching all …… night?</td>
</tr>
<tr>
<td>Side Effects (0.85)</td>
<td>@…. I am now. We found out that the antibiotic I was on causes sever motion sickness. Lol. I just can’t drive while I’m taking them.</td>
</tr>
<tr>
<td>Side Effects (0.95)</td>
<td>So sick I think I’ve turned green, never take antibiotics on an empty stomach. Learned my lesson. ??</td>
</tr>
<tr>
<td>Advice/Information (0.70)</td>
<td>Bacteria can evolve a biological timer to survive antibiotic treatments – Medical News Today URL</td>
</tr>
<tr>
<td>Advice/Information (0.60)</td>
<td>UK says …… recalls batches of Indian-made antibiotic ??</td>
</tr>
<tr>
<td>Advice/Information (0.91)</td>
<td>U.S. Congress urged to pass bill to speed development of antibiotics #Health care</td>
</tr>
</tbody>
</table>

To further investigate the use of the classifier, it was used to identify and visually inspect tweets classified as pertaining to “Misuse”. Tweets classified as pertaining to “Misuse” were collected using thresholds of 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8 which yielded 2623, 1152, 510, 205, 42, and 8 tweets respectively. Given the relatively short nature of the tweets, all tweets with a score of over 0.3 were read. In examining these tweets, a number of user messages mentioned mixing alcohol and antibiotics, missing and/or recuperating missed doses, taking antibiotics without a meal, and taking and/or looking for antibiotics for influenza.
coverage of governmental action. This phenomenon was also seen in the aggregate collection of tweets (ie, not only those with the keyword “antibiotic” but all tweets collected for this study) and also present in hashtag usage.

Limitations
This study, and indeed analyses of large amounts of Twitter data, is not without its limitations. First, the data are very noisy. In this study for example, additional post filtering was needed to remove tweets that were related to the stock ticker “ABX”. Collecting tweets by keywords is difficult as miscellaneous or tangential data can easily be selected (eg, a joke mentioning antibiotics). These extraneous tweets can easily skew the dataset if they become popular and are retweeted several times. Additionally, the tweets are by their nature quite short and full of abbreviations, and this can make their interpretation ambiguous and difficult to interpret without the benefit of additional text to give context. In some cases, qualitative judgments had to be made as to which category a tweet belongs since the categories chosen were not mutually exclusive. This was a limitation of the machine learning approach we employed. Future works could break all needed categorizations into mutually exclusive sets and train a classifier for each set.

Another limiting factor to this study and approach is its specialization. While the approach is general enough to be applied to a number of topics and domains in the Twittersphere, a new model would need to be trained and a new feature set selected. This is because the data collected would have to be analyzed to determine what words would be useful for the bag-of-words characterization.

Conclusions
This study developed and implemented means to characterize the larger discussion taking place on Twitter with respect to a particular health-related topic (eg, antibiotics). Using tools such as Hive, Flume, Hadoop, and machine learning techniques, it is possible to collect and query large amounts of Twitter data to determine what words, phrases, or contributors were dominating the online discussion. It is also possible to identify and characterize of periods of high activity. In this study in particular, it was determined that several national actions with respect to antibiotics led to several spikes in activity. Furthermore, using newer machine learning techniques and a limited number of manually labeled tweets, the entire body of collected tweets can be classified to indicate what topics are driving the discussion. The classifier can also be used to efficiently explore collected tweets by category and search for messages of interest or exemplary content.
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Abstract

Background: Patients have been increasingly seeking and using Internet health information to become more active in managing their own health in a partnership with their physicians. This trend has both positive and negative effects on the interactions between patients and their physicians. Therefore, it is important to understand the impact that the increasing use of Internet health information has on the patient-physician relationship and patients’ compliance with their treatment regimens.

Objective: This study examines the impact of patients’ use of Internet health information on various elements that characterize the interactions between a patient and her/his physician through a theoretical model based on principal-agent theory and the information asymmetry perspective.

Methods: A survey-based study consisting of 225 participants was used to validate a model through various statistical techniques. A full assessment of the measurement model and structural model was completed in addition to relevant post hoc analyses.

Results: This research revealed that both patient-physician concordance and perceived information asymmetry have significant effects on patient compliance, with patient-physician concordance exhibiting a considerably stronger relationship. Additionally, both physician quality and Internet health information quality have significant effects on patient-physician concordance, with physician quality exhibiting a much stronger relationship. Finally, only physician quality was found to have a significant impact on perceived information asymmetry, whereas Internet health information quality had no impact on perceived information asymmetry.

Conclusions: Overall, this study found that physicians can relax regarding their fears concerning patient use of Internet health information because physician quality has the greatest impact on patients and their physician coming to an agreement on their medical situation and recommended treatment regimen as well as patient’s compliance with their physician’s advice when compared to the impact that Internet health information quality has on these same variables. The findings also indicate that agreement between the patient and physician on the medical situation and treatment is much more important to compliance than the perceived information gap between the patient and physician (ie, the physician having a higher level of information in comparison to the patient). In addition, the level of agreement between a patient and their physician regarding the medical situation is more reliant on the perceived quality of their physician than on the perceived quality of Internet health information used. This research found that only the perceived quality of the physician has a significant relationship with the perceived information gap between the patient and their physician and the quality of the Internet health information has no relationship with this perceived information gap.

(J Med Internet Res 2015;17(6):e143) doi:10.2196/jmir.4333
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Introduction

Background
The patient-physician relationship has been noted to be second only to family relationships in terms of importance. It is viewed as extremely or very important by 67%, exceeding relationships with spiritual advisors, pharmacists, coworkers, and financial advisors [1]. The benefits of this relationship and, in turn, physician advice can only be achieved if patients follow the treatment regimens relatively closely [2]. This concept, known as compliance, is important to examine because prior studies have shown that noncompliance rates can be as high as 80% and noncompliance “creates a number of serious problems: (1) for the individual in reduced quality and quantity of life, lower income due to inability to work, and higher medical costs; (2) for society, which pays higher insurance and medical costs because noncompliant patients often require more expensive and invasive health care; and (3) for corporations because they experience lower productivity from sick and absent workers.” [3]. One suggested way to improve compliance is through improved patient-physician communication [3-7], collaboration and participative decision making [2,3], and better concordance between patients and physicians with respect to medical diagnoses and treatment regimens [3,4,8-11].

Patient use of the Internet in searching for and gathering health information is growing and has now become somewhat commonplace. The Pew Internet & American Life Project reports 80% of American Internet users have searched for some type of Internet health information and millions of people search for Internet health information on a typical day [12]. However, as the use of the Internet as a source for health-related information becomes more commonplace, relations between the patient and physician can become strained [1,13-15] and this strained relationship due to Internet health information could potentially impact physician-patient concordance and patient compliance. Based on the preceding discussion, it is important to understand the true impact of patients’ increasing utilization of Internet health information on the patient-physician relationship and patients’ compliance with their treatment regimens through theoretically rigorous and empirically validated studies. However, to the best of our knowledge, no known models have been developed and empirically validated that examine patients’ compliance and concordance with their physician where Internet health information is widely available and used by patients. In fact, little research (quantitative or qualitative) on the impact of Internet health information on the patient-physician relationship and compliance has been completed. Previous studies have looked at factors that influence compliance [5,6]; however, none have looked at how patients’ perceptions of Internet health information and their physician quality impacts information asymmetry, concordance with their physician, and compliance with physician advice. This new theoretical lens is important because traditionally the patient-physician relationship was subject to the influences of information asymmetry (ie, physicians having significantly more and better health-related information), but this influence may be reduced by patient use of Internet health information.

Compliance
The term compliance is the most common way to describe a patient following his/her physician’s treatment instructions [16]. Numerous previous research studies and reports have identified the issue of noncompliance and the importance of compliance [4,9,16] and the global problems that noncompliance are causing for health care systems [16]. Compliance is very important to study because previous research has shown that patients who are compliant exhibit better health outcomes than those who are noncompliant [17]. Noncompliance rates range from 25% to 80% [3-5,10,18] and noncompliance is estimated in the United States to cause 125,000 deaths, 19% of all hospital admissions, and more than US $100 billion in additional health care costs per year [3,6]. Noncompliance is linked to substantial worsening of disease and death [2] and is also reported to waste resources, cause preventable morbidity and mortality, and result in the loss of health care funds and productivity [19]. Given the increasing incidence of chronic illness [20], the study of compliance becomes even more important as treatment becomes more reliant on patient self-management [19]. Therefore, understanding and improving compliance can lead to better patient health outcomes [19] and lower costs of health care.

Principal-Agent Theory and Perceived Information Asymmetry
Principal-agent theory seeks to understand and explain the association between self-interested parties who have potentially differing goals in situations where there is an imbalance of information between the parties [21]. In this theory, the principal “hires” the agent who performs some task on behalf of the principal because the principal typically has less information than the agent does (ie, information asymmetry). This theory has been applied in areas such as economics, accounting, finance, marketing, political science, organizational behavior, sociology, and buyer-seller relationships [21,22]. Previous research has applied principal-agent theory to the relationship between physicians (agents) and patients (principals) [23,24]. It is our contention that principal-agent theory applies to the patient-physician relationship (specifically in the context of Internet health information). There is a recognized asymmetry of information in the patient-physician relationship [23]. This perceived imbalance of knowledge and power has historically placed patients in a vulnerable position [25] with the flow of information between patient and physician being tenuous because of the knowledge/power gap [25]. However, the past decade (ie, the Internet health information years) has fostered a challenge to this asymmetrical model of interaction where the physician held the majority of the information and power [26]. Historically, physicians typically provided information to patients to ensure patient acceptance of the physician’s diagnoses and treatments [26]; however, this is changing given...
the quantity and quality of Internet health information that is available to patients.

**Internet Health Information**

Patients receive medical information from physicians, but they also obtain medical information from a variety of other sources, such as friends, news, books, and now more frequently and conveniently, from the Internet. It is logical to assume that a patient’s level of knowledge/information vis-à-vis their physician is a function of the quality of their own information (which is now mainly based on information gathered from the Internet) and the quality of their physician (an element that includes physician knowledge). Therefore, this study incorporates both Internet health information quality and physician quality as key elements in both the patient’s assessment of their relative knowledge level and in the concordance between the patient and the physician. From a patient perspective, the effects of Internet health information have been shown to be both positive and negative. From a positive standpoint, the most commonly cited effect is patient empowerment, with Broom [13] indicating Internet health information can provide a sense of empowerment, purpose, and control, and patient empowerment can lead to better treatment and higher levels of patient satisfaction. Another important patient benefit from Internet health information is that it allows patient control over their rate of learning, thus reducing information overload often experienced in a physician’s office [27]. Other positive effects of Internet health information are enhanced patient confidence in dealing with physicians, better health choices and decision making, improved understanding of health conditions, and improved communication with physicians [28,29]. Improved information access through Internet health information, given the information is clinically relevant, accurate, and validated, has been linked to improved outcomes [30]. From a negative standpoint, the major issue regarding Internet health information is patient concern about physician disapproval. Patients worry that this disapproval can lead to physician hostility, irritation, and lower quality of care resulting in patient anxiety, confusion, and frustration [13].

Physicians generally accept that the Internet may lead to patients becoming better informed; however, 40% of physicians believe that this may damage the patient-physician relationship [14]. Physicians worry that the use of the Internet may lead to patient confusion, unrealistic expectations, and potential increases in litigation [14]. In addition, physicians are concerned that the patient-physician relationship can be affected when they must explain to their patients that the information they have gathered from the Internet is not accurate or complete [1] and, therefore, potentially irrelevant. Physicians are concerned about potential Internet health misinformation and, more importantly, patient misinterpretation of the Internet health information [15]. However, despite this, 90% of physicians surveyed feel that providing a greater quantity of better medical information to patients is beneficial [14]. Although physician information is the most trusted source and patients report that their preference is to go to their physician first to get information, only 10.9% of patients actually go to their physician first, whereas 48.6% go online first [31], most likely because of the accessibility, convenience, and immediacy of the information.

**Physician Quality**

Although the information a patient holds (much of which is gathered through the Internet) forms one side of the information equation, the other important element a patient considers when determining their relative (to their physician’s) level of knowledge would be their perception of their physician’s competence/knowledgeability and their physician’s communication capabilities (because their perception of the physician’s knowledge can only be derived based on communications with their physician). Therefore, both physician competence/knowledgeability and communication capabilities are essential components of physician quality [32] along with physician empathy. From a health information perspective, patients report they value their physician’s knowledge more than any other health care information source, including Internet health information [27]. Therefore, it is logical to believe that physician quality plays a major role in a patient’s thought process when determining information asymmetry relative to their physician and concordance with their physician’s recommendation, which are 2 major elements of this research study.

**Research Model and Hypotheses**

We propose the theoretical model shown in Figure 1 to examine the impact of both patients’ use of Internet health information combined with physician quality–related factors on patients’ compliance with physician’s advice in the presence of Internet health information. Although other factors may be involved in compliance, we focus on factors related to Internet health information use and physician quality and their impact on information asymmetry and concordance as antecedents to patient compliance. The majority of the constructs in the research model are assessed on a situational basis in that the survey items used referred to a specific significant health situation. However, it was not possible for one construct (ie, physician quality) to be assessed on a single situational basis (because it would be difficult for respondents to separate their general trust in the physician from the situational trust formed regarding the significant health situation) and, therefore, physician quality was assessed on an overall basis.
Patient Compliance

Patient compliance involves the extent to which the behavior of a patient matches the physician’s recommendations [16]. There are a number of previous studies that show compliance has relationships with a number of antecedent concepts, including the physician-patient relationship and interactions, patient-physician communication, patient knowledge and attitudes and shared decision making [3,4,6,9], concordant patient-physician relationship [4], confidence in their physician’s ability to help them and satisfaction with the concern shown by physicians [10], participative decision making [3], and physician competence [33]. Previous studies have shown that patients’ self-reports of compliance generally correspond with objective measures of compliance [16]; therefore, we used self-reported measures of compliance in this research.

Perceived Information Asymmetry

For the purposes of this study, we have adapted the description of perceived information asymmetry put forth by Pavlou et al [21] and define perceived information asymmetry as the patients’ perception that the physician has a greater quantity and/or quality of information compared to themselves [21]. There are no known previous studies with direct theoretical support for the hypothesized relation between perceived information asymmetry and compliance. However, given that perceived information asymmetry in this research involves the information/knowledge gap between the patient and the physician, it is logical to assume that higher levels of physician information/knowledge are directly related to higher levels of information asymmetry and compliance. However, given that perceived information asymmetry in this research involves the information/knowledge gap between the patient and the physician, it is logical to assume that higher levels of physician information/knowledge are directly related to higher levels of information asymmetry and that patients who feel that their physician has more and/or better health-related information than they do will be more likely to comply with the physician’s recommended diagnosis and treatment regimen. Previous studies have shown a relationship between physician information/knowledge levels and compliance or, conversely, a relationship between physician knowledge deficiencies and a lack of compliance [34-36]. Solem et al [36] indicated that forming an understanding of the knowledge gaps between a physician and patient may be critical to improving patient compliance. Therefore, we hypothesized that perceived information asymmetry will have a positive impact on patient compliance.

Patient-Physician Concordance

Patient-physician concordance involves agreement between a patient and their physician regarding the medical problem and treatment regimen [8]. In essence, concordance encompasses the agreement regarding the treatment whereas compliance involves whether or not the patient complied with the treatment, regardless of whether or not there was concordance. Prior studies support the relationship between the concept of patient-physician concordance and compliance [3,4,8-11] with Kerse et al [8] finding that patients reporting high levels of concordance were 33% more likely to be compliant in taking medications prescribed during the consultation. Another study found that better communication and concordance between a patient and their physician can lead to improved compliance [4]. A study of Korean patients found that patient-physician partnership, a concept very similar to concordance, had a very strong relationship with compliance, which was attributed to the Korean patient’s desire for an egalitarian relationship with their physician [7]. Finally, Wroth and Pathman [10] found that patient-physician concordance is associated with medication compliance. Therefore, we hypothesized that patient-physician concordance will have a positive impact on patient compliance.

Internet Health Information Quality

Internet health information quality is a second-order construct comprised of perceptions of relevance (ie, clearness, relevance, and goodness), understandability (ie, clarity, understandability, and readability), adequacy (ie, sufficiency, completeness, necessity), and usefulness of the information on a health infomediary’s website [37]. Support for the relationship between Internet health information quality and information asymmetry is provided via a previous study that examined website informativeness and perceived information asymmetry and found a significant relationship between these variables. A number of studies that include information asymmetry in the accounting and financial domains suggest that better information quality is related to lower levels of information asymmetry [38,39]. Additional studies in economics suggest that the
provision of better information is a potential solution to asymmetry problems (ie, to consumers reducing the level of asymmetry) [40] and that the dissemination of information (eg, through educational programs or labeling) aims at reducing issues resulting from information asymmetry [40-43]. Finally, a previous study in the context of digital information and food traceability found a significant negative relationship between informativeness (ie, the extent to which the Internet provides participants with helpful information) and information asymmetry [44]. Therefore, we hypothesized that Internet health information quality will have a negative impact on perceived information asymmetry.

Although there are no known studies that specifically examine the relationship between Internet health information quality and patient-physician concordance, it is logical to believe that patients who have accessed high-quality information regarding their medical situation will be able to have more meaningful communication with their physician, which in turn should lead to a higher level of agreement between the patient and physician regarding the medical issue and treatment. This logic is supported through studies that report that better-informed patients can lead to enhanced communication between patients and physicians [45], and that encouraging enhanced 2-way patient-physician communication may have a positive influence on concordance [46]. Finally, a study that examined the effects of providing medical information to patients found that this led to decisions that were based on both the knowledge of the physician and the patient’s preferences, which is very similar to the notion of concordance [47]. Therefore, we hypothesized that Internet health information quality will have a positive impact on patient-physician concordance.

**Physician Quality**

In this research, physician quality is a second-order construct comprised of perceptions of competence, empathy, and communication [32]. This representation of physician quality encompasses both professional core physician qualities along with important personal qualities of the physician [32]. Previous studies have shown support for the relationship between the individual elements of physician quality and concordance between patients and their physicians. Janz et al [48] indicate that lower levels of concordance between patient and physician regarding treatment decisions show the need for better communication between patient and clinician. Riekkert et al [49] found that poor patient-physician communication and information sharing are contributing factors of nonconcordance. A study by Vermeir et al [9] indicates that physician empathy may be an essential element of patient-physician concordance. Given that individual elements of physician quality are related to concordance, it is logical to assume that the higher the patient’s perception of their physician’s overall quality, the more likely they are to come to an agreement about the significant health situation and recommended course of action. Therefore, we hypothesized that physician quality will have a positive impact on patient-physician concordance.

Although there is no known prior research that specifically examines the relationship between physician quality and information asymmetry, the support cited previously for the hypothesized relationship between Internet health information quality and information asymmetry also plays a role in the physician quality and information asymmetry relationship. The support noted previously shows that different amounts and quality of information on each side of the agency relationship affect information asymmetry. Given that more and better patient information should reduce information asymmetry, it is logical to assume that more and better physician information would increase information asymmetry (because this construct is the gap between the patient’s and physician’s information). Therefore, we hypothesized that physician quality will have a positive impact on perceived information asymmetry.

**Methods**

**Instrument Development**

This research made use of previously validated instruments to measure the constructs in the model, as per Boudreau et al [50]. Unless otherwise noted (see Multimedia Appendix 1), all items were measured using a 7-point Likert scale with ranges from strongly agree to strongly disagree. Compliance was measured using a 5-item scale adapted from Hausman [6]. Respondents were allowed to indicate “not applicable” to individual compliance questions because not all patients would be required to follow each and every one of the directions noted in the survey items (eg, some patients would not be required to take medications as part of the treatment regimen; therefore, these participants would need the ability to indicate not applicable to this question). Patient-physician concordance was measured using a 5-item scale adapted from Kerse et al [8], which was designed to assess agreement between physician and patient. Perceived information asymmetry was measured using a 4-item scale developed based on items from Pavlou et al [21] and Dunk [51]. These items were adapted to specifically address the context of the information gap between the physician and the patient regarding the significant health situation.

Physician quality was developed as a second-order construct comprised of competence, empathy, and communication. These elements of physician quality are based on Jayanti and Whipple [32] that describe physician quality as a function of listening skills (ie, communication), competence/knowledgeability, and empathy. For this second-order construct, there were no known scales that specifically addressed competence. Therefore, we adapted the validated McKnight et al [52] competence scale (which addressed competence in the legal profession) to a physician competence context. Given both contexts (ie, legal and medical) are professional ones, the McKnight et al [52] scale was deemed to be the most applicable for this research. The empathy items were adapted from Kim et al [7], a study that included an examination of the relationship between physician empathy and patient compliance. The communication items were adapted from Hausman [6], a study that examined physician communication and its relationships with both patient participation in the decision-making process (similar to concordance) and patient compliance with physician advice.

Finally, Internet health information quality was developed as a second-order construct comprised of adequacy, understandability, usefulness, and relevance. These 4 areas were
each measured using 4-item scales adapted from Zahedi and Song [37]. The validated scales contained in Zahedi and Song [37] were highly applicable to this study because they specifically measured trust and quality in an online health information provider context. The final set of survey items is included in Multimedia Appendix 1.

**Second-Order Constructs**

Second-order constructs are used in this research to model (1) Internet health information quality because this variable is comprised of the first-order quality factors of usefulness, adequacy, relevance, and understandability [37] and (2) physician quality because this variable is comprised of competence, empathy, and communication [32]. A full statistical analysis of the second-order constructs is provided in Multimedia Appendix 2. As per Chin [53]: “Higher order latent variables are often useful if a researcher wishes to model a level of abstraction higher than those first-order constructs used in a basic [covariance-based structural equation modeling] CBSEM and [partial least squares] PLS model.” Both Internet health information quality and physician quality are structured as second-order factor models, with the direction of the relationship flowing from the first-order constructs to the second-order construct (see Multimedia Appendix 2). This model structure is characterized as reflective first-order, formative second-order as per Jarvis [54], which is the most common structure in Information Systems literature [55]. Careful consideration was given when determining to model both Internet health information quality and physician quality as second-order constructs, specifically in that the first-order factors were conceptually related to the other factors in the model and that the second-order factor fully mediated the relationships of the first-order factors in the theoretical model [53]. A number of previous Information Systems studies have made use of second-order constructs [56-59].

From a statistical perspective, this research used the indicator re-use technique proposed by Wold [60] as described in Ringle et al [55]. Specifically, “When using the PLS-SEM method for model estimation, all latent variables—which includes higher order components—must have a measurement model with at least one indicator...This approach works best when all lower order components have the same number of indicators. Otherwise, the interpretation of the relationships between the lower and the higher order components must account for the bias of unequal numbers of indicators in the lower order components” [55]. This research ensured these requirements were met with each latent variable in the model having at least one indicator and all lower order components (ie, first-order constructs) containing the same number of indicators.

**Analysis Tool Selection**

This research used the second-generation statistical technique of structural equation modeling (SEM), specifically PLS implemented via Smart-PLS software version 2.0.M3. As described by Gefen et al [61], “the intricate causal networks enabled by SEM characterize real-world processes better than simple correlation-based models. Therefore, SEM is more suited for the mathematical modeling of complex processes to serve both theory...and practice.” All preanalyses with respect to data screening (ie, missing data, outliers, and multivariate statistical assumptions) were completed based on well-known statistical methods [62-65]. Once the data screening process was complete, an SEM analysis comprised of both examination and assessment of the measurement model (see Multimedia Appendix 2) and structural model, as well as additional analyses (ie, common method bias, post hoc) was completed. Overall, the SEM analysis followed the guidelines set forth by SEM and PLS experts [53,66-69].

**Results**

**Recruitment**

Given that this study primarily focused on the effects that Internet health information has on medical compliance, survey participants were required to have (1) recently seen a physician regarding a significant health situation that they were able to clearly recall their interactions with the physician for and (2) a clear recall of their experience in a search they carried out for Internet health information regarding the significant health situation in question. The qualifying questions’ use of the phrase “significant health situation” was kept general (ie, no definition or examples of significant health situation were provided) because the interpretation of significant health situation is different for different people. The most important element of this aspect of the research is that the participant deemed the health situation to be significant. Data for this research study were collected in January 2013. Given the specific characteristics required for participants in this study, a decision was made to recruit research participants via the use of a well-known research firm (ie, Research Now). Participants were randomly selected from a pool of potential respondents contained in the database of this research firm. Ethics approval for research involving human subjects was obtained from the McMaster University Research Ethics Board (Hamilton, ON, Canada) and informed consent for all participants was obtained after the nature and possible consequences of the study were explained. All ethics requirements were enforced by Research Now and participants were compensated based on Research Now policies and procedures. A total of 234 participants were recruited.

Potential participants for this study were randomly selected from the Canadian adult population. A set of prequalifying questions was used to ensure that selected participants were able to recall a search for and use of Internet health information in the recent past for a significant health situation. In addition, selected participants were required to have recently seen a physician for this significant health situation and to be able to recall their interactions with their physician regarding the significant health situation. These prequalifying criteria were very important because this study examined how the use of Internet health information impacted elements of interactions between patients and their physicians regarding a significant health situation. A total of 1418 potential participants were contacted with 234 of these meeting the prequalifying criteria. The demographics for the research sample are shown in Table 1. The demographics of the participants in this study closely matched the demographics of the population that searched and
used Internet health information (ie, higher proportion of females, younger, higher education levels, higher incomes [12,70]), thus providing confirmation that we had a representative and relevant sample for this study.

Based on an outlier analysis that examined both univariate and multivariate outliers, a total of 9 cases were removed from the dataset leaving 225 usable surveys retained for further analysis. The 9 cases removed represented less than 4% of the total cases, which can be considered an acceptable amount removed from the dataset [64]. There were no missing values for the constructs in the model and a limited number of missing values identified among the control variables. The mean imputation method was used to handle the missing control variable values as per Hair et al [63] and Meyers et al [64]. Finally, a complete multivariate statistical assumptions analysis (ie, linearity, normality, and homoscedasticity) revealed no substantive issues; therefore, the dataset was deemed viable for further statistical analysis.

### Table 1. Sample demographics (N=225).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>83 (38.4)</td>
</tr>
<tr>
<td>Female</td>
<td>133 (61.6)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>20-29</td>
<td>28 (12.6)</td>
</tr>
<tr>
<td>30-39</td>
<td>37 (16.6)</td>
</tr>
<tr>
<td>40-49</td>
<td>47 (21.1)</td>
</tr>
<tr>
<td>50-59</td>
<td>48 (21.5)</td>
</tr>
<tr>
<td>60-69</td>
<td>45 (20.2)</td>
</tr>
<tr>
<td>70-79</td>
<td>17 (7.6)</td>
</tr>
<tr>
<td>≥80</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td><strong>Education (highest level)</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>Some college/university or college/university degree</td>
<td>139 (64.3)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>68 (31.5)</td>
</tr>
<tr>
<td><strong>Income (Can $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>5 (2.6)</td>
</tr>
<tr>
<td>$10,000-$24,999</td>
<td>12 (6.2)</td>
</tr>
<tr>
<td>$25,000-$49,999</td>
<td>37 (19.2)</td>
</tr>
<tr>
<td>$50,000-$74,999</td>
<td>55 (28.5)</td>
</tr>
<tr>
<td>&gt;$75,000</td>
<td>84 (43.5)</td>
</tr>
</tbody>
</table>

### Statistical Analysis

A complete control variable analysis was completed prior to the analysis of the research model. This analysis showed that 4 of the control variables (ie, age, gender, income, and health knowledge) had significant relationships with 1 or more of the endogenous constructs in the model; therefore, these control variables were included in the final structural model to ensure that the effects of these extraneous variables were accounted for. The results of the structural model are shown in Figure 2. Given the focus of PLS analysis is on prediction, an examination of the variance of the dependent measures through the $R^2$ results was completed. The results of this analysis showed moderate to substantial predictive powers based on the 0.19 (minimum), 0.33 (moderate) and 0.67 (substantial) thresholds [71], as shown in Table 2. In addition, an examination of the effects of the control variables was completed, indicating that the control variables had limited effects on the research model results as shown in Table 2.
Figure 2. Partial least squares structural model results.

Table 2. Multivariate coefficient of determination ($R^2$) results.

<table>
<thead>
<tr>
<th>Endogenous construct</th>
<th>$R^2$ With control variables</th>
<th>$R^2$ Without control variables</th>
<th>Δ$R^2$</th>
<th>$f^2$</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliance</td>
<td>0.347</td>
<td>0.333</td>
<td>0.014</td>
<td>0.021</td>
<td>Small</td>
</tr>
<tr>
<td>Patient-physician concordance</td>
<td>0.519</td>
<td>0.486</td>
<td>0.033</td>
<td>0.069</td>
<td>Small</td>
</tr>
<tr>
<td>Perceived information asymmetry</td>
<td>0.645</td>
<td>0.577</td>
<td>0.068</td>
<td>0.192</td>
<td>Medium</td>
</tr>
</tbody>
</table>

An assessment of the path estimates in the model via the magnitude and significance of the path coefficients is shown in Table 3. This assessment revealed that 5 of 6 hypotheses were fully supported with 3 of these significant at the $P<.001$ level. The $t$ tests for significance were produced through the bootstrap method with the number of cases equal to the number of observations in the sample (i.e., 225) and the number of samples set to 5000. For all supported hypotheses, the hypothesized algebraic sign was consistent with the path coefficient results. The lone hypotheses that was not supported (i.e., Internet health information quality will have a negative impact on perceived information asymmetry) showed that the path coefficient between Internet health information quality and perceived information asymmetry was not significant and was in fact very close to zero. This perplexing result is discussed further in the Discussion section. In addition to the direct paths in the model, the 2 indirect paths (i.e., Internet health information quality and physician quality compliance) were also found to be significant as shown in Table 3.

Table 3. Partial least squares path analysis for direct and indirect effects.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>$t_{224}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived information asymmetry positively affects compliance</td>
<td>0.182</td>
<td>2.281</td>
<td>.02</td>
</tr>
<tr>
<td>Patient-physician concordance positively affects compliance</td>
<td>0.432</td>
<td>5.868</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet health information quality negatively affects perceived information asymmetry</td>
<td>-0.005</td>
<td>0.121</td>
<td>.90</td>
</tr>
<tr>
<td>Internet health information quality positively affects patient-physician concordance</td>
<td>0.127</td>
<td>2.371</td>
<td>.02</td>
</tr>
<tr>
<td>Physician quality positively affects perceived information asymmetry</td>
<td>0.821</td>
<td>23.476</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physician quality positively affects patient-physician concordance</td>
<td>0.668</td>
<td>13.946</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path coefficient</th>
<th>$t_{224}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet health information quality affects compliance</td>
<td>0.054</td>
<td>2.139</td>
<td>.03</td>
</tr>
<tr>
<td>Physician quality affects compliance</td>
<td>0.438</td>
<td>6.773</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Effect sizes as per Cohen’s $f^2$ [72] were calculated and are provided in Table 4. Effect sizes aid in evaluating the impact that the antecedent constructs have on the dependent constructs and can be assessed as small (i.e., 0.02), medium (i.e., 0.15), or large (i.e., 0.35) effect sizes based on guidelines from Roldán and Sánchez-Franco [69]. The effect size analysis clearly shows the strong impact that physician quality had in the research.
model with large effect sizes on patient-physician concordance and perceived information asymmetry, whereas the effect sizes of Internet health information quality were either small or not significant. In addition, the impact of patient-physician concordance on compliance was strong with a medium effect size noted, whereas the impact of perceived information asymmetry on compliance was small.

A goodness-of-fit analysis to examine model performance for both the measurement and the structural model was calculated as per Tenenhaus et al [73]. This analysis produced a single value that can be interpreted similarly to the interpretation of effect sizes as per Wetzels et al [59]. The goodness-of-fit index for this study was 0.616, which can be considered a large effect and supports the conclusion that this model performed well.

### Table 4. Partial least squares effect size analysis.

<table>
<thead>
<tr>
<th>Dependent and independent constructs</th>
<th>R² In</th>
<th>R² Out</th>
<th>ΔR²</th>
<th>f²</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient-physician concordance</td>
<td>0.347</td>
<td>0.237</td>
<td>0.110</td>
<td>0.168</td>
<td>Medium</td>
</tr>
<tr>
<td>Perceived information asymmetry</td>
<td>0.347</td>
<td>0.327</td>
<td>0.020</td>
<td>0.020</td>
<td>Small</td>
</tr>
<tr>
<td><strong>Patient-physician concordance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet health information quality</td>
<td>0.519</td>
<td>0.504</td>
<td>0.015</td>
<td>0.031</td>
<td>Small</td>
</tr>
<tr>
<td>Physician quality</td>
<td>0.519</td>
<td>0.115</td>
<td>0.404</td>
<td>0.404</td>
<td>Large</td>
</tr>
<tr>
<td><strong>Perceived information asymmetry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet health information quality</td>
<td>0.645</td>
<td>0.645</td>
<td>0.000</td>
<td>0.000</td>
<td>NS</td>
</tr>
<tr>
<td>Physician quality</td>
<td>0.645</td>
<td>0.035</td>
<td>0.610</td>
<td>0.610</td>
<td>Large</td>
</tr>
</tbody>
</table>

### Post Hoc Analysis

All additional demographic significant health situation, health status, and health knowledge variables that were captured in the survey were examined to determine if they had significant relationships with constructs in the research model. This analysis revealed that age had a significant positive relationship with both compliance and patient-physician concordance in that the older a person was, the more they tended to come to an agreement with the physician on the medical problem or need and its management and the more likely they were to comply with the physician’s instructions. Income had a significant negative relationship with patient-physician concordance in that the higher a person’s income was, the less likely they were to believe that there was agreement between themselves and the physician regarding the significant health situation. Gender had a significant relationship with perceived information asymmetry in that females were more likely to see a smaller gap in knowledge between themselves and the physician (regarding the significant health situation) than males. Finally, overall health knowledge had a significant negative relationship with perceived information asymmetry with those individuals who identified themselves as having higher overall knowledge about their health more likely to see a lower level of information asymmetry (ie, a smaller gap in knowledge between themselves and the physician with regards to the significant health situation).

### Discussion

#### Principal Results

This research has several important theoretical contributions in the field of physician-patient relationship management and important implications for practitioners (ie, both physicians and Internet health information providers). First, we found that physician quality has the most significant impact directly on patient-physician concordance and information asymmetry as well as indirectly on compliance. This finding is similar to the results of Zolnierek and DiMatteo [5], who found that enhanced physician qualities can lead to better compliance. The implication of our finding is very important for physicians in that improved compliance can be achieved through physician quality attributes of competence, communication, and empathy. This finding is supported by Kim et al [7] who found a relationship between physician expertise and compliance, and that a patient’s assessment of physician empathy significantly influenced patient satisfaction and compliance [7]. Once the physician has established their knowledge and has the ability to effectively communicate this knowledge to the patient, patients will understand the magnitude of the physician’s knowledge and be more willing to come to an agreement regarding aspects of the patient’s medical situation (eg, diagnosis, treatment options) Once this physician quality is established, enhanced patient compliance is more likely to occur because the patient will be more likely to follow the physician’s advice.

Second, the findings regarding Internet health information quality were surprising. Although Internet health information quality has a significant positive relationship with concordance between patients and physicians, the strength of this relationship is somewhat low. This indicates that although Internet health information quality has some effect on the concordance process, physician quality has a much stronger relationship and larger effect size. The implications of this finding are important for physicians, who should focus on their personal and professional skills to improve the concordance process rather than overly concern themselves with Internet health information.
there is a significant relationship between Internet health information quality and concordance, physicians should also encourage patients to make use of Internet health information to allow for a more concordant patient relationship. A number of previous studies support this finding, suggesting that physicians encourage Internet health information usage and share the responsibility for gathering knowledge regarding their health [15], perhaps even directing patients to reputable and relevant Internet health information websites [1]. In addition, physicians are encouraged to improve their communication skills to facilitate discussions about the Internet health information brought to them by patients [29]. The significant indirect relationship between Internet health information quality and compliance is interesting in that better Internet health information quality can lead to enhanced compliance. This finding was supported by Iverson et al [27] who also found this relationship. These results suggest that both Internet health information providers and physicians can play a role in helping to improve compliance. Internet health information developers should ensure their information is adequate, understandable, useful, and relevant to potential readers, whereas physicians can encourage patients to visit high-quality, reputable, and relevant Internet health information websites to improve compliance. It is interesting that patient-gathered high-quality Internet health information is positively related to their compliance with the physician’s instructions, suggesting that better quality Internet health information most likely is in agreement with the physician’s knowledge and directives.

The nonsignificant relationship between Internet health information quality and information asymmetry was very surprising and warrants a more detailed discussion. As noted previously, information asymmetry in this study is defined as the differential between the patient’s perceptions regarding their own knowledge and their perceptions regarding their physician’s knowledge, specifically regarding the patient’s current significant health situation. Therefore, one would expect that higher levels of physician quality (including competence/knowledgeability) would increase perceived information asymmetry (a hypothesis that was supported) and that better quality Internet health information accessed by the patient should decrease the perceived level of information asymmetry between the patient and physician from the patient’s perspective. However, this was not the result found in our study. Two reasons are suggested for this perplexing finding, as discussed subsequently.

Patients who access high-quality Internet health information are most likely accessing medical information on the Internet that has been developed by physicians. For example, well-known Internet health information sites such as WebMD and HealthCentral contain information either written by physicians or based on information that writers gather from physicians. Therefore, much of the information gleaned from these general access websites would be consistent with the information that the patient’s physician already has and, thus, there would be no change in information asymmetry. More complex information from medical academic journal websites that the typical physician may not be aware of yet is not typically available to the general public and would most likely not have been a factor in the Internet health information research completed by patients. Third, we found information asymmetry has some impact on compliance, but its impact is much weaker than the impact concordance has on compliance. This finding suggests that it is not the sheer volume of knowledge or the differential in physician versus patient knowledge that is most important in ensuring compliance, but rather the participative and concordant interactions between the patient and physician that will lead to compliance. This finding is important for both physicians and developers of Internet health information. For physicians, taking steps to ensure patient interactions are concordant and not confrontational can lead to compliance. This means that empathetic communication with patients while demonstrating competence is one of the keys to compliance. In addition, listening to the patient and the potential Internet health information–based knowledge they bring with them to the appointment can also enhance compliance. The findings also suggest that physicians need to be ready to have an open and honest discussion regarding the patient-researched Internet health information and not simply discount the potential knowledge and information that the patient brings to the discussion. Although concordance has a large effect on compliance, the weaker yet significant relationship between information asymmetry and compliance needs to be understood and addressed by physicians. A certain degree of information asymmetry between the patient and physician needs to be maintained to ensure the physician’s advice is respected and to
persuade the patient to accept the physician’s professional advice. If a physician is not viewed as an expert regarding the health situation, they may lose their professional advantage and cause patients to underestimate their need for his/her medical services.

Limitations and Future Research

As with most research, this research also has some limitations. First, this research used a cross-sectional survey that collected data from respondents at one point in time and, therefore, may not capture the full magnitude of the Internet health information use or actual compliance. In addition, cross-sectional studies do not allow definitive conclusions regarding causal inferences. We did not conduct a longitudinal research study to actually monitor the changes in patient medical knowledge, the impact of such change, and actual compliance. A longitudinal investigation may help to gain a more comprehensive understanding of both information asymmetry and compliance. It is recommended that future research include a longitudinal study to follow up with respondents on both their levels of knowledge and actual compliance. Secondly, this research did not capture partial compliance, where patients may follow physician advice but not the full course of that advice (eg, patient is prescribed medication for 10 days but stops after 8 days). The use of a 7-point Likert scale for compliance responses will have controlled much of this phenomenon because it allowed respondents to indicate if they fully, partially, or did not comply. In addition, this research included patient self-reports of compliance rather than monitoring actual compliance. Although monitoring actual compliance (and ensuring this compliance was complete and not partial) was not accomplished, previous research supports the use of compliance self-reporting and found that patient self-reports of compliance corresponded with actual compliance [16]; therefore, it is not believed that this limitation affected the results of this study. However, future research may wish to use actual monitored compliance (eg, through confirmation of follow-up appointments/treatments/tests, objective measures of taking medication) to eliminate any potential effects this may have on the results. Third, this research used patient self-reports of the significant health situation and Internet health information search recall and, therefore, there are no guarantees that patients were able to fully and accurately recall these events. However, all efforts were made to ensure only participants who were able to clearly recall the significant health situation, physician interactions, and the Internet health information search were included in this research study. In fact, a large number (ie, 84%) of potential participants were excluded from this research due to their inability to recall the required events (ie, significant health situation, physician interaction, and Internet health information search). Fourth, this research relied on patient’s assessment of the quality of the Internet health information they accessed and not the actual quality. Future research may wish to present participants with verified quality Internet health information to ensure that all participants are reporting information asymmetry, concordance, and compliance after accessing validated Internet health information. This research would allow us to isolate the effects that quality validated Internet health information has in this research model; however, this would not reflect reality because patients typically search health-related websites of varying quality. Finally, this research endeavored to match participant demographics (eg, gender, age, education, income) to the demographics of the population that search and use Internet health information. This was done to ensure that the results of this research would be generalizable to the population of people who typically use Internet health information. However, this may reduce the generalizability to the population at large. Future research may wish to recreate this study with a sample that matches the demographics of the overall population and not simply the current characteristics of typical Internet health information users.

Conclusions

Overall, it should be strongly emphasized that our findings suggest that physician quality was the most important element in our research model, with highly significant relationships and medium to large effect sizes on information asymmetry, concordance, and ultimately compliance. This suggests that physician quality dominates the impact on these factors and physicians are encouraged to spend less time distressing about the negative impacts of Internet health information and more time improving their competence, communication, and empathy characteristics. This being said, patients should also be encouraged, both by their physicians and society (perhaps via government initiatives), to seek out and make use of high-quality Internet health information in their discussions with medical professionals. By combining both of these recommendations, improved compliance and its related benefits are more likely to occur.
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Abstract

Background: The rapid explosion in online digital health resources is seen as transformational, accelerating the shift from traditionally passive patients to patients as partners and altering the patient–health care professional (HCP) relationship. Patients with chronic conditions are increasingly engaged, enabled, and empowered to be partners in their care and encouraged to take responsibility for managing their conditions with HCP support.

Objective: In this paper, we focus on patients’ and HCPs’ use of health-related Internet information and how it influences the patient-HCP relationship. In particular, we examine the challenges emerging in medical encounters as roles and relationships shift and apply a conceptual framework of relational ethics to examine explicit and nuanced ethical dimensions emerging in patient-HCP interactions as both parties make increased use of health-related Internet information.

Methods: We purposively sampled patients and HCPs in British Columbia, Canada, to participate in focus groups. To be eligible, patients self-reported a diagnosis of arthritis and at least one other chronic health condition; HCPs reported a caseload with >25% of patients with arthritis and multimorbidity. We used a semistructured, but flexible, discussion guide. All discussions were audiotaped and transcribed verbatim. Elements of grounded theory guided our constant comparison thematic analytic approach. Analysis was iterative. A relational ethics conceptual lens was applied to the data.

Results: We recruited 32 participants (18 patients, 14 HCPs). They attended seven focus groups: four with patients and three with rehabilitation professionals and physicians. Predominant themes to emerge were how use of health-related Internet information fostered (1) changing roles, (2) patient-HCP partnerships, and (3) tensions and burdens for patients and HCPs.

Conclusions: Relational aspects such as mutual trust, uncertainty, and vulnerability are illuminated in patient-HCP interactions around health-related Internet information and the negotiated space of clinical encounters. New roles and associated responsibilities have key ethical dimensions that make clear the changes are fundamental and important to understand in ethical care. When faced with tensions and burdens around incorporating health-related Internet information as a resource in clinical encounters, participants described a particular ambivalence illustrating the fundamental changes being negotiated by both patients and HCPs.

(J Med Internet Res 2015;17(6):e155) doi:10.2196/jmir.3792
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Introduction

eHealth technology is widespread and wide-ranging [1] and is transforming health care delivery [2-4]. According to the World Health Organization, “eHealth is the cost-effective and secure use of information and communications technologies in support of health and health-related fields, including health-care services, health surveillance, health literature, and health education, knowledge and research” [5]. eHealth includes an array of resources and devices [6-12], with the capacity to provide patients with extensive and up-to-date information, access to medical research [13], connections to people with similar conditions, immediacy, and convenience in patient-health care professional (HCP) communications [13,14] and improved health outcomes [6,15]. The proliferation of eHealth strategies is accelerating a shift in health care from a traditional and paternalistic delivery model to a more mutual patient-HCP relationship, where informed patients are actively involved in their care and treatment decisions [16,17]. This shift supports a patient-centered model of care based on effective communication, respect for patients and shared patient-HCP responsibility in care provision and management of long-term conditions [18].

While many patients use health-related Internet information (HRII), the information may or may not be shared in medical consultations. The Pew Research Center’s Internet & American Life Project reported that 35% of US adults reported going online specifically to diagnose a condition for themselves or someone they knew, and 72% of Internet users reported they looked online for health information within the past year. Over half (53%) of online diagnosticians said they talked with a medical professional about what they found online [19]. While advancing patient empowerment and shared decision-making has been identified as a practical and moral necessity [20], uncertainty exists about how HRII is affecting the cornerstone of good medical care, that is, the patient-HCP relationship [21]. As Anderson et al noted over a decade ago, “While the use of the Internet does hold considerable promise for health care, it raises a host of social and ethical issues that need to be addressed. In particular, professional resistance to the use of this new technology in health care remains one of the greatest barriers to realization of the Internet’s ample potential” [22]. There is growing evidence about how HRII is used in consultations [23-25]. For a range of reasons, however despite patients’ sourcing HRII, it may not feature in consultation discussions [26]. When HRII is discussed in medical consultations, it can have both positive and negative impacts [27] and does not always mark a shift toward patient-centeredness [28], particularly as patient and HCP perspectives on the role of HRII can differ [29]. While patients may be motivated to spend time and effort seeking HRII about specific diseases and treatments, physicians face constraints searching relevant information for individual patients [30] and HCP responses to use varies [31]. While HRII has the capacity to advance a partnership model of care [32], it is not clear how changing roles and responsibilities for both patients and HCPs [33] are negotiated in these shifting times.

HRII has the potential to empower patients to adopt a heightened sense of individual autonomous action [34,35], and this has fundamental implications for patient-HCP relationships in both explicit and nuanced ways. The interpersonal requirements of achieving constructive and respectful partnerships [36] may be underestimated and subsequently not well examined or easily understood. As Agarwal et al noted, patient-HCP interactions in consultation discussions involve the “critical interplay” of traditional values such as trust and responsibility, and a reliance on an oversimplified model often neglects new patient-HCP dynamics and the impact of these changes on patient-HCP relationships [37].

A relational ethics lens provides a conceptual framework to better understand the relational shifts in ethical patient-HCP relationships. Relational ethics [38] builds on traditional bioethical principles of autonomy, justice, beneficence, non-maleficence [39], and shifts attention to relationships as the source of ethical action [40]. As greater emphasis is placed on how patients and HCPs negotiate communications and shared decision-making, a relational lens [41,42] provides contextual and relationship insights into health care practices [43]; this is particularly pertinent in chronic illness care [44] and patient-centered care [32,45]. Core elements of relational ethics are mutuality, engagement, respect, trust, vulnerability, uncertainty, and an interdependent environment [40] applicable to everyday experiences, practices, and interactions. Our current knowledge on the ways the relational shift (changing relationships) is happening for both patients and HCPs is limited. We need to better understand the meaning, process, and context of the clinical encounter for those involved and the potential risks and benefits of HRII to advance effective patient-HCP relationships.

In this paper, we present findings from the focus group phase of our study, which was designed to examine the influence of different types of eHealth use on patient-HCP relationships. We limit analysis here to the discussions on HRII. We make explicit the ethical dimensions underpinning the dynamics of evolving patient-HCP relationships as the use of HRII grows.

Methods

Research Design

This focus group qualitative study [1] was designed to explore relational aspects of eHealth for patients and HCPs. Our aim was to better understand how participants perceived and experienced different types of eHealth. A major focus to emerge in the discussions was how changes were occurring in patient-HCP relationships arising from use of HRII in the context of chronic illness care. Ethical relationships are integral to health care, and so a conceptual framework of relational ethics suited our aims and objectives.
Context
Being based at an arthritis research center influenced recruitment and feasibility of the study (Figure 1). Participants were recruited in two urban areas of British Columbia, Canada, between November 2012 and June 2013 for focus group discussions via online arthritis sites, for example, the Arthritis Research Center (ARC), the Arthritis Patient Advisory Board (APAB), Web and social media sites (Twitter and Facebook), posters in clinical settings, and word-of-mouth. All sessions were held in the greater Vancouver area except for one HCP group that was held in Victoria. Focus groups were held in community centers, health care centers or participants’ places of work. The University of British Columbia’s Behavioral Research Ethics Board granted approval. Participants gave written consent.

Figure 1. Online recruitment document.

Sampling and Recruitment
The 32 participants consisted of 18 adult patients (16 female, 2 male) and 14 HCPs (11 female, 3 male) who participated in seven focus groups. Four groups were held with 4-6 patient participants, aged in their 30s-70s. Three groups were held with 4-5 HCP participants: physical and occupational therapists, a rheumatology nurse, a laboratory technician and rheumatology fellows, aged in their 30s-60s. Patients were recruited based on a self-reported diagnosis of arthritis, plus at least one other chronic condition. The majority of participants were middle class and Caucasian, which does not fully represent the diversity of the geographic region. The HCPs included physicians and rehabilitation providers who cared for people with multiple chronic conditions. We selected people with arthritis and co-conditions for this study for two reasons: pragmatism (being based in an arthritis research center) and prevalence. Arthritis is a highly prevalent and severe chronic condition globally and the leading cause of pain and disability in Canada [46]. The Canadian Community Health Survey (CCHS) (124,844 respondents, response rate 76%), based on 2007-2008 data, estimated that more than 4.2 million Canadians 15 years and older (16% of the population) had arthritis [46]. The coexistence of other chronic conditions with arthritis was reported as common by the Public Health Agency of Canada, based on the CCHS 2007-2008 data. Multimorbidity is associated with high burdens of care and cost [47]. Despite this, our knowledge and understanding of the impact of multimorbidity for patients and HCPs is poor [48]. Because eHealth (including HRII) is a vast resource for both patients and HCPs, it is vital to identify its potential benefits and harms, perhaps particularly salient for those who have multimorbidity and their HCPs who manage extensive information and encounter increasingly complex decisions [1]. A more detailed rationale is given in the published protocol [1]. All participants completed a demographic form that included data on ownership and use of digital devices. All participants used tablets, desk computers, or laptops for HRII.
Procedure

In the focus groups, eHealth was defined broadly as any digital health technologies that people used or had any knowledge of. Participants were asked to identify the range of devices and reasons they used them at the start of each discussion. This was identified on flip chart papers and guided the discussions. Ethics was framed as pros and cons of eHealth with a particular focus on patient-HCP relationships and was elaborated on depending on how the discussions unfolded. This was to avoid fixed definitions of ethics constraining the discussions. The topic guide was devised to explore patient and HCP experiences of eHealth use in chronic illness and was arranged around four key areas: (1) What types of eHealth and devices do you use? (2) What sort of things do you use eHealth for? (3) How does eHealth influence what you do regarding your health and illness conditions (patients) or practice (HCPs), including your interactions with HCPs/patients? and (4) What do you see as the benefits and drawbacks of eHealth?

We encouraged group discussion [28] where participants voiced their priorities and concerns. We attempted to tease out eHealth use in the practical circumstances of living with chronic illness or chronic illness care. We introduced relational ethics aspects by probing the nature of patient-HCP interactions and relationships, shared decision-making, and self-managing. Discussions were audiotaped, facilitated by AT or PA (authors), and lasted approximately 2 hours. Focus groups were transcribed verbatim, checked against recordings for accuracy, and de-identified.

Data Analysis

An iterative, thematic approach using constant comparative methods was applied to the data. All data were coded, with no preset categories. AT and JL (authors) independently read and annotated transcripts, identifying emerging issues for discussion as data collection proceeded. We modified and added codes in light of fresh transcripts and repeated readings. When all focus groups had been completed, PA and CB (authors) read a selection of the transcripts and shared their observations based on the original aims of the study, the topic guide, and shared interpretations as analytical discussions continued among research team members. In this way, the analysis was both inductive and deductive. We applied initial broad themes to all transcripts, and these were outlined to all research team members (including researchers, practitioners, and patients) who asked further questions and offered additional interpretations. Early common themes emerged across the patient and HCP data such as changing roles and responsibilities; collaboration, notions of trust; and teamwork. After further analysis, we agreed on higher-level themes, for example, partnerships. We then organized them into predominant themes: changing roles, with subthemes of “being prepared” and “responsibilities”; “partnerships”, which had a subtheme of “trust”; and “tensions and burdens”.

In planning the study, we agreed on conceptualizations of relational ethics as an overarching analytic conceptual framework as applicable to our research question. As in all qualitative studies, there are multiple ways to analyze and interpret data. In this primary analysis of focus group findings, the application of relational ethics helped us focus on what is valued in interactions and relationships and what is at risk, rather than specific aspects of eHealth like the nature of self-monitoring devices. Relational ethics informed the analysis in relation to how participants discussed patient-HCP roles and relationships and prized values, for example, roles and responsibilities, partnerships, mutual trust, and vulnerabilities. In extracts shared here, patient groups are notated PG, health care professionals groups are notated HCP, and within each group participants are given a number (P1 to P6).

Results

Overview

This analysis is limited to the discussions around HRII and how this influenced patient-HCP roles and relationships. The types of HRII reported by patients were Internet searches in general, health-related websites (eg, universities, health organizations, non-profit disease-oriented organizations), aimed at both patients and HCPs. To a lesser extent, patients also reported using personal websites and blogs (eg, individuals sharing personal experiences and resources), chat rooms (eg, open and closed groups on specific sites or via social media platforms like Facebook), and online links to medical test results (eg, to an eHealth record at the lab that did their blood-work). HCPs reported a similar range of Internet resources but described less frequent and extensive searches, and their resources were largely limited to health- and professional-oriented websites. HCPs did not cite use of blogs and chats as frequently as did patients. They reported a tendency to rely on a few specific online resources pertinent to their practice, some of which they recommended to patients. A few HCPs used online sites for sharing medical tests results. For both patients and HCPs, the factual content of the HRII they used was largely about research and treatment options, medication self-management strategies, and resources. Patients also sought information about diagnosis and sought the experiences of others with similar conditions/symptoms.

Both patients and HCPs relayed how HRII prompted interactive and negotiated communications. A traditional paternalistic era of care was contrasted with a partnership model illustrating patient involvement in discussions, but also tensions around change at the level of patient-HCP relationship. Here we present three predominant themes, the first two with subthemes that offer additional depth with specific examples: (1) changing roles, with subthemes of “being prepared” and “responsibilities”; (2) partnerships, with a subtheme of trust, and (3) tensions and burdens. Although for organizational purposes we identify three themes, they are overlapping and interlocking, for example, the changing roles and new responsibilities contribute to a partnership model of care, which in turn is characterized by particular tensions and burdens. We then discuss the ethical issues that emerge as patient-HCPs relationships evolve.

Changing Roles

Overview

Both patients and HCPs identified information from hospital or university sites as reliable sources of HRII. However, they...
also accessed other HRII and described the information as extensive, provisional, uncertain, and contradictory. Patient participants discussed being more informed but more uncertain, which prompted more questions about their health conditions and treatment options. They recognized that HCPs could not know everything, and they no longer conceived of them as the gatekeepers of knowledge. Whereas “in the old days, the doctor was God…[today] doctors don’t know that much at all…I don’t think any of us in the world realized that before…Before we would accept what the doctor said but in the last ten years, we’ve had access to the information and now we question more” (P3, PG3). Other patient focus groups concurred with the challenge to health professionals of increasing amounts of information and informed patients, given the limited time for clinical visits. This had implications for their view of the patient role. They did not rely on their HCP as their information source. Rather, in the context of ongoing illness, repeated visits to different HCPs, and increasingly expert in their conditions, they expressed the patient role as being equipped with information and enabled to ask questions and take part in an interactive dialogue about care and treatment. To participate fully, they had to be prepared for the medical encounter.

Being Prepared

Both patients and HCPs discussed the key role of HRII in preparing patients for medical consultations. They discussed potential practical and ethical benefits, for example, how more informed patients saved time and were enabled to be actively involved in discussions about treatment decisions. Reflecting experiences across the illness trajectory, patients described how they prepared for consultations with their general practitioner (GP) and specialists or allied health professionals for specific reasons (eg, to gain a referral or to get advice on treatments or exercise). Using HRII, they felt newly equipped to interact in focused and effective ways. This made “a huge difference…finding information, and what it means, before you go to the doctor so you can have an intelligent conversation…and ask them the right questions” (P3, PG3). Another patient compared how her consultation style had changed: “Before it was…I ache”, whereas with the benefit of HRII, “It’s allowed me to…narrow it down…I want that, that and that clarified…and I won’t ask or talk about other things” (P2, PG2). This participant described “working” on her next visit about “what medications and how to ask for them and how to report back which ones are not working” (P2, PG2). These words indicate the need for patients to spend time and effort and develop skills in order to be fully involved in the decision making process.

Being prepared also had explicitly relational benefits for patients: “I talk to them [GP and rheumatologist] about what I feel…and what I found [online]…And it’s a very respectful relationship with both of those doctors to me…the rheumatologist he is now listening to me a little more because he knows that I’m doing my homework” (P5, PG1). This is another indication of changing roles and relationships—being prepared for the consultation for this patient meant gaining respect from the HCP.

HCPs agreed that prepared patients allowed a more interactive consultation in which patients were equipped to ask relevant questions about care and treatment. One HCP described “a stellar client” who uses HRII and then emails her questions to follow-up in the consultation which “kind of gets me prepared, she’s prepared” (P3, HCPG2). Another HCP reflected the positive aspects of HRII for both patient and HCP roles: “Much of it is empowering patients via education. So them coming and having done their pre-reading…gives you more time to focus on what you’re going to assess, treat, and actually impact” (P1, HCPG2). HCPs noted patient preparation as key to more effective and time efficient consultations, bringing focus, and allowing the HCP more time to provide good care.

Responsibilities

Patient participants discussed how being prepared for consultations made a difference to the care they received. For some, this meant an added responsibility for their patient role. One participant noted how:

“Bringing [HRII] stuff in…makes a difference in the treatment because…it seems like I just get the basics unless I’m doing the pro-activeness…So it’s just my responsibility to look into what I think might work and then ask for their opinion” (P6, PG3).

Searching for and sharing information in the consultation was framed as not only helping themselves, but their doctor, and in some cases other patients: “[Doctors are] not miracle makers…They don’t think about certain things…We do have a responsibility to come to them with that [information] because not only are we helping ourselves, we’re helping them to help other people” (P1, PG2).

Being responsible information-seeking patients had its risks and meant assessing the reliability of HRII for oneself. One patient participant spontaneously framed this as an ethical responsibility:

The ethics are…with yourself because you make the final decision…based on information that you get from all different sources…You...check the...authenticity…You try to find references to the same product or theory...By the end you have to decide for yourself. The government can’t protect you from it. I don’t know who else could except yourself. [P3, PG1]

This extract illustrates one example of how some patients stated the importance of patients (and not only HCPs) to act ethically in new ways. It is clear from this patient’s perspective that it is the patient’s responsibility to gather the information they need to deal with health concerns and to be equipped with information in order to participate in focused discussion in the medical encounter. This implies a shift in the burdens of responsibility from the HCP to the patient. From a relational ethics perspective, it is questionable as to how reasonable and fair such a shift is for all patients. But what we note here is a perception of redistributed responsibilities. Not all patients in our study were wholly comfortable with this level of responsibility.
Partnerships

Patients, all of whom had multiple health conditions, discussed teamwork and emphasized the importance of effective communications between themselves and multiple HCPs. One patient expressed the mechanisms underlying partnering with a team of HCPs:

P3, P5 and P4, you touched on something very important...when we’re diagnosed, we do the research even for our other un-arthritis related ailments...You’re the captain of your team you take that [HRII] back to your doctor or your rheumatologist...and they know your total package. And then [you] encourage the physio, the occupational [therapists]...your pharmacist and your other specialist, your dentist...It all interacts...all parcel of...having an inflammatory disease. But they all have to be on the same page...it’s your body, it’s your stuff happening...you’re the one that kind of brings them all together...to make sure that...there is that inter-professional [collaboration] going on. [P2, PG1]

One patient conveyed how HRII equipped her to change the power balance, be heard, and get support from HCPs, noting “It’s ammunition” (P1, PG2). Being heard, however, could be reliant on the relationship and how the HCP responds:

It depends...how good your doctor is...if your doctor understands that you have Internet access and that you have some understanding of what you are reading then it’s a mutual respective relationship...But if your doctor doesn’t understand...you probably need to look for another doctor...It’s really not something you want to do when you have multiple chronic conditions. But...sometimes it’s necessary because you’ve got to find somebody that will understand that you have this history and you understand a certain amount and you’re wanting to work towards controlling and managing it. And you need his support. [P3, PG3]

Reflecting the patient views, the HCP groups also discussed changes in the patient-HCP relationship. In some cases, patients brought HRII into the consultation and it prompted discussion, which in turn fostered a partnership form of interaction:

You just have to be really open to the fact that they’re [patients] going to tell you things you didn’t know and that’s great. “Oh I hadn’t seen that before. That might be useful for me with other clients”. So I definitely feel it’s more of a partnership...[like] P2 says it’s much less didactic...Like P5 said, you just put in context what they’ve already brought to the table. [P1, HCPG2]

Another HCP group discussed how “It’s not the old medical hierarchy...[Now] we’re negotiating...What have you read? You’ve seen that, cool, let me see it.” So it’s way more interactive because of the abundance of knowledge” (P2, HCPG1). It was clear that some consultations were changing to a more mutual information exchange and interactive discussion, based on HRII introduced by the patient or websites recommended by HCPs to patients: “Some of those websites have been successful in complementing and supplementing my care and helping to improve the partnership aspect of care” (P5, HCPG2).

In the context of partnership building, there was some evidence to suggest the need to negotiate a balance between ethical concerns of autonomy and beneficence. The HCPs discussed how respecting informed patients’ decisions could mean avoiding “pushing” what they as HCPs saw as more medically effective (see quote below). There was a suggestion that patients are more equipped and enabled to take part in discussions. For HCPs this meant negotiating a new space, providing medical and health advice while respecting potentially differing opinions. This indicates the need for HCPs to develop new skills in consultations. One HCP described some of the consequences of informed patients, in the context of HRII and the balance between a more traditional approach and a more patient-led approach:

All we can do is inform people, give them our best medical opinion. And they have to make their own decision based on what they’ve heard from us and what other information they have. So I don’t think you’re always successful in convincing them to your side but I think we try pretty hard not to push our opinions on too. [P2, HCPG3]

Participants described a negotiated element of interactions. One HCP described how new roles involved looking at information patients brought to the consultation, weighing up its relevance to the planned session and how credible the information sounds, while being respectful of the patient contribution: “It’s trying to find a common path to work forward” (P3, HCPG2). Another HCP noted:

By giving her [patient] that list of websites and saying, “Okay this will be a partnership. I will look for the things that might be triggering this [pain]. But I want you to look for and learn about the things that might be amplifying it. And if we agree to do this, this will be our partnership...” The websites...did enhance and improve the partnership aspect. I’m learning from her and she’s learning from me...That’s one of the ways of how it’s affected my relationship. [P5, HCPG2]

Trust

For patients, trust was key to sharing HRII with HCPs in consultations and encouraged them to share: “Because you trust them [HCPs], you’re taking it [HRII] to them...” (P2, PG1). This sharing included learning to interact in a more open way than previously, for example, sharing concerns about medication use: “I’ve learned to be a bit more open with him [rheumatologist]...honest...Describing the side effects or my fears about a drug and...not continuing with it” (P2, PG2). Patients also appreciated HCPs being open about what they did not know as this built trust: “I think it’s hard for some of them to say, ‘I don’t know that. I’ll need to refer you.’ Which I think
Discussion

Principal Findings

Our focus group findings indicate practical and ethical implications of using HRII in chronic illness care, as care needs and patient-HCP relationships evolve. Patients and HCPs discussed their changing roles and responsibilities [3] and expressed how HRII equips patients to engage in discussions with HCPs, who reflected on new ways of listening and responding to patients in light of HRII accessed by both parties. In practical terms, this mutual engagement required that patients work to prepare for consultations advancing a partnership model of care [23,49,50]. Our findings also highlight the importance of trust in the effective use of HRII in collaborative patient-HCP relationships. For example, the relational shift from a traditional hierarchical relationship to a more reciprocal relationship was associated with burdens and tensions. The presence of multimorbidity for patients involves multiple medications, risks, appointments, self-management strategies, and HCPs. These cascading complexities together with rapidly evolving HRII and increased expectations placed on patients, infuse shared decision-making. How patients and HCPs relate to one another as roles and responsibilities evolve requires careful consideration. Hence, understanding the detail of the relational aspects of medical encounters are key to ethical and effective care. Both patients and HCPs conveyed medical encounters as “negotiated spaces” where mutual vulnerabilities were revealed as patients and HCPs sought to relate to each other in a changing context of care. In this context, mutual trust could foil tensions. Our findings resonate with previous studies of how eHealth technologies impact patient-HCP roles and relationships in a range of ways. HRII can support the decision-making process [51], yet there remains potential to provoke tensions [27,52,53] and HCPs can experience anxiety around sharing HRII with patients [54]. One literature review about the impact of HRII and patient-HCP relationships [55] concluded that a shift in the role of the patient from passive recipient to active consumer of health information prompted three types of HCP response: they felt threatened and were defensive, they collaborated in accessing the information, or they guided patients to reliable health information websites. The HCP participants in our study tended to agree on the importance of collaboration and guidance to foster care, yet acknowledged it was difficult to find the time to do so efficiently.

Another focus group study of patients with chronic illness [56] reported that patients saw the Internet as an additional resource to support valued relationships with their doctors and conveyed no desire to disrupt the existing balance of power in the consultation. We found something different. Our findings indicate patient empowerment as present and valued by patients, and that for some patients and HCPs, the balance of power in medical encounters shifted with the use of HRII. Valued relationships involved not just support and guidance from HCPs, but recognized mutual vulnerabilities. For example, patient trust in HCPs was strengthened when HCPs were open about not knowing, and patients felt confident in sharing with HCPs the HRII they had found. This finding differs from research that
reported trust could be hampered due to increased patient knowledge and empowerment [57]. For the patient participants in our study, HRII prompted greater interdependence between patients and HCPs and increased opportunities for partnerships, which in turn were underpinned by key ethical values of mutual trust and respect—cornerstones of shared decision-making. This supports findings from a recent focus group study of patients with complex chronic conditions in Canada that identified the need for open two-way dialogue to improve coordination of “whole person” care [18], which may be particularly important for those with multiple conditions with holistic needs [38].

Our findings also showed how patients and HCPs learned techniques to negotiate an evolving consulting space and avoid conflict. For HCPs, this includes a dimension of risk and uncertainty about how to offer appropriate guidance or how to acknowledge that the patient may know more than them. This reflects Zufferey et al.’s [28] perspective indicating a need to work at engagement by increasing professionals’ level of reflexivity—a continuous and demanding “work” to adjust one’s behavior to others. We also found that patients did work—the homework or preparation work that interactive medical encounters required resonates with previous sociological research on the unending work of chronic illness [59] including moral dimensions [60] and ethical perspectives on the high degree of patient work needed for collaborative decision-making [61]. Our findings suggest new aspects of unending work for both patients and HCPs as they navigate extensive HRII sources and negotiate new ways of interacting with each other.

Being “overloaded” with “endless” HRII has been documented elsewhere [62,63] and resonates with our findings. Taking a relational approach, we emphasize the implications of this for the roles and responsibilities of HCPs who are now required to guide those patients who may feel overwhelmed, and without relevant support may choose to take the “ostrich approach” and withdraw from HRII seeking. Our findings, however, also suggest that in some cases, patients’ use of HRII can point to open, collaborative patient-HCP relationships; some HCPs in our focus groups described how they recommend and discuss HRII with patients as part of practice. This mirrors aspects of recent research [63], which concludes that patients need skill development [63] in order to use HRII effectively. A relational ethics approach recognizes the burdens and vulnerabilities of HCPs too [40], and acknowledges that HCPs also require guidance, training, and skill development if they are to use HRII effectively.

Values that underpin health care are fundamentally ethical in nature. Core relational values identified in this study of mutuality, responsibility, honesty, and trust provide the foundation for ethically appropriate and effective care. These values were consistent across the patients and HCPs. A relational lens encourages consideration of the details of patient-HCP dynamics and reveals how interactions can support or obstruct the realization of prized values that are emerging in HRII consultations [37]. In presenting an ethical analysis, our paper contributes to the sparse literature that explicitly addresses ethical challenges of medicine and health on the Internet [64], in terms of patient-HCP relationships. This perspective also aligns with Medlock et al, who see patient empowerment as a “practical and moral necessity” [65].

Limitations and Strengths

Although we aimed to recruit a diverse sample of participants in order to examine a range of experiences of using HRII, our sample was not as varied as intended. Proportionately, we lacked views from male and younger patients, and transferability of findings is limited accordingly. We were able to compare, however, HCP and patient views and experiences of HRII and gain an understanding of the key emerging ethical and relational aspects specific to living with and caring for people with the complexity of multiple health conditions. The findings presented here are also limited to use of HRII and are not implications of other eHealth tools and devices.

Practice Implications

The relational ethics framework applied in this study may help advance evolving patient and HCP partnership roles consistent with the value of patient-centered care. Drawing on mutual respect and a more reciprocal understanding of relationships in terms of sharing knowledge, providing support, and recognizing vulnerabilities [40] should inform reflective practice and health care communications. Relational ethics then offers guidance to HCPs in their everyday clinical practice (thinking, reasoning, and decision-making) and expands the professional ethics and responsibility that already guide practice [32]. The promotion of shared decision-making is a key component of ethical patient-centered care [41] and is also regarded as a way to optimize the use of scarce resources in health care [32].

Given the complexity of managing information for multiple health conditions from multiple sources, patients reported varying levels of comfort with responsibility for shared decisions. While HCPs are generally aware of patient vulnerabilities, our findings nevertheless point out the need for negotiating this shared decision-making space—a considerable challenge in many practice contexts given time constraints and busy practices. This is highlighted when comparing more active, engaged patients with the patients who are less so in terms of self-management and shared decision-making. HCPs need to be aware of how some people with multiple chronic conditions will be “captain of their ship”, take ownership/control, and perhaps be more vigorous in shared decision-making than others. This places a burden on the HCP to understand their patients’ preferences and styles and to be aware of a range of HRII that patients may find helpful in order to engage in shared decision-making. Examining relational positioning is key to understanding changing patient-HCP relationships. Our findings offer a better understanding of the patient-HCP relationship and communications in the context of the rapid adoption of HRII.

Suggestions for Research

Research, guidelines, and theories about the adoption of HRII have not kept pace with technological developments, adoption of eHealth tools and devices, and increasing ease of access to information [13]. This presents a pressing need for a better understanding of the complexities emerging in the evolution of role and relationships of patients and HCPs including complex and everyday clinical decision-making. Relational
understandings emphasize mutual vulnerability and interdependence needed for effective teamwork and encourage detailed consideration of health care interactions and patient autonomy in patient-HCP relationships and how for example HCPs can support and undermine patients’ autonomy [42]. In their response to patients’ preparation for visits, HCPs, perhaps unknowingly, have the potential to undermine a patient’s identity and self-evaluation (which are basic to their sense of being able to function autonomously). They have the opportunity, however, to encourage patients to seek and use autonomy-supporting resources such as relevant websites or patient groups [42]. Our findings revealed that patients used the HRII to equip them with information to participate meaningfully in discussions in medical consultations. This interactive process suggested increasingly interdependent and reciprocal relationships between patients and HCPs.

Conclusion
The impact of HRII on the patient-HCP relationship will continue to grow. Considering future implications, our research offers new insights into how both patients and HCPs adopt strategies to better negotiate the changing nature of the patient-HCP relationship. Our findings add a new dimension to shared decision-making in the era of HRII by emphasizing the fundamental relational and ethical aspects, including the negotiations, vulnerabilities, and trust that are part of an ongoing process in clinical encounters for a partnership model. Relational ethics is a novel approach that in this context attends to the moral space where this care occurs.
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Abstract

Background: The Internet is an increasingly important resource for individuals who seek information from both health professionals and peers. While the demographic and health characteristics of persons who use health information technology has been well described, less is known about the relationship between these health characteristics and level of engagement with health information technology. Even less is known about whether persons who produce Web-based health information differ in health status from persons who consume such content.

Objective: We explored the health characteristics of persons who engage with the Internet for the purposes of consuming or producing Web-based health information, and specifically, whether healthier versus sicker persons engage with health information technology in different ways.

Methods: We analyzed data from the 2012 Pew Health survey, a landline and cell phone survey of 3104 adults in the United States. Using multiple logistic regression with sampling weights, we examined the association between sociodemographic and health characteristics and the consumption or production of Web-based health information. Sociodemographic variables included age, sex, race, and education. Health characteristics included self-reported health status, presence of chronic condition(s), and having an acute medical exacerbation. Acute medical exacerbations were defined as an emergency department visit, hospitalization, or other serious medical emergency in the last 12 months.

Results: The majority of the sample reported good or excellent health (79.7%), although 50.3% reported having at least one chronic condition. About a fifth (20.2%) of the sample experienced an acute medical exacerbation in the past year. Education was the sociodemographic characteristic most strongly associated with consuming Web-based health information. The strongest health-related predictors of consuming Web-based health information were an acute medical exacerbation (OR 2.39, \(P < .001\)) and having a chronic condition (OR 1.54, \(P = .007\)). Having an acute medical exacerbation was the only predictor of producing Web-based health information (OR 1.97, \(P = .003\)). All participants, regardless of health status, were most interested in Web-based health information regarding diseases or medical problems. However, persons with acute medical exacerbations were more likely to seek Web-based health information regarding medical tests, procedures, and drugs compared to persons without acute medical exacerbations.

Conclusions: Producers of Web-based health information differ from consumers of this information in important health characteristics that could skew the content of peer-generated Web-based health information and overrepresent the experiences of persons with acute medical exacerbations. Providers may have a role to play in directing patients towards high-quality, easy-to-understand online information, especially information regarding treatments and procedures.
Internet; health knowledge, attitudes, practice; emergencies; hospitalization

Introduction

The Internet has become a key source of health information for many individuals. In 2012, 59% of adults looked for health information online [1]. A wide variety of sources are being searched for Web-based health information, including health care systems [2-4], government agencies [5,6], non-profit/for-profit organizations [7,8], and disease-specific advocacy groups [9-11].

Increasingly, patients are turning to other patients as trusted sources of information [12,13]. Some patients have developed websites or blogs where they share their experiences living with chronic conditions [14,15]. Others review medical treatments, procedures, health care products, and hospitals and providers online [16,17]. Individuals often seek patient-generated information after medical appointments, especially if their clinic visits generated anxiety or dissatisfaction [18]. However, while patient-generated health information can provide a unique and valuable perspective for others with shared medical issues or health care challenges, there are also concerns about the potential for dissemination of inaccurate or incomplete information [16,19]. Typically, a small number of super-users post the vast majority of content [12,13,20]. Little is known about the extent to which these individuals’ sociodemographic characteristics, health conditions, and health care experiences reflect those of the majority of patients consuming information.

In order to engage patients through the Internet, it is important that Web-based health information addresses patients’ specific needs and concerns and that sources are reliable, trustworthy, and relevant to the individuals seeking information. We sought to understand the circumstances under which patients consume and produce Web-based health information, and the influence of health status on these activities. Our objective was to understand the characteristics of Web-based health information consumers and especially the type of health-related information they sought online and to determine whether producers of health information represent the larger population of consumers with respect to sociodemographic and health characteristics.

Methods

We used data from the Pew 2012 Health survey, sponsored by the Pew Research Center’s Internet & American Life Project, to evaluate predictors of engagement with Web-based health information. The English- and Spanish-language telephone (landline and mobile phone) survey was conducted with 3014 adults living in the United States. The survey collected self-reported data on persons’ Internet use, health status, and demographic characteristics.

Our primary outcome variable was use of the Internet to consume information about diseases or health conditions, which we refer to as “health-related Internet use”. A person was considered to have health-related Internet use if they reported using the Internet and reported looking online for any of the following in the previous 12 months: (1) a specific disease or medical problem, (2) trying to figure out what medical condition they or someone else might have, (3) a medical treatment or procedure, (4) how to lose or control weight, (5) a drug seen advertised, (6) drug safety or recall information, (7) any other health issue, (8) signing up for email updates regarding health or medical issues, (9) reading or watching someone else’s health- or medical issue-related commentary or personal experience, (10) finding others with similar health concerns, or (11) consulting online rankings or reviews of providers, hospitals, medical facilities, drugs, or medical treatments.

We also investigated the type of engagement people had with the Internet and specifically whether they were consumers or producers of Web-based health information. A participant was considered a “consumer” if they had health-related Internet use, as described above. An Internet user was considered a “producer” if they reported (1) posting information about their own personal health experience online, or (2) posting a review of a provider, hospital, experience with a particular drug, or experience with a medical treatment online. We examined participant characteristics associated with consumer versus producer behavior and the specific types of information that were consumed and produced. In post-hoc analyses, we also evaluated the specific types of Web-based health information consumed by persons with and without acute medical exacerbations, including the source of this information (peer, professional, or both).

All analyses employed multivariate logistic regression. In each analysis, we included age, highest level of education achieved (less than high school, high school, some college, or 4-year college or above), sex, race (white, Black, Asian/Pacific Islander, mixed, or Native American), self-reported health status, presence of chronic conditions, and an acute health exacerbation within the past year as covariates. Self-reported health status was classified as poor/fair, good, or excellent. Presence of chronic conditions was indicated if the participant reported having diabetes, high blood pressure, a lung condition, a heart condition, cancer, or “another chronic condition”. A participant was considered to have an acute medical exacerbation if they reported having an Emergency Department visit, a hospital visit, or a serious medical emergency in the previous 12 months. Income was not included in the model due to the high percentage of missing income data (18.7%) and concerns that income data were not missing at random.

All statistical analyses were conducted in Stata, version 12.0. Tests of significance were two-tailed and used an alpha of .05. Regression analyses employed survey sampling weights provided by Pew to account for a sample that was disproportionately stratified by race, differences in landline versus mobile phone response rates, and demographically based differential non-response.
Results

Overview

The majority of the sample was white (69.60%, 2098/3014) and insured (86.86%, 2618/3014) (Table 1). A little more than half of the sample was female (55.64%, 1677/3014); the mean age (SD) was 52.6 (19.8). Over one-third of the sample had a college degree or higher (36.99%, 1115/3014), and 8.93% (269/3014) had less than a high school education. Over a third (38.69%, 1166/3014) of the sample earned less than US $40,000 annually. However, high earners were also well represented in this sample; 13.70% (413/3014) made more than US $100,000 per year. The majority of the sample reported good or excellent health (79.66%, 2401/3014), although half (1498/3014) also reported having at least one chronic condition. About a fifth (20.21%, 609/3014) of the sample experienced an acute medical exacerbation in the past year. Of the 2392 persons who answered questions about health-related Internet use, 1717 (71.78%) reported consuming Web-based health information. Only 254 (10.62%) reported producing Web-based health information. The vast majority (97.9%) of persons who produced Web-based health information also consumed Web-based health information. There were 622 participants (20.6%) who reported neither consuming nor producing Web-based health information.

Characteristics Associated With Health-Related Internet Use

Regression analyses incorporating survey sampling weights revealed differences in consumption of Web-based health information according to a number of demographic characteristics. Consumption of Web-based health information decreased with age and increased with education (Table 2). Participants with some college education or more were significantly more likely than persons who did not finish high school to consume Web-based health information (OR 2.24, \( P < .01 \)). Participants with a 4-year college degree or higher had 3.99 times the odds of consuming Web-based health information compared with patients who did not finish high school (\( P < .001 \)). Consumption of Web-based health information was equivalent among persons aged 18-29 and 30-44; after age 45 people were significantly less likely to consume Web-based health information. After adjusting for other covariates, there were no differences in consumption of Web-based health information by race.

Self-reported health status was not independently associated with consuming Web-based health information. However, presence of a chronic condition was associated with significantly more consumption of Web-based health information (OR 1.54, \( P < .01 \)). Having an acute medical exacerbation was also a significant predictor of such consumption; in fact, of all the health-status-related measures, having an acute medical exacerbation was most strongly associated with consuming Web-based health information (OR 2.39, \( P < .001 \)).
Table 1. Demographic characteristics, unweighted (N=3014).

<table>
<thead>
<tr>
<th></th>
<th>Mean (SD)</th>
<th>n</th>
<th>% (unweighted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>52.6 (19.8)</td>
<td>3014</td>
<td></td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td></td>
<td>2098</td>
<td>69.61</td>
</tr>
<tr>
<td>Black</td>
<td></td>
<td>546</td>
<td>18.12</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td></td>
<td>85</td>
<td>2.82</td>
</tr>
<tr>
<td>Mixed</td>
<td></td>
<td>80</td>
<td>2.65</td>
</tr>
<tr>
<td>Native American</td>
<td></td>
<td>30</td>
<td>1.00</td>
</tr>
<tr>
<td>Missing</td>
<td></td>
<td>175</td>
<td>5.80</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>1677</td>
<td>55.64</td>
</tr>
<tr>
<td><strong>Insurance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td></td>
<td>396</td>
<td>13.14</td>
</tr>
<tr>
<td>VA/Other</td>
<td></td>
<td>73</td>
<td>2.42</td>
</tr>
<tr>
<td>Medicaid</td>
<td></td>
<td>208</td>
<td>6.90</td>
</tr>
<tr>
<td>Medicare</td>
<td></td>
<td>710</td>
<td>23.56</td>
</tr>
<tr>
<td>Medicaid + Medicare</td>
<td></td>
<td>197</td>
<td>6.54</td>
</tr>
<tr>
<td>Private</td>
<td></td>
<td>1373</td>
<td>45.55</td>
</tr>
<tr>
<td>Missing</td>
<td></td>
<td>57</td>
<td>1.89</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td></td>
<td>269</td>
<td>8.93</td>
</tr>
<tr>
<td>High school</td>
<td></td>
<td>830</td>
<td>27.54</td>
</tr>
<tr>
<td>Some college</td>
<td></td>
<td>778</td>
<td>25.81</td>
</tr>
<tr>
<td>4-year college or more</td>
<td></td>
<td>1115</td>
<td>37.01</td>
</tr>
<tr>
<td>Missing</td>
<td></td>
<td>22</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10,000-20,000</td>
<td></td>
<td>584</td>
<td>19.38</td>
</tr>
<tr>
<td>$20,001-40,000</td>
<td></td>
<td>582</td>
<td>19.31</td>
</tr>
<tr>
<td>$40,001-75,000</td>
<td></td>
<td>604</td>
<td>20.04</td>
</tr>
<tr>
<td>$75,001-100,000</td>
<td></td>
<td>267</td>
<td>8.86</td>
</tr>
<tr>
<td>$100,001-150,000</td>
<td></td>
<td>413</td>
<td>13.70</td>
</tr>
<tr>
<td>Missing</td>
<td></td>
<td>564</td>
<td>18.71</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor/Fair</td>
<td></td>
<td>604</td>
<td>20.04</td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td>1552</td>
<td>51.49</td>
</tr>
<tr>
<td>Excellent</td>
<td></td>
<td>849</td>
<td>28.17</td>
</tr>
<tr>
<td><strong>Chronic condition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>1498</td>
<td>50.32</td>
</tr>
<tr>
<td><strong>Acute medical exacerbation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>609</td>
<td>20.21</td>
</tr>
</tbody>
</table>
### Table 2. Predictors of consuming any Web-based health information.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Odds ratio (95% confidence interval)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2.05 (1.57-2.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race (Ref: White)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.97 (0.70-1.35)</td>
<td>.87</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>1.72 (0.84-3.52)</td>
<td>.14</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.44 (0.61-3.42)</td>
<td>.41</td>
</tr>
<tr>
<td>Native American</td>
<td>1.65 (0.29-9.47)</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Education (ref: less than high school)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>1.16 (0.66-2.06)</td>
<td>.60</td>
</tr>
<tr>
<td>Some college</td>
<td>2.24 (1.25-4.02)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>4-year college or more</td>
<td>3.99 (2.24-7.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Health status (ref: Poor/Fair)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1.13 (0.74-1.71)</td>
<td>.57</td>
</tr>
<tr>
<td>Excellent</td>
<td>1.27 (0.80-2.01)</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Age (ref: 18-29)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-44</td>
<td>0.80 (0.53-1.22)</td>
<td>.30</td>
</tr>
<tr>
<td>45-64</td>
<td>0.60 (0.41-0.89)</td>
<td>.01</td>
</tr>
<tr>
<td>65+</td>
<td>0.28 (0.18-0.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.54 (1.13-2.10)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td><strong>Acute medical exacerbation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.39 (1.61-3.56)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Characteristics Associated With Being a Consumer Versus Producer of Health-Related Internet Content**

Having an acute medical exacerbation was significantly associated with producing Web-based health information (Table 3). Persons with an acute medical exacerbation had 1.97 the odds of producing Web-based health information compared to people without an acute medical exacerbation (P=.003). In contrast, self-reported health status and the presence of a chronic condition were not significantly associated with being a producer of Web-based health information. Similarly, no demographic variables (including sex, race, age, and education) were associated with producing Web-based health information.

**Types of Web-based Health Information Consumed and Produced by Individuals With and Without Acute Medical Exacerbations**

In a post-hoc analysis, we evaluated the type of Web-based health information consumed and produced by participants with and without acute medical exacerbations. In multivariate regression, compared to participants without acute medical exacerbations, participants with acute medical exacerbations were much more likely to seek medical treatment or procedure information, drug safety information, medical test results information, information about drugs advertised, and reviews of providers or treatments (Table 4). Data indicate that regardless of whether patients had acute medical exacerbations, the type of Web-based health information they were most likely to consume was that regarding a disease or medical problem. We found no difference among patients with and without acute medical exacerbations in terms of the source of the Web-based health information they consumed (peer, professional, or both). There were also no differences among patients with and without acute medical exacerbations with respect to the type of Web-based health information they produced (personal health experience vs reviews of providers, hospitals, or treatments).
### Table 3. Predictors of producing (versus consuming) Web-based health information.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Odds ratio (95% confidence interval)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.07 (0.74-1.55)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Race (Ref: White)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.82 (0.50-1.35)</td>
<td>.44</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>0.78 (0.26-2.36)</td>
<td>.66</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.44 (0.57-3.63)</td>
<td>.44</td>
</tr>
<tr>
<td>Native American</td>
<td>0.79 (0.21-2.97)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Education</strong> (ref: less than high school)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0.83 (0.35-2.00)</td>
<td>.68</td>
</tr>
<tr>
<td>Some college</td>
<td>0.94 (0.40-2.22)</td>
<td>.89</td>
</tr>
<tr>
<td>4-year college or more</td>
<td>1.10 (0.48-2.55)</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Health status</strong> (ref: Poor/Fair)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1.09 (0.62-1.90)</td>
<td>.77</td>
</tr>
<tr>
<td>Excellent</td>
<td>0.80 (0.42-1.54)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Age (ref: 18-29)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-44</td>
<td>1.53 (0.89-2.63)</td>
<td>.18</td>
</tr>
<tr>
<td>45-64</td>
<td>1.02 (0.59-1.76)</td>
<td>.93</td>
</tr>
<tr>
<td>65+</td>
<td>0.55 (0.29-1.05)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.42 (0.91-2.21)</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Acute medical exacerbation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.97 (1.26-3.08)</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

**Table 4. Type of consumption among persons with acute medical exacerbations (after multivariate adjustment).**

<table>
<thead>
<tr>
<th>Type of consumption</th>
<th>% of patients with acute medical exacerbations</th>
<th>% of patients without acute medical exacerbations</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease or medical problem information</td>
<td>95.4</td>
<td>92.0</td>
<td>.09</td>
</tr>
<tr>
<td>Medical treatment or procedure information</td>
<td>72.3</td>
<td>58.3</td>
<td>.001</td>
</tr>
<tr>
<td>Drug safety information (including recalls)</td>
<td>29.3</td>
<td>19.6</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Medical test results information</td>
<td>28.5</td>
<td>16.9</td>
<td>.001</td>
</tr>
<tr>
<td>Losing or controlling weight</td>
<td>36.9</td>
<td>35.9</td>
<td>.81</td>
</tr>
<tr>
<td>A drug advertised</td>
<td>28.0</td>
<td>19.0</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Reviews of providers or treatments</td>
<td>49.9</td>
<td>40.6</td>
<td>.03</td>
</tr>
</tbody>
</table>

*aMultivariate regression adjusted for education, health status, chronic conditions, race, age, and sex.

**Discussion**

**Principal Findings**

Our analyses revealed a number of demographic characteristics associated with consumption of Web-based health information. Females, persons with some college education or more, and persons younger than 44 years were significantly more likely to consume Web-based health information. Conversely, no demographic variable was significantly associated with producing Web-based health information. These results corroborate other studies, which have found that Web-based health information-seeking typically increases with education and income and decreases with age [1,17,21,22].

In evaluating health-related variables and consumption and production of Web-based health information, we found having a chronic condition and having an acute medical exacerbation were independently associated with Web-based health information consumption, with acute medical exacerbations being the stronger predictor of this type of consumption. Having an acute medical exacerbation was the only health status–related...
predictor of becoming a **producer** (rather than a consumer) of Web-based health information. Therefore, having an acute medical exacerbation or a chronic condition is associated with greater engagement with consuming health information technology. For persons who already consumed Web-based health information, having an acute medical exacerbation is associated with becoming a producer of such information.

While over 90% of patients with and without acute medical exacerbations seek Web-based information about health conditions, there are some important differences about the other types of Web-based health information they consume. Persons with acute medical exacerbations in the past 12 months are significantly more likely to seek information regarding medical treatments or procedures, medications, and medical treatment results, and reviews of providers or treatments compared with persons who did not experience an acute medical exacerbation in the past 12 months.

Results indicate that having an acute medical exacerbation was the only significant predictor of producing Web-based health information. This suggests that peer-to-peer health-related Internet content may be skewed towards persons who are sicker. This is important to recognize, given that patients with stable chronic conditions are often consuming this peer-generated information. This overrepresentation of the experiences of persons with acute medical exacerbations may mean there is not enough peer-generated Web-based health information available regarding stable chronic conditions and that the information available may not be applicable to those with stable chronic conditions who wish to prevent an acute medical exacerbation.

Our analysis also revealed the discrepancy between objective evaluations of health and interpretation of one’s own health. The vast majority of our sample had a self-reported health status of good or excellent, yet over half reported having at least 1 chronic condition. Among persons with a chronic condition, 16% reported their health as excellent and half reported their health as good. Among persons with an acute medical exacerbation, 16% reported their health as excellent and less than half reported their health as good. These results suggest that patients are likely to overestimate their own health status.

Having an acute medical exacerbation may be a “window of opportunity” in which health-related online behavior changes. Patients appear to be seeking health information at this time and may be especially receptive to health information provided by their care team. It is also possible that patients are seeking Web-based health information because they are not receiving sufficient information from their providers. The desire for health information around the time of a health status change suggests a role for providers to direct patients to high-quality, easy-to-understand online information, especially information regarding treatments and procedures. This is especially important to provide to patients who have had a recent acute medical exacerbation. These online resources should augment, but not replace, the distribution of printed patient care instructions and information about relevant procedures and treatments.

The fact that patients are both more likely to consume as well as produce Web-based health information around the time of an acute medical exacerbation suggests that this time may also represent a window of opportunity regarding health behavior. Experiencing an acute exacerbation may be a time when patients take more ownership over their health status. There is some cohort-based data to support this. In a study of 253 patients followed one month after an Emergency Department (ED) visit, 12% reported abstaining from smoking for 30 days after the emergency department visit and another 38% reported that they were able to quit smoking for some period of that time. Having a smoking-related emergency department visit was the strongest predictor of abstinence/attempt to quit in these patients [23]. While this indicates that acute medical exacerbations are catalyzing behavior change, more causal studies are needed to further explore this line of inquiry, as well as what kinds of Web-based and other health-oriented tools may be more helpful and effective at this point.

It may be important to expand the role of the health provider to educate patients not only verbally about their health and medical conditions, but also educate them as to the best Web-based sources of accurate and relevant health information. Not all Web-based health information is considered equal [24]. It can be difficult for patients to identify high-quality versus low-quality information, especially as the accuracy of a website is in fact poorly associated with its credibility [24]. However, routing all patients to the same high-quality website is likely not the optimal solution, as patients have varying abilities in understanding this information. For example, evidence indicates over 80% of post-surgical patients had difficulty understanding Web-based health information and approximately one-third reported that retrieving such information was overwhelming [25].

**Limitations**

This analysis was based on previously collected survey data and is subject to limitations. All data were self-reported and may be subject to recall or other bias. Data were collected via mobile phone and landline telephone surveys, and it is possible that persons who choose to respond to such surveys are systematically different from persons who choose not to participate in these surveys. Internet use was assessed as a binary variable, and it is possible the frequency or timing of Internet use varied among survey participants. These data are also cross-sectional, and we are therefore not able to tease out the chronology of events. We found that having an acute medical exacerbation was significantly associated with consuming and producing Web-based health information. It is possible that an acute medical exacerbation led to persons seeking Web-based health information, or that persons used the Internet to search for health information that led them to conclude they were having an acute medical exacerbation for which they sought medical attention.

**Conclusions**

This analysis provides new insight into the use of the Internet for health purposes and suggests that having an acute medical exacerbation is a time when patients’ Web-based health behavior changes and patients become more engaged with the Internet.
for the purposes of health information. Practice-based implications of this research include providing high-quality Internet health links for patients around the time of an acute medical exacerbation and leveraging the window of opportunity around an acute medical exacerbation to provide patients with online tools to engage health behavior change.
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Abstract

Background: There is a strong will and need to find alternative models of health care delivery driven by the ever-increasing burden of chronic diseases.

Objective: The purpose of this 1-year trial was to study whether a structured mobile phone-based health coaching program, which was supported by a remote monitoring system, could be used to improve the health-related quality of life (HRQL) and/or the clinical measures of type 2 diabetes and heart disease patients.

Methods: A randomized controlled trial was conducted among type 2 diabetes patients and heart disease patients of the South Karelia Social and Health Care District. Patients were recruited by sending invitations to randomly selected patients using the electronic health records system. Health coaches called patients every 4 to 6 weeks and patients were encouraged to self-monitor their weight, blood pressure, blood glucose (diabetics), and steps (heart disease patients) once per week. The primary outcome was HRQL measured by the Short Form (36) Health Survey (SF-36) and glycosylated hemoglobin (HbA1c) among diabetic patients. The clinical measures assessed were blood pressure, weight, waist circumference, and lipid levels.

Results: A total of 267 heart patients and 250 diabetes patients started in the trial, of which 246 and 225 patients concluded the end-point assessments, respectively. Withdrawal from the study was associated with the patients’ unfamiliarity with mobile phones—of the 41 dropouts, 85% (11/13) of the heart disease patients and 88% (14/16) of the diabetes patients were familiar with mobile phones, whereas the corresponding percentages were 97.1% (231/238) and 98.6% (208/211), respectively, among the rest of the patients (P=.02 and P=.004). Withdrawal was also associated with heart disease patients’ comorbidities—40% (8/20) of the dropouts had at least one comorbidity, whereas the corresponding percentage was 18.9% (47/249) among the rest of the patients (P=.02). The intervention showed no statistically significant benefits over the current practice with regard to health-related quality of life—heart disease patients: beta=0.730 (P=.36) for the physical component score and beta=-0.608 (P=.62) for the mental component score; diabetes patients: beta=0.875 (P=.85) for the physical component score and beta=-0.770 (P=.52) for the mental component score. There was a significant difference in waist circumference in the type 2 diabetes group (beta=-1.711, P=.01). There were no differences in any other outcome variables.

Conclusions: A health coaching program supported with telemonitoring did not improve heart disease patients’ or diabetes patients’ quality of life or their clinical condition. There were indications that the intervention had a differential effect on heart
patients and diabetes patients. Diabetes patients may be more prone to benefit from this kind of intervention. This should not be neglected when developing new ways for self-management of chronic diseases.

**Trial Registration:** ClinicalTrials.gov NCT01310491; http://clinicaltrials.gov/ct2/show/NCT01310491 (Archived by WebCite at http://www.webcitation.org/6Z8J5FwAM).

*(J Med Internet Res 2015;17(6):e153) doi:10.2196/jmir.4059*
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**Introduction**

There is a strong will and need to find alternative models of health care delivery [1], driven by the ever-increasing burden of chronic diseases. To ensure adequate resources for the delivery of health care and to further improve the level of care, care-delivery models need to be changed in a way that patients themselves become more involved in their own care.

Home telemonitoring of chronic diseases seems to be a promising disease management approach with the potential to boost patients' compliance with self-care, while bringing health care services closer to patients and, thus, resulting in improved quality of life. However, the evidence of the effectiveness of telemonitoring is contradictory and is dependent on the nature of the disease [2]. In a systematic review by Pare et al [2], it was found that telemonitoring improved glycemic control of diabetics, decreased blood pressure levels of hypertensive patients, and improved peak expiratory flows of patients with asthma and symptoms associated with the illness. However, the beneficial effect of telemonitoring was not associated with heart failure and the evidence is still contradictory. Meta-analyses conducted among heart failure patients from 2009 and 2011 conclude that there are beneficial effects of telemonitoring with linkage to improved survival and decreased hospitalizations [3,4]. However, since these meta-analyses, there have been two large-scale randomized controlled trials [5,6] failing to show the effectiveness of telemonitoring as concluded by Pare et al [2]. Correspondingly, the evidence of telemonitoring on improved glycemic control is contradictory. Typically, the observed reduction in hemoglobin A1c (HbA1c) has been 0.5% [7,8], raising a question of its clinical significance. Moreover, there have been studies that show nonsignificant changes in glycemic control among diabetics [9].

In chronic diseases the condition of a patient is highly dependent on their engagement of self-care and their ability to adhere to the management recommendations long term. For successful disease management, the education of a patient is important. However, the education-based interventions are by themselves insufficient [10]. Health coaching helps the patient to clarify his motivation to initiate and maintain change, offering a variety of perspectives and recognizing that numerous factors contribute to achieving goals [11]. Promising results have been obtained among type 2 diabetes patients in health coaching conducted by telephone [11]. However, the 1-year long health coaching by telephony to support self-care in chronic diseases (TERVA) trial, in which a health coaching approach was applied, failed to achieve most of the expected improvements in clinical measures [12]. Similar findings were found by Ruggiero et al [13]. In addition to the importance of self-management, patients and health care professionals need to share complementary knowledge in health care processes, which brings challenges and responsibility from both sides [14]. Telemonitoring provides a possibility for improved interaction. The combination of telemonitoring and remote monitoring has shown promising results among hypertensive patients [15].

The purpose of this study was to assess the benefits of a structured mobile phone-based health coaching program, supported by a remote monitoring system among chronically ill patients. We expected the intervention to improve patients’ engagement in self-management and to enrich the interaction between patients and health care professionals that would eventually result in improved quality of life and/or the clinical condition. Primarily, we hypothesized that we would see improved quality of life among patients suffering from heart disease or diabetes.

**Methods**

**Study Design**

The study was conducted as a two-armed randomized controlled trial (RCT) between February 2011 and December 2012 in the South Karelia Social and Health Care District (Eksote) in Finland. The trial was registered at ClinicalTrials.gov (NCT01310491). Eksote is responsible for arranging all primary and secondary health care for the inhabitants of eight municipalities, approximately 100,000 inhabitants. Patients with type 2 diabetes and patients suffering from heart disease were recruited to the study and assigned to either the control group or the intervention group. The study was approved by the Ethics Committee of the Social and Health Care District of South Karelia.

**Intervention**

**Overview**

The intervention consisted of health coaching over mobile phones and self-monitoring of health parameters with the help of a remote patient monitoring (RPM) system.

**Health Coaching**

Each patient in the intervention group was assigned a personal health coach who called them at regular intervals—every 4 to 6 weeks. A comprehensive evaluation of the patient’s clinical, mental, and social condition was made during the first coaching call and small, achievable health behavior changes were agreed upon with the patient. A self-management plan was created based on the targeted changes. During the mobile phone calls...
that were planned to last for approximately 30 minutes, the health coach provided information, assistance, and support to the patients. The health coaching approach was provided by Pfizer Oy. The approach followed Wagner’s Chronic Care Model [16]—one of the key foundational constructs for the approach of chronic care management—and has been developed and tested earlier. The detailed structure of the health coaching program and the behavior change techniques involved are reported elsewhere [12].

**Health Coach Recruitment**

Health coaches and a health coach supervisor were recruited among the personnel of Eksote. Six coaches were recruited out of 13 applicants. Four of the recruits were working in outpatient care and two in a hospital. The selected coaches continued in their regular positions and worked as health coaches 1 day a week. The health coaches were trained to obtain the needed knowledge about Pfizer’s health coaching model, behavioral management skills, remote monitoring system, and trial procedures. The health coaching model was a solution-oriented working model where all patients received coaching based on their individual needs. For quality control and educational purposes, each health coach recorded some of the coaching calls, which were evaluated together with a behavioral science professional once in every 3 months. The equal quality of all health coaches was assured by continuous education and regular meetings, which all the health coaches and the trainer attended.

**Remote Patient Monitoring**

Each patient in the intervention group received a remote monitoring toolbox to be used in the trial. The toolbox consisted of a mobile phone with specific software, a mobile personal health record (PHR) app, and a set of measurement devices connected to the patient’s PHR account. The mobile PHR app was needed for manual and/or automatic reporting. All patients received a blood pressure meter, which was connectable to the mobile phone via Bluetooth. When the patients measured their blood pressure, the value was automatically transferred to the PHR using a binary short message service (SMS) text message. Other health parameters to be followed were body weight, blood glucose level for diabetics, and step count for heart disease patients. The patients were instructed to measure and send these values manually via the mobile phone to the PHR once a week. The health coaches and patients were able to see the patients’ measurements in the PHR and were advised to utilize them during health coaching phone calls. A self-management guide was given to the patients with the intention to increase their knowledge of their chronic disease.

**Remote Patient Monitoring System**

The intervention was supported by the RPM system, eClinic, provided by Medixine Ltd (Espoo, Finland) (see Figure 1). The self-management server is the central component of its architecture, providing services for the storing and accessing of information content (ie, RPM data) related to the self-management process. The RPM data included various types of information: health parameters registered by the corresponding measurement devices, personal care plan entered by the health coach in agreement with the patient, and data obtained from the electronic health record (EHR). The HTTPS protocol was used for sending all data from the mobile app to the server. The system underwent no major changes or updates during the trial.
Figure 1. Technical architecture of the health coaching system supported with remote patient monitoring.

Standard Care
Patients assigned to the control group received the care they would have received in the absence of the study. As part of standard care, patients suffering from type 2 diabetes or heart disease receive a disease management information booklet at the time of diagnosis. Standard care includes laboratory tests taken once a year and 1 appointment or phone call by a nurse or doctor. Patients can contact health care services any time they feel they need to.

Participants and Baseline Assessment
The patients’ eligibility was assessed primarily based on their diagnosis. The diabetic patients were recruited based on a diagnosis of type 2 diabetes mellitus and their glycosylated hemoglobin (HbA1c) level, which needed to be above 6.5% within 1 year prior to the screening. It was required that the patients had been diagnosed with diabetes at least 3 months earlier. The heart disease group consisted of patients with a diagnosis of ischemic heart disease, heart failure, or both. Other inclusion criteria for all patients were as follows: 18 years of age or older, ability to fill in questionnaires in Finnish, ability to use the RPM system and the devices provided, having adequate cognitive capacities to participate, and being able to walk.

Potential participants were screened using the electronic health record system of Eksote. EHRs cover information about citizens living in the health care district of South Karelia who have contacted health care services at least once. Invitation letters
including information about the study were sent to eligible patients. Patients willing to participate signed an informed consent form before randomization. After that, the supervisor contacted each of the patients to schedule an appointment for a baseline visit. Randomization was done after the appointment was settled.

All patients who came in for the baseline visit were asked to fill in a demographic questionnaire and the Short Form (36) Health Survey (SF-36), version 2 [17], which measures health-related quality of life. At the baseline visit, a health coach measured the patient’s blood pressure, height (to the nearest 0.1 cm), weight (to the nearest 0.1 kg), and waist circumference (to the nearest 0.1 cm), and calculated their body mass index (BMI). Each patient’s medical history was reviewed based on the data in the EHR system. If laboratory tests were older than 2 months, new laboratory tests (ie, HbA1c, cholesterol, triglycerides) were done. At the end of the visit, the health coach checked that the required questionnaires were returned. If not, the patient was asked to fill out the questionnaire at home and send it to a nurse on the following day.

After 1 year following the baseline visit, all patients were invited to an end-point visit. The same procedures were conducted as they were during the baseline visit.

Randomization
A stratified randomization design was used to assign patients to the control and intervention groups. Heart disease and diabetes patients were randomized into separate groups. Patients were further stratified into four subgroups according to their sex and dichotomized age—18 to 65 years versus older than 65 years. Within these subgroups, Excel-generated random numbers were produced. The allocation sequence was concealed from the research nurse by means of an opaque and sealed envelope until the baseline visit. During the baseline visit the envelope was opened and, according to its content, each patient was assigned to either group. The randomization was conducted by the Technical Research Centre of Finland (VTT).

Outcome Variables

Short Form (36) Health Survey
The primary outcome for both disease groups was self-evaluated, health-related quality of life (HRQL) assessed based on the SF-36 health survey. Eight domains of HRQL and two summary component measures of physical and mental health were analyzed. Additionally, HbA1c level was another primary outcome for the diabetes patients.

Clinical Outcomes
Secondary outcomes were as follows: blood pressure (mmHg), weight (kg), waist circumference (cm), triglycerides (mmol/l), total cholesterol (mmol/l), low-density lipoprotein (LDL) (mmol/l), and high-density lipoprotein (HDL) (mmol/l). The selection of outcome variables was based on the use of a model for assessment of telemedicine applications [18]. However, this paper examines the first three out of the seven domains concentrating on the medical perspectives. Other domains, such as organizational and economic outcomes, will be reported in other articles in the future.

Adherence
Adherence to the health coaching was measured as the number and duration of health coaching calls. The duration of a call consisted of three parts—the time a nurse needed to prepare for a call (eg, familiarize herself with the self-measurement data of a patient), the duration of the actual coaching call, and the time a nurse needed to finalize the call (eg, notes, information delivery). Another perspective of the adherence measure was based on the frequency of home telemonitoring, measured as the total number of measurements made during the study and calculation of the number of weight, blood pressure, blood sugar, and step count reports. Both pre- and postprandial measurements were included in blood glucose reports.

Statistical Analysis
We assumed we would see a difference of three points in the SF-36 scores between the intervention and control groups with a standard deviation of eight. The allocation ratio was unbalanced—approximately 2:1. The number of intervention patients was higher because we wanted to maximize the exposure to, and gain experience about, this new intervention. Defining a power of 80% and a Type I error rate of 5%, 163 intervention patients and 61 control patients were required. Predicting a dropout rate of up to 20%, at least 200 intervention patients and 75 control patients had to be randomized. The numbers were applied to both the heart disease group and diabetes group, resulting in 550 patients to be randomized in total. We used the $t$ test as a basis for the power calculations, which is a conservative approach considering that repeated measures were available in the data, and thus more powerful tests could have been used.

The characteristics of dropout patients in terms of their baseline measures were explored using Student’s $t$ tests and chi-square tests. All analyses were conducted separately for the diabetes and heart disease groups. The analysis of covariance (ANCOVA) was used to study whether the intervention and the control groups differed in terms of their outcome variables. The analyses were done by adjusting for the corresponding baseline level by adding the baseline measure as a covariate in the regression model. The 95% CIs and the corresponding $P$ values were reported. Additionally, within-group changes from baseline to postintervention were analyzed using paired $t$ tests.

Analyses were conducted following the intention-to-treat principle, meaning that all patients were analyzed in their original allocation group regardless of the extent to which they followed the intervention. No imputations were made to missing values, but missing values were excluded from the analyses. All reported $P$ values were two sided. Analyses were conducted using IBM SPSS Statistics version 19.

Results

Patient Flow
Figure 2 describes the progress of the trial. The electronic health records were utilized to screen patients with either heart disease or diabetes mellitus type 2. The diagnosis was either type 2 diabetes mellitus with HbA1c $>$6.5% or one of the following two heart diseases: ischemic heart disease or heart failure. The
number of patients fulfilling the criteria was 1649 with heart disease diagnoses, and 1987 patients with diabetes diagnoses. Of these patients, 499 heart disease patients and 500 diabetes patients were randomly selected and received invitation letters in October 2010. The number of patients who refused to participate, changed their mind before the trial began, or did not show up at the baseline visit, was higher than expected. Therefore, the invitation procedure was repeated in November 2010 and August 2011 to achieve the predefined power for the pilot. In total, invitation letters were sent to 2084 patients, of which 28.02% (584) agreed to participate. Eventually, 595 patients were randomized and, of these, 519 patients (87.2%) attended the baseline visit. All participants filled out the baseline questionnaires before they were told into which group they were randomized.

There were 48 patients out of 519 (9.2%) lost to follow-up: 3 heart patients and 4 diabetes patients died, and 20 and 21 patients, respectively, withdrew from the trial without participating in the concluding visit. The baseline characteristics of the withdrawn patients were analyzed against patients who concluded the trial. Quitting was associated with the patients’ unfamiliarity with mobile phones—of the dropouts in the heart disease group, 85% (11/13) were familiar with mobile phones, whereas the corresponding percentage was 97.1% (231/238) among the rest of the patients ($P=0.02$). Of the dropouts in the diabetes group, 88% (14/16) were familiar with mobile phones, whereas the corresponding percentage was 98.6% (208/211) among the patients who concluded the trial ($P=0.004$). Among heart patients, withdrawal was also often associated with comorbidities—40% (8/20) of the dropouts had at least one comorbidity, whereas the corresponding percentage was 18.9% (47/249) among the rest of the patients ($P=0.04$). There was no difference in the dropout rate between intervention and control groups. Eventually, 246 heart disease patients and 225 diabetes patients concluded the trial.

Figure 2. The patient flow within the trial. H: patients with a diagnosis of ischemic heart disease or heart failure, D: patients with a diagnosis of diabetes mellitus type 2 and HbA1c > 6.5%.

Baseline Characteristics

Table 1 displays the baseline characteristic of patients separated according to their primary disease. Overall, patients were similar in the intervention group and in the control group in both disease groups. The mean age among heart patients was 69.1 (SD 9.1) years, and diabetes patients were slightly younger with a mean age of 66.2 (SD 8.6) years. The majority of patients were men in the heart disease group (178/269, 66.2%) and in the diabetes group (129/250, 51.6%). BMI was higher in the diabetes group than in the heart disease group, but BMI distribution was similar between the treatment arms. Over two-thirds of the patients (361/519, 69.6%) were retired. Approximately 8.1% (42/519) were smokers. The rate of missing values was clearly higher regarding smoking and alcohol questions compared to the other baseline questions. The high proportion of missing values regarding the alcohol question was explained by the fact that patients did not find a suitable option among the provided choices for answers. They told this to the nurse at the baseline visit, or it was written in the questionnaire that no proper choice was given because they did not use alcohol at all. The majority of the patients were familiar with mobile phones, and approximately half of the patients were familiar with computers. The most common comorbidities were diagnosed connective tissue disease, rheumatic disease, or chronic pulmonary disease. There were only a few patients with dementia or cerebrovascular disease.
Short Form (36) Health Survey

Tables 2 and 3 show the baseline, postintervention, and change scores of HRQL—the eight dimensions of the HRQL assessment and the two summary scores. There were no significant differences between the control and intervention arms in either of the disease groups for any of the variables.

A total of 45 patients completed the baseline questionnaire at home and later sent it to the nurse. On average, these patients posted their questionnaires 5.3 (range 1 to 7) months after they started in the trial. To exclude the bias that the late responses may have caused, the analyses of HRQL were repeated without the late responses. The level of significance of the difference between the control and intervention groups remained above .1 in all variables. Thus, no change in the interpretation was observed.

The number of respondents varied from question to question. In the diabetes group, the number of respondents varied from 146 to 159 in the intervention group and 55 to 60 in the control group, depending on the questions, which is slightly less than was assumed in the pre hoc power calculations. The lower sample size leads to a post hoc power of .76 when using the t test framework. However, the magnitude of .80 was reached when using the ANCOVA framework. The predefined power was reached in the heart disease group.
Table 1. Baseline characteristics of the patients in the two disease groups.

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Heart disease patients</th>
<th>Diabetes patients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=269), mean (SD) or n (%)</td>
<td>(n=250), mean (SD) or n (%)</td>
</tr>
<tr>
<td></td>
<td>Control (n=79)</td>
<td>Intervention (n=190)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>25 (32)</td>
<td>66 (34.7)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.1 (9.4)</td>
<td>69.6 (9.1)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.1 (4.3)</td>
<td>28.6 (4.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school or less</td>
<td>29 (37)</td>
<td>98 (51.6)</td>
</tr>
<tr>
<td>Secondary or high school</td>
<td>31 (39)</td>
<td>59 (31.1)</td>
</tr>
<tr>
<td>College/university or higher</td>
<td>9 (11)</td>
<td>24 (12.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>10 (13)</td>
<td>9 (4.7)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>1 (1)</td>
<td>8 (4.2)</td>
</tr>
<tr>
<td>Married/cohabitating</td>
<td>69 (87)</td>
<td>133 (70)</td>
</tr>
<tr>
<td>Separated</td>
<td>3 (4)</td>
<td>24 (12.6)</td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (6)</td>
<td>23 (12.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Work status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>12 (15)</td>
<td>34 (17.9)</td>
</tr>
<tr>
<td>Unemployed (able to work)</td>
<td>4 (5)</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td>Unemployed (unable to work)</td>
<td>0 (0)</td>
<td>5 (2.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>53 (67)</td>
<td>138 (72.6)</td>
</tr>
<tr>
<td>Student</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>10 (13)</td>
<td>7 (3.7)</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>6 (8)</td>
<td>14 (7.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>17 (22)</td>
<td>27 (14.2)</td>
</tr>
<tr>
<td>Alcohol, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-7 days a week</td>
<td>2 (3)</td>
<td>6 (3.2)</td>
</tr>
<tr>
<td>1-4 days a week</td>
<td>21 (27)</td>
<td>40 (21.1)</td>
</tr>
<tr>
<td>Monthly</td>
<td>14 (18)</td>
<td>47 (24.7)</td>
</tr>
<tr>
<td>Less than monthly</td>
<td>18 (23)</td>
<td>52 (27.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>24 (30)</td>
<td>45 (23.7)</td>
</tr>
<tr>
<td>Familiar with PC use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiar</td>
<td>41 (52)</td>
<td>102 (53.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>10 (13)</td>
<td>14 (7.4)</td>
</tr>
<tr>
<td>Familiar with mobile phone use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiar</td>
<td>69 (87)</td>
<td>173 (91.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>8 (10)</td>
<td>10 (5.3)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart diseases</td>
<td>79 (100)</td>
<td>190 (100)</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>0 (0)</td>
<td>4 (2.1)</td>
</tr>
<tr>
<td>Baseline characteristic</td>
<td>Heart disease patients</td>
<td>Diabetes patients</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td>(n=269), mean (SD) or n (%)</td>
<td>(n=250), mean (SD) or n (%)</td>
</tr>
<tr>
<td></td>
<td>Control (n=79)</td>
<td>Intervention (n=190)</td>
</tr>
<tr>
<td>Chronic pulmonary disease, including COPD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>8 (10)</td>
<td>22 (11.6)</td>
</tr>
<tr>
<td>Connective tissue disease or rheumatic disease</td>
<td>8 (10)</td>
<td>30 (15.8)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>18 (23)</td>
<td>46 (24.2)</td>
</tr>
<tr>
<td>Cancer</td>
<td>7 (9)</td>
<td>17 (8.9)</td>
</tr>
<tr>
<td>Other&lt;sup&gt;d&lt;/sup&gt;</td>
<td>49 (62)</td>
<td>111 (58.4)</td>
</tr>
<tr>
<td>No comorbidities</td>
<td>16 (20)</td>
<td>39 (20.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BMI: body mass index  
<sup>b</sup>PC: personal computer  
<sup>c</sup>COPD: chronic obstructive pulmonary disease  
<sup>d</sup>Hypertension is the most common “other” comorbidity.

Table 2. The baseline, postintervention, and change scores in the eight dimensions of the health-related quality-of-life assessments and in the two summary scores for heart disease patients.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Control scores</th>
<th>Intervention scores</th>
<th>Between-group difference, beta (95% CI)</th>
<th>p&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Baseline</td>
<td>Post&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Change (95% CI)</td>
</tr>
<tr>
<td>Physical component score</td>
<td>68</td>
<td>40.3</td>
<td>40.7</td>
<td>0.39 (-0.72, 1.49)</td>
</tr>
<tr>
<td>Mental component score</td>
<td>68</td>
<td>50.5</td>
<td>51.0</td>
<td>0.55 (-1.53, 2.58)</td>
</tr>
<tr>
<td>Physical functioning (PF)</td>
<td>68</td>
<td>64.9</td>
<td>66.1</td>
<td>1.16 (-1.77, 4.09)</td>
</tr>
<tr>
<td>Role-physical (RP)</td>
<td>68</td>
<td>60.7</td>
<td>63.5</td>
<td>2.79 (-1.84, 7.42)</td>
</tr>
<tr>
<td>Bodily pain (BP)</td>
<td>68</td>
<td>57.2</td>
<td>57.9</td>
<td>0.70 (-3.27, 4.66)</td>
</tr>
<tr>
<td>General health (GH)</td>
<td>68</td>
<td>48.7</td>
<td>49.2</td>
<td>0.56 (-2.93, 4.05)</td>
</tr>
<tr>
<td>Vitality (VT)</td>
<td>68</td>
<td>57.1</td>
<td>56.9</td>
<td>-0.25 (-4.71, 4.22)</td>
</tr>
<tr>
<td>Social functioning (SF)</td>
<td>68</td>
<td>80.1</td>
<td>80.0</td>
<td>-0.18 (-4.93, 4.56)</td>
</tr>
<tr>
<td>Role-emotional (RE)</td>
<td>67</td>
<td>72.5</td>
<td>75.4</td>
<td>2.86 (-2.63, 8.35)</td>
</tr>
<tr>
<td>Mental health (MH)</td>
<td>68</td>
<td>77.3</td>
<td>77.9</td>
<td>0.64 (-2.92, 4.21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values show the level of statistical significance between the treatment arms.  
<sup>b</sup>Postintervention score.
Table 3. The baseline, postintervention, and change scores in the eight dimensions of the health-related quality-of-life assessments and in the two summary scores for diabetes patients.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Control scores</th>
<th>Intervention scores</th>
<th>Between-group difference, beta (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Baseline</td>
<td>Post</td>
</tr>
<tr>
<td>Physical component score</td>
<td>55</td>
<td>41.5</td>
<td>42.0</td>
</tr>
<tr>
<td>Mental component score</td>
<td>56</td>
<td>50.1</td>
<td>52.0</td>
</tr>
<tr>
<td>Physical functioning (PF)</td>
<td>58</td>
<td>64.9</td>
<td>66.0</td>
</tr>
<tr>
<td>Role-physical (RP)</td>
<td>58</td>
<td>65.2</td>
<td>68.4</td>
</tr>
<tr>
<td>Bodily pain (BP)</td>
<td>58</td>
<td>55.3</td>
<td>58.8</td>
</tr>
<tr>
<td>General health (GH)</td>
<td>60</td>
<td>49.2</td>
<td>50.6</td>
</tr>
<tr>
<td>Vitality (VT)</td>
<td>58</td>
<td>52.9</td>
<td>58.1</td>
</tr>
<tr>
<td>Social functioning (SF)</td>
<td>60</td>
<td>79.4</td>
<td>83.3</td>
</tr>
<tr>
<td>Role-emotional (RE)</td>
<td>59</td>
<td>74.3</td>
<td>78.1</td>
</tr>
<tr>
<td>Mental health (MH)</td>
<td>58</td>
<td>76.5</td>
<td>78.5</td>
</tr>
</tbody>
</table>

*P* values show the level of statistical significance between the treatment arms.  
Postintervention score.

Clinical Outcomes

Trees 4 and 5 display the baseline, postintervention, and change scores in the anthropometric and laboratory measures, and the comparison between the treatment arms in both disease groups. In the heart disease group, there was no difference between the treatment arms in any of the variables. However, there was a significant within-group decrease in waist circumference (*P*=.02), systolic blood pressure (*P*<.001), and LDL-cholesterol (*P*<.001) in the intervention group. Also, in the control group, LDL-cholesterol decreased significantly (*P*<.001), as did systolic blood pressure (*P*<.001).

Among diabetics, there was a significant difference between the treatment arms in waist circumference (*P*=.01). In the intervention group, there was a significant decrease in weight (*P*=.02), waist circumference (*P*<.001), systolic blood pressure (*P*<.001), diastolic blood pressure (*P*=.007), and LDL-cholesterol (*P*<.001). In the control group, systolic blood pressure and LDL-cholesterol decreased significantly (*P*=.02 and *P*<.001, respectively).

Adherence

Out of 190 heart disease and 180 diabetes patients, 186 (97.9%) and 177 (98.3%) patients, respectively, received at least one health coach call. The average number of calls per patient was 8.7 (SD 1.6) in the heart disease patient group and 8.5 (SD 1.9) in the diabetes group. The difference between the disease groups was not significant (*P*=.40). The mean duration of a coaching call was 20.1 (SD 8.0) minutes in the heart disease group and 19.2 (SD 8.1) minutes in the diabetes group, with a significant between-group difference (*P*=.004). The mean time consumed by the nurse for the preparation of calls was 3.5 (SD 2.5) minutes in the heart disease group and 4.2 (SD 3.2) minutes in the diabetes group, with a significant between-group difference (*P*=.004). The time consumed by the nurse after the coaching calls among heart disease and diabetes patients was 3.8 (SD 3.0) and 4.5 (SD 3.6) minutes, respectively, with a significant between-group difference (*P*<.001).

The median number of all self-measurements reported through mobile phones was 209 (interquartile range [IQR] 124-324) among heart patients and 217 (IQR 104-346) among diabetes patients. The median number for heart disease group-specific monitoring parameters per patient were the following: 18 (IQR 2-40) weight reports, 18 (IQR 4-43) step counts, 57 (IQR 36-89)
blood pressure reports, and 42 (IQR 12-67) blood glucose reports—6 patients made blood glucose monitoring reports. The median number for diabetes group-specific monitoring parameters per patient were the following: 15 (IQR 3-39) weight reports, 15 (IQR 5-31) step counts, 56 (IQR 28-80) blood pressure reports, and 47 (IQR 20-89) blood glucose reports, including pre- and postprandial sugar. In the heart disease group and in the diabetes group, 174 out of 190 (91.6%) and 171 out of 180 (95.0%) patients, respectively, adhered to the self-monitoring intervention to the extent that they sent at least one report of any kind during the follow-up. Among 190 heart disease patients, 136 (71.6%) sent at least one weight measurement, 173 (91.1%) sent at least one blood pressure measurement, 6 (3.2%) sent at least one blood glucose measurement, and 118 (62.1%) sent at least one step count report. Out of 180 diabetes patients, the corresponding numbers were 119 (66.1%) for weight, 170 (94.4%) for blood pressure, 126 (70.0%) for blood glucose, and 13 (7.2%) for step count.

Table 4. Baseline, postintervention, and change scores in clinical outcomes for the heart disease group.

<table>
<thead>
<tr>
<th>Clinical outcome</th>
<th>Control scores</th>
<th>Intervention scores</th>
<th>Between-group difference, beta (95% CI)</th>
<th>P a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n Baseline</td>
<td>Post b</td>
<td>Change (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>70 79.9</td>
<td>79.1</td>
<td>-0.84 (-1.85, 0.16)</td>
<td>.15</td>
</tr>
<tr>
<td>Waist</td>
<td>65 97.6</td>
<td>98.7</td>
<td>1.10 (-1.65, 3.85)</td>
<td>.15</td>
</tr>
<tr>
<td>Systolic</td>
<td>68 144.4</td>
<td>138.0</td>
<td>-6.36 (-10.7, -2.01)</td>
<td>.45</td>
</tr>
<tr>
<td>Diastolic</td>
<td>67 81.1</td>
<td>80.9</td>
<td>-0.18 (-2.81, 2.45)</td>
<td>.73</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>68 4.13</td>
<td>4.05</td>
<td>-0.08 (-0.25, 0.09)</td>
<td>.92</td>
</tr>
<tr>
<td>HDL c</td>
<td>68 1.23</td>
<td>1.26</td>
<td>0.03 (-0.02, 0.08)</td>
<td>.87</td>
</tr>
<tr>
<td>LDL d</td>
<td>68 2.56</td>
<td>2.21</td>
<td>-0.36 (-0.51, -0.21)</td>
<td>.91</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>68 1.43</td>
<td>1.32</td>
<td>-0.12 (-0.27, 0.03)</td>
<td>.36</td>
</tr>
</tbody>
</table>

aP values show the level of statistical significance between the treatment arms.
bPostintervention score
cHDL: high-density lipoprotein
dLDL: low-density lipoprotein
Table 5. Baseline, postintervention, and change scores in clinical outcomes for the diabetes group.

<table>
<thead>
<tr>
<th>Clinical outcome</th>
<th>Control scores</th>
<th>Intervention scores</th>
<th>Between-group difference, beta (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Baseline</td>
<td>Post</td>
<td>n</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change (95% CI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c c</td>
<td>61</td>
<td>7.20</td>
<td>7.36</td>
<td>156</td>
</tr>
<tr>
<td>Weight</td>
<td>60</td>
<td>88.9</td>
<td>88.6</td>
<td>153</td>
</tr>
<tr>
<td>Waist</td>
<td>57</td>
<td>107.4</td>
<td>107.1</td>
<td>143</td>
</tr>
<tr>
<td>Systolic</td>
<td>60</td>
<td>151.9</td>
<td>147.8</td>
<td>148</td>
</tr>
<tr>
<td>Diastolic</td>
<td>60</td>
<td>86.7</td>
<td>84.6</td>
<td>148</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>60</td>
<td>4.36</td>
<td>4.19</td>
<td>153</td>
</tr>
<tr>
<td>HDL d</td>
<td>60</td>
<td>1.26</td>
<td>1.29</td>
<td>156</td>
</tr>
<tr>
<td>LDL e</td>
<td>60</td>
<td>2.66</td>
<td>2.27</td>
<td>156</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>59</td>
<td>1.78</td>
<td>1.89</td>
<td>154</td>
</tr>
</tbody>
</table>

P values show the level of statistical significance between the treatment arms.

Postintervention score

HbA1c: hemoglobin A1c

HDL: high-density lipoprotein

LDL: low-density lipoprotein

**Discussion**

**Principal Findings**

This study evaluated whether health coaching, supported with home telemonitoring, improved health-related quality of life and/or the clinical condition of type 2 diabetes patients and heart disease patients after 12 months. The intervention failed to improve patients’ quality of life or their clinical condition. Patients received regular health coaching calls throughout the study and the majority of the patients adhered to the home telemonitoring plan and frequently monitored at least one of the required health parameters.

The intervention showed a statistically significant difference only in waist circumference among type 2 diabetics. However, due to the lack of consistency in other variables, this finding is likely a result of multiple tests conducted in this study rather than true a difference between the study groups. Multiple testing increases the likelihood of false positive discoveries and this should be acknowledged when interpreting the findings. In addition, blood pressure and cholesterol levels showed beneficial trends for all patients. Overall, the improvements in clinical variables were more apparent in the type 2 diabetes group than in the heart disease patient group.

There were 48 out of 519 patients (9.2%) that were lost to follow-up. We found that unfamiliarity with mobile phones and poor health status measured as a result of the presence of comorbidities were associated with withdrawal. These findings highlight the importance of offering and targeting interventions to an audience with the appropriate skills. eHealth literacy is a prerequisite for the success of eHealth interventions and should be appropriately accounted for. Electronic health tools provide little value if the intended users lack the skills to effectively engage with them [19]. As suggested by Cruz et al [20], the patient skills and acceptance of the technology should be measured prior to its implementation. Appropriate skills are also required on the professional side. A recent study evaluating the use of email in the communication between the primary health care system and general practitioners showed that the easier the general practitioners thought the email system to be, the more they used it [21]. In our study, six nurses were specifically trained for health coaching and to actively utilize the RPM system as part of the care.

The positive changes in patients’ clinical conditions in both study groups emphasize the well-known fact that control patients improve their lifestyles as a consequence of being involved in a trial, even if they are not subjected to the actual intervention.
Some of the control group patients were disappointed for not being randomized into the intervention group and they decided to take better care of themselves. Regarding disease-specific effects, we found that diabetes patients who received the intervention improved their health status among several health parameters. The findings were not verified by testing statistical interaction of group and disease variables, but the results in Table 5 showed significant within-group reductions in patients’ weight, waist circumference, blood pressure, and LDL. We can speculate whether diabetes patients are more prone to benefit from this kind of intervention. Similarly, Pare et al reported that telemonitoring was associated with a decline in hemoglobin and better blood glucose control, but clinical effects on the condition of patients suffering from cardiac problems were not as evident [2]. Signals reflecting the state of diabetes are not apparent. Even the symptoms of the worsening condition of a patient may stay unrecognized. Therefore, the importance of self-management as a part of diabetes care should be emphasized. The utilization of self-management in health care is a good direction to take, as it was shown by Rose et al [22] that there is a risk of general practitioners, who are sensitive to patients’ low self-efficacy in blood glucose monitoring, taking over the monitoring role, and inadvertently reducing self-management. Furthermore, a recent study showed that the significant improvements in HbA1c achieved during a 6-month trial of home telemonitoring, combined with active medication management, were sustained for at least that same 6 months [23].

Patients adhered to home telemonitoring in terms of measuring their blood pressure. Assuming the duration of the trial was approximately 12 months, 52 parameters were expected to be reported. Heart disease and diabetes patients respectively produced 55 and 57 blood pressure measurements on average. Across other health parameters, the monitoring frequency varied from 15 to 42. Patient groups seemed not to differ from each other in terms of monitoring frequency. Some patients had a lack of skills in using remote monitoring devices or they had technical problems, which reduced the number of remote monitoring measurements. Health coaching was realized as planned. The expected number of health coaching calls was between 9 and 12, with 4 to 6 weeks calling frequency. The number of health coaching calls was 8.7 and 8.6 in the heart disease and diabetes group, respectively. Our health coaching model was solution oriented. All coaching calls were tailored to the individual needs that affected variation to the call durations. Few patients had lengthy hospital stays, which affected the number of health coaching calls. The number and duration of health coaching calls were significantly different between the disease groups. The low level of significance was likely due to a small standard deviation in the call duration. A 1-minute difference, as seen in the call duration, has no practical relevance.

The low inclusion criteria in terms HbA1c for diabetic patients posed a limitation on this study. For inclusion, a diabetic patient was required to have an HbA1c higher than 6.5%. On average, the HbA1c levels were 7.2%, showing that there was little room for improvement. A lack of social support was a potential factor that may have influenced the negative findings of this study. Receiving real-time social support may help people to stay engaged and feel supported, which is important in order to initiate and maintain improvements in health-related behaviors [24]. Another appealing approach to keep patients motivated, specifically those involved with self-monitoring of their health parameters, is the utilization of active assistance technology. Active assistance technology involves automatic processing of health or behavior data and delivers automatic tailored messages to users [25]. Results in this field have been promising, including work by Quinn et al [26], Charpentier et al [27], and Orsama et al [28]. As Bock et al [29] have recently shown, in order to produce successful mHealth apps with lasting effects, it is important to obtain user input throughout development. In our study, the patients were contacted every 4 to 6 weeks. An automatic feedback system, based on their self-monitored health parameters, could have kept patients motivated and informed by the delivery of individualized feedback with a coaching perspective.

Conclusions

In conclusion, this study failed to show a beneficial effect of health coaching supported by telemonitoring on patients’ quality of life or their clinical status. However, we do not yet know the long-lasting benefits of the intervention. There were indications that the intervention had a differential effect on heart disease patients and diabetes patients. Diabetes patients may be more prone to benefit from this kind of intervention. This should not be neglected when developing new ways for self-management of chronic diseases.
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Abstract

Background: Self-reported medical history information is included in many studies. However, data on the validity of Web-based questionnaires assessing medical history are scarce. If proven to be valid, Web-based questionnaires may provide researchers with an efficient means to collect data on this parameter in large populations.

Objective: The aim of this study was to assess the validity of a Web-based questionnaire on chronic medical conditions, allergies, and blood pressure readings against obstetric records and data from general practitioners.

Methods: Self-reported questionnaire data were compared with obstetric records for 519 pregnant women participating in the Dutch PRegnancy and Infant DEvelopment (PRIDE) Study from July 2011 through November 2012. These women completed Web-based questionnaires around their first prenatal care visit and in gestational weeks 17 and 34. We calculated kappa statistics (κ) and the observed proportions of positive and negative agreement between the baseline questionnaire and obstetric records for chronic conditions and allergies. In case of inconsistencies between these 2 data sources, medical records from the woman’s general practitioner were consulted as the reference standard. For systolic and diastolic blood pressure, intraclass correlation coefficients (ICCs) were calculated for multiple data points.

Results: Agreement between the baseline questionnaire and the obstetric record was substantial (κ=.61) for any chronic condition and moderate for any allergy (κ=.51). For specific conditions, we found high observed proportions of negative agreement (range 0.88-1.00) and on average moderate observed proportions of positive agreement with a wide range (range 0.19-0.90). Using the reference standard, the sensitivity of the Web-based questionnaire for chronic conditions and allergies was comparable to or even better than the sensitivity of the obstetric records, in particular for migraine (0.90 vs 0.40, P=.02), asthma (0.86 vs 0.61, P=.04), inhalation allergies (0.92 vs 0.74, P=.003), hay fever (0.90 vs 0.64, P=.001), and allergies to animals (0.89 vs 0.53, P=.01).

However, some overreporting of allergies was observed in the questionnaire and for some nonsomatic conditions sensitivity of both measurement instruments was low. The ICCs for blood pressure readings ranged between 0.72 and 0.92 with very small mean differences between the 2 methods of data collection.
Conclusions: Web-based questionnaires can be used to validly collect data on many chronic disorders, allergies, and blood pressure readings among pregnant women.

(J Med Internet Res 2015;17(6):e149) doi:10.2196/jmir.3847
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Introduction
Self-reported methods of data collection are often applied in large-scale medical or biomedical studies for efficiency reasons. In these studies, it may not be feasible to conduct clinical measurements on all participants. Therefore, paper-and-pencil questionnaires or telephone interviews were traditionally used to gather information on the study variables. Nowadays, these modes of data collection are increasingly being substituted by Web-based questionnaires. However, knowledge on the validity of data collected with Web-based questionnaires is limited [1], although the quality of the data on a number of traditional epidemiologic risk factors, including body weight [2-4], smoking [5], alcohol consumption [6], and energy and macronutrient intake [7,8], is reported to be high. Medical history is included as an exposure or potential confounding factor in many studies and Web-based questionnaires may be an efficient way to collect these data in large samples of participants, if proven to be valid.

Most validation studies on medical history collected through self-reported methods has focused on chronic conditions, in particular cardiovascular diseases [9-15], diabetes [10,12-16], cancer [11,17,18], and asthma [10,13,14,19,20]. Agreement between self-reports and medical records differed among these studies and was affected by study methodology, target population, condition of interest, and the statistical analyses. In general, agreement was good for conditions that have clear diagnostic criteria, but it was low to moderate for conditions that are less serious or more complex to diagnose. Accordingly, discordance between questionnaires and biochemical measures or patch testing for allergic conditions or atopy is substantial [21-23]. Data on the validity of self-report on the results of common measurements taken during health care visits, such as blood pressure readings and hemoglobin levels, are very limited.

To the best of our knowledge, only Landkroon et al [24] compared data on medical history from a Web-based questionnaire with a “reference standard,” but this study was too small (N=106) to produce robust estimates for levels of agreement. Therefore, the aim of this study was to assess the validity of a Web-based questionnaire on chronic conditions, allergies, and blood pressure readings among pregnant women by comparing the questionnaire data to obstetric records and data from general practitioners (GPs).

Methods
Setting
The Dutch prenatal care system is unique in the Western world. In the Netherlands, midwives are qualified to provide full prenatal care to all women with uncomplicated pregnancies and deliveries. The first prenatal care visit, which may be scheduled without referral of a general practitioner, usually takes place in gestational weeks 8 to 10 and frequent contacts are scheduled throughout pregnancy. Women are referred to a secondary or tertiary midwife or gynecologist in case of risk factors or complications. In 2013, 85% of pregnant women started their prenatal care in a primary care setting [25].

Study Population
We used data from the PRegnancy and Infant DEvelopment (PRIDE) Study, an ongoing, prospective cohort study that enrolls Dutch women early in pregnancy. The PRIDE Study started enrollment in July 2011 in the Nijmegen region and aims at including more than 150,000 pregnancies to study a broad range of research questions pertaining to maternal and child health. Details on the study design are described elsewhere [26].

Briefly, pregnant women aged 18 years and older were invited to participate in the PRIDE Study by their midwife or gynecologist just before or during their first prenatal care visit. They were asked to complete Web-based questionnaires at baseline, in gestational weeks 17 (questionnaire 2) and 34 (questionnaire 3), as well as 2 and 6 months after the estimated date of delivery. The baseline questionnaire was completed between weeks 6 and 16 of gestation. Researchers from various medical disciplines selected, modified, and tailored existing, validated paper-based questionnaires or parts thereof to fit our Web-based application. Paper-based questionnaires were available for women who could not or did not want to participate through the Internet (n=1; excluded from this study). Questions were asked on demographic factors, reproductive history, maternal health, lifestyle factors, and occupational exposures. Furthermore, consent was asked for review of medical records to enrich the PRIDE Study database with detailed clinical information.

Data Collection
Through the baseline questionnaire, data on medical history were collected. Women were asked gateway questions to assess chronic conditions (“Do you have a chronic or long-term illness that was diagnosed by a medical doctor” followed by some examples of chronic conditions) and allergies (“Do you have an allergy or eczema?”). These questions were followed by multiple-choice questions with blank options to specify the chronic condition or allergy among those who answered positively to the relevant gateway question. Chronic conditions reported in other parts of the baseline questionnaire (eg, as causes for subfertility or as indications for medication use) were included in the analysis as well. In each prenatal questionnaire, we asked for the date of the most recent prenatal care visit, whether blood pressure was measured during this visit, and if so, for the systolic and diastolic blood pressure readings in mm
A pretested, standardized case report form (CRF) was used to abstract data from the obstetric records of women who gave consent for medical record review. For logistical reasons, obstetric records were only reviewed in participating study centers in the Nijmegen region (7 midwifery practices and 1 academic hospital). Using the CRF, 2 medically trained abstracters collected data from the obstetric records on medical history, including chronic conditions, allergies, and pregnancy history, the pregnancy itself, anthropometrical measures including blood pressure taken during pregnancy, and pregnancy outcome, not all of which were included in this validation study.

Preexisting medical conditions are self-reported by the pregnant woman during the first prenatal care visit and are usually only recorded in the obstetric record by the prenatal care provider if deemed important for the course of pregnancy or the delivery [27]. As a consequence, obstetric records may not be a suitable reference standard for self-reported chronic conditions and allergies. Therefore, information on the diagnosis of chronic conditions and allergies was obtained from the woman’s GP in case of inconsistencies between the questionnaire and the obstetric record for reasons of efficiency.

Chronic conditions were classified and coded according to the World Health Organization’s International Classification of Diseases, Tenth Revision [28]. Allergies were ordered into 6 mutually exclusive categories: (1) inhalation allergies (hay fever, allergies to animals, and house dust mite allergy), (2) food allergies, (3) allergic contact dermatitis (allergies to metal, fragrance hypersensitivity, plaster allergy, and latex allergy), (4) insect sting allergy, (5) medication allergies, and (6) other allergies.

Statistical Analysis

Only PRIDE Study participants with complete information on chronic conditions, allergies, and blood pressure during the most recent prenatal care visit in the baseline questionnaire who gave consent to review their medical records were included in this validation study. For chronic conditions and allergies with at least 5 cases in either the questionnaire or the obstetric record, we calculated kappa statistics (κ) to quantify agreement between the baseline questionnaire and the obstetric record regarding chronic conditions and allergies. We also calculated the observed proportions of positive and negative agreement (\(p_{pos}\) and \(p_{neg}\), respectively) because kappa is strongly affected by imbalances in marginal totals (ie, a low kappa despite a high level of agreement) [29]. The calculation of \(p_{pos}\) and \(p_{neg}\) is shown in Figure 1 [30].

To determine which method of data collection was most valid to collect information on chronic conditions and allergies among pregnant women, sensitivity and specificity were calculated with GP data until the date of completion of the baseline questionnaire as our reference standard. When GP data were unavailable, pharmacy records were screened for diagnoses of chronic conditions or allergies and for medication dispensed that was indicative for chronic conditions or allergies. In addition to the discordant questionnaire–obstetric record pairs, women with positive scores on both the Web-based questionnaire and the obstetric record were included in these calculations as true positives. Likewise, women with negative scores on both methods were included as true negatives. We assessed potential differences in sensitivity and specificity between the questionnaires and the obstetric records using chi-square tests.

For the validity analyses regarding blood pressure readings, only women with an exact match between the date of the most recent prenatal care visit reported in any of the prenatal questionnaires and a visit date recorded in the obstetric record were included to be certain that both data sources referred to the same measurement. Intraclass correlation coefficients (ICCs) with 95% confidence intervals (CIs) for systolic blood pressure (SBP) and diastolic blood pressure (DBP) were calculated using 2-way mixed effects models (single measure). To assess absolute agreement and potential differences in bias within the SBP and DBP range, we plotted the difference in blood pressure readings between the questionnaire and the obstetric record (y-axis) against the mean of the 2 methods of data collection (x-axis) according to the Bland-Altman technique [31]. In secondary analyses, we included all women who reported the most recent prenatal care visit date in the questionnaire within 5 days of a visit date recorded in the obstetric record. All statistical analyses were performed using IBM SPSS version 20 (IBM Corp, Armonk, NY, USA), except for \(p_{pos}\) and \(p_{neg}\), which were calculated in Microsoft Office Excel 2007 (Microsoft Corp, Redmond, WA, USA).

Figure 1. Calculation of positive and negative agreement between two tests.
Results

Women enrolled in the PRIDE Study between July 2011 through November 2012 were eligible for this study (N=725). The overall participation rate in the PRIDE Study was 42.90% (725/1690) during this time period. Figure 2 shows the flow of participants. Of the 725 women enrolled during the study period, 22 (3.0%) only completed a few sections of the baseline questionnaire, mostly because of technical issues in the first weeks of enrollment. Among those with complete baseline questionnaires, 24.8% (174/703) did not give consent for medical record review. Furthermore, 10 women were excluded because their obstetric records were not available (n=9) or they participated with multiple pregnancies in the PRIDE Study (n=1). Therefore, 519 women were included in this validation study. Compared with the women who did not give consent to obtain medical records, women participating in this validation study were more likely to have a lower level of education (P=.03) and to be obese (P=.06; Table 1). Furthermore, women who did not give consent for medical record review were more likely to have completed the baseline questionnaire before their first prenatal care visit compared to women included in the validation study (P=.02). We did not observe substantial differences in maternal age, country of birth, gravidity, and gestational age at inclusion between these 2 groups. Regarding the blood pressure readings, follow-up information was not available for all participants for several reasons: (1) they did not reach the gestational week for administration of questionnaire 2 or 3 yet at the date of obstetric record review; (2) they had a miscarriage, stillbirth, termination of pregnancy (TOP), or very preterm birth; or (3) they skipped questionnaire 2 or 3, were lost to follow-up, or changed prenatal care provider resulting in incomplete obstetric records.

Figure 2. Flow chart of study participants.
Table 1. Characteristics of PRIDE Study participants included in this validation study and participants who did not give consent for review of medical records.

| Characteristic                      | Participants in validation study, n (%) (N=519)
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternal age at inclusion (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>15 (2.9)</td>
</tr>
<tr>
<td>25-29</td>
<td>172 (33.1)</td>
</tr>
<tr>
<td>30-34</td>
<td>238 (45.9)</td>
</tr>
<tr>
<td>≥35</td>
<td>94 (18.1)</td>
</tr>
<tr>
<td>Maternal country of birth</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>483 (93.1)</td>
</tr>
<tr>
<td>Other</td>
<td>31 (6.0)</td>
</tr>
<tr>
<td>Maternal level of education c</td>
<td></td>
</tr>
<tr>
<td>Low/intermediate</td>
<td>107 (20.6)</td>
</tr>
<tr>
<td>High</td>
<td>407 (78.4)</td>
</tr>
<tr>
<td>Gravidity</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>232 (44.7)</td>
</tr>
<tr>
<td>≥1</td>
<td>287 (55.3)</td>
</tr>
<tr>
<td>BMI before pregnancy d</td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.5 kg/m²)</td>
<td>15 (2.9)</td>
</tr>
<tr>
<td>Normal (18.5-24.9 kg/m²)</td>
<td>336 (64.7)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9 kg/m²)</td>
<td>90 (17.3)</td>
</tr>
<tr>
<td>Obese (≥30 kg/m²)</td>
<td>33 (6.4)</td>
</tr>
<tr>
<td>Height/weight unknown</td>
<td>45 (8.7)</td>
</tr>
<tr>
<td>Gestational age at inclusion (weeks)</td>
<td></td>
</tr>
<tr>
<td>&lt;8</td>
<td>96 (18.5)</td>
</tr>
<tr>
<td>8-10</td>
<td>178 (34.3)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>245 (47.2)</td>
</tr>
<tr>
<td>Timing of baseline questionnaire</td>
<td></td>
</tr>
<tr>
<td>Completed before first prenatal care visit</td>
<td>131 (25.2)</td>
</tr>
<tr>
<td>Completed after first prenatal care visit</td>
<td>388 (74.8)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No consent for medical record review, n (%) (N=174)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternal age at inclusion (years)</td>
</tr>
<tr>
<td>&lt;25</td>
</tr>
<tr>
<td>25-29</td>
</tr>
<tr>
<td>30-34</td>
</tr>
<tr>
<td>≥35</td>
</tr>
<tr>
<td>Maternal country of birth</td>
</tr>
<tr>
<td>Netherlands</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Maternal level of education c</td>
</tr>
<tr>
<td>Low/intermediate</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Gravidity</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>≥1</td>
</tr>
<tr>
<td>BMI before pregnancy d</td>
</tr>
<tr>
<td>Underweight (&lt;18.5 kg/m²)</td>
</tr>
<tr>
<td>Normal (18.5-24.9 kg/m²)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9 kg/m²)</td>
</tr>
<tr>
<td>Obese (≥30 kg/m²)</td>
</tr>
<tr>
<td>Height/weight unknown</td>
</tr>
<tr>
<td>Gestational age at inclusion (weeks)</td>
</tr>
<tr>
<td>&lt;8</td>
</tr>
<tr>
<td>8-10</td>
</tr>
<tr>
<td>&gt;10</td>
</tr>
<tr>
<td>Timing of baseline questionnaire</td>
</tr>
<tr>
<td>Completed before first prenatal care visit</td>
</tr>
<tr>
<td>Completed after first prenatal care visit</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p b</th>
</tr>
</thead>
<tbody>
<tr>
<td>.45</td>
</tr>
<tr>
<td>.20</td>
</tr>
<tr>
<td>.03</td>
</tr>
<tr>
<td>.62</td>
</tr>
<tr>
<td>.06</td>
</tr>
<tr>
<td>.17</td>
</tr>
<tr>
<td>.02</td>
</tr>
</tbody>
</table>

^a Numbers may not add up to total group size due to missing values.
^b Difference between the 2 groups using chi-square tests.
^c High level of education: completed higher vocational education or university.
^d Body mass index (BMI) derived from self-reported height and weight.

Of the 519 participants, 118 (22.7%) women reported having a chronic condition in the baseline questionnaire, whereas chronic conditions were recorded in the obstetric records of 105 (20.2%) women. Overall, agreement between the Web-based questionnaire and the obstetric record was substantial for any chronic condition (κ=.61; Table 2) with a higher p_{neg} (0.92) than p_{pos} (0.69). Level of agreement differed between the specific chronic conditions with relatively high levels of agreement for endocrine, nutritional, and metabolic diseases (κ=.72) and in particular for thyroid disease (κ=.90), epilepsy (κ=.89), and diseases of the genitourinary tract (κ=.72). However, for a number of conditions, including migraine (κ=.30), diseases of the circulatory system (κ=.25), and irritable bowel syndrome (κ=.39), agreement between the questionnaire and the obstetric record was poor. For all specific conditions, the p_{neg} was high (range 0.98-1.00), but the p_{pos} followed a pattern comparable to the kappa statistic.
### Table 2. Agreement between data from the Web-based questionnaire and obstetric record for chronic conditions (n=519).

<table>
<thead>
<tr>
<th>Chronic condition</th>
<th>Questionnaire positive, n</th>
<th>Questionnaire negative, n</th>
<th>κ</th>
<th>P&lt;sub&gt;pos&lt;/sub&gt;</th>
<th>P&lt;sub&gt;neg&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any chronic condition</td>
<td>77</td>
<td>41</td>
<td>28</td>
<td>373</td>
<td>.61</td>
</tr>
<tr>
<td>Diseases of the blood and blood-forming organs</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Thalassemia</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Immunodeficiency</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Endocrine, nutritional, and metabolic diseases</td>
<td>15</td>
<td>5</td>
<td>6</td>
<td>493</td>
<td>.72</td>
</tr>
<tr>
<td>Thyroid disease</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>508</td>
<td>.90</td>
</tr>
<tr>
<td>Polycystic ovarian syndrome</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>506</td>
<td>.55</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Periodic fever syndrome</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Mental and behavioral disorders</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>502</td>
<td>.57</td>
</tr>
<tr>
<td>Depression/anxiety</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>505</td>
<td>.52</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>ADD/ADHD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Diseases of the nervous system</td>
<td>12</td>
<td>17</td>
<td>4</td>
<td>486</td>
<td>.51</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>514</td>
<td>.89</td>
</tr>
<tr>
<td>Migraine</td>
<td>4</td>
<td>17</td>
<td>1</td>
<td>497</td>
<td>.30</td>
</tr>
<tr>
<td>Tension-type headache</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Chronic fatigue syndrome</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>516</td>
<td>—</td>
</tr>
<tr>
<td>Diseases of the circulatory system</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>512</td>
<td>.25</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>516</td>
<td>—</td>
</tr>
<tr>
<td>Cardiac arrhythmia</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Raynaud syndrome</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Diseases of the respiratory system</td>
<td>19</td>
<td>17</td>
<td>5</td>
<td>478</td>
<td>.61</td>
</tr>
<tr>
<td>Asthma</td>
<td>19</td>
<td>17</td>
<td>5</td>
<td>478</td>
<td>.61</td>
</tr>
<tr>
<td>Diseases of the digestive system</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>501</td>
<td>.61</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>516</td>
<td>—</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>516</td>
<td>—</td>
</tr>
<tr>
<td>Irritable bowel syndrome</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>507</td>
<td>.39</td>
</tr>
<tr>
<td>Diseases of the skin and subcutaneous tissue</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>507</td>
<td>.49</td>
</tr>
<tr>
<td>Psoriasis</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>510</td>
<td>.61</td>
</tr>
<tr>
<td>Rosacea</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>516</td>
<td>—</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system and connective tissue</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>502</td>
<td>.68</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>515</td>
<td>—</td>
</tr>
<tr>
<td>Sjögren syndrome</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Ankylosing spondylitis</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>517</td>
<td>—</td>
</tr>
<tr>
<td>Hypermobility</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>514</td>
<td>—</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>514</td>
<td>—</td>
</tr>
<tr>
<td>Complex regional pain syndrome</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>518</td>
<td>—</td>
</tr>
<tr>
<td>Diseases of the genitourinary tract</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>512</td>
<td>.72</td>
</tr>
</tbody>
</table>

<sup>a</sup> calculated as (k−1)/(1−P<sub>pos</sub>)<sup>b</sup>

<sup>c</sup> ADD/ADHD = Attention deficit disorder/Attention deficit hyperactivity disorder
Allergies were reported by 229 of 519 (44.1%) women in the baseline questionnaire and recorded in the obstetric record of 168 (32.4%) women. In Table 3, agreement between the Web-based questionnaire and the obstetric record is shown for the mutually exclusive groups of allergies and selected specific allergies. For any allergy, agreement between the questionnaire and the obstetric record was moderate ($\kappa = .51$) with a $p_{pos}$ and $p_{neg}$ of 0.70 and 0.81, respectively. The kappa values for the groups of allergies ranged between 0.21 (insect sting allergy) and 0.66 (drug allergies) and between 0.33 (fragrance hypersensitivity) and 0.73 (latex allergy) for the specific types of allergies. House dust mite allergy, latex allergy, and drug allergies were more often reported in the obstetric record than in the questionnaire. Again, the $p_{neg}$ (range 0.81-1.00) was higher than the $p_{pos}$ (range 0.19-0.73) for all groups of allergies or specific allergies included.

Table 3. Agreement between data from a Web-based questionnaire and obstetric record for allergies (n=519).

<table>
<thead>
<tr>
<th>Allergy</th>
<th>Questionnaire positive, n</th>
<th>Questionnaire negative, n</th>
<th>$\kappa$</th>
<th>$p_{pos}^a$</th>
<th>$p_{neg}^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Record positive</td>
<td>Record negative</td>
<td>Record positive</td>
<td>Record negative</td>
<td></td>
</tr>
<tr>
<td>Any allergy</td>
<td>138 (91)</td>
<td>30 (260)</td>
<td>.51</td>
<td>.70</td>
<td>.81</td>
</tr>
<tr>
<td>Inhalation allergies</td>
<td>80 (83)</td>
<td>10 (346)</td>
<td>.53</td>
<td>.63</td>
<td>.88</td>
</tr>
<tr>
<td>Hay fever</td>
<td>53 (53)</td>
<td>3 (410)</td>
<td>.60</td>
<td>.65</td>
<td>.94</td>
</tr>
<tr>
<td>Allergies to animals</td>
<td>21 (45)</td>
<td>7 (446)</td>
<td>.40</td>
<td>.45</td>
<td>.94</td>
</tr>
<tr>
<td>House dust mite allergy</td>
<td>15 (15)</td>
<td>22 (467)</td>
<td>.41</td>
<td>.45</td>
<td>.96</td>
</tr>
<tr>
<td>Food allergies</td>
<td>15 (39)</td>
<td>1 (464)</td>
<td>.40</td>
<td>.43</td>
<td>.96</td>
</tr>
<tr>
<td>Allergic contact dermatitis</td>
<td>33 (73)</td>
<td>11 (402)</td>
<td>.36</td>
<td>.44</td>
<td>.91</td>
</tr>
<tr>
<td>Allergies to metal</td>
<td>11 (37)</td>
<td>3 (468)</td>
<td>.33</td>
<td>.35</td>
<td>.96</td>
</tr>
<tr>
<td>Fragrance hypersensitivity</td>
<td>6 (51)</td>
<td>0 (462)</td>
<td>.17</td>
<td>.19</td>
<td>.95</td>
</tr>
<tr>
<td>Plaster allergy</td>
<td>9 (16)</td>
<td>7 (487)</td>
<td>.42</td>
<td>.44</td>
<td>.98</td>
</tr>
<tr>
<td>Latex allergy</td>
<td>4 (0)</td>
<td>3 (512)</td>
<td>.73</td>
<td>.73</td>
<td>1.00</td>
</tr>
<tr>
<td>Insect sting allergy</td>
<td>3 (20)</td>
<td>1 (495)</td>
<td>.21</td>
<td>.22</td>
<td>.98</td>
</tr>
<tr>
<td>Drug allergies</td>
<td>26 (9)</td>
<td>15 (469)</td>
<td>.66</td>
<td>.68</td>
<td>.98</td>
</tr>
<tr>
<td>Other allergies</td>
<td>2 (3)</td>
<td>0 (514)</td>
<td>.57</td>
<td>.57</td>
<td>1.00</td>
</tr>
</tbody>
</table>

$^a$ Observed proportion of positive agreement.

$^b$ Observed proportion of negative agreement.
P<.001), food allergies (0.92 vs 0.98, P<.001), allergic contact dermatitis (0.84 vs 0.94, P<.001), allergies to metal (0.94 vs 0.99, P<.001), and fragrance hypersensitivity (0.91 vs 0.99, P<.001).

Table 4. Validity comparisons of chronic conditions and allergies among pregnant women: Web-based questionnaires and obstetric records compared to GP records.

<table>
<thead>
<tr>
<th>Condition or allergy</th>
<th>n</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Questionnaire</td>
<td>Record</td>
<td>P</td>
</tr>
<tr>
<td>Any chronic condition</td>
<td>496</td>
<td>0.83</td>
<td>0.74</td>
</tr>
<tr>
<td>Endocrine, nutritional, and metabolic diseases</td>
<td>515</td>
<td>0.76</td>
<td>0.70</td>
</tr>
<tr>
<td>Thyroid disease</td>
<td>518</td>
<td>0.77</td>
<td>0.69</td>
</tr>
<tr>
<td>Polycystic ovarian syndrome</td>
<td>516</td>
<td>0.67</td>
<td>0.83</td>
</tr>
<tr>
<td>Mental and behavioral disorders</td>
<td>516</td>
<td>0.45</td>
<td>0.27</td>
</tr>
<tr>
<td>Depression/anxiety</td>
<td>516</td>
<td>0.50</td>
<td>0.30</td>
</tr>
<tr>
<td>Diseases of the nervous system</td>
<td>513</td>
<td>0.85</td>
<td>0.65</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>519</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>Migraine</td>
<td>514</td>
<td>0.90</td>
<td>0.40</td>
</tr>
<tr>
<td>Diseases of the respiratory system</td>
<td>511</td>
<td>0.86</td>
<td>0.61</td>
</tr>
<tr>
<td>Asthma</td>
<td>511</td>
<td>0.86</td>
<td>0.61</td>
</tr>
<tr>
<td>Diseases of the digestive system</td>
<td>517</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>Irritable bowel syndrome</td>
<td>517</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Diseases of the skin and subcutaneous tissue</td>
<td>519</td>
<td>0.69</td>
<td>0.38</td>
</tr>
<tr>
<td>Psoriasis</td>
<td>519</td>
<td>0.80</td>
<td>0.40</td>
</tr>
<tr>
<td>Diseases of the musculoskeletal system and connective tissue</td>
<td>515</td>
<td>1.00</td>
<td>0.82</td>
</tr>
<tr>
<td>Diseases of the genitourinary tract</td>
<td>518</td>
<td>0.80</td>
<td>1.00</td>
</tr>
<tr>
<td>Any allergy</td>
<td>494</td>
<td>0.96</td>
<td>0.85</td>
</tr>
<tr>
<td>Inhalation allergies</td>
<td>496</td>
<td>0.92</td>
<td>0.74</td>
</tr>
<tr>
<td>Hay fever</td>
<td>508</td>
<td>0.90</td>
<td>0.64</td>
</tr>
<tr>
<td>Allergies to animals</td>
<td>509</td>
<td>0.89</td>
<td>0.53</td>
</tr>
<tr>
<td>House dust mite allergy</td>
<td>512</td>
<td>0.58</td>
<td>0.65</td>
</tr>
<tr>
<td>Food allergies</td>
<td>511</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td>Allergic contact dermatitis</td>
<td>502</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Allergies to metal</td>
<td>508</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Fragrance hypersensitivity</td>
<td>507</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Plaster allergy</td>
<td>511</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Drug allergies</td>
<td>515</td>
<td>0.84</td>
<td>0.95</td>
</tr>
</tbody>
</table>

\(a\) Difference between the 2 modes of data collection using chi-square tests.

For 4 chronic conditions, additional self-reports were identified in the questions about causes of subfertility that preceded the chronic condition question (polycystic ovarian syndrome \([n=7]\) and endometriosis \([n=2]\)) and through medication use (rosacea \([n=2]\) and lichen sclerosis \([n=1]\)). When these women were considered as not having reported these chronic conditions, agreement between the Web-based questionnaire and the obstetric record decreased, except for skin diseases. Furthermore, it decreased the sensitivity of the questionnaire, especially for endocrine diseases (0.67), polycystic ovarian syndrome (no true positive subjects), and diseases of the genitourinary tract (0.67).

Analyses on the validity of the Web-based questionnaires for blood pressure readings could not be conducted on the complete study sample. At baseline, 123 of 519 (23.7%) women did not have a prenatal care visit yet and, therefore, no valid blood pressure measurement (Table 5). Among women with a prenatal care visit, no match on visit date was established for 91 of 396 (23.0%), 65 of 423 (15.4%), and 32 of 295 (10.8%) women for the baseline questionnaire, questionnaire 2, and questionnaire 3, respectively.
Furthermore, a substantial proportion of women whose blood pressure was measured could not remember the blood pressure readings (baseline questionnaire: 27.9%, 76/272; questionnaire 2: 28.4%, 93/328; questionnaire 3: 19.1%, 50/262). Of the women included at baseline and eligible for the reliability analyses of the follow-up questionnaires, 78.6% (121/154) and 84.6% (88/104) were included for questionnaires 2 and 3, respectively. Out of the 142 women included for questionnaire 2 and eligible for the analysis of questionnaire 3, 128 (90.1%) were included for questionnaire 3.

Table 5. Validity analyses comparing Web-based questionnaires and obstetric records for systolic and diastolic blood pressure readings: sample description and intraclass correlation coefficients.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Baseline questionnaire (n=519)</th>
<th>Questionnaire 2 (n=423)</th>
<th>Questionnaire 3 (n=295)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not have prenatal care visit, n</td>
<td>123</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No match date prenatal care visit, n</td>
<td>91</td>
<td>65</td>
<td>32</td>
</tr>
<tr>
<td>Questionnaire: blood pressure not measured, n</td>
<td>33</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>Questionnaire: blood pressure unknown, n</td>
<td>76</td>
<td>93</td>
<td>50</td>
</tr>
<tr>
<td>Obstetric record: blood pressure not recorded, n</td>
<td>11</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Included in validity analyses, n</td>
<td>185</td>
<td>223</td>
<td>211</td>
</tr>
<tr>
<td><strong>Blood pressure, ICC (95% CI)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic</td>
<td>0.72 (0.65-0.79)</td>
<td>0.92 (0.89-0.94)</td>
<td>0.90 (0.88-0.93)</td>
</tr>
<tr>
<td>Diastolic</td>
<td>0.79 (0.73-0.84)</td>
<td>0.91 (0.88-0.93)</td>
<td>0.89 (0.86-0.91)</td>
</tr>
</tbody>
</table>

At baseline, the ICCs for SBP and DBP were 0.72 (95% CI 0.65-0.79) and 0.79 (95% CI 0.73-0.84), respectively. In the follow-up questionnaires, ICCs were substantially higher, ranging between 0.89 (95% CI 0.86-0.91; DBP in questionnaire 3) and 0.92 (95% CI 0.89-0.94; SBP in questionnaire 2). The Bland-Altman plots (Figure 3) also showed good agreement between the 2 methods of data collection with very small mean differences, ranging between 1.26 mm Hg (SD 7.72) for SBP in the baseline questionnaire and –0.04 (SD 4.09) for DBP in questionnaire 3. No trends in bias within the SBP and DBP ranges were observed. The secondary analyses, in which the date of the prenatal care visit was allowed to differ up to 5 days between the questionnaire and the obstetric record, yielded similar results (data not shown).
Figure 3. Bland-Altman plots showing the differences in reported systolic blood pressure (SBP) and diastolic blood pressure (DBP) between the 3 Web-based questionnaires and the obstetric record plotted against the mean of the 2 methods of data collection. Each data point shows one participant. The short dashed line shows the mean difference. The long dashed lines show the 95% limits of agreement (mean difference ±2 SD).

Discussion

Principal Findings

Web-based questionnaires are increasingly being used as a method of data collection in medical research. The results from the present study show that data on many chronic conditions and allergies can be validly collected among pregnant women using Web-based questionnaires with sensitivities comparable to or even higher than obstetric records. However, some overreporting of allergies was observed and absence of disease was more accurately reported than presence of disease. In addition, pregnant women were able to reliably recall blood pressure readings from the most recent prenatal care visit, especially in the follow-up questionnaires, but a substantial proportion of women could not remember their blood pressure readings at all.

Strengths and Limitations

In addition to the relatively large sample size, the use of GP records as a reference standard to validate the Web-based questionnaire and obstetric records for chronic conditions and allergies is a major strength of this study. In the Netherlands, inhabitants are obligatory listed with one GP, who coordinates access to specialized care and always receives all relevant medical information about the patient [32]. Therefore, GP
records should contain the most complete information, although inaccuracies in registration of diagnoses cannot be excluded. Other strengths of this validation study include the high consent rate (75.2%) to review medical records, the high retrieval rate of obstetric and GP records (98.3% and 76.4%, respectively), and the high willingness of PRIDE Study participants to complete questionnaires through the Internet despite the study’s mixed-mode design.

Women participating in the PRIDE Study represent a highly educated population, potentially limiting the generalizability of our results. However, women included in the validation study had a lower level of education compared to women who did not give consent for review of medical records. Previous studies on the association between maternal level of education and recall sensitivity of pregnancy-related events showed inconsistent results [33-36], indicating that imbalances in this baseline characteristic may or may not be a major threat to external validity.

Validity could not be determined reliably for a number of specific chronic conditions due to their low prevalence rates in our study population or in strata based on baseline characteristics. However, it was not feasible to increase the size of the study population because medical record abstraction is a labor-intensive process. Moreover, during the time frame of this study, only one secondary/tertiary care facility participated in the PRIDE Study. Women with certain medical conditions, including preexisting hypertension or diabetes and rheumatoid arthritis, are often referred to these facilities for prenatal care in the Netherlands. Reassuringly, only a small proportion of pregnant women (15%) start prenatal care in a secondary or tertiary care setting, mainly because of complications in a previous pregnancy [25].

Comparison With Prior Work

For many chronic conditions that were included in our analyses, data on the validity of self-report are scarce due to differences in study populations between this study among pregnant women and previous studies, which often selected an older population with higher prevalences of cardiovascular diseases, diabetes, and cancer. However, the general pattern of a better agreement for chronic conditions that have clear diagnostic criteria than for conditions that are less well-defined observed previously [11,37,38] was also visible in our study. We observed high sensitivities and specificities for somatic diseases, but low levels of agreement for a number of nonsomatic diseases, including mental and behavioral disorders and irritable bowel syndrome. This was not only the case for data from the Web-based questionnaire, but also for data from the obstetric records. Possible causes for this variability include poor communication between the patient and the health care provider, limited health literacy of the patient, or self-diagnosis in the absence of a satisfactory medical explanation for the symptoms [39].

Surprisingly, sensitivity of the Web-based questionnaire was substantially higher for asthma (0.86) and migraine (0.90) compared to the obstetric record, whereas the specificities were comparable. The traditional self-reported modes of data collection have a sensitivity ranging between 0.55 and 0.95 (median 0.72) for asthma [10,13,14,19,40] and between 0.35 and 0.67 (median 0.51) for migraine [41-43], suggesting that Web-based questionnaires might be more suitable for detecting subjects with these conditions in epidemiologic studies than paper-based questionnaires, interviews, and obstetric records. However, future studies should confirm these findings, also taking into account the manner in which the questions about these conditions are posed.

With regard to allergies, the Web-based questionnaire also seemed to be more sensitive than the obstetric record, but at the expense of its specificity indicating that overreporting occurs with the use of the Web-based questionnaire and underreporting is present when using obstetric records. However, participants with allergic symptoms who manage their symptoms with over-the-counter medication may not be registered as allergic in GP records, resulting in a lower specificity (increased number of false positives). Therefore, skin-prick tests or serum-specific immunoglobulin E levels may be a more appropriate reference standard. In comparison with previous studies in different populations [20-23], allergies were somewhat more accurately reported in our Web-based questionnaire compared to the other self-reported modes of data collection.

Research interests in changes in blood pressure over time in relation to disease outcomes is growing (eg, [44,45]), but obtaining data on individual blood pressure readings may be challenging. Alonso et al [46] observed a low correlation between self-reported and directly observed information on SBP and DBP among 127 university graduates with an ICC of 0.35 (95% CI 0.09-0.55 and 95% CI 0.16-0.51, respectively). We are not aware of other studies reporting on the validity of self-reported blood pressure readings. In our longitudinal study, we observed a learning effect; the ICC for SBP and DBP was higher for the follow-up questionnaires than for the baseline questionnaire. Once women reported a blood pressure reading, they were very likely to report blood pressure readings in follow-up questionnaires as well. In addition, the proportion of women who could not remember their blood pressure readings decreased. As a future alternative to self-reports of blood pressure measurements conducted in health care settings, home blood pressure telemonitoring may be used to collect data on blood pressure changes over time. In addition, dedicated applications may be developed in which pregnant women could record their blood pressure readings directly after every prenatal care visit.

Conclusions

We showed that Web-based questionnaires can validly collect data on many chronic disorders, including asthma, migraine, and thyroid disease, and also allergies among pregnant women with equal or better data quality compared to obstetric records. Although a substantial proportion of women could not remember their blood pressure readings, pregnant women who did recall the readings, recalled them well. This indicates that accurate data on general health characteristics may be collected using Web-based questionnaires in this population.
Multimedia Appendix 1
Screenshots of the Web-based questionnaire.
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Abstract

Background: Hospital discharge, a critical stage in the hospital-to-home transition of patient care, is a complex process with potential dysfunctions having an impact on patients’ health on their return home. No study has yet reported the feasibility and usefulness of an information system that would directly collect and transmit, via the Internet, volunteer patients’ opinions on their satisfaction concerning the organization of hospital discharge.

Objective: Our primary objective was to compare patients’ opinions on the discharge process collected with 2 different methods: self-questionnaire completed on a dedicated website versus a telephone interview. The secondary goal was to estimate patient satisfaction.

Methods: We created a questionnaire to examine hospital discharge according to 3 dimensions: discharge logistics organization, preplanned posthospital continuity-of-care organization, and patients’ impressions at the time of discharge. A satisfaction score (between 0 and 1) for each of those dimensions and an associated total score were calculated. Taking advantage of the randomized SENTIPAT trial that questioned patients recruited at hospital discharge about the evolution of their health after returning home and randomly assigned them to complete a self-questionnaire directly online or during a telephone interview, we conducted an ancillary study comparing satisfaction with the organization of hospital discharge for these 2 patient groups. The questionnaire was proposed to 1141 patients included in the trial who were hospitalized for ≥2 days, among whom 867 eligible patients had access to the Internet at home and were randomized to the Internet or telephone group.

Results: Of the 1141 patients included, 755 (66.17%) completed the questionnaire. The response rates for the Internet (39.1%, 168/430) and telephone groups (87.2%, 381/437) differed significantly (P<.001), but their total satisfaction scores did not (P=.08) nor did the satisfaction subscores (P=.58 for discharge logistics organization, P=.12 for preplanned posthospital continuity-of-care organization, and P=.35 for patients’ impressions at the time of discharge). The total satisfaction score (median 0.83, IQR 0.72-0.92) indicated the patients’ high satisfaction.

Conclusions: The direct transmission of personal health data via the Internet requires patients’ active participation and those planning surveys in the domain explored in this study should anticipate a lower response rate than that issued from a similar survey conducted by telephone interviews. Nevertheless, collecting patients’ opinions on their hospital discharge via the Internet proved operational; study results indicate that conducting such surveys via the Internet yields similar estimates to those obtained
Introduction

Hospital discharge constitutes a pivotal step in a hospitalized patient’s management between the hospital and the return home. Discharge organization conditions the subsequent continuity of care, at least in part. Hospital discharge is a complex process that requires the participation of different actors (including the patient and his/her entourage) and the use of some documents and tools (eg, checklist and discharge package/brochure, patient records, discharge summaries, nursing discharge notes, medical prescriptions). The complexity of the process can explain the occurrence of organizational dysfunctions during its course that could potentially affect the health of individuals far after the hospitalization [1].

The opinion of health professionals on how discharge is organized has been the topic of several studies [2-6] and some of those studies also obtained patients’ opinions [3-6]. Hence, the patient has become a major player and a key partner at the center of the health care system [7]. Collecting his/her opinions on the organization of care seemed to be a relevant way to evaluate the quality of the process, for example, to ascertain its perceived quality as experienced by the patient [8,9]. Some studies evaluated the quality of the hospital discharge process based on patients’ opinions [10-15]. These studies involved various specific tools, administered at different times in regards to the hospital discharge moment, and based on various modes of administration: telephone, face-to-face interview, or self-administered paper questionnaires. None of those investigations sought the participation of patients via the Internet, even though its use by patients has increased markedly [16].

In this context, we undertook a study aimed at estimating the contribution of a system based on the direct transmission via a dedicated website of volunteer patients’ self-reported experiences on their own hospital discharge process. In particular, we wanted to explore the feasibility of such an information collection method by examining patients’ response rates and determining whether the information collected via the Internet was of similar quality as that obtained during a telephone interview. It was a noninferiority trial (the main judgment criterion was the percentage of patients reporting at least one clinically significant adverse event occurring during the 42 days after hospital discharge).

Methods

Overview

This investigation was conceived as an ancillary study of the multicenter, randomized SENTIPAT trial [17]. We took advantage of the trial to examine patients’ opinions on the organization of their hospital discharge. SENTIPAT participants were also asked to describe their experience with this process.

General Description of the SENTIPAT Trial

This multicenter (5 adult acute care units in a Parisian teaching hospital participated voluntarily: digestive and general surgery, gastroenterology, hepatology, infectious diseases, and internal medicine), randomized trial focused on the evolution of patients’ health on returning home posthospitalization (follow-up duration: 6 weeks). The principal objective was to determine whether the information directly transmitted by the volunteer patients via a dedicated website was comparable with that obtained during a telephone interview. It was a noninferiority trial (the main judgment criterion was the percentage of patients reporting at least one clinically significant adverse event occurring during the 42 days after hospital discharge).

Consecutive patients with Internet access at home were eligible for inclusion. They were enrolled the day of hospital discharge and randomized into 2 groups (stratified by department): Internet or telephone follow-up. Patients not eligible (ie, with the same characteristics as those randomized but without Internet access at home) were also included at a ratio of 1:4 of noneligible to eligible patients.

Lastly, 2,550 patients (510 from each unit) were initially planned. Between February 25, 2013 and September 8, 2014, we enrolled 2,090 patients who were not cognitively impaired and did not...
have a behavioral disorder, who spoke and wrote French, and were returning home after an acute care hospitalization, regardless of the type of stay—standard hospitalization (scheduled or not) on weekdays only (maximum Monday to Friday or any combination thereof) or outpatient hospitalization (1 day)—and not opposed to participating in the trial.

**Characteristics of the Ancillary Study Focusing on the Discharge Process**

**Patients**

This study concerned the 1141 patients included whose hospitalization lasted 2 or more days. The results of patients whose hospitalization lasted only 1 day (n=949) are reported in Multimedia Appendix 1; the organization of the discharge process after these very short stays was logically analyzed independently of those of longer duration.

**Questionnaire Structure**

Several tools have been developed to collect patients’ opinions on their hospital-to-home transition, including The Care Transition Measure [11], The Patient Continuity of Care Questionnaire [13], the Brief PREPARED instrument [12], or the Readiness for Hospital Discharge Scale [15]. None of these explore the 3 hospital discharge-related dimensions of interest to us. Therefore, we constructed a specific questionnaire, based on French national recommendations [18-20], and an international literature review (BC, FC, and GH, unpublished data, 2015).

The questionnaire explored 3 hospital discharge dimensions (henceforth referred to as 3 items) addressed in 17 questions (Table 1): discharge logistics organization (Q1, Q2, Q3, Q4, Q5, and Q11C-E), henceforth referred to as item 1; preplanned posthospital continuity-of-care organization (Q6, Q7, Q8, Q9, and Q10), henceforth referred to as item 2; and the patients’ impressions during discharge (Q11A, B, F, and G), henceforth referred to as item 3. Several questions (Q1, Q6 and Q8) specifically attempt to document specific aspects of the hospital-discharge process; the corresponding responses and a general discussion of the questionnaire are given in Multimedia Appendix 2.

**Questionnaire Administration**

For the telephone and noneligible patients, the hospital discharge questionnaire was administrated during a telephone interview with a clinical research technician 7 days after discharge (the appointment was scheduled the day of discharge), with a maximum of 3 attempts to contact them. For the Internet group, the same questionnaire was available on the dedicated website on the day of discharge (D0) and was completed directly online by the patient, who had been given oral and written instructions (information sheet) to connect for the first time 7 days postdischarge. “Reminders” were sent once weekly for 6 weeks after discharge to potential responders (of the Internet group) who had not completed the discharge questionnaire yet.

**Statistical Analyses**

A patient satisfaction score concerning the hospital discharge process was calculated for each of the 3 items (see scores accorded in Table 1). Each subscore was calculated with a normalized sum of all the item questions (range 0-1), each question within a given item having the same weight, and the total score was computed (mean of the 3 subscores, range 0-1). Questions not concerning the patient (eg, Q11D did not concern patients who used public transportation) were not included in the calculations.

The global distribution of the responses for each discharge questionnaire question was assessed. Between-group qualitative variable (eg, sex) differences were compared with Fisher’s exact test and quantitative variables (eg, scores, age, hospitalization duration, and level of education that was considered as a 4-level ordinal variable) were compared with either the Mann-Whitney-Wilcoxon test or, for matched-paired data, Wilcoxon’s signed rank test. A P value ≤0.05 defined significance of usual comparisons. However, the significance threshold was lower when a Bonferroni correction was applied for multiple comparisons, as indicated where appropriate. Missing data were taken into account as follows: nonresponding patients and incomplete questionnaires were excluded from the analyses. Also, for questions not concerning the patient, the response “nonapplicable” was used and they were not included in the analyses. All statistical computations used the R program.
Table 1. Discharge questionnaire and satisfaction scoring.

<table>
<thead>
<tr>
<th>Item and question</th>
<th>Response choices</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discharge logistics organization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. Who decided when you would be discharged from the hospital?</td>
<td>Staff physician of the unit in which you were hospitalized</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yourself</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Your entourage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Your primary care physician</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Q2. Were you informed by a doctor or nurse of the modalities of your discharge</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(date, time, transportation: taxi, ambulance...)?</td>
<td></td>
</tr>
<tr>
<td>Q3. Were you consulted for the choice of discharge date and time?</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Q4. Were the discharge date and time compatible with your return home and/or your</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>entourage?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Q5. Was the scheduled discharge time respected?</td>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Q11C. At discharge, what did you think of the time needed to obtain your medical</td>
<td>Reasonable</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>and administrative documents?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Too long</td>
<td>0</td>
</tr>
<tr>
<td>Q11D. At discharge, what did you think of the time needed for your transportation</td>
<td>Reasonable</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>to arrive?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Too long</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Not concerned</td>
<td>NA</td>
</tr>
<tr>
<td>Q11E. At discharge, did you have any difficulties dealing with the administrative</td>
<td>Yes</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>discharge formalities?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Not concerned</td>
<td>NA</td>
</tr>
<tr>
<td><strong>Preplanned posthospital continuity-of-care organization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6. At discharge, what documents were you given concerning your subsequent care?</td>
<td>Prescription(s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Check all that apply</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discharge summary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Letter for primary care physician</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nursing discharge notes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information booklet(s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Appointment for a next hospitalization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Appointment for your next consultation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Appointment for your complementary test(s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other, specify</td>
<td></td>
</tr>
<tr>
<td></td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Q7. What did you think about the information provided by the medical or nursing</td>
<td>Highly satisfied</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>staff when you received those discharge documents?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Satisfied</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Poorly satisfied</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Not at all satisfied</td>
<td>0</td>
</tr>
</tbody>
</table>
Q8. Did you meet with a social worker during your hospitalization to discuss the organization of your return home?²⁴
   Response choices
   - No information given: 0
   - Not concerned: NA
   - Yes: 1
   - No: 0

Q9. Was your primary care physician informed of your hospitalization?
   Response choices
   - Yes: 1
   - No: 0
   - I don’t know: 0
   - I don’t have a primary care physician: NA

Q10. Did you have the phone number of the unit in which you were hospitalized (should you need it)?
   Response choices
   - Yes: 1
   - No: 0

Patient’s impressions of the hospital discharge process

Q11A. At discharge, what did you think about its organization?
   Response choices
   - Well planned: 1
   - A sense of haste, upheaval: 0

Q11B. At discharge, what did you think about returning home?
   Response choices
   - Relieved: 1
   - Anxious: 0

Q11F. At discharge, what did you think about the information provided?
   Response choices
   - Sufficient: 1
   - Insufficient: 0

Q11G. At discharge, what did you think about the health care team’s availability and listening to you?
   Response choices
   - Sufficient: 1
   - Insufficient: 0

* Question intended to document the situation but not to be a score component.

Results

Patient Characteristics and Response Rates

A total of 755 (66.17%) completed discharge questionnaires were collected from the 1141 patients included after a hospital stay of 2 or more days (Figure 1). The relative contribution of each unit ranged from 13.41% (153/1141) to 35.58% (406/1141) and their response rates did not significantly differ from one unit to another (\(P=.08\)) and ranged from 60.3% (132/219) to 70.0% (284/406). Patients’ median age was 55 (IQR 39-66) years and 591 of 1141 (51.80%) were women. Hospitalization lasted a median 6 (IQR 3-10) days (median 7, IQR 4-11 and median 3, IQR 2-3 days for standard and weekday-only hospitalizations, respectively) (Table 2). Responders were significantly older than nonresponders (\(P<.001\)) for comparable sex distributions, level of education, and hospitalization durations. Internet, telephone, and noneligible group patients completed the questionnaire within median 6 (IQR 3-16), median 7 (IQR 7-9), and median 7 (IQR 7-8) days postdischarge, respectively, with respective Internet and telephone response rates of 39.1% (168/430) and 87.2% (381/437, \(P<.001\)). Noneligible patients were significantly older than telephone patients were (\(P<.001\)) and their response rate was significantly lower (75.2%, 206/274 vs 87.2%, 381/437, \(P<.001\)).
Table 2. Characteristics of patients with a hospital stay of 2 or more days.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
<th>Responders</th>
<th>Nonresponders</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1141</td>
<td>755 (66.17)</td>
<td>386 (33.83)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>430</td>
<td>168 (39.1)</td>
<td>262 (60.9)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Telephone</td>
<td>437</td>
<td>381 (87.2)</td>
<td>56 (12.8)</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td>274</td>
<td>206 (75.2)</td>
<td>68 (24.8)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td><strong>Sex (male/female), n</strong></td>
<td></td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>All</td>
<td>550/591</td>
<td>365/390</td>
<td>185/201</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>204/226</td>
<td>79/89</td>
<td>125/137</td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>228/209</td>
<td>198/183</td>
<td>30/26</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td>118/156</td>
<td>88/118</td>
<td>30/38</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>All</td>
<td>55 (39-66)</td>
<td>56 (41-67)</td>
<td>51 (34-64)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>51 (36-63)</td>
<td>55 (38-63)</td>
<td>48 (34-62)</td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>52 (34-64)</td>
<td>52 (36-64)</td>
<td>47 (30-66)</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td>65 (52-74)</td>
<td>66 (55-75)</td>
<td>62 (49-72)</td>
<td></td>
</tr>
<tr>
<td><strong>Length of hospital stay (days), median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>All</td>
<td>6 (3-10)</td>
<td>6 (3-10)</td>
<td>6 (3-9)</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>6 (3-9)</td>
<td>5.5 (3-9)</td>
<td>6 (3-9)</td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>6 (3-10)</td>
<td>6 (3-10)</td>
<td>8 (3-10)</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td>7 (3-11)</td>
<td>7 (3-12)</td>
<td>7 (3-9)</td>
<td></td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>223 (19.5)</td>
<td>152 (20.1)</td>
<td>71 (18.4)</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>365 (31.99)</td>
<td>233 (30.9)</td>
<td>132 (34.2)</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>150 (13.15)</td>
<td>103 (13.6)</td>
<td>47 (12.2)</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>401 (35.14)</td>
<td>267 (35.4)</td>
<td>134 (34.7)</td>
<td></td>
</tr>
<tr>
<td>Do not wish to answer</td>
<td>2 (0.18)</td>
<td>0 (0.0)</td>
<td>2 (0.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Internet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>48 (11.2)</td>
<td>17 (10.1)</td>
<td>31 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>138 (32.1)</td>
<td>51 (30.4)</td>
<td>87 (33.2)</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>61 (14.2)</td>
<td>25 (14.9)</td>
<td>36 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>182 (42.3)</td>
<td>75 (44.6)</td>
<td>107 (40.8)</td>
<td></td>
</tr>
<tr>
<td>Do not wish to answer</td>
<td>1 (0.2)</td>
<td>0 (0.0)</td>
<td>1 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Telephone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>47 (10.8)</td>
<td>38 (10.0)</td>
<td>9 (16)</td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>139 (31.8)</td>
<td>121 (31.8)</td>
<td>18 (32)</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>68 (15.6)</td>
<td>62 (16.3)</td>
<td>6 (11)</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>182 (41.6)</td>
<td>160 (42.0)</td>
<td>22 (39)</td>
<td></td>
</tr>
<tr>
<td>Do not wish to answer</td>
<td>1 (0.2)</td>
<td>0 (0.0)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Noneligible</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>128 (46.7)</td>
<td>97 (47.1)</td>
<td>31 (46)</td>
<td></td>
</tr>
</tbody>
</table>
Comparisons of Internet and Telephone Groups’ Satisfaction Scores

Box plot comparisons between the Internet and telephone groups for each of the 3 items or their total scores (Figure 2) revealed no important differences as confirmed by the corresponding statistical comparison results; all were associated with nonsignificant $P$ values (Table 3). Moreover, the telephone and noneligible groups did not differ significantly for the total score or its 3 subscores.

Figure 1. Flowchart of patients with a hospital stay of $\geq 2$ days included in the SENTIPAT trial who responded or not to the discharge questionnaire according to the type of hospitalization and the recruitment unit. IQ: incomplete questionnaires; surgery: general and digestive surgery; infectious: infectious and tropical diseases.

Table 1. Frequencies of characteristics with and without nonresponse.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
<th>Responders</th>
<th>Nonresponders</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 2</td>
<td>88 (32.1)</td>
<td>61 (29.6)</td>
<td>27 (40)</td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>21 (7.7)</td>
<td>16 (7.8)</td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>Level 4</td>
<td>37 (13.5)</td>
<td>32 (15.5)</td>
<td>5 (7)</td>
<td></td>
</tr>
<tr>
<td>Do not wish to answer</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
</tbody>
</table>

a Internet vs telephone.
b Noneligible vs telephone.
c The levels of education were coded as follows: level 1, at most junior high school; level 2, high school; level 3, college; level 4, bachelor’s degree or above.
Table 3. Distribution of satisfaction scores (percentiles) of the 755 responders with a hospital stay of 2 or more days according to group.

<table>
<thead>
<tr>
<th>Score</th>
<th>Percentile</th>
<th>5%</th>
<th>10%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>95%</th>
<th>P (^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>0.47</td>
<td>0.56</td>
<td>0.72</td>
<td>0.83</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td></td>
<td>0.46</td>
<td>0.51</td>
<td>0.67</td>
<td>0.81</td>
<td>0.89</td>
<td>0.97</td>
<td>0.97</td>
<td>0.08(^b)</td>
</tr>
<tr>
<td>Telephone</td>
<td></td>
<td>0.48</td>
<td>0.56</td>
<td>0.72</td>
<td>0.83</td>
<td>0.92</td>
<td>0.97</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td></td>
<td>0.50</td>
<td>0.61</td>
<td>0.73</td>
<td>0.86</td>
<td>0.94</td>
<td>0.97</td>
<td>0.97</td>
<td>0.03(^c)</td>
</tr>
<tr>
<td>Discharge logistics organization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>0.50</td>
<td>0.57</td>
<td>0.80</td>
<td>0.86</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td></td>
<td>0.45</td>
<td>0.57</td>
<td>0.71</td>
<td>0.85</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.58(^b)</td>
</tr>
<tr>
<td>Telephone</td>
<td></td>
<td>0.50</td>
<td>0.57</td>
<td>0.71</td>
<td>0.86</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td></td>
<td>0.50</td>
<td>0.60</td>
<td>0.83</td>
<td>0.86</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.06(^c)</td>
</tr>
<tr>
<td>Preplanned posthospital continuity-of-care organization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>0.33</td>
<td>0.33</td>
<td>0.58</td>
<td>0.67</td>
<td>0.92</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td></td>
<td>0.25</td>
<td>0.33</td>
<td>0.58</td>
<td>0.67</td>
<td>0.92</td>
<td>1</td>
<td>1</td>
<td>0.12(^b)</td>
</tr>
<tr>
<td>Telephone</td>
<td></td>
<td>0.33</td>
<td>0.33</td>
<td>0.58</td>
<td>0.67</td>
<td>0.92</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td></td>
<td>0.33</td>
<td>0.33</td>
<td>0.58</td>
<td>0.67</td>
<td>0.92</td>
<td>1</td>
<td>1</td>
<td>0.45(^c)</td>
</tr>
<tr>
<td>Patient’s impressions of the hospital discharge process</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td></td>
<td>0.25</td>
<td>0.43</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.35(^b)</td>
</tr>
<tr>
<td>Telephone</td>
<td></td>
<td>0.25</td>
<td>0.50</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Noneligible</td>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.09(^c)</td>
</tr>
</tbody>
</table>

\(^a\) Mann-Whitney-Wilcoxon tests with the corresponding Bonferroni correction for 2 comparisons: the telephone group was compared with the Internet and noneligible groups; all comparisons yielded nonsignificant P values.

\(^b\) Internet vs telephone.

\(^c\) Noneligible vs telephone.
Figure 2. Box plots of score distributions according to Internet (I), telephone (T), or noneligible (NE) group. Item 1: discharge logistics organization; item 2: preplanned posthospital continuity-of-care organization; item 3: patient’s impressions of the hospital discharge process. The bold horizontal line is the median, the bottom and top borders of the boxes are 25th and 75th percentiles, respectively; the T-bar below and above the boxes represent 2.5th and 97.5th percentiles, respectively; the small white circles are outliers of the latter limits.

Satisfaction Scores for All Responders

Overview

The total satisfaction score was median 0.83 (IQR 0.72-0.92), with respective items 1-3 subscores of median 0.86 (IQR 0.8-1), median 0.67 (IQR 0.58-0.92), and median 1 (IQR 0.75-1). The box plots (Figure 2) for the entire population of responders differed in shape from one item to another. The Wilcoxon signed rank test confirmed that item 2 was significantly less well-rated than item 1 ($P<.001$), which was less well-rated than item 3 ($P<.001$) (Figure 2). The main characteristics associated with each of the 3 items are presented subsequently.

Item 1: Discharge Logistics Organization

Figure A3-1 in Multimedia Appendix 3 shows that 87.9% (664/755) of patients were informed of the modalities (eg, date and time, transportation) of their discharge; 53.1% (401/755) declared not having been consulted for the discharge date and time, and 92.6% (699/755) considered that those choices did not pose a problem. For 90.7% (685/755), the time was respected, 91.7% (676/737 excluding 18/755 patients not concerned) deemed the waiting time for medical and administrative discharge documents satisfactory, and 90.3% (650/720 excluding 35/755 patients not concerned) did not encounter difficulties completing administrative discharge procedures.

Item 2: Preplanned Posthospital Continuity-of-Care Organization

The explanations provided by the medical and/or nursing staff to accompany the document delivered at discharge (36/755 patients not concerned) were considered poorly satisfactory or totally unsatisfactory for 11.1% (80/719) and 16.0% (115/719) declared having received no explanations (Figure A3-2,
Multimedia Appendix 3). According to 23.4% (177/755) of patients, their primary care physicians were not informed of their hospitalizations and 16.6% (125/755) did not know if they had been informed or not. In addition, 89.4% (675/755) had the telephone numbers of the unit in which they were hospitalized, if needed.

**Item 3: Patients’ Impressions During the Discharge Process**

Figure A3-3 (see Multimedia Appendix 3) describes patients’ impressions of the discharge process. Notably, 85.0% (642/755) thought that their discharge had been well planned. Those with the opposing opinion were significantly younger (P<.001). In addition, patients anxious about their return home (13.8%, 104/755) were significantly younger than those relieved at the idea of going home (P<.001). Moreover, 20.3% (153/755) of the patients thought they lacked information at discharge. Finally, 9.5% (72/755) of the patients judged hospital caregivers insufficiently available and that they listened insufficiently to the patient.

**Discussion**

**Main Results and Comparison With Previous Findings**

This study was designed to investigate patients’ opinions of the hospital discharge process with a questionnaire administered either by self-reporting directly online or by a traditional telephone interview. Response rates to our questionnaire showed that patients are willing to assume an active partnership role—87.2% for the telephone group (with Internet access at home) and 75.2% for noneligible patients (without Internet access at home)—values close to the average response rate for 13 studies that included a telephone inquiry to obtain patients’ impressions of hospital care delivered (ie, mean 70%, range 24%-91%) [21]. However, such interviews are more cumbersome and expensive to organize (eg, interviewer, scheduling of calls) and implement as routine practice over the long term. Responders were significantly older than nonresponders, with a similar observed pattern in the Internet and the telephone groups, and this might reflect individuals’ greater availability or interest in health care questions, which increases globally with age.

Given the rising availability and utilization of the Internet in all populations, this easy, low-cost approach as a means of collecting patients’ opinions might be an attractive alternative to telephone calls. In our study, the Internet patients’ response rate was lower (39.1%, 168/430) than the telephone patients’ response rate (87.2%, 381/437). In many respects, it is not surprising. For example, ignoring an invitation to actively enter personal data on a website is much easier than ignoring a live person who reaches another by phone. Nevertheless, the 39% response rate observed in our study exceeded that usually reached with Internet surveys, according to a meta-analysis of 39 studies (median 27%; range 14.5%-51%) [22]. Nonetheless, the information reported by online patients did not differ significantly from those collected by phone. Obtaining patients’ opinions on the discharge process is in-line with current initiatives to achieve a patient-centered health care system [23-25]. Our observations suggest that long-term implementation of an information system, similar to that developed for this study, would enable patients to directly transmit their hospital discharge experiences. The scores observed for the 3 dimensions of the discharge process explored herein indicate an overall positive patient perception: discharge logistics organization (median 0.86, IQR 0.8-1), preplanned posthospital continuity-of-care organization (median 0.67, IQR 0.58-0.92), and patients’ impressions of the process (median 1, IQR 0.75-1). Discharge logistics organization, in particular, was judged globally satisfactory even though approximately half of patients were not involved in the scheduling of their discharge date and time.

Pertinently, our results also identify several difficulties, notably hospital transmission of information to primary care physicians and the patient, and thereby also indicate how to potentially improve performance. Only 20.3% (153/755) of patients declared having left the hospital with a discharge summary and/or letter for their primary care physician. These observations agree with those previously reported by authors investigating discharge summary availability at the time of discharge for health care professionals responsible for posthospitalization continuity of care [26-33]. For example, in their review, Kripalani et al [28] indicated that only a median 14.5% (range 9%-20%) and median 52% (range 51%-77%) of primary care physicians had received discharge summaries 1 and 4 weeks after discharge, respectively.

In addition, more than a quarter of patients deemed the medical and/or nursing explanations of their discharge documents as poor or unsatisfactory, or had received none. Moreover, one-fifth of patients reported a lack of information at discharge. This absence of information and/or delivery of information not corresponding to patient expectations was also noted previously [13,27,34,35]. Other than the strict enumeration of the hospital discharge instructions provided to the patient by health professionals at discharge, the patient’s understanding of them is not always optimal [36,37], notably concerning medical treatments to be pursued [38-41], and can be underestimated by health professionals [42,43]. The findings of Horwitz et al [37] are particularly interesting because despite the demonstration of a gap between the information given to the patients and their understanding of it, the patients “were uniformly positive in their assessment of discharge care” as in our study. In a 2014 systematic review [44] of 36 studies targeting patients’ opinions on quality of care, only 2 addressed the quality of the discharge process [45,46] and they reported globally positive impressions. However, 2 other studies [10,14] examined the association between patient satisfaction with the discharge process and the hospital readmission rate within 30 days, an important health outcome measure, and found it to be significant suggesting this impression reflects, at least in part, the quality of hospital care. Nevertheless, the associated performance differences were relatively modest, thereby suggesting that improving patient satisfaction with discharge organization would also have a minor impact on health in terms of solid outcome measures.
Limitations

Our study has several limitations. Inherent to studies requiring an active participation, responders constitute an intrinsic biased selection sample of patients. An example of a demographic status significantly associated with the responder status is age. Moreover, differences are introduced by the questionnaire administration mode (Internet vs telephone). The response rate observed in the Internet group is somewhat disappointing, but another study on patient satisfaction also reported similar response rates: 34% and 78% in the Internet and telephone groups, respectively [47]. Nevertheless, even if a similar response rate had been observed in the telephone and Internet groups, this would not exclude different selection biases from one group to the other (eg, inherent to the mode of administration). The major result of the study is that despite the biases of this study (potential or not), the estimates issued from the 2 groups are very similar; therefore, an Internet-based survey in the domain investigated should be considered as a useful alternative to a “reference” telephone survey. Nonetheless, collecting patients’ opinions via the Internet, as done in this study, has numerous advantages. First, unlike the telephone interview that inserts a third person and a potential information bias (survey subjectivity), resorting to the Internet allows self-administration of the questionnaire, triggering the patient’s active participation. Finally, this method of data collection is less costly than managing a telephone cohort and yields comparable information. However, the similar scores in the telephone and Internet mode of administration observed in this study are based on a particular newly developed questionnaire deployed in a given patient population; therefore, this limits the generalizability (external validity) of the results.

Conclusions

The results of this study advocate for establishing a permanent information system that would enable volunteering patients to express their opinions concerning hospital discharge. Such an information system could also be used for other management issues related to health care organization. Those planning to design similar surveys via the Internet should anticipate a response rate comparable to that observed in the present study. Nevertheless, the concept of sentinel patient explored in this study could constitute, in the future, an essential tool in a patient-centered approach to the organization of care.
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Abstract

Background: Many studies have shown that women use the Internet more often for health-related information searches than men, but we have limited knowledge about the underlying reasons. We also do not know whether and how women and men differ in their current use of the Internet for communicating with their general practitioner (GP) and in their future intention to do so (virtual patient-physician relationship).

Objective: This study investigates (1) gender differences in health-related information search behavior by exploring underlying emotional, motivational, attitudinal as well as cognitive variables, situational involvement, and normative influences, and different personal involvement regarding health-related information searching and (2) gender differences in the virtual patient-physician relationship.

Methods: Gender differences were analyzed based on an empirical online survey of 1006 randomly selected German patients. The sample was drawn from an e-panel maintained by GfK HealthCare. A total of 958 usable questionnaires were analyzed. Principal component analyses were carried out for some variables. Differences between men (517/958) and women (441/958) were analyzed using t tests and Kendall’s tau-b tests. The survey instrument was guided by several research questions and was based on existing literature.

Results: Women were more engaged in using the Internet for health-related information searching. Gender differences were found for the frequency of usage of various Internet channels for health-related information searches. Women used the Internet for health-related information searches to a higher degree for social motives and enjoyment and they judged the usability of the Internet medium and of the information gained by health information searches higher than men did. Women had a more positive attitude toward Web 2.0 than men did, but perceived themselves as less digitally competent. Women had a higher health and nutrition awareness and a greater reluctance to make use of medical support, as well as a higher personal disposition of being well-informed as a patient. Men may be more open toward the virtual patient-physician relationship.

Conclusions: Women have a stronger social motive for and experience greater enjoyment in health-related information searches, explained by social role interpretations, suggesting these needs should be met when offering health-related information on the Internet. This may be interesting for governmental bodies as well as for the insurance and the pharmaceutical industries. Furthermore, women may be more easily convinced by health awareness campaigns and are, therefore, the primary target group for them. Men are more open to engaging in a virtual relationship with the GP; therefore, they could be the primary target group for additional online services offered by GPs. There were several areas for GPs to reinforce the virtual patient-physician relationship: the fixing of personal appointments, referral to other doctors, writing prescriptions, and discussions of normal test results and doctor’s notes/certificates of health.

(J Med Internet Res 2015;17(6):e156) doi:10.2196/jmir.4127
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Introduction

General Background

The Internet is one of the most important sources of health information, no longer only for a small segment of Internet users, but now also for the “general public” [1]. According to the Pew Internet & American Life Project [2], the most prominent opinion poll about health-related information searches on the Internet, gender is one of the most important predictors of seeking health information on the Internet [1,3]. Over a vast span of empirical studies (eg, [2-8]), it has been demonstrated that women are more likely than men to look for health information on the Internet. However, the research so far has focused on the frequency of health information searching rather than on the underlying constructs that may help to explain such differences in Internet health information searching. Thus, this paper goes beyond existing literature by analyzing possible reasons for gender differences in Internet health information search behavior. The paper addresses gender differences in motives, emotions, cognitions, situational, and personal involvement with regard to health-related information searching.

Furthermore, the second part of the paper deals with whether and how men and women differ with regard to the virtual patient-physician relationship. In our paper, we define the virtual patient-physician relationship as communication between a patient and the physician (or the physician’s surgery or office) via the Internet. Examples include emailing, making an appointment online to see the doctor, and a virtual meeting with the doctor (eg, via Skype). We address current communication as well as future intention to communicate with the general practitioner (GP) via the Internet in general and with regard to different areas of treatment (eg, routine treatments, acute disorders, discussion of health test results, referrals to other physicians).

Theoretical Background and Research Questions

There are many approaches and models that aim at explaining why individuals search for information. For instance, Marton and Choo [1] analyzed 4 theoretically grounded quantitative studies of health information seeking on the Internet and found that the multidisciplinary frameworks differ substantially. In addition, information technology research has yielded many different competing models of users’ acceptance of new technologies (see for an overview Venkatesh et al [9]), each with a different focus and a different set of antecedents of technology adoption. With regard to the main focus of this paper to investigate gender differences in health-related information search behavior on the Internet as well as in the virtual patient-physician relationship, 3 models seem to be particularly appropriate as a theoretical basis: the theory of planned behavior (TPB) [10,11], the technology acceptance model (TAM) [12-14], and the functional theory of media use [15].

An extension of the theory of reasoned action (TRA) [16,17], TPB proposes a causal relationship of the exogenous variables attitude toward behavior, subjective norm, and perceived behavioral control with the endogenous variable behavioral intention [10,11]. Behavioral intention and perceived behavioral control together influence behavior. Based on the TPB, Venkatesh et al [18] found that there are clear gender differences in the salience of factors influencing the decision to adopt a new technology in the workplace. According to these authors, the “role of gender in technology adoption and usage behavior is crucial” [18]. These differences could be observed even when controlling several confounding variables, such as income, education, or digital literacy. Men were more strongly influenced by attitudes, whereas women were influenced more heavily by subjective norms and perceived behavioral control. Interestingly, subjective norms and perceived behavioral control had no significant impact on the decision regarding technology adoption among men at all. The gender differences were strengthened by older age [18]. Based on the TPB, the variables subjective norms and perceived behavioral control were included in the empirical study by analyzing participants’ perceived digital competence.

Based on the TRA [16,17], TAM is an applied and widely used model for describing and predicting the acceptance and use of a new information technology [12-14]. The TAM conceptualizes 2 central beliefs about a new technology that influence the intention to use it: perceived usefulness and perceived ease of use [14,19-22]. Perceived usefulness is defined as “the user’s perception of the degree to which using a particular system will improve his or her job performance” (eg, [22]), whereas perceived ease of use is defined as the “user’s perception of the extent to which using a particular system will be free of physical and mental effort” (eg, [22]). The TAM has been supported by many studies and has been applied in different contexts including the area of health information websites [23]. Various versions and extensions of the TAM have been developed. Bruner and Kumar [24] developed a “consumer technology acceptance model” (c-TAM) and demonstrated that in the consumer context, the fun of using a device was a more powerful predictor of attitude toward usage than the perceived usefulness of the device. Based on the TAM and its extension c-TAM, the variables perceived ease of use, perceived usefulness, and fun of use were included in the empirical study.

According to Dutta-Bergman [15], the functional theory of media use assumes that the use of a certain medium is motivated by different reasons and that communication behavior is goal-directed. In her study, motivation was a crucial factor in determining use of media (ie, the Internet). In her opinion, searching the Internet for health-oriented information is a reflection of health information orientation and is influenced by health consciousness and health awareness. There is relatively stable empirical evidence for a higher nutrition and health consciousness of women (eg, [25-33]). Therefore, the functional theory of media use lends support to the decision to focus on health and nutrition consciousness, as well as on motives for using the Internet as a source of health-related information and...
investigating the usage of different channels. All these variables were included in the empirical study.

Insights into gender differences in the virtual patient-physician relationship can also be drawn from the consumer behavior literature. According to Solomon [34], consumers’ reactions to stimuli depend on psychographic variables, which can be classified into activating, emotional, motivational, and cognitive processes, and they also depend on social influence variables (eg, normative and situational antecedents).

Based on the aforementioned concepts, the objectives of the paper are as follows:

1. Investigate differences in health-related information searching on the Internet in part 1 of the paper, especially by investigating gender differences in using the Internet for health-related information searching. This will be done by (1) analyzing gender differences in feelings toward the Internet and Web 2.0 for health-related information searching (emotional perspective); (2) analyzing gender differences in perceived behavioral control, which we conceptualize as perceived digital competence (cognitive perspective); (3) analyzing gender differences in the underlying motives for using the Internet for health-related information searching (motivational perspective); (4) analyzing gender differences in health and nutrition awareness (attitudinal perspective); (5) analyzing gender differences in the personal disposition of being well-informed as a patient (personal involvement perspective); and (6) analyzing gender differences in the importance of situational circumstances, which foster the usage of Internet health information searching as well as differences in the importance of normative pressure on the usage of the Internet for health-related information searching (situational involvement and/or a normative perspective).


**Methods**

**Participant Recruitment**

An online survey of 1006 German patients was conducted in September 2012. The term “patients” in this paper refers to individuals who visited a physician at least once in the previous 3 months. The sample was drawn from an e-panel maintained by GfK HealthCare, a leading survey research company in Nuremberg, Germany. It was based on a randomly generated set of users who had visited a GP at least once during the 3 months before the beginning of the survey. Originally, 1561 individuals were contacted; 555 persons could not participate because they did not fulfill this criterion. The recruitment rate was 64.45% (1006/1561) [35]. In all, 20 participants were excluded from the analysis because of an extremely short answer time and/or inconsistent answer patterns (eg, flattiners, contradictions). Another 28 respondents were excluded because the number of missing values exceeded the limit of 30% in scale items [36]. The final sample consisted of 958 participants. Small monetary incentives were offered for survey completion.

**Questionnaire**

The survey was designed by the researchers based on the existing literature and was guided by the research questions. All items apart from categorical variables (sociodemographic variables) and ordinal variables (frequency variables) were measured with 7-point rating scales. Most of the items had a “no answer” category as an alternative. Existing scales and items from the literature were used where applicable. Data were analyzed using SPSS version 22 (IBM Corp, Armonk, NY, USA).

**Measurement of Sociodemographic and Psychographic Variables**

Multimedia Appendix 1 provides an extract of the questionnaire and refers to the corresponding literature for items. The original questionnaire was an online questionnaire in German; English translation is merely for the purpose of this paper. In the following section, the measurement of variables included in the present study will be explained. The denomination of items (F1_1 to F42_9, D1 to D8) in brackets refers to Multimedia Appendix 1.

**Sociodemographic Variables**

Age (D2_1), gender (D1), the highest educational level attained (D4), family status (D5), household size (D6_1), and the categorical monthly household net income were measured (D8).

**Part 1: Psychographic Variables**

**Feelings Toward the Internet and Other Web-Based Applications**

Feelings toward the Internet and other Web-based applications in general were included in the questionnaire and measured by an item derived from Porter and Donthu [7,19] (F1_1).

**Digital Literacy**

Digital literacy is the ability to effectively and critically use a range of digital technologies. Literate individuals are able to make responsible choices and to access information and ideas in the digital world and to share information with others. In-line with previously published studies, digital literacy was measured with an item based on Norman and Skinner [7,8,37-39] (F2_1). In reference to the gender differences focus of this study, it has to be underlined that the construct digital literacy should be interpreted in the sense of perceived digital competence in order to do justice to the fact that especially in the area of technological knowledge it seems that women “are perhaps as susceptible to the belief in their own lack of technological ability as men are likely to delight in their own supposed superiority” [40]. Hence, our item measures perceived digital competence rather than real digital literacy.

**Daily Internet Use**

Respondents were asked about their daily Internet use, especially how many hours they spent on the Internet for private purposes on average on a daily, weekly, or monthly basis (total private use) (F3_1 to F3_3), and on average searching for health-related information (total private use for health-related information) (F4_1 to F4_3). We then calculated the total private Internet...
use and the total private Internet use for health-related information for each respondent on a daily basis.

**Importance of Different Sources for Health-Related Information**

For the purpose of this investigation, the importance of different sources (family, friends, physician, pharmacist, insurance agent, Internet, books/journals, other sources) was examined using items adopted from Moorman and Mataluch [41] and Kummervold et al [42] (F6_1 to F6_8). The possible sources were listed in the questionnaire and the respondents had to rate the importance of each of the information sources.

**Frequency of Using Different Channels on the Internet for Health-Related Information**

For the purpose of investigating different search methods in the use of the Internet for health-related information, participants were asked to indicate how often they used the following channels on the Internet for health-related information searches: search engines (eg, Google), wikis (eg, Wikipedia), electronic databases and electronic papers as well as scientific papers and studies (eg, www.bmj.com), email, social networks/microblogs/networks (eg, Facebook), health forums (eg, www.imedo.de), podcasts (eg, YouTube), instant messaging/chat (eg, Skype, ICQ), and apps [43] (F7_1 to F7_10). Frequency was measured on a 6-point ordinal scale.

**Motives of Using the Internet for Health-Related Information Searching**

Concerning the motives of using the Internet for health-related information searching, different items from literature were used (F11_1 to F11_18). Perceived ease of use and perceived usefulness of the Internet to gain health-related information were measured by existing multi-item scales derived and adapted from Davis et al [44,45] and Venkatesh et al [9,13,46] and other authors investigating the motivational side of information searching [21,47-50]. Items measuring fun to use were adapted from Shih [51]. Additional items were developed after an extensive literature review in the health information search literature to measure the motives of saving time, of managing time flexibly, of the social component of sharing knowledge and/or making contact with someone easily, of being anonymous, and of being up-to-date.

**Personal Disposition of Being Well-Informed as a Patient**

According to Cacioppo and Petty [52] and Petty et al [53], the amount of information a person is seeking as well as the amount of cognitive effort and elaboration an individual is willing to devote to a specific task can be seen as individually varying personal disposition. In the area of health information searching, this means that some patients are inclined to prepare themselves for visiting a doctor and search for health-related information extensively, whereas others do this to a lesser extent [39]. Thus, some patients value health-related knowledgeability more highly because they may believe that being well-informed leads to better patient-physician communication or that the physician offers more time to well-informed patients. These individuals are more inclined to make significant health decisions on the basis of health-related information found on the Internet [7,53]. They even decide whether professional medical care is needed or not and alternatively rely on self-treatment based on their online findings [54]. For the purpose of investigating this personal disposition of being well-informed as a patient, a scale of 9 items (F20_1 to F20_9) was developed by the researchers. Some of the items were adapted from the health information orientation scale by Dutta-Bergman [15], from Simon et al [55], and from Wilson and Lankton [56].

**Nutrition and Health Awareness and Attitude Toward Medical Support**

Attitude is conceptualized by Solomon [34] as “a lasting, general evaluation of people (including oneself), objects, or issues” that merges into a system of values influencing the individual. The construct of health awareness primarily refers to the extent to which a person takes care of his/her own health [57-59]. We decided to denominate the construct health awareness instead of health consciousness because this sounds less clinical. Concerning nutrition and health awareness, 9 items were developed by the researchers based on a literature review and were partially adapted from the health consciousness attitude scale by Dutta-Bergman [15,60] and others [41,61] (F42_1 to F42_9).

**Part 1: Situational and Normative Influences on Health-Related Information Searching on the Internet**

Eight additional items were developed and integrated into the questionnaire in recognition of the fact that using the Internet could not only be due to a reason lying in the respondent himself or herself, but rather because of normative or situational reasons (F12_1 to F12_8). Therefore, after literature reviews, some complementary items measuring situational and normative influences were derived and adapted from the TAM and the TPB [9,11,17,62-67] to represent these normative or situational reasons for using the Internet for health-related information searching.

**Part 2: Present and Future Communication With the General Practitioner and Internet-Based Treatment**

For the purpose of investigating the present usage and future intention to communicate with the GP on the Internet and to partially replace personal communication with and treatment by a GP by the Internet, some additional items were developed by the researchers as shown in Multimedia Appendix 1. The frequency of using the Internet for communicating with the GP at present was measured by a single item on a 6-point ordinal scale (F13). Future intention to use the Internet for communicating with the GP was measured on a 7-point rating scale (F15_1). Additionally, the researchers measured which fields might conceivably be replaced by listing different areas of treatment along the virtual patient-physician relationship chain (F17_1 to F17_14). Finally, respondents were asked whether it was important to them to be able to use online treatments as well (F18_1) and how willing they would be to pay additionally for online treatment (F19_1).
Results

Sample Characteristics

A comparison of the sample used in the current study and German Internet users in 2012 (the German online population) [68] revealed that the sample represented the German online population quite well with regard to our most important variable gender (Table 1). Gender distribution in our sample (male: 54.0%, 517/958; female: 46.0%, 441/958) reflects the distribution among German Internet users (51.8% males, 48.2% females). Regarding age, participants in our sample were slightly older than those in the German online population. However, it should be noted that the comparable German Internet user basis were aged 10 years and older, whereas our study was based on respondents with a minimum age of 18 years. Another reason for this deviation probably lies in the selection criterion for participation; to qualify for our study, participants must have visited a GP at least once in the previous 3 months. With regard to education, the percentage of respondents with higher education was larger in our sample than in the German online population [68], which could be at least partially explained by the minimum age requirement of 18 years respectively the minimum age of 10 years in the comparison of the 2 databases. There were no comparable data in the German online population regarding marital status, household size, or household net income. Table 1 displays the characteristics of the sample.
<table>
<thead>
<tr>
<th>Variable and category</th>
<th>Female</th>
<th>Male</th>
<th>Total</th>
<th>German Internet users&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>0</td>
<td>517</td>
<td>517</td>
<td>29,553,000 (51.81)</td>
</tr>
<tr>
<td>Women</td>
<td>441 (100.00)</td>
<td>0</td>
<td>441 (100.00)</td>
<td>27,492,000 (48.20)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>41.21 (13.39)</td>
<td>45.88 (12.40)</td>
<td>43.73 (13.04)</td>
<td></td>
</tr>
<tr>
<td>Age categories (years), n (%)</td>
<td>441 (100.00)</td>
<td>517 (100.00)</td>
<td>958 (100.00)</td>
<td></td>
</tr>
<tr>
<td>&lt;24</td>
<td>56 (12.70)</td>
<td>25 (4.84)</td>
<td>81 (8.45)</td>
<td>12,552,000 (22.00)</td>
</tr>
<tr>
<td>25-44</td>
<td>192 (43.54)</td>
<td>198 (38.30)</td>
<td>390 (40.71)</td>
<td>20,344,000 (35.60)</td>
</tr>
<tr>
<td>45-64</td>
<td>177 (40.14)</td>
<td>254 (49.13)</td>
<td>431 (44.99)</td>
<td>18,799,000 (32.96)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>16 (3.64)</td>
<td>40 (7.74)</td>
<td>56 (5.85)</td>
<td>5,348,000 (9.38)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td>437 (100.00)</td>
<td>514 (100.00)</td>
<td>951 (100.00)</td>
<td>52,589,000 (100.00)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Without school qualification</td>
<td>2 (0.46)</td>
<td>2 (0.39)</td>
<td>4 (0.42)</td>
<td></td>
</tr>
<tr>
<td>Secondary general school</td>
<td>8 (1.83)</td>
<td>5 (0.97)</td>
<td>13 (1.37)</td>
<td>9,487,000 (18.04)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Polytechnic secondary school</td>
<td>43 (9.84)</td>
<td>77 (14.98)</td>
<td>120 (12.62)</td>
<td></td>
</tr>
<tr>
<td>Intermediate secondary school</td>
<td>142 (32.49)</td>
<td>127 (24.71)</td>
<td>269 (28.28)</td>
<td>29,467,000 (56.03)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Matura examination or higher</td>
<td>242 (55.38)</td>
<td>303 (58.95)</td>
<td>545 (57.31)</td>
<td>13,635,000 (25.93)&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Number in household, n (%)</strong></td>
<td>439 (100.00)</td>
<td>517 (100.00)</td>
<td>956 (100.00)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>90 (20.50)</td>
<td>117 (22.63)</td>
<td>207 (21.65)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>169 (38.49)</td>
<td>194 (37.52)</td>
<td>363 (37.97)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>87 (19.82)</td>
<td>113 (21.86)</td>
<td>200 (20.92)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>83 (18.91)</td>
<td>72 (13.93)</td>
<td>155 (16.21)</td>
<td></td>
</tr>
<tr>
<td>&gt;4</td>
<td>10 (2.28)</td>
<td>21 (4.06)</td>
<td>31 (3.24)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td>439 (100.00)</td>
<td>509 (100.00)</td>
<td>948 (100.00)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>92 (20.95)</td>
<td>108 (21.22)</td>
<td>200 (21.10)</td>
<td></td>
</tr>
<tr>
<td>Close-partnered</td>
<td>110 (25.06)</td>
<td>105 (20.63)</td>
<td>215 (22.68)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>194 (44.19)</td>
<td>266 (52.26)</td>
<td>460 (48.52)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>36 (8.20)</td>
<td>28 (5.50)</td>
<td>64 (6.75)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>7 (1.60)</td>
<td>2 (0.39)</td>
<td>9 (0.95)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly household net income (€), n (%)</strong></td>
<td>347 (100.00)</td>
<td>429 (100.00)</td>
<td>776 (100.00)</td>
<td></td>
</tr>
<tr>
<td>&lt;1500</td>
<td>77 (22.19)</td>
<td>52 (12.12)</td>
<td>129 (16.63)</td>
<td></td>
</tr>
<tr>
<td>1500-2500</td>
<td>97 (27.95)</td>
<td>105 (24.47)</td>
<td>202 (26.03)</td>
<td></td>
</tr>
<tr>
<td>2501-3500</td>
<td>94 (27.09)</td>
<td>134 (31.24)</td>
<td>228 (29.38)</td>
<td></td>
</tr>
<tr>
<td>3501-4500</td>
<td>53 (15.28)</td>
<td>68 (15.85)</td>
<td>121 (15.59)</td>
<td></td>
</tr>
<tr>
<td>&gt;4500</td>
<td>26 (7.49)</td>
<td>70 (16.32)</td>
<td>96 (12.37)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Rounded to 1000 people. Projected number of Germans who have used the Internet in the last 3 months. Age limit for questions concerning education and occupation: 16 years.

<sup>b</sup> For the German Internet users, low education corresponds with levels 0, 1, and 2 of the ISCED classification system (up to secondary general school), medium education corresponds with levels 3 and 4 of the ISCED classification system (up to university entrance qualification), and high education corresponds with levels 5 and 6 of the ISCED classification system (higher than matura examination respectively university entrance qualification).

<sup>c</sup> low education

<sup>d</sup> medium education

<sup>e</sup> high education
Part 1: Health-Related Information Searching on the Internet

Gender Differences in Health Information Search Behavior on the Internet, Emotions, and Cognitions

Table 2 provides the corresponding results of unrelated t tests for the psychographic variables feelings toward the Internet and other Web-based applications, perceived digital competence, daily Internet use, importance of different sources for health-related information, and the frequency of using different search methods on the Internet for health-related information between men and women.

There was a significant difference between the 2 groups in terms of their perceived digital competence ($t_{989}=3.91, P<.001$). Male respondents ascribed a higher level of perceived digital competence to themselves than female respondents did. When the participants were asked to evaluate the importance of different sources for health-related information, women rated friends ($t_{944}=-3.08, P=.002$), books or journals ($t_{920}=-2.64, P=.009$), the Internet ($t_{951}=-2.36, P=.02$), and pharmacists ($t_{936}=-2.52, P=.012$) more highly than men did (see Table 2 for details). The groups did not differ in their daily Internet use measured by the daily hours spent online for private use, or in their feelings toward the Internet and other Web-based applications in general. However, female respondents revealed a higher frequency of using the Internet for health-related information, but this difference did not meet statistical significance ($t_{572}=-1.76, P=.08$). There were some differences between female and male respondents in the frequency of usage of different channels on the Internet for health-related information searches. Women reported a higher frequency of using health forums and blogs (Kendall’s tau-b=$-0.06, P=.03$). Women revealed a higher frequency of usage of search engines (eg, Google, Bing, or Yahoo!) for health-related information searching (Kendall’s tau-b=$-0.06, P=.045$). Men, on the other hand, revealed a higher frequency of using apps for health-related information searching (Kendall’s tau-b=$0.07, P=.02$).

To do justice to the relatively large sample size, which lead to a higher probability of differences becoming significant between the 2 groups, we added the effect size of Hedges’ $g$ to evaluate the group differences in all the subsequent tables. The estimates of effect size can be used to determine the practical and/or theoretical relevance of an effect and the power of an analysis [69]. There are different ways to calculate effect sizes, the most often applied being Cohen’s $d$ [69]. However, we decided to apply Hedges’ $g$ [70-72]. While Cohen’s $d$ favors identical sample sizes, Hedges’ $g$ allows for different sample sizes, which we have in our study. In contrast to Cohen’s $d$, in Hedges’ $g$ the population standard deviation is replaced by the pooled sample standard deviations, calculated by using a denominator of n-1 (see the detailed formula in Multimedia Appendix 2) [69,73,74]. All the differences in the following tables will be complemented by the report of Hedges’ $g$. We are aware of the potentially misleading influences of sample size and of the risk of overvaluing observed effects because of their significance [69]; therefore, we will interpret our results in the discussion section in the light of significance and magnitude of effect sizes [75].

Gender differences in the specified psychographic variables relating to health-related information searching are reported in the next section. Because of the large number of subsequent psychographic variables, we decided to summarize the motivational, attitudinal, and personal involvement items that might contribute to the explanation of gender differences in health-related information searching. Therefore, for each group of psychographic variables (motivational, attitudinal, and personal involvement processes underlying Internet health information searching) and the group of normative and situational influences, exploratory factor analyses (EFAs) were calculated for the total sample. Only those subsets of variables were factor analyzed, which were measured on an interval scale level (statistical precondition) and which could be assigned to a specific psychographic construct or to the group of normative and situational influences. This procedure was chosen to reduce the complexity versus the alternative of a large number of group differences on a single item level. The number of factors for each of the subscales was determined by the eigenvalue criterion; principal component analyses were used with a subsequent varimax rotation with Kaiser normalization. Items with low loadings and with loadings greater than 0.45 on more than 1 factor were removed. The variances extracted were reported only for the purified scales. The factor loadings of the purified scales were used for subsequent calculation of weighted means of factor sum scores. One advantage of this method is that items with the highest loadings on the factor have the largest effect on the factor score [76]. Afterwards, t tests were calculated for the weighted means of factor sum scores between male and female respondents and Hedges’ $g$ scores were added. The differences are described in detail in the following section.
Table 2. Gender differences in Internet health information search behavior, emotions, and cognitions influencing Internet health-related information searching.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Female (n=441)</th>
<th>Male (n=517)</th>
<th>Total (N=958)</th>
<th>t (df)</th>
<th>Kendall’s tau-b</th>
<th>P</th>
<th>Hedges’ g</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD) or median</td>
<td>n</td>
<td>Mean (SD) or median</td>
<td>n</td>
<td>Mean (SD) or median</td>
<td></td>
</tr>
<tr>
<td><strong>Feelings toward the Internet and other Web-based applications in general</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based applications in generala</td>
<td>431</td>
<td>5.75 (1.04)</td>
<td>514</td>
<td>5.80 (1.16)</td>
<td>954</td>
<td>5.78 (1.11)</td>
<td>0.63 (943)</td>
</tr>
<tr>
<td>Perceived digital competenceb</td>
<td>441</td>
<td>5.72 (1.11)</td>
<td>517</td>
<td>5.99 (1.0)</td>
<td>958</td>
<td>5.87 (1.06)</td>
<td>3.91 (899)</td>
</tr>
<tr>
<td><strong>Daily Internet use (hours)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total private use</td>
<td>441</td>
<td>3.18 (2.52)</td>
<td>517</td>
<td>3.02 (2.07)</td>
<td>958</td>
<td>3.10 (2.29)</td>
<td>−1.05 (853)</td>
</tr>
<tr>
<td>Total private use for health-related information</td>
<td>441</td>
<td>0.53 (2.05)</td>
<td>517</td>
<td>0.35 (0.86)</td>
<td>958</td>
<td>0.43 (1.53)</td>
<td>−1.76 (572)</td>
</tr>
<tr>
<td><strong>Importance of different sources for health-related informationc</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>437</td>
<td>4.85 (1.71)</td>
<td>511</td>
<td>4.85 (1.73)</td>
<td>948</td>
<td>4.85 (1.72)</td>
<td>0.04 (946)</td>
</tr>
<tr>
<td>Friends</td>
<td>436</td>
<td>4.36 (1.70)</td>
<td>510</td>
<td>4.01 (1.74)</td>
<td>946</td>
<td>4.17 (1.73)</td>
<td>−3.08 (944)</td>
</tr>
<tr>
<td>Physician</td>
<td>440</td>
<td>6.44 (0.90)</td>
<td>515</td>
<td>6.41 (0.98)</td>
<td>955</td>
<td>6.42 (0.95)</td>
<td>−0.40 (953)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>432</td>
<td>5.15 (1.54)</td>
<td>506</td>
<td>4.89 (1.59)</td>
<td>938</td>
<td>5.01 (1.57)</td>
<td>−2.52 (936)</td>
</tr>
<tr>
<td>Insurance agent</td>
<td>405</td>
<td>1.75 (1.34)</td>
<td>486</td>
<td>1.80 (1.34)</td>
<td>891</td>
<td>1.78 (1.34)</td>
<td>0.63 (889)</td>
</tr>
<tr>
<td>Internet</td>
<td>437</td>
<td>4.73 (1.44)</td>
<td>516</td>
<td>4.51 (1.43)</td>
<td>953</td>
<td>4.61 (1.44)</td>
<td>−2.36 (951)</td>
</tr>
<tr>
<td>Books/journals</td>
<td>425</td>
<td>4.44 (1.64)</td>
<td>497</td>
<td>4.15 (1.70)</td>
<td>922</td>
<td>4.29 (1.68)</td>
<td>−2.64 (920)</td>
</tr>
<tr>
<td>Other sources</td>
<td>280</td>
<td>3.02 (1.8)</td>
<td>352</td>
<td>2.81 (1.79)</td>
<td>632</td>
<td>2.90 (1.79)</td>
<td>−1.5 (630)</td>
</tr>
<tr>
<td><strong>Frequency of usage of different channels on the Internet for health-related information searches, median d</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search engines</td>
<td>441</td>
<td>3</td>
<td>517</td>
<td>4</td>
<td>958</td>
<td>−0.06</td>
<td>.045</td>
</tr>
<tr>
<td>Wikis online encyclopedia</td>
<td>441</td>
<td>4</td>
<td>517</td>
<td>4</td>
<td>958</td>
<td>−0.02</td>
<td>.41</td>
</tr>
<tr>
<td>Electronic databases/journals</td>
<td>441</td>
<td>5</td>
<td>517</td>
<td>5</td>
<td>958</td>
<td>0.03</td>
<td>.39</td>
</tr>
<tr>
<td>Email</td>
<td>441</td>
<td>5</td>
<td>517</td>
<td>5</td>
<td>958</td>
<td>0.03</td>
<td>.38</td>
</tr>
<tr>
<td>Social network/microblogging</td>
<td>441</td>
<td>6</td>
<td>517</td>
<td>6</td>
<td>958</td>
<td>−0.03</td>
<td>.27</td>
</tr>
<tr>
<td>Health forums/blogs</td>
<td>441</td>
<td>5</td>
<td>517</td>
<td>5</td>
<td>958</td>
<td>−0.06</td>
<td>.03</td>
</tr>
<tr>
<td>Podcasts</td>
<td>441</td>
<td>6</td>
<td>517</td>
<td>6</td>
<td>958</td>
<td>−0.03</td>
<td>.35</td>
</tr>
<tr>
<td>Videoconferences</td>
<td>441</td>
<td>6</td>
<td>517</td>
<td>6</td>
<td>958</td>
<td>0.02</td>
<td>.55</td>
</tr>
<tr>
<td>Instant messaging/chat</td>
<td>441</td>
<td>6</td>
<td>517</td>
<td>6</td>
<td>958</td>
<td>−0.04</td>
<td>.24</td>
</tr>
<tr>
<td>Apps</td>
<td>441</td>
<td>6</td>
<td>517</td>
<td>6</td>
<td>958</td>
<td>0.07</td>
<td>.02</td>
</tr>
</tbody>
</table>

a 1=very negative, 7=very positive.

b 1=not literate at all, 7=very literate.

c 1=not important at all, 7=very important.

d 1=daily, 2=weekly, 3=less often than weekly, 4=monthly, 5=less often than monthly, 6=never.

Gender Differences of Weighted Means of Factor Sum Scores for Motives Influencing Internet Health Information Searching: Exploratory Factor Analysis 1

Strong evidence was found for the existence of different motives when using the Internet for health-related information searching. Because the same procedure for the EFA was executed for all the groups of variables (attitudinal, personal involvement, situational, and normative perspective), it is only described in detail for the EFA 1. Detailed information for the other EFAs are included in the respective tables in Multimedia Appendix 2. An EFA of the 18 items measuring the underlying motives for Internet health information searching lead to a 3-factor solution of the purified scale explaining 66.69% of variance (2 items were excluded from further analysis due to low factor loadings.). As required, the Kaiser-Meyer-Olkin (KMO) measure of the appropriateness of the sample was not significant ($P_{KMO}=.93$) and the Bartlett-Test of sphericity was significant ($\chi^2_{120}=8345.2$, $P<.001$). The reduced scale lead to a 3-factor solution for the motivational variables underlying Internet health information searching.
searches. The first factor (eigenvalue=7.28) consisted of 7 items featuring the social motive and enjoyment of Internet health information searching, the second factor (eigenvalue=2.38) comprised 6 items representing perceived usefulness of the Internet as a medium for health information searching, and the third factor (eigenvalue=1.01) was construed by 3 items focusing on the usefulness of the information gained from the Internet for health information searching. Table A in Multimedia Appendix 2 shows the fully rotated factor component matrix. For all the remaining 16 variables, 3 weighted means of factor sum scores were calculated (see Table E in Multimedia Appendix 2 for details of the formula) and \( t \) tests were calculated (see Table 3).

Women used the Internet to a greater extent than men did due to a social motive and enjoyment of Internet health information searching (\( t_{835}=-2.31, P=.02 \)). Additionally, women judged the usefulness of the information gained from the Internet health information searching more highly than men did (\( t_{942}=-3.16, P=.002 \)). There was a difference between men and women according to the perceived usefulness of the Internet as a medium for health information searching, but these differences did not meet statistical significance (\( t_{908.55}=-1.94, P=.05 \)).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Female Mean (SD) n</th>
<th>Male Mean (SD) n</th>
<th>Total Mean (SD) n</th>
<th>( t (df) )</th>
<th>( P )</th>
<th>Hedges’ ( g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social motive and joyousness of Internet health information searching</td>
<td>4.50 (1.50) 387</td>
<td>4.27 (1.48) 450</td>
<td>4.37 (1.49) 837</td>
<td>-2.31 (835)</td>
<td>.02</td>
<td>-0.15</td>
</tr>
<tr>
<td>Perceived usefulness of the Internet for health information searching</td>
<td>6.08 (0.93) 417</td>
<td>5.94 (1.12) 494</td>
<td>6.0 (1.04) 911</td>
<td>-1.94 (908.55)</td>
<td>.05</td>
<td>-0.14</td>
</tr>
<tr>
<td>Usefulness of the information gained from Internet health information searching</td>
<td>5.37 (1.17) 434</td>
<td>5.12 (1.26) 510</td>
<td>5.23 (1.22) 944</td>
<td>-3.16 (942)</td>
<td>.002</td>
<td>-0.21</td>
</tr>
</tbody>
</table>

**Gender Differences of Weighted Means of Factor Sum Scores for Attitudes Influencing Internet Health Information Searching: Exploratory Factor Analysis 2**

An EFA of the 9 items measuring the attitudinal influences deriving from different health and nutrition awareness and proneness to use medical support lead to a 2-factor solution for the purified scale explaining 61.14% of variance (see Table B in Multimedia Appendix 2 for details of the analysis). For all the remaining 6 variables, 2 weighted means of factor sum scores were calculated (see Table E in Multimedia Appendix 2 for details of the formula) and \( t \) tests were executed between the 2 weighted means of factor sum scores of the subsamples of female and male respondents.

As is shown in Table 4, there were significant differences in both areas between female and male respondents. Women had higher health and nutrition awareness on an aggregate level than men (\( t_{955}=-3.07, P=.002 \)) and a greater reluctance to make use of medical support (\( t_{951}=-2.58, P=.01 \)).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Female Mean (SD) n</th>
<th>Male Mean (SD) n</th>
<th>Total Mean (SD) n</th>
<th>( t (df) )</th>
<th>( P )</th>
<th>Hedges’ ( g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and nutrition awareness</td>
<td>5.24 (1.08) 440</td>
<td>5.02 (1.15) 515</td>
<td>5.12 (1.12) 955</td>
<td>-3.07 (953)</td>
<td>.002</td>
<td>-0.20</td>
</tr>
<tr>
<td>Reluctance to make use of medical support</td>
<td>4.79 (1.56) 439</td>
<td>4.52 (1.52) 514</td>
<td>4.64 (1.54) 953</td>
<td>-2.58 (951)</td>
<td>.010</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

**Gender Differences of Weighted Factor Sum Scores for the Personal Disposition of Being Well-Informed as a Patient: Exploratory Factor Analysis 3**

An EFA of the 9 items measuring the personal disposition of being well-informed as a patient lead to a single factor solution explaining 52.93% of variance (see Table C of Multimedia Appendix 2 for details of the analysis). For all 9 variables, 1 weighted factor sum score was calculated (see Table E in Multimedia Appendix 2 for details of the formula) and a \( t \) test for the weighted mean of the factor sum score was calculated between the 2 subsamples of female and male respondents. There was no significant difference in this single factor of personal disposition of being well-informed as a patient in general. Therefore, it was decided to investigate the single items too (see Table 5).
Table 5. Gender differences of weighted factor sum scores for the personal disposition of being well-informed influencing Internet health information search behavior on an aggregate as well as on a basis level.

<table>
<thead>
<tr>
<th>Factors/Variables</th>
<th>Female (n=441)</th>
<th>Male (n=517)</th>
<th>Total (N=958)</th>
<th>t (df)</th>
<th>P</th>
<th>Hedges’ g</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal disposition of being well-informed as a patient</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>n=486</td>
<td>4.05 (1.41)</td>
<td>3.94 (1.37)</td>
<td>899</td>
<td>-1.19 (897)</td>
<td>.24</td>
</tr>
<tr>
<td>Different aspects of the personal disposition of being well-informed as a patient a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is important to me to be well-informed when consulting a physician.</td>
<td>436</td>
<td>4.70 (1.70)</td>
<td>4.72 (1.72)</td>
<td>955</td>
<td>0.12 (953)</td>
<td>.91</td>
</tr>
<tr>
<td>When I obtain health-related information from the Internet, I need to talk about this information with my physician.</td>
<td>436</td>
<td>3.99 (1.90)</td>
<td>4.12 (1.82)</td>
<td>950</td>
<td>1.11 (948)</td>
<td>.27</td>
</tr>
<tr>
<td>When a therapy is prescribed for me, I look for alternative therapies on the Internet.</td>
<td>439</td>
<td>4.30 (1.92)</td>
<td>4.33 (1.85)</td>
<td>953</td>
<td>0.23 (951)</td>
<td>.82</td>
</tr>
<tr>
<td>Sometimes I have the feeling that I am better informed about my medical condition than my physician.</td>
<td>439</td>
<td>3.78 (2.01)</td>
<td>3.55 (1.92)</td>
<td>952</td>
<td>-1.79 (950)</td>
<td>.08</td>
</tr>
<tr>
<td>If the patient is informed, the communication with the physician is improved.</td>
<td>437</td>
<td>4.74 (1.70)</td>
<td>4.68 (1.72)</td>
<td>947</td>
<td>-0.51 (945)</td>
<td>.61</td>
</tr>
<tr>
<td>If I only decide whether a consultation with a physician is really necessary, once I have conducted some health information searches on the Internet.</td>
<td>437</td>
<td>3.18 (1.97)</td>
<td>2.93 (1.88)</td>
<td>949</td>
<td>-1.98 (947)</td>
<td>.24</td>
</tr>
<tr>
<td>If some medicines have been prescribed, I look for information about them on the Internet.</td>
<td>440</td>
<td>4.25 (2.04)</td>
<td>3.99 (2.01)</td>
<td>955</td>
<td>-2.01 (953)</td>
<td>.045</td>
</tr>
<tr>
<td>If the patient is informed, the physician allows more time for the treatment.</td>
<td>427</td>
<td>3.32 (1.92)</td>
<td>3.42 (1.88)</td>
<td>929</td>
<td>0.75 (927)</td>
<td>.46</td>
</tr>
<tr>
<td>The physician is more likely to prescribe a requested medicine, if the patient is informed.</td>
<td>418</td>
<td>3.66 (1.98)</td>
<td>3.58 (1.92)</td>
<td>918</td>
<td>-0.62 (916)</td>
<td>.54</td>
</tr>
</tbody>
</table>

a 1=strongly disagree, 7=strongly agree.

As shown in Table 5, women actually differed to a certain extent in this facet of personality, but only in some distinctive aspects. Women seemed to decide on the basis of Internet health information whether to consult a physician or not to a greater extent than men did ($t_{947}=-1.98, P=.048$) and they seemed to inform themselves more than men about suggested remedies on the Internet ($t_{953}=-2.01, P=.045$). Additionally, female patients sometimes felt better informed about their medical state than their physician to a greater degree in comparison to male patients, but the difference did not meet statistical significance ($t_{950}=-1.79, P=.08$).

Gender Differences of Weighted Means of Factor Sum Scores for Situational and Normative Variables Influencing Internet Health Information Searching Exploratory Factor Analysis 4

An EFA of the 5 items measuring the underlying situational and involvement influences on Internet health information searching lead to a 2-factor solution explaining 78.88% of variance (see Table D in Multimedia Appendix 2 for details of the analysis). For all 5 variables, 2 weighted means of factor sum scores were calculated (see Table E in Multimedia Appendix 2 for details of the formula) and $t$ tests were executed (see Table 6).
Women seemed to be caught in a crossfire of situational, but not normative influences, to a greater extent than men which reinforced the usage of the Internet for health-related information searches. The factor including situational influences had a higher mean score for women than for men ($t_{944}=-2.25$, $P=.03$). The most striking result to emerge from the data was that neither women nor men were exposed to a normative influence when using the Internet or Web 2.0 for health-related information searching. The mean was comparably low for both groups (see Table 6). There was no difference between the 2 subgroups in reference to the normative influence of important individuals or individuals whom the respondents looked up to who might recommend the usage of the Internet for health-related information searching. Comparing the results between women and men, situational influences were predominantly important for women, and to a lesser extent for men, whenever they used the Internet for health-related information searching.

### Gender Differences in Future Intention to Replace Personal Communication With the General Practitioner and Treatment by the Internet

In reference to the future behavioral intention of using the Internet for communication with the GP, male respondents were more prone to replace personal communication with the GP and treatment by the Internet (see Table 7). Male respondents had a higher intention to use the Internet for communicating with the GP in general than female respondents did ($t_{905}=4.15$, $P<.001$) and they were more ready to pay additionally for online treatment ($t_{940}=2.24$, $P=.03$). Gender differences were found with regard to the importance of being able to additionally use online treatment, but this did not meet statistical significance ($t_{946}=1.88$, $P=.06$). To see if the subsamples categorized possible areas of the physician-patient relationship in reference to their imagination of being replaced by the Internet differently, additional unrelated $t$ tests were executed for each of the listed areas in the questionnaire (see Multimedia Appendix 1). As shown in Table 7, men had a higher intention to replace personal communication with the GP by the Internet for the fixing of personal appointments ($t_{641}=2.13$, $P=.03$), the supervision of chronically ill people ($t_{932}=2.45$, $P=.01$), and for routine treatments (sore throat, head cold, etc.) ($t_{944}=2.45$, $P=.01$) than women did. Gender differences with regard to the discussion of critical test results were found, but did not meet statistical significance ($t_{952}=1.85$, $P=.07$). By looking at the ranking of the means of the total sample and the 2 subsamples (see Table 7), the following aspects of the virtual physician-patient relationship were the most conceivable in terms of being replaced by the Internet in the future: (1) fixing of personal appointments (female: mean 6.21, SD 1.56; male: mean 6.41, SD 1.26), (2) referrals to other doctors (female: mean 5.99, SD 1.66; male: mean 5.86, SD 1.69), (3) writing of prescriptions (female: mean 5.60, SD 1.97; male: mean 5.68, SD 1.83), (4) discussion of normal results of a test (female: mean 5.07, SD 2.17; male: mean 4.95, SD 2.15), and (5) secondary effects of drugs (female: mean 4.74, SD 2.14; male: mean 5.00, SD 2.00).

### Part 2: The Virtual Patient-Physician Relationship

#### Gender Differences in Present Communication With the General Practitioner on the Internet

For the purpose of establishing whether there are gender differences in the present virtual patient-physician relationship, several unrelated $t$ tests and Kendall’s tau-b tests were executed. In reference to the actual use of the Internet for communicating with the GP at present, there were significant differences between the 2 groups. Given that respondents were asked about the frequency of present use of online communication with the GP on an ordinal scale (1=daily, 6=never), Kendall’s tau-b was calculated to investigate gender differences. Men reported a higher frequency of communicating online with the GP than women at present (Kendall’s tau-b=0.07, $P=.02$).

---

**Table 6. Gender differences of weighted means of factor sum scores for situational and normative variables influencing Internet health information searching on an aggregate level.**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Female (n=441)</th>
<th>Male (n=517)</th>
<th>Total (n=958)</th>
<th>t (df)</th>
<th>P</th>
<th>Hedges’ g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Situational influences on Internet health information searching</td>
<td>434</td>
<td>512</td>
<td>946</td>
<td>5.44 (1.25)</td>
<td>-2.25 (944)</td>
<td>.03</td>
</tr>
<tr>
<td>Normative influences on Internet health information searching</td>
<td>384</td>
<td>460</td>
<td>844</td>
<td>3.40 (1.86)</td>
<td>-1.20 (842)</td>
<td>.23</td>
</tr>
</tbody>
</table>
Table 7. Gender differences for future intention to replace personal communication and treatment by the Internet.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Female (n=441) Mean (SD) n</th>
<th>Male (n=517) Mean (SD) n</th>
<th>Total (N=958) Mean (SD) n</th>
<th>t (df)</th>
<th>P</th>
<th>Hedges’ g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention of using the Internet more often in the future for communicating with the GP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4.05 (2.31) 513</td>
<td>4.66 (2.17) 517</td>
<td>4.38 (2.54) 951</td>
<td>4.15 (905)</td>
<td>&lt;.001</td>
<td>0.27</td>
</tr>
<tr>
<td>Importance of being able to use online treatment as well&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.47 (1.99) 512</td>
<td>3.71 (2.04) 517</td>
<td>3.60 (2.02) 948</td>
<td>1.88 (946)</td>
<td>.06</td>
<td>0.12</td>
</tr>
<tr>
<td>Willingness to pay a certain amount additionally for online-treatment&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.15 (1.74) 515</td>
<td>2.42 (1.87) 517</td>
<td>2.30 (1.81) 951</td>
<td>2.24 (941)</td>
<td>.03</td>
<td>0.15</td>
</tr>
</tbody>
</table>

For which of the following areas could you imagine the replacement of personal communication with your GP through Internet communication in the future? <sup>a</sup>

- Fixing of personal appointments: 6.21 (1.56) 514 | 6.41 (1.26) 517 | 6.32 (1.41) 954 | 2.13 (841) | .03    | 0.14 |
- Preliminary advice: 4.75 (2.19) 511 | 4.86 (2.10) 517 | 4.81 (2.14) 947 | 0.80 (945) | .42    | 0.05 |
- Writing of prescriptions: 5.60 (1.97) 512 | 5.68 (1.83) 517 | 5.64 (1.90) 951 | 0.60 (902) | .55    | 0.04 |
- Doctor’s notes/certificates of health: 4.58 (2.32) 504 | 4.67 (2.27) 517 | 4.63 (2.29) 938 | 0.62 (936) | .54    | 0.04 |
- Referrals to other doctors: 5.99 (1.66) 513 | 5.86 (1.69) 517 | 5.92 (1.68) 951 | –1.17 (949) | .24    | –0.08 |
- Discussion of “normal” test results: 5.07 (2.17) 514 | 4.95 (2.15) 517 | 5.01 (2.15) 951 | –0.87 (949) | .39    | –0.06 |
- Discussion of “critical” test results: 2.61 (2.01) 512 | 2.85 (2.05) 504 | 2.74 (2.04) 949 | 1.85 (947) | .07    | 0.12 |
- Follow-up checks after treatment: 3.13 (2.13) 506 | 3.29 (2.05) 504 | 3.21 (2.09) 942 | 1.21 (940) | .23    | 0.08 |
- Supervision of chronically ill people: 3.90 (2.16) 510 | 4.25 (2.17) 504 | 4.09 (2.17) 945 | 2.45 (943) | .01    | 0.16 |
- Secondary effects of drugs: 4.74 (2.14) 512 | 5.00 (2.00) 504 | 4.88 (2.07) 950 | 1.95 (902) | .052   | 0.13 |
- Routine treatments (eg, sore throat, head cold): 3.96 (2.25) 510 | 4.31 (2.15) 504 | 4.15 (2.20) 946 | 2.45 (944) | .014   | 0.16 |
- Psychotherapy: 2.42 (2.00) 505 | 2.48 (1.95) 504 | 2.45 (1.97) 940 | 0.50 (938) | .62    | 0.03 |
- Mental health problems: 2.59 (2.03) 504 | 2.74 (1.95) 504 | 2.67 (1.99) 942 | 1.21 (940) | .23    | 0.08 |
- Acute disorders (eg, chest pains): 2.42 (2.04) 505 | 2.56 (2.01) 504 | 2.50 (2.03) 941 | 1.11 (939) | .27    | 0.07 |

<sup>a</sup> 1=highly unlikely, 7=very likely.
<sup>b</sup> 1=not important at all, 7=very important.
<sup>c</sup> 1=I would not be willing at all, 7=I would be willing.

**Discussion**

**Principal Findings**

In reviewing the literature, only scarce empirical evidence was found on the underlying emotional, motivational, normative and situational, attitudinal, cognitive, and personal involvement variables, which may explain gender differences in Internet health-related information searching and on gender differences in the virtual patient-physician relationship. Therefore, the aim of the current investigation was to shed light on gender differences in these areas.

In order to do justice to the large sample size, we added the effect size Hedge’s g for all t test values in the Results section. According to Cohen [77,78], a measure of 0.2 reflects a small effect, 0.5 reflects a medium effect, and a score greater than 0.8 reflects a large effect. Bortz and Döring [79] classify effect sizes greater than 0.50 as large, effect sizes between 0.50 and 0.30 as medium, effect sizes between 0.30 and 0.10 as small, and those less than 0.10 as trivial, the latter indicating low practical relevance. However, according to Fröhlich et al [74,80], effect sizes have to be specified according to the research field and should be interpreted dynamically (ie, in the light of the methods applied or in comparison to other extant results reported in similar research). The design of the study may also influence effect size [75]. From the point of view of effect sizes, experimentation is desirable because of the possibility of causality inference and because effect sizes seem to be more accurate. According to McCartney and Rosenthal [75], experiments in the field are likely to cause larger effects, whereas effect sizes from nonrandomized and quasi-experimental designs are likely to be affected by possible confounding variables that may interfere with the interesting variables.

The effect sizes in our study are mostly small, but exceeded the limit of 0.1 as suggested by Bortz and Döring [79] in most cases. However, we did not manipulate conditions or interventions to investigate gender differences in an experimental setting, but investigated gender differences in a real field research setting on an exploratory basis. In addition, to the best of our knowledge, comparable reports of measures of effect sizes in the literature in the area of gender differences in health-related...
information search behavior and the virtual patient-physician relationship are lacking, further obstructing the comparison of our effect sizes against other research findings. In reference to McCartney and Rosenthal [75], “no criterion can be developed to separate small, useless effects from small, useful ones; researchers need to evaluate effect sizes using logic and argument.” Therefore, we discuss our results with the gender differences and the effect sizes in the light of the exploratory nature of our study.

Part 1: Health-Related Information Searching on the Internet

In reference to behavioral variables the study is by trend in-line with studies reporting that women are more frequent users of the Internet for health-related information searches [2-5,8,48], but the respective gender differences found in our study did not meet statistical significance. Additionally, it was demonstrated that women and men differ in their frequency of usage of different channels on the Internet for health-related information searching. In comparison to men, women report a higher frequency of using health forums and blogs and search engines (according to Kendall’s tau-b test) as well as search engines, but the latter does not meet statistical significance. Friends, pharmacists, books and journals, and the Internet are more important sources for health-related information searching for women than for men. Male respondents, conversely, use apps more often than women for health-related information searching. This is in-line with research demonstrating that men consistently show higher levels of mobile Internet and app usage than women do (eg, [81]). For instance, the German Digitalbarometer, a telephone survey conducted 2012 in cooperation between TNS Emnid, IP Deutschland, and the trade magazine Werben & Verkaufen among 1142 Germans between 14 and 64 years [82] reported that 36% of men and 18% of women used apps. One important explanation for the higher usage of mobile devices and apps by men is given by Or and Karsh [83], who report that women have higher computer anxiety and less perceived behavior control. This argument is in-line with the fact that, in our study, men ascribe themselves higher perceived digital competence (cognitive perspective). Technological competence refers to sexual identity and Cockburn argues that femininity seems to be incompatible with technological competence and women who feel technologically competent perceive themselves as being more manly [40]. Therefore, being comfortable with technology contributes more or less to some kind of male gender identity [40,84]. However, men ascribing themselves higher perceived digital competence may not correspond to real differences in digital literacy because differences were not measured by observation, but were based on self-reported answers. Differences in self-ascribed digital competence may simply reflect differences in culturally evolved gender identity. Nevertheless, a higher perceived digital competence may also prevent computer anxiety and may correspond with higher behavior control in the area of Internet information searching.

The current study found that there are no differences between the female and male respondents in their feelings toward the Internet and other Web-based apps in general.

The next question in this research was whether women and men differ in their motivations to use the Internet for health-related information searching. The most interesting finding was that women use the Internet for health-related information searching to a higher degree than men for social reasons and for pleasure. They evaluate it as a more useful medium and they perceive the gained information as more useful than men do. When looking at the differences on the level of the items, the Internet is attractive for women because it is an efficient method of searching (easy, quick, always available, capable of enhancing search success) because of its social dimensions (offering different formats, getting in contact with other people easily) and its entertainment potential. These results can be explained from a social role perspective. Due to the multitasking agenda of women, especially those of middle age, who play key roles as health managers and family caregivers [1,85,86], efficiency is very important. On the other hand, the Internet offers a new way of getting in contact with other people at times when the children are asleep, for example. Therefore, when women are responsible for young children, they have to overcome more obstacles when they want to meet other people in person. Thus, the social dimensions of the Internet may be more attractive for women than for men and the entertaining dimensions of the Internet may be of higher importance for them than for men.

With regard to the question of how situational involvement differs between women and men in relation to health-related information searching on the Internet, this study found that situational influences are predominantly important for women, and to a smaller extent for men, whenever they use the Internet for health-related information searching.Surprisingly, normative influences seem to make no contribution to gender differences in usage of the Internet for health-related information searching. A possible explanation for this might be that women, especially middle-aged women, sometimes work part-time because of their manifold roles and therefore have only limited access to and limited time for the Internet. This may cause a higher dependency on situational circumstances and a higher situational involvement with the Internet and Web 2.0. Nevertheless, this explanation must be interpreted with caution, because there are many middle-aged women who work full time in spite of possible manifold roles. Therefore, this interpretation cannot be extrapolated to all women; hence, there is room for many other complementary root cause analyses.

From an attitudinal perspective, the results are consistent with those of other studies revealing that women show higher nutrition and health awareness across different countries and settings (eg, [28-33]) and prefer homeopathic remedies to a higher extent, which was also found consistently in studies from different countries (eg, [87,88]). However, the findings of this study do not support the results from a recent study by Cho et al [57]: they found that men had higher health consciousness.

This study found that women are more reluctant to visit a physician than men. This result is contrary to a recent study from Smith et al [29], who found that men have a higher reluctance than women to visit a doctor for minor mental health concerns, but seem to seek help once a problem reaches a specific threshold. In our study, the items were formulated in a more general manner and did not focus on mental health.
problems. Therefore, our results in this context may be explained partially by the personal disposition of being well-informed as a patient, which is higher for women than for men. Women may often decide to visit a physician only once they have conducted some Internet health information searches. They are also more prone to look for information about prescribed remedies. Altogether, they seem to value being well-informed as a patient more highly than men and they strive to be better informed through the search for health-related information on the Internet. Thus, because of their need to be well-informed about their symptoms, they hesitate to consult a GP more than men in the case of illness. However, social role interpretations are not only useful in explaining the frequency differences between men and women in Internet health information searches, but also in explaining the underlying motives and attitudes toward Internet health information searching.

Part 2: The Virtual Patient-Physician Relationship

At present, men report a higher frequency of communicating online with the GP and they are also more willing than women are to replace personal communication with the GP and treatment by the Internet in the future. Men can imagine fostering the virtual patient-physician relationship in the areas of making personal appointments, the supervision of chronically ill people, and for routine treatments (eg, sore throat, head cold). Additionally, they are more willing to pay a certain amount of extra money for online treatment. We see 2 main explanations for these findings. First, and as outlined previously, women perceive themselves as less digitally literate than men and, therefore, may feel a higher level of unease with regard to replacing the relatively intimate personal face-to-face GP consultation by a virtual one, which is probably rated as being less intimate. Secondly, from a social role perspective, women visit GPs not only for themselves, but also in their role as caregiver to their children. Hence, the replacement of a personal consultation by a virtual consultation may be perceived as being even more difficult if women are acting on behalf of someone else, especially their own children.

Hence, the replacement of the personal dimension through the Internet may be more difficult for women than it is for men. Reduced willingness to pay additionally for online treatment may also be explained by women’s smaller amount of disposable income. Comparing the household net income of the female and the male subsample, in-line with the census data, it was shown that the household net income was higher for the male subsample. Therefore, it may be more affordable for men to pay a certain amount of extra money for online treatment.

Limitations

The study is not without limitations. There is the possibility of selection bias among respondents, although random selection out of the database was held to minimize its likelihood. The recruitment rate of 64% for this online panel sample also indicates that selection bias among respondents is probably low. A demographic comparison showed that our sample reflects the German online population relatively well. However, in the subsample of male respondents, the age category of older men (45 years and older) was overrepresented and there were also more respondents with higher education than in the general online population for both of the subgroups. Future studies may try to make use of a larger randomized sample of the average online population.

The questionnaire was very comprehensive because of the many variables that were addressed, which might raise the issue of fatigue among the respondents. However, the exact duration of the survey completion was automatically measured and saved in a control variable offering the possibility to control for answer duration and to exclude participants with an extremely short answer time from the analysis. In addition, data were also analyzed for inconsistent answer patterns (eg, flatliners, contradictions). Several multi-item scales were aggregated using EFAs. However, such data treatment for the sake of complexity reduction always leads to a loss of variance of the individual items. Our measurement of daily Internet use by asking respondents for their average usage may have been challenging for participants, especially for individuals with an intermittent usage pattern. An alternative would have been to ask respondents for their duration of Internet usage in the previous week (or month). However, such alternative measurement faces the problem that the previous week (month) might not be representative of the average duration. The construct digital literacy may face a special problem for a gender-specific research focus. The problem is that men and women perceive digital competence differently with men being, in general, more self-confident in this area and women facing less self-ascribed digital affinity. These interpretations may follow differences in self-identity as has been elaborated previously. For this reason, the results conveying gender differences for the construct digital literacy were interpreted as differences in perceived digital competence from a gender identity perspective.

Our study can be categorized as being exploratory in nature, delivering some pioneer knowledge in investigating reasons for gender differences in health-related information search behavior and the virtual patient-physician relationship. Although the \( t \) tests and Kendall’s tau-b tests demonstrated significant differences in many areas, the effect sizes (Hedges’ \( g \)) were relatively low (however, low effect sizes are not necessarily a limitation). It seems possible that the small effect sizes may be traced back to the field research paradigm instead of experimental design. Nevertheless, due to the exploratory nature of the study, we think that the results deliver interesting insights into gender differences in health-related information search behavior and the underlying psychographic, situational, and normative variables. Results also shed light on the virtual patient-physician relationship.

Another limitation of our study is that gender differences are likely to be bounded to the respective cultural background, especially when they are interpreted from a social role perspective. Although we believe that the findings are generalizable beyond the German population to a certain extent (eg, to other German-speaking countries), comparable studies in other countries would bring forward the generalizability of our results.

It would also be interesting to investigate the research questions and validate our results on gender differences by using other methods of inquiry, samples, and countries in the future.
Practical Implications

The first implication that can be derived from our study is one from a more general gender perspective. Results from this survey are mostly in-line with previous studies demonstrating that women ascribe themselves a lower degree of digital competence than men. The current study delivers an additional argument from the health sector, namely that the government might want to be more proactive in enabling and encouraging women to be interested in technology and in technical devices from an early age.

Our study delivered the interesting finding that women have a higher social motive for health-related information searches and value the enjoyment of Internet health information searching to a higher degree than men do. Hence, measures to increase the pleasure of health information searching may be especially beneficial to women. This may be interesting for government institutions (eg, for health consciousness campaigns), but it is also of interest to the pharmaceutical industry wanting to promote their products. For instance, advergames targeted at female virtual players could be a means to reinforce health consciousness (educational advergames) or brand knowledge and brand awareness of pharmaceutical products or dietary supplements [89].

The lower health and nutrition awareness of men could be interesting for GPs, for the government, for the insurance industry, and for entrepreneurs developing apps. Men have a shorter life expectancy, which may be influenced to a certain degree by their lower health and nutrition awareness. Because men have a higher tendency to use apps for health-related information searching, men could be an interesting target group for health-promoting apps and/or fitness apps, which have been booming in recent years. These apps could also be interesting for the insurance industry and the government, which is confronted with ever-increasing expenditures in the health sector.

The fact that men are also more interested in fostering the virtual patient-physician relationship may be of special interest for GPs. For example, if a GP wants to reduce waiting times and operate more efficiently (eg, through Internet communication for administrative purposes), men may be more easily convinced than women.

Aside from gender, there are several areas for GPs in which the virtual patient-physician relationship could be reinforced: the fixing of personal appointments, referrals to other doctors, the writing of prescriptions, discussions of normal test results, and doctor’s notes/certificates of health. If a GP intends to foster her/his customer orientation, she/he may think about reducing waiting times by offering more online services in the preceding areas. An important step here would be to clarify the legal framework conditions for implementing an enhancement of the virtual patient-physician relationship. Yet it will be necessary to segment the patient base according to their individual disposition toward fostering the virtual patient-physician relationship, which may be influenced by gender.
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Abstract

Background: A critical problem for patients with chronic conditions who see multiple health care providers is incomplete or inaccurate information, which can contribute to lack of care coordination, low quality of care, and medical errors.

Objective: As part of a larger project on applications of consumer health information technology (HIT) and barriers to its use, we conducted a semistructured interview study with patients with multiple chronic conditions (MCC) with the objective of exploring their role in managing their personal health information.

Methods: Semistructured interviews were conducted with patients and providers. Patients were eligible if they had multiple chronic conditions and were in regular care with one of two medical organizations in New York City; health care providers were eligible if they had experience caring for patients with multiple chronic conditions. Analysis was conducted from a grounded theory perspective, and recruitment was concluded when saturation was achieved.

Results: A total of 22 patients and 7 providers were interviewed; patients had an average of 3.5 (SD 1.5) chronic conditions and reported having regular relationships with an average of 5 providers. Four major themes arose: (1) Responsibility for managing medical information: some patients perceived information management and sharing as the responsibility of health care providers; others—particularly those who had had bad experiences in the past—took primary responsibility for information sharing; (2) What information should be shared: although privacy concerns did influence some patients’ perceptions of sharing of medical data, decisions about what to share were also heavily influenced by their understanding of health and disease and by the degree to which they understood the health care system; (3) Methods and tools varied: those patients who did take an active role in managing their records used a variety of electronic tools, paper tools, and memory; and (4) Information management as invisible work: managing transfers of medical information to solve problems was a tremendous amount of work that was largely unrecognized by the medical establishment.

Conclusions: We conclude that personal health information management should be recognized as an additional burden that MCC places upon patients. Effective structural solutions for information sharing, whether institutional ones such as care management or technological ones such as electronic health information exchange, are likely not only to improve the quality of information shared but reduce the burden on patients already weighed down by MCC.
consumer health information technology; electronic medical records; electronic patient portals; personal health records (PHRs); chronic disease; qualitative research; diabetes; information management

Introduction

Some 90 million individuals in the United States are affected by more than one chronic disease simultaneously, and the number of people with “multiple chronic conditions” (MCC) continues to grow as the population ages [1]. The designation of MCC is a broad one that has been defined by the US Department of Health and Human Services as any combination of conditions that last at least one year and that require ongoing medical attention or limit activities of daily living [1]. Individuals can be described as having MCC if they have two or more of any physical or mental conditions (heart disease, depression, anxiety, diabetes, asthma, arthritis, HIV, chronic obstructive pulmonary disorder, chronic pain, etc.). Medical care for individuals with MCC is challenging as the evidence base about specific combinations of conditions may be weak or absent, and the therapies and management strategies for a particular condition might be contraindicated by another condition [1].

Dealing with the health care system is potentially very challenging for patients with MCC, as they typically consult more doctors and have more medical appointments than patients with single conditions [1]. One critical problem for patients who see multiple health care providers is the issue of communication among those providers. Clinicians and policymakers have long recognized that critical patient data is often missing at clinical encounters even in medically straightforward situations [2], and that the chances of missing data increase with care transitions [3,4]. Such missing data contributes to lack of care coordination, low quality of care, and medical errors [2-6].

Potential health information technology (HIT) solutions have been focused primarily on facilitating provider-to-provider information sharing, including interoperable electronic health records (EHRs) and health information exchange (HIE) systems [7-9]. However, in addition, a number of consumer technologies offer patients the opportunity to transfer their own records across care settings, a process known as consumer-mediated or patient-mediated HIE [10]. These include patient-controlled personal health records (PHRs), electronic patient portals managed by health care organizations, and Blue Button functionalities that allow patients to export medical record information for personal use [11-16]. Consumer surveys frequently find strong public support for the concept of patient-mediated HIE [17-20]. Yet concerns have been expressed about whether all patients will be sufficiently engaged or informed to serve as stewards of their own data, whether patients might suppress or alter sensitive information [10], and whether socioeconomically disadvantaged and elderly patients will have adequate computer access or skills to use these technologies [21]. Recent data shows that patient use of portals and PHRs is beginning to climb, but these tools are still reaching only a minority of the public [14].

From the patient perspective, the tasks involved in collecting and managing personal medical information have been called “personal health information management” (PHIM) [22-25]. PHIM encompasses a variety of activities conducted largely outside the medical encounter: examples include tracking health data, seeking information, and organizing it [22], creating personal histories, and planning medical activities [23], and providing records to doctors [26]. As these are all effortful, directed activities to attain goals, it is appropriate to recognize them as work [22,27-29]. Most PHIM activities fall in the category of “illness work”, that is, the activities involved with managing an illness, such as taking medicines, getting information, and using technologies such as blood glucose meters [27-29]. Other PHIM activities constitute “articulation work”, in other words, the planning and managing tasks that allow people to complete other types of work, whether illness work or everyday life work [27,28]. Articulation work might include such essential tasks as keeping a family calendar or organizing transportation to medical appointments.

A rich PHIM literature is developing. Some work has focused on healthy individuals and families [22,23,26,30] and on computer-literate participants [26]. Another body of work is developing on patients with cancer [31-34]. As part of a broader project on potential applications of consumer HIT and barriers to its use, we sought to explore PHIM conducted by patients with MCC, whose long-term complex medical situations would be expected to result in heavy demands for information management. Our qualitative study focused on the management of medical information and medical records. Our research questions were: How do patients with MCC manage their medical records and medical information sharing with medical providers? How do they perceive their role in managing their medical information? Management of information was defined broadly to include information transfers across the patient’s network of current providers as well as during care transitions from one provider to another.

Methods

Participants

As described in the companion piece to this paper [35], we recruited adult English-speaking patients with MCC, as well as health care providers with experience providing care for patients with MCC. Patients and providers were recruited independently from the same settings but not specifically to represent patient-provider pairs. One researcher (JSA) also attended six 90-minute sessions of a diabetes education support group in order to triangulate themes arising from patient interviews. The diabetes group was chosen because diabetes is prevalent among patients with MCC, because the majority of the patients in the...
diabetes group had at least one comorbid condition, and also because of availability (we found no local group education programs focusing on MCC).

The primary focus of the study was on the patient perspective. Provider interviews were used to triangulate themes arising in patient interviews, explore situations in which provider perspectives contrasted with patient perspectives, and fact-check medical concepts.

**Settings**

Participants were recruited from Weill Cornell Physicians (a multispecialty academic medical practice in Manhattan), New York-Presbyterian Hospital (the largest academic hospital in Manhattan), and the Institute for Family Health (a federally qualified health center serving New York City). We distributed promotional flyers at the three institutions, and also elicited referrals from physicians and nurse practitioners at outpatient clinics in internal medicine and endocrinology. Patient interviews were conducted in conference rooms or spare offices at the three locations, usually immediately before or after a clinical visit. Provider interviews were conducted in provider offices.

**Interview Methods**

We developed a semistructured interview instrument about PHIM (the focus of the current manuscript) as well as the related topic of personal health information tracking (reported elsewhere [35]). The interview guide included questions about: (1) how patients perceived their level of knowledge about their medical conditions, (2) times they had looked up or done research on health topics, (3) whether they tracked or logged information about their personal health or their medical care (probe questions asked about types of information such as medications, diet and exercise, personal medical data such as blood glucose, records of doctor’s visits or of surgical procedures, etc), and (4) information or documents they typically brought to share with their doctor or nurse, including information that they brought when moving from one doctor or medical center to another. A follow-up probe question asked if they had ever looked at their medical chart as a Web portal, via a phone, or as a paper record. Interviews were conducted in person, audiorecorded, and professionally transcribed. The interviewer (JSA) also took field notes and photographed artifacts or documents such as log sheets used to record blood glucose values.

**Analysis Methods**

Qualitative analysis was conducted by our multidisciplinary team, which included members with training in journalism, public health, informatics, psychology, human factors, nursing, and diabetes education. Two of the researchers (HOW and EW) also brought personal experience of chronic disease or multiple chronic disease. Following Strauss and Corbin’s grounded theory methods [36], we conducted open coding (allowing codes to emerge from the data), axial coding (identifying relationships), and selective coding (developing underlying themes and theory). Each transcript and photograph was reviewed by at least two researchers (the 1st author and one or more additional team members), who coded independently and then met to reach consensus. Interrater reliability was not calculated as coding was finalized during consensus meetings. A total of 47 open codes were developed, which were grouped via axial coding into six broader concepts before the final themes were identified.

Analysis was conducted concurrently with recruitment, which was halted when saturation was achieved (ie, no new concepts were arising from new interviews) [37]. Fewer providers were recruited than patients because provider perspectives proved more homogeneous in the analysis.

Member checking [38] was conducted by (1) discussing emergent concepts and themes with new informants, and by (2) presenting the final list of themes in a 90-minute session of the diabetes education group. Two members of the diabetes education group had previously participated in an individual interview as part of the study. During the member check, the themes appeared to resonate strongly with the participants, many of whom offered additional anecdotes and personal experiences. In the post-member check meeting, the researchers concluded that all of the new comments and anecdotes were congruent with the existing themes.

**Ethics Approval**

This study was approved by the Institutional Review Boards of Weill Cornell Medical College and the Institute for Family Health. All interview participants gave written informed consent. Members of the diabetes education group provided oral consent at each session that the researcher attended. During individual interviews, permission was asked to take photographs of patient artifacts that excluded identifying information; participants reviewed each photograph as it was taken and decided whether it would be deleted or saved.

**Results**

**Participants**

Interviews were conducted with 22 patients and 7 health care providers. Slightly more than half of the patients (13/22, 59%) had a relationship with one of the providers who was interviewed, and the rest did not. Conversely, 4 of the 7 providers had patients who were included in the study.

Patients had an average of 3.5 (SD 1.5) chronic conditions, including type 2 diabetes, hypertension, heart disease, chronic pain, depression, asthma, HIV, and hepatitis C. Several reported taking anticoagulants, although they did not all explain what condition they had. Participants mentioned regular relationships with an average of 5 different providers, including primary care physicians or nurse practitioners; medical and surgical specialists; allied health providers including physical therapists, dietitians, and diabetes educators; pharmacists; and dentists or oral surgeons. In addition, many of the patients had had recent visits to an emergency department or urgent care center for urgent conditions, which included diverticulitis, flu, appendicitis, burns, and other physical injuries.

The patient sample was half men (11/22, 50%) and half women (11/22, 50%); 7 of the 22 patients (32%) were black. The average age was 64 years (range 37-89). Two-thirds (15/22, 68%) were not currently married; 8 of 22 (36%) used English
as a second language. One-third (7/22, 32%) had Medicare (US public insurance for those over age 65), one-third (7/22, 32%) had Medicaid (US public insurance for low income individuals), and the remainder had commercial insurance (8/22, 36%). The health care providers were 2 nurse practitioners, 2 interns, 2 family medicine physicians, and an emergency medicine physician (4 women and 3 men).

Major themes pertaining to PHIM are summarized in Table 1 and presented in detail below.

Table 1. Major themes in Personal Health Information Management.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Summary</th>
<th>Representative quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Responsibility for managing medical information across organizational settings</td>
<td>Some patients perceive medical records management as the health care system’s responsibility, whereas others perceive it as their own.</td>
<td>“The doctors] are supposed to have all the information. They’re supposed to look it up.”</td>
</tr>
<tr>
<td>B. What medical information should be shared?</td>
<td>Patients make frequent judgments about what data is relevant to their health and therefore should be shared or reported.</td>
<td>“The things that [the dermatologists] were doing really wasn’t, you know, something that [my primary care doctor] needed to know.”</td>
</tr>
<tr>
<td>C. Methods, tools, artifacts</td>
<td>Patients who took an active role in managing their records used electronic tools, paper, and memory</td>
<td>“I keep it in my head... I know the dosage, the day, for what is this medicine and how many times I [take it] daily.”</td>
</tr>
<tr>
<td>D. Managing medical information as “invisible work”</td>
<td>Managing transfers of medical information to solve problems such as health insurance denials is a tremendous amount of work that largely goes unrecognized.</td>
<td>“It’s hard enough when you’re healthy and you’re with it, and you’re feeling good... When you’re not feeling well at all, it’s difficult.”</td>
</tr>
</tbody>
</table>

Theme A: Responsibility For Sharing Medical Information Across Organizations

We found a range of opinions about who—patients, providers, or both—had primary responsibility for sharing medical information and records.

Patients’ Responsibility

Many of the people with MCC felt strong responsibility for sharing their medical information and records across their networks of providers. “It’s up to you [to keep track of that information], really,” said one. Some of the patients with this perspective had developed their approach because of previous negative experiences in which important information from one provider had failed to reach another provider. These individuals often recorded or memorized their own information, brought documents from one provider to another, or requested transferal of lab results, records, and imaging studies from one provider to another. It was very common for patients to maintain a written, printed, or memorized medication list because they knew that they might be asked to provide it to a new doctor or to emergency room staff. Sometimes, the responsibility was assumed by a family member (often a female family member such as a patient’s wife or an elderly patient’s adult daughter).

Responsibility of the Medical System

However, other patients perceived medical information management to be primarily the responsibility of the health care system. “They’re supposed to have all the information. They’re supposed to look it up,” said one individual, who seemed surprised to be asked about it. Patients sometimes expressed a preference for going to a hospital where “they know me” and presented in detail below.
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Patients’ Responsibility

Many of the people with MCC felt strong responsibility for sharing their medical information and records across their networks of providers. “It’s up to you [to keep track of that information], really,” said one. Some of the patients with this perspective had developed their approach because of previous negative experiences in which important information from one provider had failed to reach another provider. These individuals often recorded or memorized their own information, brought documents from one provider to another, or requested transferal of lab results, records, and imaging studies from one provider to another. It was very common for patients to maintain a written, printed, or memorized medication list because they knew that they might be asked to provide it to a new doctor or to emergency room staff. Sometimes, the responsibility was assumed by a family member (often a female family member such as a patient’s wife or an elderly patient’s adult daughter).

Responsibility of the Medical System

However, other patients perceived medical information management to be primarily the responsibility of the health care system. “They’re supposed to have all the information. They’re supposed to look it up,” said one individual, who seemed surprised to be asked about it. Patients sometimes expressed a preference for going to a hospital where “they know me” and presented in detail below.

Table 1. Major themes in Personal Health Information Management.
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<th>Representative quotes</th>
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<td>Patients make frequent judgments about what data is relevant to their health and therefore should be shared or reported.</td>
<td>“The things that [the dermatologists] were doing really wasn’t, you know, something that [my primary care doctor] needed to know.”</td>
</tr>
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<td>C. Methods, tools, artifacts</td>
<td>Patients who took an active role in managing their records used electronic tools, paper, and memory</td>
<td>“I keep it in my head... I know the dosage, the day, for what is this medicine and how many times I [take it] daily.”</td>
</tr>
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who could not clearly report their own history. In some cases, providers suspected patients were trying to conceal information. “Whether it’s they don’t want us to contact [the previous doctor] or they really just don’t remember is an issue.”

**Theme B: What Medical Information Should Be Shared?**

Those patients who were instrumental in information sharing across physicians and health care organizations made judgments about what information was important to share with whom. These judgments were linked to their understanding of their medical conditions, their understanding of the health care system, and privacy issues.

**Understanding of Disease**

Patients generally wanted to share information relevant to their care. However, patients’ decisions about which information was relevant were influenced by concepts of health, disease, and relationships between diseases. For example, one patient judged that there was no need for information sharing between a dermatologist treating a scar and her other physicians: “[It] really wasn’t, you know, something that they needed to know.” Almost all the patients seemed familiar with the concept of medication interactions as the justification for providing their complete medication list to all of the physicians that they saw. Yet most, when asked, said they did not tell their medical providers about herbal treatments, dietary supplements, or dental history had been misused by ambulance personnel who “put my name in the computer” and diverted her to psychiatric care instead of the medical emergency care she was seeking. Another individual was concerned about how doctors interpreted the history of sexually transmitted infection in his medical record. One woman was strongly motivated to conceal her diabetes from her insurer because she was concerned the company would increase her premiums.

**Privacy Concerns**

In only a few cases, we encountered patients who were concerned that medical information would be used against them. A woman with a previous psychiatric diagnosis believed her history had been misused by ambulance personnel who “put my name in the computer” and diverted her to psychiatric care instead of the medical emergency care she was seeking. Another individual was concerned about how doctors interpreted the history of sexually transmitted infection in his medical record. One woman was strongly motivated to conceal her diabetes from her insurer because she was concerned the company would raise her premiums.

**Understanding of the Health Care System**

In addition, patients’ decisions about sharing medical information were shaped by their experience with and understanding of health care systems. Patients with diabetes who saw multiple health care providers generally learned that they would be asked about their hemoglobin A1c results by all of them. One woman explained why she knew to bring her medication list to a hospital appointment: “Well, I’ve been in the hospital before, or even another doctor’s appointment, ‘what medicines are you taking?’ And they always want you to fill it out again.” One woman explained that she didn’t think that dental information was relevant to doctors because she had never had a doctor ask about it. A large number of the patients recognized that their pharmacist was likely to check their medication list for potential interactions (or “clashes”, in the words of one woman). Misconceptions about the health care system could also play a large role in patient decision-making. One patient said that she did not need to bring x-rays from one hospital to another nearby one because the doctors could see each other’s computer systems. (A post-interview fact check showed this was not the case.) The woman (described above in the Privacy section) who was concerned about insurance rate increases believed her insurer learned about its patients through the billing history for medications, and was confident the insurer would not know she had diabetes as long as she continued to avoid the need for medications by controlling her diabetes through diet.

Physicians often recognized that the patient’s understanding of the health care system influenced the way that they shared medical records. Several reported that patients attempting to bring medical records to their doctor mistakenly brought hospital bills or even generic patient information printouts.

**Theme C: Methods And Tools For Information Sharing**

The patients who actively managed their own medical information had a variety of strategies for doing so, all of which were described by both patients and providers.

**Memorization**

Some kept track of lab values in their head. Most of the patients with diabetes were accustomed to giving an oral report to the primary care provider about their most recent podiatry, ophthalmology, and dental visits; only rarely were records from these visits transferred. Many informants were confident that they had memorized their medication lists. “I keep it in my head. I drink more than 20 medicines daily, and I know the dosage, the day, for what is this medicine and how many times I drink daily, how many dose.” (Many of the Spanish-speaking informants used the phrase “drink medicine”, even for pills and tablets, as the English translation of the Spanish expression “tomar la medicina”.)

**Personal Electronic or Paper Records**

Keeping or developing paper or electronic documents was less common. Some kept folders containing medical bills, reports, and test results. Two individuals created detailed spreadsheets of past medical history, current medications, physician and personal contact information, recent lab results, and other information with which their pharmacist was likely to check their medication list. (Figure 1). Others used handwritten lists (Figure 2). One who primarily relied on memorization of his medication list used a paper list as a backup. “Sometimes if you’re sick with... pain, the memory don’t work the same.”
Figure 1. Portion of a 3-page personally tracked record by an individual with multiple chronic diseases. This patient regularly updated the Excel spreadsheet with medications, dates of medical appointments and events, contact information, etc. Dates have been masked.

Figure 2. Portion of medication list used by a patient to track 13 medications. Originally, he had designed his system so all daytime medications were on one sheet and all nighttime medications on the other, but as the medication regimen changed, he updated his notations. The patient kept the lists in a plastic grocery bag which he brought to medical appointments.

Original Artifacts
Some patients kept track of information about themselves and their providers by saving objects provided by the health care system, including business cards and empty pill bottles with prescription labels.
Electronic Patient Portals

A very small number of patients had experience with patient portals. One had separate portal accounts with his outpatient physician, his hospital, and the Veterans Administration, and used them to help inform his doctors about what went on in the other health care systems (for example, requesting that a colonoscopy report be sent to his primary care physician). One patient used her account to print her medication list for a surgical admission. Although familiarity with computers was more common among younger patients, we observed cases of older, well-educated patients using computers easily and younger patients in less affluent circumstances being unfamiliar with computers.

Theme D: Managing Medical Information As “Invisible Work”

When patients tracked clinical data such as their own blood pressure, weight, blood glucose, or medication administration, their work was apparent and therefore visible to their doctors and nurses. By contrast, the work they performed to manage records or correct their information was generally invisible to their health care providers. This invisibility raised new challenges: patients found these tasks interfering with their regular illness work and felt they had nowhere to turn for assistance. “Nobody wants to help you,” said one. Medical providers were sometimes aware, in general terms, of the challenges these tasks posed to by their patients, but often found out about the problems long after the patient had already put in substantial effort. Real-time assistance, when it was available, came from people outside the health care system who had previous experience with some of these problems, such as family members or pastors.

The most common event triggering invisible PHIM work was an error in information. Two patients had similar stories about pharmacies substituting their prescription for an extended-release equivalent that their physician had previously decided was inappropriate for them. Other examples included erroneous information in the medical record discovered through the electronic patient portal, important laboratory results missing prior to surgery, delivery of home medical equipment without instructions for use, and mistaken denial of insurance coverage and errors about co-pays and deductibles.

These incidents launched patients into lengthy projects to find relevant information, often accompanied by a search for the correct party to whom to deliver it. Frequently, multiple attempts were needed to resolve the problem. For example, the man who was trying to correct information in his electronic patient portal account got referred from a technical support phone line to the doctor’s front desk staff to a technical support email address and then back again without getting the problem resolved. Another patient recounted: “So my primary doctor did an authorization for it, and I just got the letter that they denied me. Now they’re saying in the letter that was because she didn’t put enough information. So on the 12th I have to go to her with the letter and then I got to ask her what is the information that I need that has to comply with what they’re asking for.” One man seeking instructions for using his medical device said different offices had referred him to different places: “They keep giving you the runaround.”

Several patients developed preemptive procedures to deal with what they expected would be errors. One man said with exasperation that he double-checked the status of every lab result after a situation in which lab tests required prior to his surgery had been lost. “I would follow up… Every time. Not just once. Every time.” Another said he called his insurer before trying to fill any new prescription. “I say, ‘I’m getting this, this, this, and this medicine. You cover? You sure? [Give] me your name.’ I say, and I write down the name. And when I had a problem, I called to insurance and I say, ‘somebody with this name gave me this information. Why [with] you now it’s different?’” A third said he routinely stockpiled extra pills before getting a refill because he expected to encounter mistakes about his co-pay, and the extras would give him time to sort out the error before he ran out of medicine.

This work frequently felt frustrating, exhausting, and unfair. Many of our participants became angry when discussing it. Another said it made her “so tired,” and another began crying. One woman dealing with an insurance denial said, “Sometimes I would like to hear a human voice that will be able to reassure me and tell me this is what’s going on.” One woman trying to resolve a disagreement with a home health agency said, “I couldn’t sleep one single minute yesterday.”

One man explained why he had not followed up on a potential route to get insurance coverage for the shingles vaccine. “Who wants to go through all that? Who has the time and energy to continue the struggle, especially someone who is chronically trying to deal with everything else they’ve got to deal with? … It’s hard enough when you’re healthy and you’re with it, and you’re feeling good… When you’re not feeling well at all, it’s difficult. I don’t have the energy. I don’t have the time. I don’t feel good. I don’t want to deal with it.” The same man later said, “It’s hard to be on top of everything. I mean I’m not a computer. I’m a person, you know.”

Unfairness was a frequent theme. A woman seeking to renew a medication for hepatitis C said, “I shouldn’t have to be the one who straightens it out with the insurance company, because that’s their job…. It’s a lot of my time that I’d rather spend with other things.” The unfairness could be linked to the power difference between the insurer who had access to resources and information and the patient who did not. “They just send a [denial] letter and you’re stuck with the rest of the mess when you’re not even familiar with the plan.”

Discussion

Principal Findings

Patients with multiple chronic conditions have relationships with complex and changing networks of physicians and other care providers, pharmacies, allied health providers, and insurers. Providers consider it essential that information flows freely across institutional boundaries to help them take care of their patients. Some patients with MCC rely heavily on the health care system itself to maintain up-to-date records and make sure relevant information is accessible to health care professionals.
who might need it. Yet many other patients take an extremely active role in collecting, monitoring, and transferring their medical records across organizational settings. These patients use a variety of tools and methods to accomplish these tasks, ranging from memorization to requesting documents to using electronic patient portals.

We find that some patients were concerned about the privacy of their medical information because of ways it could be, or had been, used against them. However, privacy concerns came up relatively rarely in our interviews. Instead, patients’ choices about what information to collect and share are strongly shaped by their understanding of health and disease and what information was relevant for specific medical conditions. Medical information is often left out because the patient did not see its relevance (for example, a patient who judged that her dermatology treatment was not relevant to her primary care). Previous work on mental models of disease [39-41] demonstrates that patients may create multiple internally coherent representations (or mental models) of the same disease, and these representations have varying degrees of similarity or difference from the biomedical model promoted by their physicians and nurses. We also find that patients’ decisions about records management were also influenced by their understanding of how the health care system worked. For example, patients did not request records transfers between institutions if they thought doctors at each institution could access the other’s records, and at least one was making medical decisions in part on the basis of whether they would reveal information to her insurer.

We also find that one of the biggest issues facing patients is the enormous amount of work involved in fixing errors, many of which arise from the complexities of seeking care across different institutions or, even more frequently, from complexities in health insurance. This work can be exhausting, upsetting, and frustrating, especially in light of the demands patients already face because of their illness work. Because this work is conducted outside of the relationship with any individual health care provider, it is often invisible to providers.

Limitations

Our sampling approach focused on English-speaking patients with multiple chronic conditions who were in regular medical care in a major urban area in the United States. The resulting sample was economically diverse but contained few advanced users of information technology. This may put some limits on generalizability to rural patients, people of other cultures, or more experienced users of information technology. Many of the informational challenges reported by our patients arose from negotiating the interface between health care organizations and health insurance companies, and results may not be fully generalizable to the patients of very different health care delivery models, such as integrated delivery systems in the United States or national health care systems in other countries. However, a member of our research team (HOW) found that these themes resonated with her similar experiences in two Canadian provinces. Attending the diabetes education group for ongoing triangulation and relying on the group for the member check could have made the final themes more representative of patients with diabetes than of patients with other chronic conditions. Our focus on information being used by patients in their interactions with the medical system also means that the types of medical information being discussed was probably narrower than the broader range described in some other PHIM literature [22,24,26].

Comparison With Prior Research

Our findings are highly congruent with perspectives from the sociology of illness. In their landmark 1985 work, Corbin and Strauss described the experience of being diagnosed with chronic disease as ushering in a series of new tasks and responsibilities as illness work [18,19]. Corbin and Strauss focused on activities such as following medication regimens and using home medical equipment, and others have since extended this concept to include the work of managing personal health information [18,19,22,27,28].

Our work contributes to a growing body of work on personal health information management or PHIM [22-25]. To date, much of this work has been performed with generally healthy individuals and families and in cancer. In extending this research to patients with multiple chronic disease, we found many similarities. For example, we found that individuals use both custom-made tools (such as electronic patient portals) as well as paper and pencil and a variety of other artifacts. Others have noted that patients use commercial calendars to track medical appointments, post medication checklists on refrigerator doors, or intermingle pediatric immunization records with memorabilia about the child’s milestones [22,24,26].

However, in many other ways our patients provided a different perspective on PHIM. An earlier study of generally healthy individuals showed that many people rejected the idea that activities such as sharing health records or investigating medical options was work, and instead preferred terms such as management [30]. By contrast, one of the most striking findings from our interviews is that those with MCC see many of these activities as work. In particular, our patients had frequent experience with addressing informational errors within and across health care institutions, triggering tasks that were effortful, time-consuming, and emotionally draining, especially in light of the burdens of their existing illnesses. Unruh and Pratt [42] described very active patient work in detecting, preventing, and recovering from medical errors in outpatient cancer treatment. By contrast, our focus on outpatient chronic care meant that most of the errors described by our patients were information errors (such as the failure to transfer laboratory results to a surgeon, leading to the postponement of surgery). These sorts of information errors rarely involved medical errors, although they certainly appeared to have the potential to trigger medical errors.

We propose that these types of work fall in the category of invisible work. Visible work, such as care provided by doctors and nurses, is recognized, valued, and sometimes compensated. Other examples of visible work are informational tasks directly related to disease management that patients take on in collaboration with their providers, such as tracking blood pressure, blood glucose, or diet. By contrast, the concept of invisible work [29,30] describes necessary tasks that go
unrecognized because they take place outside of the public sphere, require a degree of effort that may not be fully understood by others, or are conducted by people who are not seen as important [43]. Our patients describe tasks that are invisible because they take place almost entirely in the spaces between institutions, such as between health care providers and insurance companies. Health care providers may hear about this work from their patients, or even assist by (for example) providing letters to combat insurance denials. But they are not involved in the day-to-day “struggle” (in the words of one patient) and may hear about these challenges only after patients have already put in considerable time and effort trying to resolve them.

Consistent with what has been found previously by others, our informants were often selective in deciding when and with whom to share medical information [44]. Privacy concerns, although a factor, did not appear to be the most important issue raised. Instead, we find that many patients base these judgments on their own understanding of both health care organizations and disease processes, which may not coincide with their providers’ views.

Although very few of our participants had ever used electronic patient portals, our findings are highly relevant to this rapidly evolving field. Portals are being offered by more and more health care organizations seeking to comply with the “meaningful use” regulations. California Health care Foundation/National Partnership for Women and Families find sharply increasing interest in and access to electronic health records via patient portals, with an estimated half of Americans having access to their electronic records via portals as of 2014 [45,46]. Patients newly exposed to the concept of the patient portal may be enthusiastic about its potential [47]. Those who already have portal access report that it helps them share data with health care providers, find and correct errors in medical records, and avoid having to fill out the same forms repeatedly, which were some of the common tasks mentioned by patients in our study [45,46]. Experiments with sharing the entire medical record (including often-hidden elements such as notes) have had positive results, with many patients feeling empowered and better informed about their care [48,49]. Nevertheless, some patients have reported negative feelings about seeing their electronic records, such as their diagnosis information or their lab results [50]. To date, few high-quality controlled studies have been conducted to assess the effects of portal-based interventions, and relatively few of these have reported positive findings on patient outcomes [15].

Conclusions and Implications

Because of their complex medical situations, patients with multiple chronic conditions maintain relationships with multiple health care providers, usually spanning several medical institutions. Providers, and many patients, recognize the need for easy information flow across these medical settings. In the absence of seamless health information exchange processes or technologies, patients and providers use a wide variety of workaround approaches, sharing information through combinations of memorization, paper, fax, and electronic tools. Privacy concerns were not universal, but a minority of patients had serious concerns about the ways their medical information might be used. Perhaps more importantly, patients made decisions on the basis of their mental model of their health and disease, providing information that they believed was relevant and omitting other facts that they considered irrelevant. Patients also made decisions on the basis of their understanding of the health care system, including the way that insurance works. To the extent that their mental models fail to coincide with their health care providers’ models, this may lead to significant information gaps or suboptimal decisions. One of the biggest issues facing patients is the enormous amount of difficult, frustrating, and emotionally tiring work involved in addressing informational errors. Because this work is conducted outside of the relationship with any individual health care provider, it is often invisible to their health care providers. Furthermore, because this invisible work arises from complexities in medical care and medical coverage, it seems likely to fall most heavily on those with the most encounters with the medical system, constituting a systemically regressive tax on illness.

Effective structural solutions for information sharing are likely to not only improve the quality of information shared but also reduce the burden on patients already weighed down by MCC. Types of information technologies that might help resolve these problems include health information exchange (HIE) and personal health records (PHRs). Traditionally, HIE technologies are provider-centered, allowing doctors to look up communitywide data on their patient or push an individual patient record to a fellow physician [7,51,52]. By contrast, PHRs are designed for patients to keep and manage their own medical information in electronic form, accessible on the Web or mobile devices [53-55]. In the United States, the “meaningful use” regulations [9] are promoting adoption of “tethered” PHRs, which allow patients to view or export their medical records from a single institution [12]. Tethered PHRs are now routinely offered by many US health insurance companies as well, giving patients access to their insurance claims information and supporting patient education materials. By contrast, “untethered” PHRs give patients full control over collecting, tracking, annotating, and sharing data from multiple institutions or information of their own [56]. Examples include Microsoft HealthVault and Google Health (discontinued in 2011 for lack of adoption.)

Our findings suggest that both provider-centered and patient-centered information technologies will continue to be needed. Each has the potential to support patients in many of the most problematic aspects of health information management, but neither is likely to resolve all problems. Electronic PHRs are likely to hold the most appeal for patients who already take active roles in collecting, managing, and sharing medical information across their fragmented networks of care. These tools are gaining traction [14,21], and yet many still pose barriers related to less than optimal usability, lack of patient-centeredness in both vocabulary and functionality, and lack of integration with devices [57,58]. Furthermore, tethered PHRs offer access only to one institution’s data. They can be enormously helpful for exporting medical records or findings such as lab results, but this alone cannot address all of the between-institution informational gaps that arose in our
interviews. In addition, it is critical to acknowledge that, as we found, many patients do not take an active role in managing their own information and even those patients who did manage their information sharing tended to choose what to share based upon lay mental models of health and health care. We and others have also previously found that patients are broadly supportive of provider-facing HIE technologies [20,59]. For all these reasons, it seems likely that patient-centered and provider-centered approaches should be considered complementary, fulfilling different functions for different stakeholder groups. Ultimately, an ideal health information management technology would allow patient data to flow easily across organizational boundaries and also be fully accessible to that subset of patients who wish to view or manage their data [60].
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Abstract

Background: In recent years, people who sought direct-to-consumer genetic testing services have been increasingly confronted with an unprecedented amount of personal genomic information, which influences their decisions, emotional state, and well-being. However, these users of direct-to-consumer genetic services, who vary in their education and interests, frequently have little relevant experience or tools for understanding, reasoning about, and interacting with their personal genomic data. Online interactive techniques can play a central role in making personal genomic data useful for these users.

Objective: We sought to (1) identify the needs of diverse users as they make sense of their personal genomic data, (2) consequently develop effective interactive visualizations of genomic trait data to address these users’ needs, and (3) evaluate the effectiveness of the developed visualizations in facilitating comprehension.

Methods: The first two user studies, conducted with 63 volunteers in the Personal Genome Project and with 36 personal genomic users who participated in a design workshop, respectively, employed surveys and interviews to identify the needs and expectations of diverse users. Building on the two initial studies, the third study was conducted with 730 Amazon Mechanical Turk users and employed a controlled experimental design to examine the effectiveness of different design interventions on user comprehension.

Results: The first two studies identified searching, comparing, sharing, and organizing data as fundamental to users’ understanding of personal genomic data. The third study demonstrated that interactive and visual design interventions could improve the understandability of personal genomic reports for consumers. In particular, results showed that a new interactive bubble chart visualization designed for the study resulted in the highest comprehension scores, as well as the highest perceived comprehension scores. These scores were significantly higher than scores received using the industry standard tabular reports currently used for communicating personal genomic information.

Conclusions: Drawing on multiple research methods and populations, the findings of the studies reported in this paper offer deep understanding of users’ needs and practices, and demonstrate that interactive online design interventions can improve the understandability of personal genomic reports for consumers. We discuss implications for designers and researchers.
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Introduction

Overview

Recent years are seeing a dramatic growth in the availability of personal genomic data to end users. Consumers with varying levels of relevant education who seek genomic testing services are confronted with an unprecedented amount of sensitive information about themselves [1], often online and in interactive forms [2]. These consumers are not necessarily experts in genetics. They span the gamut from curious or concerned laypeople, to educated early adopters, to experts in genetics. Although genetic testing is available to these diverse populations, the resulting data reports can be difficult to understand without specialized training. Furthermore, the inherent complexity of genomic data is compounded by the frequency with which research in genetics is updated.

Consequently, questions about how consumers understand and engage with their personal genomic information are not only of paramount importance for society and policy makers, but are also a pressing issue for human-computer interaction (HCI) researchers. Specifically, the highly personal and dynamic nature of personal genomic information raises the following questions: What are the functional requirements for supporting meaningful engagement of consumers with varying levels of relevant knowledge with personal genomic information? How can we design effective interaction with personal genomic information? How can we evaluate the effectiveness of interactions with personal genomic information? Addressing these questions, this paper explores the roles HCI can play in helping consumers understand and engage with personal genomics.

We present findings from three complementing research activities:

1. Study 1: Understanding Users. Study 1 consists of a qualitative study with early adopters to understand users’ motivations, needs, and information practices when engaging with their personal genomic information.

2. Study 2: Informing Users. Study 2 involves a design workshop with early adopters in which the current state-of-the-art genomic reports are evaluated and various existing and possible features for interactive reports are explored.

3. Study 3: Probing Users. Study 3 designs and tests alternative interactive reports informed by the needs and practices identified in the prior qualitative studies. The designs, using different visualizations, were tested using online experiments with Amazon Mechanical Turk users to investigate how variations in interface design and data visualization affect users’ understanding of, as well as preference and attitude toward, online personal genomic reports.

Taken together, these studies contribute toward understanding and improving the ways people engage with and understand personal genomics information.

Background

Personal Genomics

The Human Genome Project (HGP) published the full reference sequence of the human genome in April 2003. This international, collaborative research program, whose goal was the complete mapping and understanding of all the human genes, lasted 13 years and cost US $2.7 billion. The HGP DNA sequence is a composite derived from the DNA of several anonymous volunteers. The first individual’s genome was sequenced in 2007. Since then, many more individuals have had their genome, or part of it, sequenced anonymously for research, but until June 2013, only about 500 individuals had ever had their full results returned to them [3]. The cost of sequencing a single human genome has dropped from US $2.7 billion in 2003 to about US $5000 in 2013, a cost drop far faster than the rate of Moore’s law [3]. Decreasing sequencing costs and technological advances offer the promise of personalized medicine to the masses, with genomic information integrated into medical care to provide individualized risk assessment, tailored lifestyle change recommendations, and medications to reduce risk [4].

Online Interaction With Personal Genomics

The precipitous decline in the costs of DNA sequencing has led to widespread access of personal genomic data. An increasing number of large-scale efforts, representing millions of people combined, are already underway. For example, the government of England recently announced their plan to sequence and return whole personal genomes to 100,000 British citizens by 2017. In the United States, the Veterans Administration is pursuing an effort that aims to enroll 1 million veterans in a research study that incorporates genetic profiling.

At the other end of the spectrum from large centralized efforts, several companies currently offer services directly to consumers. For example, Illumina provides consumers (with prescription) genome sequencing services. Direct-to-consumer genetic testing (DTCGT) is a relatively new and developing online service, which enables individuals to acquire genetic information without the mandatory involvement of a health care provider by sending a saliva sample to a DTCGT company, at the cost of a few hundred dollars. To date, DTCGT does not typically offer whole genome or exome sequencing, rather, these tests use the single nucleotide polymorphism (SNP)-chip technique, which looks at thousands of very short sections of DNA known to vary across populations [1]. Results are delivered through online interactive reports. Several popular DTCGT services additionally offer interactive online reports of nonhealth-related information including traits and ancestry information (eg, AncestryDNA [5] and Family Tree DNA [6]). The service 23andMe [7] also provided risk assessment results for about 250 conditions, however, as of December 2013 the reporting of health-related information directly to consumers has been stopped while it is undergoing US Food and Drug Administration (FDA) review, which seeks to determine whether test results are accurate and are adequately communicated to, and understood by, consumers [8].

Traditionally, medical genetic testing targets individual loci and is performed for specific medical contexts (eg, when
investigating a suspected genetic condition). Results are returned in a verbal process, mediated by a medical expert. The decreased cost of genome-scale tests combined with their application to an increasingly broad scope of individuals means the number of possible genetic test results has become several orders of magnitude larger than traditional context. While an expert advisor may remain as a part of the initial communication of data results, it becomes infeasible to present results in the same verbal manner. Thus, interactive computer-mediated presentation of this data to individuals has become a core aspect of giving individuals access to their genome-scale test results. For example, Illumina’s genome sequencing service provides initial genetic counseling upon the return of results, but data has also been returned to consumers digitally on an Apple iPad using the Illumina MyGenome app, which allows users to browse their genome, compare it to a reference genome, and review a health report that provides risk assessment for about 250 conditions.

Additionally, individuals will increasingly have ongoing access to extensive genetic test data. In the United States, patients now have a legal right to directly access clinical test data [9]. In addition, to date, all of the DTCGT services mentioned above also return raw genotyping data to users, who in turn can actively engage with their personal genomic data, for example, by learning about specific gene variants or conditions of interest. Indeed, consumers of genomic data have been observed transporting their data between services to capitalize on different features that allow them to engage more deeply with their data. For example, 23andMe users may export their data to AncestryDNA for genealogy, or to the Personal Genome Project (PGP) database—discussed in the proceeding section—to share with people of interest. Because this data is inherently digital, and because its interpretation gets updated frequently based on new research findings, we anticipate increased focus on the development of online interactive report methods that perform automatic reanalysis.

In summary, given recent advances in the field of personal genomics and rapidly declining sequencing costs, it seems inevitable that there will be vastly increased demand for individuals understanding their own genome-scale data and its health implications. The personal and complex nature of personal genomic information and users’ interaction with it raise important HCI questions.

**Personal Genome Project**

The Personal Genome Project [10] is a nonprofit organization that seeks to improve the scientific understanding of genetic and environmental contributions to human traits through the creation of a public genetic database of 100,000 volunteers [11-13]. Participants must be willing to share their genomic sequences, as well as health data, with the scientific community and the general public. The organization consists of sites spanning four countries. The longest running PGP site is based out of George Church’s Lab at Harvard Medical School. The Harvard PGP was established in 2005. It began with a pilot study of 10 fully identified individuals, known as the PGP-10, and slowly scaled up. Today, more than 4000 US citizens are enrolled in the project through a process of “open consent” [14] to publicly share their genomic information. We established a design partnership with the Personal Genome Project and are collaborating closely with its researchers.

**User Perspectives on Personal Genomics**

Little empirical data exists about the attitudes and motivations of people who have their genome sequenced and interact with their data [15]. Only a few studies have recruited DTCGT consumers who had actually received their own personal genomic information. In these studies, curiosity was mentioned as the participants’ primary motivation for undergoing genomic testing [15]. Most respondents wanted to learn more about themselves, were curious about their genetic makeup, or wanted to learn about individual genetic risk factors. Participants also stated that they would use information gained from the test to take personal responsibility for their future health [16]. Other themes included fascination with genealogy, contribution to research, and recreation [15]. Studies also identified several concerns among DTCGT users, including privacy, as well as the nature of the results and their future impact [17-20]. Only a small number of users around the world have had their entire genome sequenced and returned to them—500 as of June 2013 [3]—and to our knowledge, no studies have investigated the perspectives of such users. Further research is needed to understand personal genomic users’ motivations and concerns, information needs and practices, and the factors that impact willingness to share information.

**Related Work: Human-Computer Interaction for Genomics**

To date, little HCI research has focused on direct user engagement with personal genomic information. Lachance et al [3] examined the features of websites in which consumers can directly purchase and receive genetic testing without the mandatory involvement of a health care provider. Their findings indicate that most users would struggle to find and understand the important information on the majority of sites. Other efforts have considered user engagement with genomic and biological information more broadly, focusing mainly on novel interaction techniques for large biological datasets. For example, Shaer et al [21] have discussed opportunities and challenges for applying tangible and embodied interaction for discovery and learning of genomics. Kuznetsov et al [22] described a possible role for HCI in supporting the growing community of do-it-yourself biology (DIYbio) citizen scientists. Schkolne et al [23] developed an immersive tangible interface for supporting scientists in the design of new DNA molecules. Also, several tabletop systems have also been developed to explore interactive visualization of large biological datasets—DeepTree [24] and PhyloGenre [25] allow users to explore and learn phylogenetic trees. Most closely related to our work is G-nome Surfer [26], a tabletop user interface for collaborative exploration and learning of genomic information. This tool was not, however, designed to support consumers as they explore their own personal genomic data.
**Methods**

**Study 1: Understanding Users**
To gain insight into the information needs and practices of consumers interested in directly engaging with their genomic information, we conducted an exploratory qualitative study [27]. We recruited 63 study participants (29 women, 46%), aged between 21 and 71 with an average age of 47 (SD 14) from the Personal Genome Project volunteer community. This population of early adopters consists of users of various genetic testing services, who already spent time working with different tools available to explore their data, thus allowing us to understand existing information practices and needs of consumers, who use a range of genetic testing services. The interactions between these early adopters and their data provide a strong basis for exploring future data visualizations that appeal to a more diverse population.

Participants completed an online questionnaire consisting of 10 open-ended questions (see Table 1) about their engagement with personal genomics services and data. Response length averaged 252 words per user. We analyzed the data using content analysis methods. First-level codes were developed from preliminary review of the data by two independent coders and were then collapsed into advanced categories based on frequency. Categories were analyzed for the identification of themes. From this, we reported results regarding users’ information practices and needs.

<table>
<thead>
<tr>
<th>Question number</th>
<th>Questions from online questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What are the main reasons for your interest in exploring your personal genomic information?</td>
</tr>
<tr>
<td>2</td>
<td>What impact did your discoveries have on your life and attitude toward your health? Was there anything that you did, started doing, or stopped doing as a result of getting your personal genomic information?</td>
</tr>
<tr>
<td>3</td>
<td>What new or unexpected things did you learn as a result of genetic testing?</td>
</tr>
<tr>
<td>4</td>
<td>Did your discoveries lead you to social or formal interactions with other people and if so, who? For example, did you discuss your results with health professionals, family members, scientists, or support groups?</td>
</tr>
<tr>
<td>5</td>
<td>What websites and computational tools did you use for engaging with your personal (or your family’s) genomic information? How did you use these tools to learn from your data?</td>
</tr>
<tr>
<td>6</td>
<td>What features or applications could help you manage and learn even more from your (or your family’s) personal genomic data?</td>
</tr>
<tr>
<td>7</td>
<td>What are the main reasons for your decision to share your personal genomic information on PGP?</td>
</tr>
<tr>
<td>8</td>
<td>What were valuable aspects of your experience exploring and sharing your personal genomic information?</td>
</tr>
<tr>
<td>9</td>
<td>What concerns do you have regarding exploring and sharing your personal genomic information?</td>
</tr>
<tr>
<td>10</td>
<td>Is there anything else you think we should ask you about your experience of engaging with your genomic data?</td>
</tr>
</tbody>
</table>

*Personal Genome Project (PGP).*

**Study 2: Informing Users**
In order to gain further insight into how users engage with, and learn from, their annotated personal genomic reports we conducted a qualitative study of personal genomics users. Participants were once again recruited from the PGP volunteer community. This population was chosen specifically because of their deep understanding of the data and tools available, and because they are likely to be first adopters of any new tool for personal genomics. This study was held as a workshop, which took place during the Genomes, Environments, and Traits (GET) conference, organized by the Personal Genome Project in Cambridge, Massachusetts, in April 2014.

The study focused on interactions around a specific genome reporting tool, GET-Evidence [12], which is an interactive personal genomic report provided to all PGP volunteers. We chose to study this particular tool since it is one of the most comprehensive gene variant reports available for consumers. Other direct-to-consumer genetic testing providers return information to users related to their traits and ancestry, but not a health-related report. The service 23andMe provided risk assessment results for about 250 conditions up until December 2013, when they suspended reporting of health-related interpretations while it is undergoing FDA review, which examines whether test results are accurate and are adequately communicated to, and understood by, consumers [8]. All of the direct-to-consumer genetic testing services also return raw genotyping data to users, which can be used to engage with the data beyond the commercial provider's reports, for example, by seeking information about specific gene variants or conditions of interest.

The GET-Evidence report presents detailed information in a tabular design, including a list of gene variants reported to cause particular conditions or traits, the frequency of each variant in the population, the potential impact of each variant and the certainty of that impact (eg, well-established pathogenic, likely protective, uncertain benign), the clinical importance of each variant (ie, low, medium, or high), and a summary describing the current knowledge about a variant. Commentary and links to additional articles and external resources are also available. The table is sorted by clinical importance, but users can further sort their report based on the characteristics above (eg, by potential impact). Figure 1 shows a screenshot of a GET-Evidence report.
Following a brief presentation that reviewed the goals of our research, 36 PGP volunteers—15 female (42%), aged 21 to 83 with an average age of 45 (SD 19)—were recruited to participate. We conducted in-depth, semistructured interviews with each participant. We asked users to explain their goals in engaging with personal genomic information, to share their information practices, and to show us how they use tools to learn from their data. We also asked participants to walk us through their workflow as they explore their personal GET-Evidence report (see Figure 1) [28]. Finally, to elicit ideas about new ways for visualizing and interacting with personal genomics, we presented users with a treemap visualization (see Figure 2) [29] of their own personal genomic data. Participants’ personal genomic data were retrieved from the PGP public database. We chose treemaps as a starting point for a discussion about new ways for presenting personal genomic data because they have been successfully applied to the visualization of gene ontologies [30]. Their application to personal genomics for use by consumers, however, is new. We asked users to compare the tabular report with the new visual report and to suggest further ideas that could improve their engagement with the data.

The prototype treemap visualization of the GET-Evidence report (see Figure 2) was created using Google Charts application programming interface (API). It presents the same information and interpretation as the original tabular GET-Evidence report. The treemap groups genetic variants by their clinical importance: low, medium, or high. Each variant is represented by a rectangle with a size proportional to its importance. The color represents the impact of a particular gene variant: pathogenic, benign, or protective. The saturation of the color represents the certainty of the scientific findings determining the impact of a gene variant where highly saturated colors represent high certainty. A red-green color scheme (red—pathogenic, green—protective) was used because it is well accepted in biology and is typically used for visualizing gene expression. Additional information about the gene variant, including a summary, is presented when hovering above a particular variant’s tile. Navigation between the two levels of the treemap is handled through selection.

Data were collected, included recordings of participant interviews, detailed notes, logs of user actions as they explored their data, and responses to an online questionnaire. Recordings were later transcribed and data were analyzed using content analysis methods by two independent coders.

Figure 1. A screenshot of a GET-Evidence report, which utilizes tabular design.
Figure 2. Two-level treemap prototype visualization of genetic variants. The top screen is the landing page for the visualization, whereas the bottom screen shows what happens when a higher-level rectangle is clicked on. Red represents pathogenic impact. Green represents protective impact.
Study 3: Probing Users

Overview

Informed by the findings of Study 2, which will be discussed later and indicated that a visual summary of the report could potentially help nonexpert users in navigating and understanding personal genomic data, we conducted a between-subjects experimental study comparing the effects of different interactive visual genomic reports on nonexperts’ understanding of genomic data. These interactive reports were designed based on insights gained in Study 2.

An experimental website was developed specifically for this study, in which different versions of a personal genomics report using GET-Evidence interpretation (see Figures 3-9) were presented. The control condition for this study was a sortable table (see Figure 3), similar to the existing tabular GET-Evidence report. Genetic risk reports from other existing direct-to-consumer genetic testing services (eg, 23andMe) were not included in this evaluation, because they offer medical rather than genetic interpretation of the data.

We implemented the experimental Web platform using MySQL, PHP, JavaScript, Google Charts, and D3 libraries. Participants were recruited via Amazon Mechanical Turk and received US $1.00 for their time. Mechanical Turk is a crowdsourcing marketplace for online tasks that is widely used for HCI and medical informatics research [31-33]. We limited participation to US users with at least 100 prior Human Intelligence Tasks (HITs) at 99% or higher approval rate.

Participants first received a tutorial on the human genome and personal genomics using materials developed by the Personal Genetics Education Project [34]. Their understanding of the material was assessed through a short six-question quiz. If the participant was unable to answer at least three out of six questions correctly, their data were not used in the analysis. They were then presented with one of seven versions of the GET-Evidence report developed for this study.

Figure 3. Table (control condition): gene variants are sorted by name. Variants can be further sorted by clicking on the arrows in each of the columns. The table is similar to the existing GET-Evidence report.
**Experimental Conditions**

We developed six alternative designs of interactive visual personal genomics reports based on the user requirements and feedback solicited in the previous two studies. In particular, we focused on three of the functional requirements identified in Study 1 (as discussed in the Results section): reviewing an annotated report (R1), integrating data resources (in particular, summary of, and links to, scientific literature) (R2), and making content accessible to nonexperts (R6).

The interventions (ie, interactive reports) developed varied in the visualization technique used for a visual summary, and in the interaction techniques provided for exploring the data. Figures 3-9 show the seven experimental conditions: a tabular control condition (Figure 3) and six visual interactive reports.

Based on our findings from Study 2 that are discussed in more detail later on, we used a new red-white-blue color-coding scheme across all visual conditions to represent the impact and certainty of a particular gene variant. Color represents the impact—pathogenic (red), benign (white), or protective (blue). Saturation represents the certainty of the scientific findings determining the impact of a gene variant, where highly saturated colors map to high certainty. We also added a clickable glossary to all of the reports.

Participants were randomly assigned to one of the following seven conditions: a tabular report modeled after the GET-Evidence report (the control condition) (Figure 3, n=105), a bar chart (Figure 4, n=103), a bubble graph (Figure 5, n=115), a treemap (Figure 6, n=102), a heat map (Figure 7, n=104), a zoomable treemap (Figure 8, n=96), or a zoomable partition (Figure 9, n=105).

We used the same personal genomics data across the different versions, allowing for direct comparison of the reports. This approach of using a fictional dataset to assess user comprehension is a common practice in studies of personal genomics, for example, as in Haga at al [35] and Kaufman et al [36]. We chose a fictional dataset in which sex and ethnicity do not have a specific effect. Actual personal genomic reports include information regarding sex and ethnicity as it may have an effect on particular variations. Once participants had viewed the mock genome reports, they were asked to answer two types of questions: (1) comprehension questions which measure the effectiveness of the interactive visualizations in conveying genomic information, and (2) subjective questions on the extent to which users perceived the report to be understandable. Participants also responded to open-ended questions soliciting their perspectives on useful features and areas for improvement.
Figure 4. Bar chart: bars represent gene variants. A bar’s height and color represent the potential effect of the variant. Variants are separated by clinical importance. Information about a variant appears upon hovering over a bar.

Figure 5. Bubble graph: each bubble represents a gene variant. A bubble’s height and color represents the variant’s potential effect. Variants are separated by clinical importance. Detailed information about the variant appears upon hovering a bubble.
Figure 6. Treemap: gene variants are sorted by clinical importance. By clicking on the boxes or the buttons above the chart, variants within the clinical importance section selected appear and are color coded based on their potential effects. Detailed information about each variant appears upon hovering over it.

Figure 7. Heat map: each rectangle represents a gene variant. A rectangle’s color represents the variant’s potential effect. Variants are separated into the three gray boxes by clinical importance. Detailed information about the variant appears upon hovering over it.

Figure 8. Zoomable treemap: the first level is sorted by clinical importance, the second level is sorted by potential effect, and the third level contains gene variants. The levels are navigable by clicking on the various rectangles. Detailed information about the variant appears upon hovering over it.

Visualization Questions
Participants were asked to answer a number of questions testing their understanding of the genomic information based on the visual report they were assigned (see Table 2, Q1 to Q9). The comprehension questions were written in collaboration with the Harvard Personal Genome Project’s director of research. Participants also answered questions about their perception of the information (see Table 2, Q10 to Q18) and reported basic demographic information. Participants’ responses were recorded in a database and their performance and opinions were compared across the different experimental conditions.
Table 2. Understanding and opinion questions from Study 3.

<table>
<thead>
<tr>
<th>Question number</th>
<th>Question</th>
<th>Question type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>The number of variants with high clinical importance: _______</td>
<td>Fill in the blank</td>
</tr>
<tr>
<td>Q2</td>
<td>The number of variants that are well-established pathogenic: _______</td>
<td>Fill in the blank</td>
</tr>
<tr>
<td>Q3</td>
<td>Based on the information above, the number of variants in Jamie's report with low clinical importance is _______ the number of variants with high clinical importance.</td>
<td>Multiple choice: Greater than, Equal to, Less than, I don't know</td>
</tr>
<tr>
<td>Q4</td>
<td>Based on the information above, the number of uncertain pathogenic variants in Jamie's report is _______ the number of well-established pathogenic variants.</td>
<td>Multiple choice: Greater than, Equal to, Less than, I don't know</td>
</tr>
<tr>
<td>Q5</td>
<td>Based on the information above, the number of potentially pathogenic variants in Jamie's report is _______ the number of potentially benign or protective variants.</td>
<td>Multiple choice: Greater than, Equal to, Less than, I don't know</td>
</tr>
<tr>
<td>Q6</td>
<td>Which variants would Jamie be most likely to discuss with a health care provider?</td>
<td>Open response</td>
</tr>
<tr>
<td>Q7</td>
<td>Based on the information above, Jamie's risk of developing stomach flu is _______ the average person.</td>
<td>Multiple choice: Greater than, Equal to, Less than, I don't know</td>
</tr>
<tr>
<td>Q8</td>
<td>Based on the information above, Jamie's risk of developing age-related macular degeneration is _______ the average person.</td>
<td>Multiple choice: Greater than, Equal to, Less than, I don't know</td>
</tr>
<tr>
<td>Q9</td>
<td>If you were Jamie, knowing this information, which of the following conditions would you be interested in learning more about? Select all that apply.</td>
<td>Checkbox: Alzheimer's, Parkinson's, Liver Disease, Colon Cancer, Diabetes, Emphysema, Tuberculosis, Eye Disease</td>
</tr>
<tr>
<td>Q10</td>
<td>The information in the report was presented in an accessible manner.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q11</td>
<td>The report is easy to understand.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q12</td>
<td>Jamie's genes determine everything about them and their future.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q13</td>
<td>If I were Jamie, I would need the help of a health care professional to understand the results in the report.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q14</td>
<td>The scientific knowledge used to generate this report is well established.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q15</td>
<td>If I were Jamie, I would show the results in the report to my doctor.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q16</td>
<td>The report gives me a firm grasp of Jamie's health and biology.</td>
<td>Likert scale</td>
</tr>
<tr>
<td>Q17</td>
<td>Please use the space below to tell us which features were most helpful for understanding the report.</td>
<td>Open response</td>
</tr>
<tr>
<td>Q18</td>
<td>Please use the space below to tell us how we can improve the report to make it easier to understand.</td>
<td>Open response</td>
</tr>
</tbody>
</table>

**Results**

**Study 1**

**Demographics**

A total of 83% (52/63) of the participants held academic degrees, 32% (20/63) held doctoral degrees, and 30% (19/63) worked in life sciences-related fields. This demographic is consistent with the description of early adopters provided by Rogers’ theory of the diffusion of innovations [37]. Early adopters tend to have advanced education, expert knowledge—though not necessarily in the subject matter at hand—and a willingness to engage in trials of new technologies.

All participants had prior access to their personal genomic data. Some users received genomic data from more than one service. Table 3 describes the genetic testing services used by study participants.
Table 3. Personal genomic data sources (n=63).

<table>
<thead>
<tr>
<th>Personal genomic data sources</th>
<th>Users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>23andMe</td>
<td>38 (60)</td>
</tr>
<tr>
<td>Complete Genomics</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Family Tree DNA</td>
<td>11 (17)</td>
</tr>
<tr>
<td>AncestryDNA</td>
<td>5 (8)</td>
</tr>
<tr>
<td>NG Genographic</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Microbiome</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Sorenson</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Medical tests</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Exome</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

**Existing Tools**

Participants were asked about the websites and computational tools they use to engage with their personal genomic information, and how they use these tools to learn from their data. We found that about 11% (7/63) of participants have used tools beyond those offered by their genetic testing service. An additional 10% (6/63) of participants had tried to explore their genomes using the tools provided by their service provider but found the tools to be too complicated, confusing, or “not user friendly.” Table 4 lists the tools and websites used by our study participants and highlights the main features of each tool.
Table 4. Interactive tools for exploring personal genomics (n=63).

<table>
<thead>
<tr>
<th>Tool</th>
<th>Users, n (%)</th>
<th>Main features</th>
</tr>
</thead>
<tbody>
<tr>
<td>23andMe</td>
<td>22 (35)</td>
<td>Testing service and interpretative tool</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health report on over 240 conditions with external links (until December 2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Visualized ancestry information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Download of raw data file</td>
</tr>
<tr>
<td>Promethease</td>
<td>8 (13)</td>
<td>Interpretative tool</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Annotated report with latest information from SNPedia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comparison of two genomes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Family report</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Database</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medical, genealogical, and phenotypic variant associations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SNP&lt;sup&gt;a&lt;/sup&gt; articles with links to publications and summary</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Facility for sharing data</td>
</tr>
<tr>
<td>SNPedia</td>
<td>5 (8)</td>
<td>Access to shared data</td>
</tr>
<tr>
<td>Personal Genome Project</td>
<td>7 (11)</td>
<td>Testing service and database</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Annotated report of variants sorted by clinical importance and impact</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Article for each variant includes summary and links to relevant publications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Facility for sharing data</td>
</tr>
<tr>
<td>Gedmatch</td>
<td>7 (11)</td>
<td>Database and interpretative tool</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comparison of user’s data with public results</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Visualized information about selected matches</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Genetic distance calculator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relationship calculator</td>
</tr>
<tr>
<td>AncestryDNA</td>
<td>7 (11)</td>
<td>Testing service and interpretive tool</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Information on ancestry</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Updates of new matches</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Access to family tree</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Download of raw data file</td>
</tr>
<tr>
<td>PubMed</td>
<td>6 (10)</td>
<td>Database</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Access to e-books and journals about all aspects of medicine and life sciences</td>
</tr>
</tbody>
</table>

<sup>a</sup>Single nucleotide polymorphism (SNP).

**Functional Requirements**

While participants reported being motivated by a diverse set of questions ranging from learning about their traits, to identifying health risks, to learning about their ancestry, they used existing tools to perform six common information tasks: reviewing an annotated report, integrating resources, curating information, comparing genomes, sharing information, and making content accessible. Table 5 depicts these information tasks, and provides an example quote motivating each task.

These tasks constitute the functional requirements for new interactive systems designed for direct consumer engagement with personal genomic information:

1. Task R1: reviewing an annotated report. Participants described the difficulty of interpreting existing tabular and dense textual reports. They expressed a desire for visualizations that make the information easier to explore and understand.

2. Task R2: integrating resources. Participants expressed a need for integrating various data resources, including annotated genomes, scientific publications, various public databases, and health-related data, into a single tool.

3. Task R3: curating information. Participants articulated a need for collecting, relating, organizing, and storing diverse information artifacts (eg, scientific papers, popular articles, notes for doctor appointments, gene variants, and videos) found throughout their independent research of their genome.

4. Task R4: comparing genomes. Participants asked for the ability to triangulate data from several individuals in order to understand connections within families.

5. Task R5: facilitating sharing information. Participants highlighted a need for tools that facilitate information sharing with family, friends, and genetic researchers.

6. Task R6: making content accessible. Participants indicated a need for adapting the content and language of personal genomic reports toward nonexperts. Users also asked to integrate...
educational materials within the reports and to point to actionable information.

Table 5. Information tasks and relevant quotes from users.

<table>
<thead>
<tr>
<th>Task number</th>
<th>Task</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Reviewing an annotated report</td>
<td>“I’d be interested in seeing a graphic illustration of my chromosome sets.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“It would be great to show the SNPs\textsuperscript{a} by chromosomal location and in relation to other genes.”</td>
</tr>
<tr>
<td>R2</td>
<td>Integrating resources</td>
<td>“Integrated databases of published research that allow the end user, through a seamless interface, to connect personal data with any possibly relevant literature and public data.”</td>
</tr>
<tr>
<td>R3</td>
<td>Curating information</td>
<td>“Features that show more clearly what reasonable actionable options there might be for dealing with or preventing various illnesses.”</td>
</tr>
<tr>
<td>R4</td>
<td>Comparing genomes</td>
<td>“…easy to use, at home programs, will be needed to compare one’s data with those of friends.”</td>
</tr>
<tr>
<td>R5</td>
<td>Facilitating information sharing</td>
<td>“The thing that would help the most would be for people to be willing to share more information.”</td>
</tr>
<tr>
<td>R6</td>
<td>Making content accessible</td>
<td>“Every time I try to understand something, I have to educate myself via Google, instead of the interface that gives me my genetic data educating me. The research it takes holds me back from using my info more.”</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Single nucleotide polymorphisms (SNPs).

Study 2

Demographics

A total of 88% (32/36) of participants held academic degrees, 31% (11/36) held doctoral degrees, and 47% (17/36) worked in life sciences-related fields. All users had previous access to their testing service’s personal genomic report (eg, 23andMe report). Figure 10 demonstrates the distribution of personal genetic testing services. A total of 11% (4/36) of users first viewed their results within the 2 months prior to the study, 6% (2/36) within 3 to 6 months, and 83% (30/36) received the results more than 6 months prior to the study. Approximately one-third of participants had previous access to the GET-Evidence report generated by the PGP. Two-thirds of the users reviewed their GET-Evidence report for the first time in the workshop.

Figure 10. Genetic testing services used by study participants.

Motivation and Impact

Most participants provided more than one reason for exploring their genetic data, including understanding family and individual health risks, gaining insight into ancestry, satisfying curiosity, advancing science, and promoting open-source science. Specifically, 36% (13/36) listed understanding health risks as the primary reason for exploring personal genomics information, while over 66% (24/36) listed advancing genetic, scientific, and health research as their main reason. A total of 14% (5/36) noted...
that promoting open-source data was a motivation, and 19% (7/36) of users mentioned curiosity. Participants were also asked to describe how knowledge of their genetic traits and health risks impacted their lives. Figure 11 shows their responses. Multiple users listed more than one aspect of influence.

**Figure 11.** Reported impact of users’ personal genomic information on their lives. Multiple users listed more than one influence.
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**Number of People**

---

**Tabular Report**

Users spent about 10 minutes exploring their tabular GET-Evidence report. Most users began by reviewing the table and attempting to sort it according to the impact of the various variants. Users prioritized variants that have well-established pathogenic impact with high clinical importance. One explained, “Most interesting for me is what is high clinical important—I zoom in on things that say high, pathogenic, well-established.”

Many users commented on the amount and nature of information presented: “To me, it seems clunky and more like raw data, and could use some more sorting,” and “Show me the most important vectors vs the entire shebang.” Another user commented, “This is overwhelming, I prefer it filtered by high importance.” Users requested more advanced sorting and filtering mechanisms: “Being able to sort the list, so that you can see all pathogenic mutations together, or the mutations ranked by how well-studied they are.” A total of 4 users did not realize that the table could be sorted at all and scanned the table entries individually in search for important variants: “It was difficult scanning rows.” Some users requested direct search functionality that includes the detailed summary entries.

**Visual Report**

In order to initiate a conversation about alternative ways for presenting personal genetic information, we asked users to explore their own data using a treemap report (see Figure 2). Users spent about 10 minutes exploring their data using the treemap report followed by a semistructured interview about the strengths and weaknesses of interactive visual representations of genetic data.

Approximately one-third of the participants expressed a strong preference for the treemap visualization. In the words of one participant, “I like this better in every way. It provides quick visual summary and weights the low and moderate by size so I can quickly determine what to be concerned about if anything.” Many of these users found the color coding to be particularly helpful: “The color shading made it easy to tell which alleles were protective or pathogenic.” Others suggested the inclusion of a color key, the use of a color scheme accessible for users with red-green color deficiency, and better color distinction between benign and pathogenic variants.

On the other hand, many users commented on the treemap navigation either finding it confusing or preferring to see all the information at once: “I dislike navigating because [I] need to do additional actions to access desired browsing criteria.” While we attributed some confusion to the navigation mechanism implemented by the Google Visualization API, we also identified the importance of balancing the requirement to highlight important information with the need to present to users an overview of the entire dataset.

**Accessibility for Nonexperts**

Users requested “nonscientist-friendly” reports that provide access to glossaries and use nontechnical language. About half of the users commented on the technical jargon used in the reports, finding it difficult to understand: “As a person that doesn’t understand science, it’s overwhelming.” In particular, several users asked about the following terms: allele frequency, homozygous, pathogenic, and benign. Some users noted that variant names, which are used as labels, are too long and intimidating for nonscientists, and suggested adding information beyond scientific variant names.

**Complexity and Uncertainty**

We learned that one of the most challenging aspects of presenting personal genomic information to consumers is the
complexity and uncertainty of the interpretation. Associations between gene variants and medical conditions or traits are established through scientific studies that vary in the strength of the evidence they present. The GET-Evidence report classifies evidence into three main categories: established, likely, and uncertain. Multiple users thus commented on the challenge of understanding the potential impact and clinical importance of some variants. For example, one user asked, “Are variants with low clinical impact just variants that have not been well characterized yet?” After using the treemap report another user noted, “So much inadequate evidence out there—successful that it communicates that.”

In addition, many complex conditions such as diabetes or various cancers are associated with multiple genes rather than by a single gene variant. One participant requested, “A better understanding of how the factors combine to affect me.” Another user suggested, “It would be helpful to see similar diseases grouped together. For instance I had one protective and one negative SNP for macular degeneration, and it would be hard to connect that only looking at this report.” Furthermore, an individual may be a carrier for a certain trait, meaning that she or he is not impacted by particular gene variants but their children might be. As one user explains, “I am also interested in alleles that may not have an impact for me (as a carrier) but that could affect my future children if they end up getting two copies, so it would be nice to have a separate report that shows those.”

**Providing Evidence**

Several users requested that the reports provide direct links to sources of scientific data while grading the rigor of the studies: “Include links to relevant studies—back it up.”

**Relating Genetic Variants to Medical Conditions**

Finally, 6 participants out of 36 (17%) suggested focusing the results report on medical conditions rather than gene variants: “It would be helpful to have the health condition rather than the variant/trait displayed. [I] would rather see [medical] condition not variant at the tile label.” Participants also requested information on how to mitigate the risk for particular conditions to which they are genetically predisposed. However, in December 2013, the US Food and Drug Administration ordered companies that offer personal genome testing, such as 23andMe, to cease providing such health reports to customers [8]. The FDA was concerned with the use of direct-to-consumer genetic tests for medical purposes because of the uncertainty and inaccuracy of these tests in predicting disease risk. As a result, new medical interpretation of an individual’s genomic data, as requested by several participants, is beyond the scope of our investigation.

**Study 3**

**Overview**

A total of 745 participants were recruited for this study. Participants whose post-tutorial test included three or more incorrect responses (out of six) were excluded from the analysis. The sample used in the analyses thus came to 731 individuals whose average age was 36.6 years (SD 11.9). A total of 40.6% (297/731) of the participants were women, 56.8% (415/731) held academic degrees, 2.2% (16/731) held a doctoral degree, and 7.8% (57/731) worked in life sciences-related fields. While our first study was with early adopters who were potentially experts in the field of biology or genetics, this study targeted a much more diverse distribution of people. Users spent just over 12 minutes on average (SD 8) exploring the reports.

**Comprehension Scores**

Comprehension questions assessed users’ abilities to identify variants that indicated increased risk for a particular condition and to understand the certainty of the scientific evidence behind the interpretation. A comprehension score between 0 and 10 was assigned based on users’ responses to nine questions in the form of multiple choice (Table 2; Q3, Q4, Q5, Q7, and Q8), fill in the blank (Table 2; Q1, Q2, and Q6), and select all that apply (Table 2, Q9). There were multiple answers for the “select all that apply” question, which were given separate points. Participants’ abilities to find clinically important variants, both pathogenic and protective, were also assessed. A comparison of the participants’ responses to the comprehension questions across the seven experimental conditions was made using analysis of variance (ANOVA) followed by a post hoc Tukey’s test. Table 6 provides a summary of these findings.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Average score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table (control)</td>
<td>5.65 (1.83)</td>
</tr>
<tr>
<td>Bar chart</td>
<td>6.21 (1.56)</td>
</tr>
<tr>
<td>Bubble chart</td>
<td>6.30 (1.44)</td>
</tr>
<tr>
<td>Treemap</td>
<td>5.74 (1.72)</td>
</tr>
<tr>
<td>Heat map</td>
<td>6.25 (1.40)</td>
</tr>
<tr>
<td>Zoomable treemap</td>
<td>4.63 (2.16)</td>
</tr>
<tr>
<td>Zoomable partitions</td>
<td>5.08 (1.90)</td>
</tr>
</tbody>
</table>

The analyses revealed significant differences between the report types (see Figure 12). The zoomable treemap and zoomable partition reports were found to be less effective in communicating genomic data than the visualizations in the other conditions—5.08 and 4.63 out of 10, respectively. Indeed, scores obtained using the zoomable treemap report resulted in significantly lower comprehension scores compared with all nonzoomable reports (P<.001), and the zoomable partition report

http://www.jmir.org/2015/6/e146/
led to significantly lower understanding compared with the bar chart (6.21/10), bubble graph (6.30/10), and heat map reports (6.25/10) \((P<.001)\). In addition, the table report (5.65/10) was also found to be significantly less effective than the bubble graph report \(P=.04\).

Participants were asked to rate their perceived ease of understanding on a 5-point Likert scale (Table 2, Q11). A comparison of responses between the seven report types was made using ANOVA followed by a post hoc Tukey’s test. Analysis demonstrated that perceived understanding was highest in the bubble graph (4.31 out of 5, SD 1.52) and lowest in the zoomable treemap (3.29, SD 1.87) (see Figure 13). The bubble graph was perceived as significantly easier to understand than both the zoomable treemap (3.29, SD 1.87, \(P=.01\)) and the tabular control condition (3.62, SD 1.74, \(P=.05\)). We found significant differences in the results between participants who worked in life science-related fields and others who did not, in terms of both comprehension—where those in the life sciences scored higher—and perceived ease of understanding—where those in the life sciences found it easier to understand. However, when running the statistical analyses comparing the visualization types among people in the life sciences population, the differences between the visualization types were found to be similar to the differences between the visualization types among the entire population.

**Figure 12.** Users’ comprehension of the reports across the report types. Error bars represent 95% CI.
Qualitative Results
Approximately 39.2% (240/612) of participants who responded to the open-ended questions and who were not assigned to the control condition, which did not use color coding, reflected positively on the color-coding scheme. For example, one participant noted that “The color-coded chart made it a lot easier to see the harmful and beneficial genes and how severe they potentially were.” Another participant mentioned, “The use of different colors made some information very easy to see right away.” Only 3.1% (19/612) of participants gave negative feedback on the color coding. About 33.9% (243/716) of all users still found the gene variant summaries too technical and difficult to understand, though 5.7% (41/716) noted that they found the glossary helpful. Approximately 9.8% (60/612) of participants, not including those in the control condition, indicated that presenting information in tooltips when hovering was not effective. Users pointed to trouble navigating and closing the tooltips, as well as maintaining context as the presented tooltip occluded part of the visualization.

Approximately 25.0% (48/192) of the participants in the zoomable visualization intervention (see Figures 8 and 9) commented that they found zooming confusing. For example, one participant described “…too many in and outs…once information is collapsed it’s difficult to navigate.” Another mentioned, “The information would be easier to understand in some sort of chart or perhaps more than one rather than the interactive diagram. One chart might have a brief overview and the next perhaps more details. I find the diagram frustrating and time-consuming because the information cannot be accessed all at once.” A total of 12.5% (13/104) of participants in the control condition described the ability to sort columns in the table as the most useful feature of the visualization. One user noted that “Being able to change how the information is sorted made it easier to determine what information was important.”

The qualitative data did not, however, provide an explanation for why the bubble graph performed so well in the comprehension test.

Discussion

Study 1
Findings from Study 1 shed light on information practices and needs of early adopters of personal genomics. We identified preliminary functional requirements for new direct-to-consumer interactive tools for personal genomics including the following: (1) R1: reviewing an annotated report, (2) R2: integrating resources, (3) R3: curating information, (4) R4: comparing
genomes, (5) R5: facilitating sharing information, and (6) R6: making content accessible. However, findings from this study also highlighted a need to further investigate detailed elements of interactive genomic reports that were not probed in this study. In particular, expanding our understanding of Task R1, which arguably represents the most basic functionality of existing direct-to-consumer personal genomic tools, in order to understand how users engage with interactive genetic reports to learn about their genomic data. Open-ended questions, which informed Study 2, included the following: How do users approach their personal genomic reports? What makes genomic reports difficult to understand? What features could make genomic information more accessible?

Study 2
To address these questions, we conducted a workshop with Personal Genome Project participants focusing on their interactions with annotated personal genomic reports. Our goals for this workshop were to gain a more nuanced understanding of how users currently engage with genomic data, how they learn from their own personal genomic data, and what factors impact their understanding and preferences.

Findings indicated that early adopters of personal genomics were motivated by various factors and were not necessarily approaching their personal genomic information to find an answer to a concrete question. Rather, they sought information about gene variants with well-established pathogenic impact and that were of high clinical importance. Results also highlighted factors that make direct-to-consumer genomic reports difficult to understand, including a large amount of textual information, scientific and technical jargon, and the complexity and uncertainty of the interpretation. Finally, several features were found to be potentially helpful in making personal genomic information more accessible and understandable, including the following: (1) presenting a visual summary (eg, a treemap) that highlights important variants based on their clinical importance and potential impact, (2) using nontechnical language and providing a glossary, and (3) allowing users to search and sort the report.

The user population that participated in this study was again consistent with early adopters as described by Rogers’ theory of the diffusion of innovations [37]—users that tend to have advanced education, expert knowledge, and a willingness to engage in trials of new technologies. Thus, many open questions remain about how to make personal genomics accessible to a general nonexpert user population.

As direct-to-consumer genetic testing services become increasingly available to the general public it is important to also study nonexperts’ interactions with genomic reports. Informed by the insights gained in this study with early adopters, we developed several new interactive visual personal genomic reports aimed at nonexperts. Study 3 focused on investigating how alternative visual designs for genomic reports impact nonexpert understanding of personal genomic information.

Study 3
Findings from this experiment indicate that HCI interventions can improve the understandability of interactive personal genomic reports for a diverse population of consumers compared to existing reports. Findings also highlight the following implications for the design of interactive, visual personal genomic reports:

1. Zoomability might compromise understandability. The findings show that while zoomable reports (see Figures 8 and 9) may provide additional layers of information, they seem to be less effective in conveying personal genomics information to nonexpert users. This may be because such interfaces are less familiar to most nonexpert users, or because a visual summary maintains better context. Offering additional explanation and tutoring may help users to benefit more from such interactive tools.

2. Overview and familiarity. The findings also suggest that nonzoomable report types, which offer an overview of the entire report through a visual summary (ie, bar chart, bubble graph, and heat map), may be better than tables at conveying personal genomics information. Comprehension scores obtained using the bubble graph interface were the only ones to reach statistical significance, but the findings call for more research comparing different report types and interactive features.

3. Comprehension and perceived understandability. Among the report types studied, the bubble-based report combined both high scores of objective understanding—using the comprehension test—and high scores of subjective perceived understandability (see Figures 12 and 13). This finding suggests that this report type is more likely than others to be useful for nonexpert users. Future work will explore the factors that make this report type more effective and preferable than others.

4. Communicating impact and certainty using color. Findings from Study 2 indicated that when exploring their report, users prioritized locating variants with well-established pathogenic impact. The use of color coding, which utilizes both hue and saturation, was found to be effective in helping users to identify high-priority gene variants. Based on the feedback received in Study 2, we chose a three-color, rather than two-color, coding scheme for Study 3—red (pathogenic), white (benign), blue (protective). This color scheme is accessible to users with color vision deficiencies and was found to be effective based on the qualitative results.

5. Hovering and tooltips. In order to simplify the text-heavy tabular design, all six interactive visualizations presented a summary of each gene variant in a tooltip when the user hovered over a gene variant. Findings identified several usability considerations and problems with hovering and tooltips, including (1) the action to trigger the presentation of a tooltip—while deliberate selection limits fluid exploration, hovering may trigger the presentation of tooltips without user intention, (2) visual elements should be large enough to allow the user to hover above a particular element, (3) when displayed, tooltips occluded parts of the visualization, hiding information that was important for maintaining context—several design techniques could be applied to resolve this problem, including semitransparent tooltips, expanding the visualization layer, and presenting information in an alternative area rather than in a tooltip, and (4) what interactive features should be supported...
by tooltips—participants requested the ability to search within a tooltip, and to save and share the content of tooltips.

**Conclusions and Future Work**

We presented findings from three complementing studies that combined qualitative and quantitative methods to inform the design of personal genomic reports. Our findings offer useful insights for designers and researchers interested in the role HCI can play in making personal genomics understandable and useful for consumers. Study 1 explored the information practices and needs of early adopters and identified preliminary functional requirements for new direct-to-consumer personal genomics interactive tools. Extending Study 1 using face-to-face interviews and user demonstrations, Study 2 sought to understand why and how users engage with interactive genomic reports to learn about their personal genomic data. Building on the findings of the first two studies, Study 3 focused on designing and testing alternative interactive reports informed by the needs and practices identified earlier. The designs, using different interactive visualizations, were tested using online experiments with Amazon Mechanical Turk users to investigate how variations in interface design and data visualization affect users’ understanding of, as well as preferences and attitudes toward, personal genomic reports.

To our knowledge, this paper presents the first study that focuses on information practices, requirements, and design considerations for nonexpert engagement with personal genomics. Future work may focus on the role demographic and other personal attributes may have on users’ understanding of different report types. For example, emerging work shows that personality traits are important in how users perceive data visualizations [38]. Understanding how users’ backgrounds and personalities affect their understanding of, and likelihood to act upon, personal genomic reports is important. We also plan to apply findings from the qualitative and experimental research to the design and development of new interactive tools that empower consumers to engage with, and make sense of, their personal genomics information.
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Abstract

Background: Patient portals (ie, electronic personal health records tethered to institutional electronic health records) are recognized as a promising mechanism to support greater patient engagement, yet questions remain about how health care leaders, policy makers, and designers can encourage adoption of patient portals and what factors might contribute to sustained utilization.

Objective: The purposes of this state of the science review are to (1) present the definition, background, and how current literature addresses the encouragement and support of patient engagement through the patient portal, and (2) provide a summary of future directions for patient portal research and development to meaningfully impact patient engagement.

Methods: We reviewed literature from 2006 through 2014 in PubMed, Ovid Medline, and PsycInfo using the search terms “patient portal” OR “personal health record” OR “electronic personal health record”. Final inclusion criterion dictated that studies report on the patient experience and/or ways that patients may be supported to make competent health care decisions and act on those decisions using patient portal functionality.

Results: We found 120 studies that met the inclusion criteria. Based on the research questions, explicit and implicit aims of the studies, and related measures addressed, the studies were grouped into five major topics (patient adoption, provider endorsement, health literacy, usability, and utility). We discuss the findings and conclusions of studies that address the five topical areas.

Conclusions: Current research has demonstrated that patients’ interest and ability to use patient portals is strongly influenced by personal factors such age, ethnicity, education level, health literacy, health status, and role as a caregiver. Health care delivery factors, mainly provider endorsement and patient portal usability also contribute to patient’s ability to engage through and with the patient portal. Future directions of research should focus on identifying specific populations and contextual considerations that would benefit most from a greater degree of patient engagement through a patient portal. Ultimately, adoption by patients and endorsement by providers will come when existing patient portal features align with patients’ and providers’ information needs and functionality.
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Introduction

Patient Engagement and Patient Portals

Patient engagement has been identified as an essential dimension of the multifaceted solution to the cost/quality crisis in US health care. The patient-centric definition of patient engagement by the Agency for Healthcare Research and Quality (AHRQ) is “the involvement in their own care by individuals (and others they designate to engage on their behalf), with the goal that they make competent, well-informed decisions about their health and health care and take action to support those decisions” [1].
AHRO also defines patient engagement from a systems perspective as “a set of behaviors by patients, family members, and health professionals and a set of organizational policies and procedures that foster both the inclusion of patients and family members as active members of the health care team and collaborative partnerships with providers and provider organizations” [1].

Currently, there is an increasing awareness of health care system’s responsibility to provide easily accessible ways for patients to be engaged in their own care by creating effective partnerships that lead to the patient’s ability to support competent and well-informed decisions [2]. While an electronic personal health record (ePHR) tethered to an electronic health record (EHR), also known as a patient portal, is currently recognized as a promising mechanism to support greater patient engagement, questions remain about how health care leaders, policy makers, and designers can encourage adoption by both providers and patients and what factors might contribute to sustained utilization.

**Definition and Background of Patient Portals**

An ePHR that directly links, or is “tethered”, to an EHR is most commonly referred to as a patient portal. In general, patient information from the EHR such as the problem list, allergies, and lab test results populate the patient portal. In some instances, patients may enter data to populate the EHR. In contrast, an untethered ePHR is under the control of the patient. This means an individual manually enters all information or grants permission for the information to be transferred to the ePHR, from a specific source like a laboratory or pharmacy, and determines who will have access. Thus, the value of an untethered ePHR is determined by a person’s willingness to manage and maintain their ePHR information. Because there is little that health care organizations can do to initiate patient engagement using an untethered ePHR, this literature review is focused exclusively on the patient portal, directly linked to an EHR.

Patient portals were introduced and adopted by a few large health care organizations in the late 1990s (eg, MyChart at the Palo Alto Medical Foundation and Indivo at Boston Children’s Hospital) [3,4]. However, patient portals did not gain widespread use until 2006 when several initiatives coincided, including the launch of ePHRs by Microsoft and Google, the awarding of Centers for Medicare and Medicaid Services (CMS) contracts to private firms to conduct feasibility studies of ePHRs using existing claims data from Medicare programs, and Blue Cross and Blue Shield Association and America’s Health Insurance Plans’ announcement to develop data-sharing programs that would ultimately support ePHR development [5]. These initiatives also coincided with the broad social movement towards adoption and daily use of powerful information and communication sharing tools such as smartphones and social media, illustrating the readiness of the general population to embrace technology in a new socially interactive way.

The current principal driver of patient portal development is the meaningful use (MU) criteria of the CMS EHR incentive program [6]. Features mandated by MU that directly relate to patient portal functionality include providing (1) a clinical summary to the patient after each visit, (2) secure messaging (SM) between patient and provider, (3) ability to view, download, and transmit personal health record data, (4) patient specific education, (5) patient reminders for preventative services, and (6) medication reconciliation [7]. While these criteria clearly outline tasks and goals, they do little to reflect the value proposition to the end users (patients and providers) or the steps required to engage patients in a sustained and relevant way. Therefore, an aim of this review was to explore the current research addressing the encouragement and support of patient engagement through the patient portal.

**Methods**

**Search Strategy**

Due to the advances in technology and consumer readiness in the mid-2000s, the review was limited to recent literature to better reflect current trends in design, functionality, and perceived user readiness of patient portals. We reviewed literature from 2006 through 2014 in PubMed, Ovid Medline, and PsycInfo using the search terms “patient portal” OR “personal health record” OR “electronic personal health record”. Bibliographies and the literature reviews from these sources were used to identify additional studies [8,9]. Initial inclusion criteria were (1) original, peer-reviewed, qualitative, and quantitative research of tethered ePHRs or patient portals, (2) English language, and (3) available in full text. The final inclusion criterion was that the studies reported on the patient experience and/or ways that patients may be supported to make competent health care decisions and act on those decisions using patient portal functionality. Studies were not targeted to any particular patient subgroup, disease, or clinical setting.

Of the 440 articles identified by the search, 176 were excluded based on title and abstract. Further review based on the final inclusion criterion resulted in 120 articles, which were reviewed in depth (see Multimedia Appendix 1 for summaries of each). Excluded articles focused on the provider perspective only, technicalities of patient portal implementation (eg, policy issues, safety, security), implications for Health Information Exchange, economics impacts, or the utility of patient portal data for research purposes (see Figure 1).
Results

Overview

We grouped the studies into five major topics based on the research questions, explicit and implicit aims of the studies, and related measures addressed. The topics identified included patient adoption, provider endorsement, health literacy, usability, and utility (Table 1). Of the 120 articles that were reviewed, 66 (55.0%) were non-experimental descriptive, 26 (21.7%) were qualitative or mixed-methods, 14 (11.7%) were randomized controlled trials, 10 were pilot studies or case reports (8.3%), and 4 were cohort studies (3.3%) (Table 2). Only 11 articles explicitly identified a guiding theoretical framework, with the Chronic Care Model being the most common among them. The year 2011 was a turning point in the number of published articles, which coincides with the initiation of CMS EHR incentives program. The topical areas that showed the greatest increase in volume were patient adoption and utility (Table 1). See Multimedia Appendix 1 for a brief description of each article and the topical areas addressed. The following section describes each topical area and discusses relevant implications for research, development, and implementation of patient portals.
Table 1. Summary of articles on categories of patient portals for patient engagement.

<table>
<thead>
<tr>
<th>Year</th>
<th>Provider endorsement</th>
<th>Health literacy</th>
<th>Usability</th>
<th>Patient adoption</th>
<th>Utility</th>
<th>Total # of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2007</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2008</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>2009</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>2010</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>2011</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>2012</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>2013</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>12</td>
<td>17</td>
<td>27</td>
</tr>
<tr>
<td>2014</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>11</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>16</td>
<td>20</td>
<td>62</td>
<td>76</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 2. Levels of evidence adapted from Melnyk & Fineout-Overholt, 2005.

<table>
<thead>
<tr>
<th>Type of study</th>
<th>Level of evidence</th>
<th># of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCT</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Cohort/Quasi-experimental</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Descriptive</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Non-experimental (survey, correlational, etc)</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>Qualitative/Mixed method</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Pilot study/case report</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

Patient Adoption

Before a patient portal can serve as a tool for individuals to become more engaged and involved in their own care, patients must first adopt it. CMS 2014 stage 2 MU regulations define adoption in terms of institutional reporting for reimbursement and require that 5% of the institutions’ patient population (1) download or view electronic health information and (2) use secure electronic messages (eg, email) [6]. However, in our review, various operational definitions of adoption were used. For example, many observational studies used usage data of the initial login to the patient portal site to represent adoption; others used data from surveys about patients’ intention to use the portal. Several randomized controlled trials (RCTs) used rates of patient portal intervention adherence to study protocol to define adoption, and for some of these trials, those who completed the studies were considered adopters; in others, adoption was defined as the frequency of intervention use.

Of the 62 articles [5,10-70] that focused on or described patient portal adoption as part of the report, six RCTs included detailed descriptions of intervention group participants who completed the study (and therefore were considered adopters) in comparison to those who did not. We found 12 qualitative or mixed-method studies that collected data about adoption from patients through focus groups or semistructured interviews; 21 studies focused on interest and barriers to adoption for specific populations or patient portal functions (eg, elderly, safety-net, human immunodeficiency populations, secure messaging, prescription refills).

The term “digital divide” is often used to describe major potential barriers to access of electronic tools such as a patient portal and refers to disparities among subgroups based on access to the Internet and computer literacy. However, this term does not encompass the many other factors that may contribute to adoption such as language barriers, age, race and ethnicity, social economic status, and level of patient activation [32,50,54,71]. Several studies examining adoption have shown that ethnic minorities (African American, Latino, Asian) and patients who are younger (under 35 years), healthier, and less educated were less likely to adopt patient portals [15,55,72]; however, results are mixed regarding gender differences [50,63]. People with disabilities and chronic conditions, frequent users of health care services, and caregivers of elderly parents or children tend to have the most interest in patient portals [28,50,62,73]. Other important factors of patient portal adoption include provider acceptance and promotion, and usability of the patient portal interface including ease of registration, navigation, and perceived privacy and security [18-20,74].

Provider Endorsement

Provider endorsement and continued engagement with the patient portal have been identified as important factors in a patient’s decision to adopt and continue to use the patient portal functions to achieve and sustain anticipated positive outcomes [19,75]. Of the 8 articles that addressed physician endorsement [12,19,34,76-80], 5 studies were qualitative or mixed-method studies, and one RCT included a retrospective survey of physicians’ use and satisfaction.
Four of the studies sought to capture attitudes of clinicians towards patient portals prior to having firsthand experience interacting with them. Prior to actual use of patient portals, clinicians expressed concerns related to patient engagement including: the potential for inducing patient anxiety regarding test results; the accuracy of patient entered data; the potential liability for tracking and acting on critical clinical information, such as blood glucose levels and blood pressure readings; implications for changes in the patient-provider relationship; and the anticipated increased workload [34,77,78,81].

Retrospective studies showed that the pre-portal concerns regarding patient anxiety about test results were not justified as demonstrated by numerous patients who found the test result feature one of the most useful [82]. In addition, while perceived increases in workload and duration of clinic visits varied among studies, clinicians believed patients were more interested in participating in their care and found that verifying the additional information in the patient portal provided during face-to-face visits was helpful, thus eliminating the accuracy concern [19]. Overall, the workflow of individual providers and the health care team as a whole, including nurses, pharmacists, support staff, and physicians, must be adapted in order to incorporate patient portal functionality, and the patient engagement it allows, into the delivery of preventative services and illness management processes [45].

Health Literacy

The definition of health literacy developed for the National Library of Medicine and used by the Healthy People 2010 initiative is “the degree to which individuals have the capacity to obtain, process and understand basic health information and services needed to make appropriate health decisions” [83]. Of the 16 studies that specifically addressed health literacy [11,14,30,40,42,64,65,74,84-91], the majority included self-reported health literacy measures via survey questions or open-ended questions; only Noblin et al [42] and Taha et al [91] included validated health literacy measures. Four studies [64,85,88,91] identified conceptual knowledge, numeracy, and computer skills as particularly important literacy factors that contributed to successful patient engagement via a patient portal.

Noblin et al [42] found that 65% of participants who intended to adopt the outpatient clinic’s patient portal had a higher eHealth literacy score than those who were not interested in patient portal adoption. Taha et al [91] results indicated that if health texts involved numeric concepts, users encountered problems, even if they were considered to have “adequate” health literacy. These studies underscore the importance of evaluating health literacy and health numeracy separately in order to identify specific risk factors and design flaws that could impact patient comprehension and ultimately jeopardize the accuracy of patient input and interpretation of results.

Four studies directly addressed the impact of health literacy of intended users on the successful completion of specific tasks [64,84,88,92]. Results showed that patients responded better when medical jargon and abbreviations were translated into “patient friendly” language. These results echo Haggstrom et al [85] and Monkman & Kushniruk’s [88] findings of the dangers of low health and computer literacy to safe and effective use of patient portals.

Schnipper et al [92] and Sox et al [84] revealed that, despite patient involvement in early design and testing of patient portals, subsequent scenario-based usability testing uncovered navigation difficulties primarily due to the unfamiliarity with complex medical language and confusion of how and when to correct identified errors. Monkman & Kushniruk [88] suggest that including health literacy assessments in usability testing of consumer health information systems, such as patient portals, would inform the design of systems for better navigation, data input, and conceptual understanding of health information included throughout the portal.

Monkman & Kushniruk [88] also proposed a specific heuristic for health literacy whose purpose is to identify and categorize when clinical information within the patient portal would most likely be misunderstood by a layperson who does not possess a health care background. This study, along with several other qualitative studies showed that specific health topics (eg, medications, lab results, and allergies) required extra attention to designing with health literacy considerations in mind [45,89,93]. Proposed navigation and aiding tools that increased patients’ ability to understand their personal health information more fully include integrating links to definitions of terms and detailed explanations, using movies and illustrations, substituting lay language for medical terminology and using graphs to track trending data, such as blood pressure and blood glucose levels [84,85,94].

Usability

Usability testing is the term used to describe the assessment of how easy a user interface is to operate. The word “usability” also refers to methods for improving ease of use during the design process [95]. One such method is heuristic evaluation, a method of testing a preliminary prototype by examining the interface and judging its compliance with recognized usability principles (ie, “heuristics”). Further iterative usability testing is accomplished using a series of prototypes and participatory scenario-based and “think-aloud” sessions with intended users in order to redesign the interface and workflows to better match user needs and preferences. Early usability testing, and its role in patient portal design, is important because it directly impacts whether or not a patient can easily adopt a patient portal. It also impacts the ability of the user to successfully navigate portal functions, accurately input information, and comprehend the information presented, ultimately contributing to its usefulness as a tool for patient engagement.

Of the 20 studies that addressed usability of patient portals, 6 performed some form of heuristic and usability testing with objective observation and various forms of “think aloud” sessions [25,84,85,92,94,96]. Only Schnipper et al [92] included usability testing of both the clinician and patient interfaces. The remaining 14 studies assessed users’ subjective satisfaction and ease of use with questionnaires and/or interviews to evaluate overall adoption and utilization [11,38,45,47,48,64,65,73,82,88,89,91,97,98].
Schnipper et al [92] addressed the needs of both end users (ie, clinicians and patients) in the usability testing of a medication management module embedded within the patient portal. The study highlighted the need for end user-specific interfaces and functionality in order to make the user experience easier and more efficient, thus demonstrating its value and promoting sustained use. For patients, this meant striking a balance between free-text, structured, and coded data fields in order to leverage the usefulness of patient-entered data without confusing or overwhelming patients. For example, drop-down menus and scroll bars were found to be less confusing and more efficient than dynamic text boxes that would react to the word being typed when inputting data, such as medications and allergies. In the case of clinicians, this meant integrating the clinician side of the application with their workflow so that clinicians could verify and correct patient-entered data while simultaneously facilitating the flow of that data into the EHR.

Much of the literature surrounding usability confirms that adoption and sustained use of technology are directly related to ease of navigation and the perceived usefulness of the available information [99]. While nearly all the patient portal usability studies that used subjective assessments showed positive results for ease of use and satisfaction, the in-depth objective usability studies were more effective at uncovering a variety of barriers to safe and effective use.

Utility
Utility refers to the availability of needed features. Utility and usability are equally important and together determine whether something is useful [99]; 76 studies focused in some way on patient portal utility [5,12,13,15,19,22,23,25-27,30,34,37,41,44,47,52,53,56,57,59,60,64,65,69,70,79,82,84-87,89,90,92,96,98,100-137]. The majority of descriptive, qualitative, and mixed-method studies focused on eliciting patient preferences for specific functions. Patients preferred functions that offered convenience, such as an easy way to contact and communicate with providers, order prescription refills, and access multiple family medical records. Easy-to-read, printer-friendly summaries were also viewed as helpful for sharing information with family members and providers who did not have patient portal access. The top two patient portal qualities that were deemed most utilitarian for patients were personalization and collaborative communication between patients and providers [67,138].

Personalization
While numerous descriptive and qualitative studies attest to the desire for personalized patient portal functionality, there is little research about what kind of personalization would lead to greater patient engagement. Currently, the greatest research focus is on chronic disease medication management and preventative services. Only 3 RCTs specifically tested the efficacy of patient-tailored interventions [13,30,90]. Grant et al [13] provided patient-tailored decision support and enabled the patient to author a “Diabetes Care Plan” for electronic submission to the physician prior to upcoming appointments. This intervention led to increases in pre-visit use of the patient portal and increased rates of diabetes-related medication adjustment at 12 months. Krist et al [62] provided a personally tailored list of prevention recommendations and found that at 16 months, 1 in 4 users were up-to-date on all preventive services—nearly double that of non-users. Sequist et al [30] sent personalized electronic messages that included (1) alerts for overdue health screenings and information on screening options, (2) a mechanism for patients to submit requests to schedule screening examinations, and (3) a link to a Web-based tool for patients to assess their personal risk of colorectal cancer. Findings showed that screening rates were significantly higher at 1 month for patients who received electronic messages than for those who did not, but the difference was no longer significant at 4 months.

Collaborative Communication
Collaborative communication refers to the ability for patients and providers to share timely and pertinent information, enabling patients to participate as active members of the care team beyond the hospital or clinic setting. SM and medication reconciliation are the two most common patient portal functions that offer the opportunity for such communication. Both functions also pose the greatest potential changes to provider workflow and overall impact on the patient-provider relationship.

For example, the difficulty aligning information management tools with current provider workflow and care delivery priorities was highlighted in a study of an interactive medication reconciliation module that emailed primary care physicians when a patient added or changed information [106]. Results showed that patients were willing and able to annotate their medication list, offering the most up-to-date and complete information, but email notifications were ineffective at prompting providers to update the EHR medication list outside of a clinic visit [106]. Thus, while the notion of designing patient portals to support patient involvement in their care, such as opportunities for their participation in medication reconciliation, shows promise, their effectiveness will depend on the ability to better incorporate these functions into provider workflow and delivery of care.

Other implications of electronic forms of communication via a patient portal are the potential to improve efficiency by way of substituting SM for face-to-face encounters and using SM reminders to decrease missed appointments and promote timely preventative care. However, research shows mixed results leading researchers to believe that the relationship between SM and utilization is more complex than the simple substitution of online for in-person care suggests. For example, while an earlier study at Kaiser Permanente showed a decrease in face-to-face encounters after the initiation of SM [22], a subsequent study in a different Kaiser region showed the opposite effect [115]. A study done at the Mayo Clinic, aimed at clarifying this discrepancy, focused on frequency of messages, long-term use, and importance of SM among certain subgroups [121], which showed neither an increase nor decrease in face-to-face provider visits with the use of SM.

SM is also being used as a one-way communication tool to deliver reminders for preventative care and appointments. A 2011 study at seven Duke medical clinics showed that email reminders, in combination with scheduling functionality within the patient portal, demonstrated significant declines in “no-shows” [27]. A meta-analysis and systematic review by
Guy et al [139] demonstrated a substantial increase in the likelihood of attending clinic appointments when patients received SM reminders. Perhaps the most encouraging results with SM were the large reduction in missed appointments among historically disadvantaged groups, such as Medicaid recipients, the uninsured, and black patients [27].

SM reminders via email have also been shown to be generally successful at encouraging higher rates of preventative services use. For example, a multi-practice randomized controlled trial showed improvement in the rates of certain preventive screenings and vaccinations, but preventative services as a whole were not impacted [113]. Findings suggest that SM reminders are most effective when they are tailored to the population and context, thus targeting specific goals such as herpes zoster vaccinations for older adults, or pediatric preventative care visit reminders for parents [119,129].

Discussion

Principal Findings

The current principal driver of patient portal development is CMS and Medicaid EHR incentive program meaningful use (MU) criteria [6]. While MU criteria clearly outline requirements of basic functionality and targeted adoption rates, they do not delineate the steps or features required to engage patients in a sustained and relevant way. Presently there is no clear definition of patient portal adoption beyond the minimum use requirements outlined in the MU criteria. However, in order for health care institutions to track the success of patient portals in terms of patient engagement, a multi-dimensional definition of portal adoption should include both motivating factors for initiation and use over time A definition of this kind would inform a set of universal quality and efficiency reporting measures beyond the current minimal MU criteria to include more relevant patient engagement data.

Current research has demonstrated that patients’ interest and ability to use patient portals is strongly influenced by personal factors such as age, ethnicity, education level, health literacy, health status, and role as a caregiver. Health care delivery factors, mainly provider endorsement and patient portal usability, also contribute to patients’ ability to engage through and with the patient portal.

While health literacy has been identified as an important factor in the successful use of patient portals, few studies have used validated health literacy measures, making it difficult for future research to build on the findings. Research demonstrates that specific aspects of health literacy, mainly numeracy and familiarity with medical terminology, greatly impact the ability of patients to accurately input data and interpret the information provided in the patient portal. The direct relationship between health literacy and effective use of the patient portal supports the argument for the use of specific health literacy heuristics as part of overall usability testing.

Research also demonstrates that objective testing (as opposed to solely subjective) should also be a part of patient portal usability testing. Although objective usability testing is expensive and time consuming, studies demonstrate the need for continued work in this area in order to ensure patient portal interfaces promote patient comprehension and data entry accuracy. The promotion of content accuracy and patient comprehension impacts the overall usefulness of the information for both patients and providers.

The perceived usefulness of patient portals from the providers’ perspectives cannot be underestimated. Provider endorsement is one of the most influential factors impacting patients’ initial adoption, as well as its continued use as a tool for collaborative communication [20]. Yet, current research demonstrates the difficulty in aligning information management tools, such as the patient portal, with current provider workflow and care delivery priorities.

While current development and research is focused on demonstrating feasibility and efficiency of medication reconciliation and SM reminders, the research has revealed roadblocks to successful implementation rooted in the lack of provider workflow adaptations A greater understanding of the essential adjustments in provider workflow, including potential changes in the roles and responsibilities of the care team overall, is necessary in order to translate findings into practice. Few studies have focused on exploring how patient portal use should unfold within the context of the patient-provider interaction, or how it might impact the overall organization and workflow of the health care team including potential liability concerns, reimbursement, and relationships with patients.

Ultimately, successful implementation requires health care institutions to invest time and resources to systematically assess the health needs of their specific patient and caregiver populations, their individual stages of readiness to adopt a patient portal, and the types of assistance needed to do so [140]. Ideally, interactive sites would collect information on individuals’ health, health behaviors and personal goals, and assess health literacy and functional ability, which would then inform the adaptation of the patient portal to accommodate the needs of the individual and/or what additional or alternative resources may be useful [2]. Such adaptations include personalized content and tailored data presentations specifically designed to enhance interpretation and comprehension of key personal health concerns and timely and pertinent action steps.

In addition, external environmental and contextual factors, such as distance between patient and clinic, and complexity and trajectory of health concerns, may impact which form of access is preferred for a specific person, provider, location, and situation. Future directions of research should focus on identifying specific populations and contextual considerations that would benefit most from a greater degree of patient engagement through a patient portal. This information could then lead to the creation of health care service policies that promote the use of a patient portal by both providers and patients within the most appropriate settings.

Conclusions

If institutions are to engage patients via the patient portal in a way that encourages them to become active members of the care team, support their competence in making health-related decisions, and help them to act on those decisions, institutional
leaders must consider the contributing factors that impact efficacy and sustained use of patient portals. According to this review, these factors include attention to the topical areas of patient adoption, provider endorsement, health literacy, usability, and utility. Ultimately, adoption by patients and endorsement by providers will come when existing patient portal features align with patients’ and providers’ information needs and functionality. Conceptualizing patient portals as a dynamic component of the patient-provider relationship and health care delivery system as a synergetic whole, rather than an isolated repository of information or a set of disconnected functions meant to collect patient data for provider use, may help to inform future research, improve patient portal design, and efforts to promote adoption and effectiveness.
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Abstract

Background: Patient accessible electronic health records (PAEHRs) enable patients to access and manage personal clinical information that is made available to them by their health care providers (HCPs). It is thought that the shared management nature of medical record access improves patient outcomes and improves patient satisfaction. However, recent reviews have found that this is not the case. Furthermore, little research has focused on PAEHRs from the HCP viewpoint. HCPs include physicians, nurses, and service providers.

Objective: We provide a systematic review of reviews of the impact of giving patients record access from both a patient and HCP point of view. The review covers a broad range of outcome measures, including patient safety, patient satisfaction, privacy and security, self-efficacy, and health outcome.

Methods: A systematic search was conducted using Web of Science to identify review articles on the impact of PAEHRs. Our search was limited to English-language reviews published between January 2002 and November 2014. A total of 73 citations were retrieved from a series of Boolean search terms including “review*” with “patient access to records”. These reviews went through a novel scoring system analysis whereby we calculated how many positive outcomes were reported per every outcome measure investigated. This provided a way to quantify the impact of PAEHRs.

Results: Ten reviews covering chronic patients (eg, diabetes and hypertension) and primary care patients, as well as HCPs were found but eight were included for the analysis of outcome measures. We found mixed outcomes across both patient and HCP groups, with approximately half of the reviews showing positive changes with record access. Patients believe that record access increases their perception of control; however, outcome measures thought to create psychological concerns (such as patient anxiety as a result of seeing their medical record) are still unanswered. Nurses are more likely than physicians to gain time efficiencies by using a PAEHR system with the main concern from physicians being the security of the PAEHRs.

Conclusions: This review implements a novel scoring system, which shows there is a lack of rigorous empirical testing that separates the effect of record access from other existing disease management programs. Current research is too targeted within certain clinical groups’ needs, and although there are positive signs for the adoption of PAEHRs, there is currently insufficient evidence about the effect of PAEHRs on health outcomes for patients or HCPs.

(J Med Internet Res 2015;17(6):e161) doi:10.2196/jmir.4446
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Introduction

Modern technology is changing the role of the passive patient to a more informed and engaging stakeholder in their own care [1]. Technology is making personal health-related data and documents digitally accessible and shareable between patients and physicians, with the aim of improving the safety, quality, and effectiveness of care [2]. According to the Council of Europe, patients should be in a position to access their medical records at their request and also be able to control who else can see their records [3]. Despite such calls, it is still not common practice for patients to access their medical records [4].

The use of patient accessible electronic health records (PAEHRs) has been considered by health organizations since the early 1990s [5]; however, PAEHRs have only recently received attention for their use in improving access to patient data [6,7]. In their early days, PAEHRs failed to gain approval for adoption because of prohibitive financial cost and the difficulty of transitioning from paper-based records [8]. With the advancements of modern technology, PAEHR systems should be technologically easier to implement and administer, yet the question still remains: Why has modern medicine not yet seen more widespread application and implementation of PAEHR in patient care?

One potential reason is that research has still not resolved whether patients want to access their medical records. Assuming patients would like access to their records, it is not yet known how helpful their medical record (in its typical current form) will be to them and whether patients will understand its content [1,4]. Furthermore, we currently have no knowledge of the impact that patient access to their PAEHRs would have on health care providers (HCPs) [9].

To date, research on the impact of PAEHRs has been focused on a particular clinical group, or on a limited number of outcome measures, from either the perspective of patients or doctors. Furthermore, no data have been published regarding the impact of changes in information supply—whether qualitative or quantitative—on patients’ psychological status, for example, their anxiety about their health [10]. To address the above issues, we provide a review of existing reviews that aims to critically evaluate the current state of the evidence regarding PAEHRs. The main objective of this paper was to synthesize relevant research to provide a quantitative insight into the impact of PAEHRs across a range of outcome measures in a number of clinical populations and investigate differences between patients and HCPs.

Methods

Study Search and Selection

We searched English-language articles indexed in any databases in Web of Science with a publication date between January 2002 and November 2014. Potentially relevant review articles were identified using a combination of medical subject headings, free text phrases, and Boolean searches. These included “review*” with (1) “patient access to records” (n=49 citations), (2) “patient portal” (n=18 citations), and (3) “patient accessible” (n=6 citations) across all Web of Science databases, including Web of Science core collection, MEDLINE, and BIOSIS Citation Index. This allowed us to focus the current paper as a review of reviews within the existing literature resulting in 73 citations. The references of selected reviews were also examined to search for additional articles satisfying inclusion criteria (n=1).

Eligibility Criteria

We defined PAEHRs as patient accessible information held by the physician and/or health care system. We included systematic reviews that assessed the effect of PAEHRs on a variety of quality and clinically related outcome measures in adult populations. The reviews investigated patients suffering chronic disease such as diabetes and hypertension as well as patients seen in primary care. Inclusion criteria included suitable research questions, description of methods supporting the paper as a review, and reported a narrative on the impact of PAEHRs. Exclusion criteria were non-English, non-peer-reviewed, duplicates, non-empirical, and papers with a non-electronic use of record access or if the focus of the paper was on the design of a patient portal system. The majority of citations were excluded because they did not provide a review of the existing literature on patient/HCP outcome measures based on a review of the abstract and/or study title (Figure 1).
Scoring System

A scoring system was developed to weight the impact of an outcome measure quantitatively and thereby investigate the impact of PAEHRs by individually assessing their impact on each outcome measure described in the reviews. These outcome measures were subsequently categorized forming 16 measurable domains (Multimedia Appendix 1). The definitions of these outcome measures are either (1) derived directly from one of the original review sources (eg, “effectiveness of record access” and “usefulness and usability” have been concatenated to make the definition “usefulness/effectiveness of record access”), or (2) a logical definition has been applied based on the original definitions (eg, “glycemic control, change in glyated hemoglobin and blood pressure control” have been concatenated to make the definition “clinical outcome”). The citations of each included review were assessed to determine which outcome measures were investigated (frequency) as well as the result of that outcome measure, that is, if the investigated outcome measure was found to improve as a result of PAEHR access (positive impact). For example, in a review by Giardina et al [9], a study was included carried out by McCarrier et al, which evaluated the effectiveness of electronic patient portals in a group of diabetic patients [11]. McCarrier found that there was no improvement in glycemic control in patients with PAEHR access (clinical measure), but patients became more involved in their clinical care through the use of PAEHRs (self-efficacy - patient involvement), therefore providing a positive outcome score of 1 in the “self-efficacy - patient involvement” outcome measure and a no improvement score of 0 in the “clinical outcome” outcome measure.

Results

Overview

The systematic search provided ten review articles reporting on PAEHR implementations across different health care contexts and clinical groups (Multimedia Appendix 2; [12]). Eight review articles were used in the final analysis. One review was excluded because of duplicate citations [1], and another study [7] contained 32 citations that were not referenced directly within the outcome measures described in their paper. Figure 2 summarizes the total number of times an outcome measure was reported in each review against the number of times these outcome measures were reported to have had a positive impact across each individual study.
Figure 2. Frequency of all outcome measures across the 8 reviews analyzed in this study. The number of times a review (y-axis) reported on any outcome measure (black bar) against the number of times these outcome measures were found to have a positive impact (gray bar).

Patients’ Perspective

Across reviews, we found some uncertainty regarding whether access to PAEHRs makes a difference and whether patients actually want access to their PAEHRs (Figure 3).
Usefulness/Effectiveness of Patient Access to Electronic Health Records

The usefulness/effectiveness of PAEHRs includes outcomes such as the usefulness, interoperability, and adoption rate. A more detailed list can be found in Multimedia Appendix 1. It is unclear from the current evidence whether PAEHRs are useful or effective for patients. Giardina found 40% (2/5) of studies showing positive outcomes of PAEHR usefulness [9]. Nyugen found 50% (43/86), and Poissant found 53% (10/19). Two reviews found PAEHRs showed an overall positive impact: 100% for both de Lusignan (9/9) and Goldzweig (2/2). Whereas Ferreira found the opposite effect (0/1).

Nyugen et al reported that patients questioned the usefulness of PAEHRs because they were not well designed and did not integrate well with other existing clinical systems, for example, the National Health Service (NHS) HealthSpace [13]. Four themes emerged from the current review that act as a framework for usefulness: (1) promotion of a sense of illness ownership, (2) patient driven communication, (3) personalized support, and (4) mutual trust between patient and provider.

Patient Satisfaction

Patient satisfaction was investigated with outcomes such as mood states and satisfaction with care [14] and is further defined in Multimedia Appendix 1. We found six reviews that reported on patient satisfaction. Of those, two reviews [4,14] found no change in patient satisfaction (0/1 in both reviews) and one review reported 14% (1/7) that included showing a positive impact on patient satisfaction after PAEHR use [9]. Nyugen found 40% (2/5) of studies [13] and Goldzweig reported 57% (4/7) of studies showing a positive impact on patient satisfaction [15]. De Lusignan reported 100% (10/10) of studies showing a positive change in patient satisfaction [16].

A barrier to PAEHR uptake is poor patient satisfaction with a PAEHR system. Satisfaction can be a result of various aspects of patient experience, such as the (perceived) quality of care, consultation, or information provided [9]. Giardina et al found 11 studies that reported on patient satisfaction with eight of them showing no significant differences in satisfaction as a result of PAEHR access [9]. Similarly, Ferreira et al found that use of PAEHRs produces only modest benefits in satisfaction [4].

Patients’ Self-Efficacy

Self-efficacy involved various aspects that encompass a patient’s beliefs about how they feel, including patient involvement, communication, and patient empowerment as a result of PAEHR access. Overall, we found 67% (31/46) of positive changes as a result of PAEHR use across all self-efficacy domains, as made up by patient involvement (67%, 10/15), patient empowerment (78%, 18/23), and patient communication (38%, 3/8).

The most common reasons that patients wanted to look at their medical records were to see what their physician said about them (74%), to be more involved in their health care (74%), and to understand their condition better (72%) [4]. Ko et al report patient empowerment outcomes in 3 clinical groups, namely oncology (n=2), and palliative care (n=1) demonstrating positive change after PAEHR use, and a negative change in a group of rheumatoid arthritis patients (n=1), and two studies in oncology with patient communication as an outcome (both showing no change in communication with PAEHR access) [14].

Psychological Outcomes

Psychological outcomes examined across reviews included measures of anxiety, depression, contentment, and quality of life, using behavioral measures such as the Spielberger Anxiety Scale [17]. The most frequent outcome was anxiety, with 100% (10/10) of studies reporting a positive change, followed by depression (73%, 20/27) and contentment (60%, 11/18). Quality of life was the least frequently reported outcome, with only 33% (2/6) of studies reporting a positive change [18].

Figure 3. The frequency of patient outcomes (black bars) against frequency of positive change (gray bars); eg, usefulness/effective of record access (RA) has been investigated 122 times as an outcome measure with only 66 of those investigations reporting a positive impact (gray bar). We therefore infer that the proportion of black on the horizontal bars illustrates that there are studies that have found RA to have a negative impact or at least no impact on the outcome factors.
State-Trait Anxiety Inventory and the European Organization for Research and Cancer quality-of-life questionnaire (EORTC QLQ-C30) [17]. We found a typical pattern of mixed outcomes with 11 studies showing no change in psychological outcomes from a total of 18. For example, a study reported in Goldzweig et al randomly assigned couples having in vitro fertilization in the Netherlands to usual care versus PAEHR access and found no change in anxiety or change in depression between the 2 groups as a result of PAEHR access [18]. Poissant et al also report that PAEHR access was not found stressful by patients [19]. Ferreira et al found no consistent pattern in the impact of PAEHRs on psychological outcomes and suggested it is worthwhile to carry out a larger study on the effects of PAEHR use on such outcomes [4].

Health Outcomes/Behaviors and Clinical Outcomes

Health outcomes/behavior include diet, alcohol intake, medication changes, and smoking or exercise habits and are different to “clinical outcomes”, which refer to outcomes that can be empirically tested such as hemoglobin A1c levels. Giardina et al’s review shows a typical pattern of PAEHR impact, whereby they found a mix of results relating to specific clinical measures (such as blood pressure and various diabetes measures) with 50% (2/4) of studies reporting a positive change in clinical measure [9]. Goldzweig et al found most positive changes with 75% (6/8) of studies in their review reporting a positive change as a result of PAEHR access [15].

Ammenwerth et al found that the impact of PAEHR access on health outcomes is limited with respect to impact on clinical outcome, health resource consumption, patient adherence, and patient-physician communication. They report that the parameters studied did not show a statistically significant difference between intervention and control groups and in particular, no statistically significant changes could be observed for parameters related to clinical outcome. Ammenwerth’s findings suggest that the available evidence does not support the assumption that PAEHRs improve patient care [1].

Health Care Professionals’ Perspective

There were a number of articles that evaluated the benefit of PAEHRs from the HCPs’ perspective (Multimedia Appendix 1), although relatively fewer studies focused on the HCPs’ perspective of PAEHRs when compared with patient perspective [20] (Figure 4). The types of HCP evaluated were mainly doctors and nurses [21-30].

Several of these, in addition to stating a qualitative benefit, described the measurable impact of any benefit as outcome measures including workload, privacy and confidentiality concerns, cost, and communication. These are described in more detail below.

Figure 4. Frequency of studies showing a positive change (black bars) and negative/no change (white bars) after patients were given record access from the point of view of doctors and service providers.

<table>
<thead>
<tr>
<th>A) Doctor</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctor workload</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Doctor privacy and confidentiality concerns</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Doctor communication</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Doctor views</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B) Service Provider</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of interventions</td>
<td>5</td>
</tr>
</tbody>
</table>

Doctors’ Views, Privacy, and Confidentiality Concerns

The poor uptake of electronic health records (EHRs) may be driven by HCPs who are wary of patient access to medical records, fearing it may cause patient anxiety. De Lusignan et al found eight studies where physicians feared that PAEHR access without a physician available to interpret the information might cause patients to worry [16]. Although these risks are low [31], doctors have concerns about shared medical records and see less potential for benefit than patients [32]. These concerns included doctors finding a computer system “stressful”, having spent twice as much time using the computer than they had previously using their hand-written notes [19].

These concerns are also extended to the security of the electronic records, with HCPs reporting professional concerns about privacy and confidentiality in 16 studies of de Lusignan’s review [16]. The security and confidentiality of patient data must be put at the forefront of EHR services in order to achieve widespread consumer acceptance and adoption [9], and patients...
should have the right to decide who can access and edit their medical records [33], which was found to be a common barrier for PAEHR uptake [15].

**Workload**

HCPs do not want changes to the current medical record system to negatively impact their time [34]. Research has shown an interesting mix of findings on the impact of PAEHRs on workload. The most striking finding is a study that recently investigated changes in HCP workload [16]. De Lusignan et al found that half of the studies in their review (13/26) showed PAEHRs have a positive impact on changes to workload or workflow (ie, a decrease in workload).

Poissant et al’s review focused on the effects of PAEHR access on HCPs documentation time. They found that that decreased documentation time in a PAEHR project is not likely to be realized, especially for physicians. From a total of 23 studies included in their review, they found that 11 studies examined the impact of PAEHRs on time efficiencies of nurses, of which six studies found that nurses are more likely than physicians to gain time efficiencies by using a computer system to document patient information. Two studies found that bedside PAEHR increased documentation time, and one study reported different results depending on the specific content of the information being documented [19].

With respect to physicians, ten studies examined the impact of PAEHR on time efficiencies of physicians. Poissant et al found that using a PAEHR system increased physician documentation time by 17%. Of their studies, 60% (6/10) reported significant results in the direction of unfavorable impact on initial visit time, and 10% (1/10) lacked sufficient information to identify whether the results were significant. In the remaining three studies, there were no significant differences between computer and paper documentation time [19]. Ferreira et al report that physicians found no change in their workload or no adverse consequences as a result of PAEHRs, and all the physicians supported the use of PAEHRs [4].

**Doctor Communication**

Improving doctor-patient relationship is one of the few outcomes that can be investigated from a physician point of view, yet studies still report how doctor-patient relationships improve from the patient point of view. Ferreira et al report only one study that investigated doctor-patient relationships. They found that the majority of doctors (and patients) were unanimous in their belief that the paehr access was positive for both physicians and patients and improved the level of communication between them [4]. Furthermore, Ferreira et al report three randomized clinical trial studies whereby hcp's found access to paehrs via the internet easy to use, useful, and considered that it could improve their communication with other HCPs [4].

**Cost for Patient Accessible Electronic Health Records**

Fewer studies across the reviews examined PAEHRs from the perspective of the service provider (eg, a hospital providing PAEHR access). In one study, Poissant et al found that using PAEHRs for writing all inpatient orders significantly lowered patient charges and hospital costs [19]. Nyugen et al reviewed three studies that demonstrated how PAEHRs in the United States could provide a positive return on investment providing evidence of major financial benefit [13].

**Data Quality**

Apart from patients, HCPs, and service provider factors, we considered study design, which informs the quality of the evidence analyzed in our review. Poissant et al reviewed 23 papers of which only 5 were randomized controlled trials (RCT), with other studies being posttest control studies (n=6), and one-goup pretest-posttest designs (n=12) [19]. Ferreira et al outlined the number of articles implementing an RCT (n=18), a transversal study (n=39), a longitudinal study (n=5), and a letter (n=20) [4].

Not all studies highlighted the historically small proportion of randomized studies. In Giardina et al’s more recent review, however, 20 studies were RCTs with only seven studies being uncontrolled observational studies [9], suggesting that the quality of evidence is continuing to improve.

**Discussion**

**Principal Findings**

The systematic reviews included in our synthesis aimed to investigate the effect of record access on various outcomes. We found that these reviews showed mixed outcomes in aspects of patient safety, usefulness, satisfaction, and self-efficacy across patients and HCPs. This is typically represented by Giardina et al’s review, who found an absence of positive evidence on these outcome measures, with only 50% of studies showing positive changes with record access [9]. Positively, the little work carried out on the cost of PAEHRs has shown that implementing PAEHR systems would lower hospital costs.

We next highlight some of the issues that surround the study of patient access to their medical records in terms of both technical and scientific rigor, which leads to the root of the problem: for such a large problem, there is very little data-driven evidence coming from a large population. We believe a large factor contributing to the lack of success in PAEHR access has been a lack of data-driven evidence about the opinions, wants, and needs of large clinical consumer groups. This setback comes to the heart of the issue in this field: PAEHR developers are still not clear whether providing patients with record access makes a difference to either the patients themselves or their physician.

**Lack of Empirical and Rigorous Testing**

Current research is targeted to certain clinical groups and their needs, which makes the findings difficult to implement across a large non-disease-specific population. More than half of the patient portal evaluations reviewed by Otte-Trojel were targeted at chronic disease patients, such as the management of diabetes, hypertension, and depression [7]. The problem with disease-specific studies is that they are more vulnerable to a “ceiling effect” due to the breadth and quality of the well-established existing disease management programs. This problem is also highlighted in Goldzweig’s review, which identified examples where record access was associated with improved outcomes for patients with chronic diseases, such as
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diabetes, hypertension, and depression, but these studies generally used the PAEHR in conjunction with case management [15]. As a result, the effects of PAEHRs are small and could provide an explanation into why PAEHR effects are often inconsistent. Future work could consider investigating the effects of PAEHRs on various mechanisms (such as patient empowerment) outside the remit of disease-specific groups to avoid issues surrounding care coordination [7].

A large proportion of studies that investigate the impact of PAEHRs on various outcome measures follow a quasi-experimental design implementing interviews and/or surveys to measure the impact of each intervention. There is the potential to implement better quality study designs and use more objective and rigorous measuring techniques to determine whether a cause and effect relationship exists between PAEHRs and outcome measures. Future research should examine the processes of PAEHR and their direct effects by implementing a pretest and posttest design where participants are tested on a specific set of outcome measures before and after exposure to a PAEHR system.

Research should also aim to address our understanding of how PAEHRs can bridge the gap between patient and doctor with a focus on using up-to-date technologies. Over the last 20 years, there have been large technological improvements, both in terms of hardware and software. As a result, research carried out in the last century may not be comparable with modern day technologies. We found that a large proportion of studies that investigated the effects of PAEHRs were published between 1996 and 2005. The implementation of PAEHRs should no longer be a technological problem as the technology has been available for some years now [13], therefore, it is important for research to reflect these advances.

**Limitations**

Our study focused only on English language reviews, which neglects PAEHR advancements from other parts of the world. Furthermore, our review of reviews covers a small overall evidence base compared to a systematic review focused on one group (eg, patients) and a lack of quantitative synthesis is arguable, as the reviews presented heterogeneous datasets/studies. However, we believe that the reviews analyzed here cover a large number of primary studies across a variety of outcome measures and our scoring system provides a quantifiable way of synthesizing the literature. PAEHR systems conceptually vary, and our review brings together results across a variety of PAEHR systems, as do the reviews that make up our work, which could be contributing to the nature of the results. The small number of RCTs investigating patient access to their medical records was further limited by the small sample sizes in the studies used in this review, therefore compromising the quality of a scientific study. However, there is currently little solid evidence from RCTs of proven effectiveness in improved patient health outcomes through the use of PAEHRs [35].

**Conclusions**

Our synthesis of available systematic reviews examined the impact of patient access to electronic medical records and revealed few overarching results. There was minimal evidence to support the universal use of PAEHRs both from a patient or HCP point of view; however, PAEHRs appear to have a positive impact on patient empowerment. Patients appear to have positive views after using PAEHRs and the information quality in PAEHRs is positive, although major drawbacks include security, privacy, and confidentiality concerns. HCPs also appear to be divided in terms of whether using a PAEHR reduces their workload. The topic of PAEHRs appears to be one that divides both patients and HCPs and is certainly a field where more rigorous research is needed to evaluate practice and improve system design and implementation.
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Medical Student and Tutor Perceptions of Video Versus Text in an Interactive Online Virtual Patient for Problem-Based Learning: A Pilot Study

Abstract

Background: The impact of the use of video resources in primarily paper-based problem-based learning (PBL) settings has been widely explored. Although it can provide many benefits, the use of video can also hamper the critical thinking of learners in contexts where learners are developing clinical reasoning. However, the use of video has not been explored in the context of interactive virtual patients for PBL.

Objective: A pilot study was conducted to explore how undergraduate medical students interpreted and evaluated information from video- and text-based materials presented in the context of a branched interactive online virtual patient designed for PBL. The goal was to inform the development and use of virtual patients for PBL and to inform future research in this area.

Methods: An existing virtual patient for PBL was adapted for use in video and provided as an intervention to students in the transition year of the undergraduate medicine course at St George's, University of London. Survey instruments were used to capture student and PBL tutor experiences and perceptions of the intervention, and a formative review meeting was run with PBL tutors. Descriptive statistics were generated for the structured responses and a thematic analysis was used to identify emergent themes in the unstructured responses.

Results: Analysis of student responses (n=119) and tutor comments (n=18) yielded 8 distinct themes relating to the perceived educational efficacy of information presented in video and text formats in a PBL context. Although some students found some characteristics of the videos beneficial, when asked to express a preference for video or text the majority of those that responded to the question (65%, 65/100) expressed a preference for text. Student responses indicated that the use of video slowed the pace of PBL and impeded students' ability to review and critically appraise the presented information.

Conclusions: Our findings suggest that text was perceived to be a better source of information than video in virtual patients for PBL. More specifically, the use of video was perceived as beneficial for providing details, visual information, and context where text was unable to do so. However, learner acceptance of text was higher in the context of PBL, particularly when targeting clinical reasoning skills. This pilot study has provided the foundation for further research into the effectiveness of different virtual patient designs for PBL.
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Introduction

Virtual patients are interactive online tools that present learners with simulated patient encounters [1]. They are used in a range of contemporary medical educational settings, including small-group learning, lectures, self-directed learning, and assessment [2,3], as well as in other disciplines such as nursing [4] and primary care [5]. Virtual patients are generally Web-based which allows for a wide range of resources, such as multimedia or multiple-choice questions, to be included in their design.

The use of virtual patients has been linked to the development of learners’ clinical reasoning skills [6] by allowing them to be active participants in a clinical situation, interpreting the available information, and making decisions based on what they know. The design of virtual patients generally follows 1 of 2 models: linear or branching [7]. Branching virtual patients are based on a decision tree that allows learners to make decisions at selected option points, thereby changing their path through the case. In contrast, learner interactions with linear virtual patients do not change the narrative of the scenario. Different paths can have different consequences, which can help learners to develop their clinical reasoning skills in ways that are safe, structured, and rich in feedback and instruction [8].

Research into the effective use of simulation for learning has identified the benefits of feedback and repetitive practice [9-11]. Virtual patients are a form of simulation and many of these factors have been used to guide their design [12]. Low-fidelity simulations, such as virtual patients, have a number of advantages over high-fidelity mannequin-based simulations. For instance, they are cheaper to produce and deploy and can (by being Web-based) be scaled to larger numbers of concurrent users. Indeed, Norman et al [13] argue that there is little educational advantage in using high-fidelity simulations over lower fidelity solutions, whereas Maran and Glavin [14] make a distinction between “engineering fidelity” and “psychological fidelity.” Low-fidelity simulations, such as virtual patients, arguably have a low level of engineering fidelity (ie, the degree to which the physical characteristics of the task are represented) that can reduce their cost without reducing their psychological fidelity (ie, the degree to which skills of the task are captured by the simulation).

St George’s, University of London in the United Kingdom developed a range of virtual patients for use in problem-based learning (PBL) [15]. This was done by adapting existing “paper” cases to include branches where learners could move through a case by selecting different patient-management options [16]. Each option took the learners down a different path, each of which was set up with different consequences for the development of the case. These case designs were rendered in an online virtual patient system so that multiple groups of students could use the same case simultaneously while tracking the different routes they took through the case.

In 2010, St George’s, University of London transformed their PBL curriculum, replacing the paper cases with interactive online virtual patients and delivering this throughout the academic year [17,18]. This initiative was well-received by learners, the majority of whom preferred the virtual patient cases to paper-based cases [16]. This model of PBL has continued to be used to the present day. However, for the technology to be effective and sustainable, it required that the project team take a wider view of how to integrate technology into the PBL learning environment, establishing new procedures and guidelines beyond simply switching the paper resource to a branching virtual patient [17].

The educational community is taking an increasingly holistic view of the role of technology in education, acknowledging that an effective learning exercise depends greatly on the way that is implemented and the context within which it is implemented [19,20]. Ellaway [21] has proposed that virtual patients be considered from an activity-theoretical viewpoint; that learning is not intrinsic within the technological artifacts themselves, and that research should instead focus on the educational activities that virtual patients can be used to mediate. From this perspective, the virtual patient is a part of the scaffolding on which an activity is built along with factors such as the environment in which it takes place and the role of the tutor or facilitator. Educational technologies can be used in a variety of ways by learners with varying degrees of effectiveness [22], and likewise a single virtual patient can be used as a part of many different activities [23].

The need to situate a virtual patient resource within the activities that make use of them is not unique to virtual patients; a similar approach is required to guide the use of any technical artifact used in a learning activity. The primarily Web-based nature of virtual patient resources allows additional forms of media, such as images and video, to be easily incorporated within the virtual patient and their effectiveness should also be considered in the context of the activities in which they are used.

Although there have been several studies that have explored the impact of using video within traditional PBL curricula [24-27], there is little published evidence regarding the impact of using video in PBL that uses branching virtual patients targeting clinical reasoning, particularly for undergraduate learners. Bowen [28] identifies key elements of the clinical reasoning process to be that of data acquisition and the subsequent generation and identification of the problem to be addressed, leading ultimately to the generation of a hypothesis and diagnosis. Studies involving undergraduate medical students demonstrated a reduction in this type of critical thinking in nonbranching PBL following the introduction of video-based cases [25,26]. Kamin et al [29] identified a particular decrease in critical thinking at the point of identifying problems when using video-based PBL (compared to the same information provided as text), attributing this to the learners’ need to perceive and articulate information from video. In contrast, this study also identified beneficial effects attributable to the use of video...
in other, later, stages of critical thinking. Studies focusing on postgraduate learners have identified similar benefits to the use of video [24]. De Leng et al [27] explored learner perceptions of video in a traditional PBL setting and proposed a series of guidelines for its effective use. They identified 4 key areas in which videos could enhance and add value to PBL cases: they were more authentic and illustrative, they provided a more comprehensive view of a scenario, they were more challenging for the learner, and they were more memorable. However, these guidelines did not take into account the particular characteristics that branching virtual patient resources brought to these activities, nor was there a specific focus on the development of clinical reasoning skills. Therefore, there is a need for evidence-based guidance on how to use video when developing Web-based virtual patients for use in PBL activities.

Our starting hypothesis was that virtual patients, and particularly branching virtual patients, are better suited to developing clinical reasoning skills than traditional PBL [15,30,31] and that (based on evidence from previous studies) the introduction of video elements to PBL can reduce the ability of undergraduate students to engage in critical thinking [25,26,29]. More specifically, we wanted to explore whether the use of video within a branching virtual patient for PBL could reduce the development of students’ clinical reasoning skills due to the difficulty of critically evaluating the information provided in a video format compared to a text format. Therefore, we designed the study to address the question of how undergraduate medical students interpret and evaluate information provided by video, when compared with text, presented in the context of a branched interactive online virtual patient designed for PBL?

**Methods**

**Overview**

We created an educational intervention in the form of an adapted virtual patient case, in which the early stages of the case replaced text content with video. This virtual patient case was introduced into one week of the PBL curriculum for undergraduate medical students at St George’s, University of London.

We used a mixed-methods approach [32,33] to capture the experiences of these students and the PBL tutors that facilitated the sessions. All participants had previous experience of PBL tutorials that used text-based virtual patients, so text was used as a baseline for comparison with video. Utilizing a convergent parallel study design [33] as described in Figure 1, we surveyed students and tutors through written questionnaires and ran a review session with tutors to capture their verbal feedback and merged the results in the analysis phase.

Figure 1. Flow diagram describing study design for using virtual patients (VPs) in problem-based learning (PBL).
Participants and Setting

The primary participants for the study were undergraduate medical students enrolled in the transition year at St George’s, University of London. This was the second year of the program for graduate entry students and the third year for undergraduate entry students and was the point at which these 2 program streams joined.

Students undertook a program of PBL tutorials during the transition year. Running twice a week, there were 18 themed tutorials, each of which took place over 3 separate timetabled 3-hour sessions. For practical reasons, a student cohort was divided into 2 streams, with the groups completing the PBL tutorials at different stages of the year. Students from one stream (stream A) received the intervention in October 2013. Because PBL sessions were a mandatory component of the course, all students in the selected stream participated in the learning activity. Participation in the feedback activity was encouraged, but was not mandatory. All survey responses were anonymous.

Each PBL group consisted of 8 or 9 students, a mix of graduate entry and undergraduate entry learners. The PBL sessions were facilitated by tutors who also participated in the study. Their role was noninterventional; they did not teach but guided the session to ensure that the groups stay focused and covered the requisite learning objectives. Each PBL group was facilitated by a tutor who worked with the same learner groups throughout the year. The role of a tutor in PBL requires a specific approach and a particular set of guidelines must be followed; all PBL tutors received training in their roles and PBL techniques, but were not selected on the basis of any subject knowledge. The tutorial in which the intervention was introduced was conducted in the same manner as any other PBL session; experienced PBL tutors did not require or receive any specific training related to the intervention. However, they were informed before the date that the intervention would be introduced and given the opportunity to raise questions about the study with the research team.

The study was reviewed and approved by the chair of the St George’s, University of London Ethics Review Board and approved by the undergraduate program course director. To provide assurance that students received no advantage through either participation or nonparticipation, all students were provided with access to both the video and text-based versions of the tutorial after the PBL session had taken place using the institutional learning management system. The video virtual patient was reviewed by the module leads before the intervention was delivered to confirm that the content was suitable for use, accurate, and that all the required information for the case was still delivered. The module leads agreed that the content was suitable and gave their consent to its use.

Intervention

One section of a preexisting virtual patient PBL case was adapted by replacing the textual information with video clips. We used the following predetermined criteria to select a suitable virtual patient case for adaptation from the existing St George’s, University of London PBL curriculum:

1. The case had to have a narrative that could be staged using the equipment and performers available in the St George’s Advanced Patient Simulator simulation and skills training center. This eliminated cases that took place primarily in nonclinical environments.
2. The part of the case to be filmed also had to require learners to interpret only information that could be effectively shown and visualized through video, meaning sections of the case which required analysis of detailed test results, scans, or other similar information were not considered suitable for video representation.
3. The timing of the case in the curriculum was also a critical factor; it was necessary that it took place early in the year so that students were not so familiar with text-based cases that it would prejudice their perceptions against a change to video.

Having reviewed all the available virtual patient cases against these criteria to determine their suitability for adaptation, we selected the second part of a 3-part virtual patient case regarding a patient suffering an abdominal aortic aneurysm. Considering the established typology for virtual patients [7], the selected virtual patient had a number of defining characteristics. The case was presented in the English language using a branching path model to target undergraduate medical students in the context of a PBL tutorial. It was designed to be used in a PBL tutorial with standard-sized groups of 8 or 9 participants and a duration of 3 hours. In the virtual patient scenario, students were asked to assume the role of a Foundation Year 2 (second year of postgraduate training) doctor, with the focus being decisions to be about patient treatment [17].

We storyboarded the first 9 stages of this for filming, taking in the first 2 decision points that learners were required to negotiate during the PBL session. This was the first case that was scheduled to run during the academic year, helping to ensure that the learners were not already too familiar with the text-based tutorials used elsewhere in the curriculum in advance. Each clip was designed to provide both the scenario narrative and the relevant information that learners needed to make effective patient-management decisions.

The video material was created in partnership with the St George’s Advanced Patient Simulator simulation and skills training center. This eliminated cases that took place primarily in nonclinical environments. The videos were recorded in simulation rooms from 4 angles, with sound captured from room-mounted and individual wireless microphones worn by performers.

The filming was completed over 2 half-day sessions using volunteer actors and 5 cameras. Four cameras were fixed-viewpoint cameras available in the simulation center, whereas an additional portable camera was used to capture close-up shots and other viewpoints. The simulation center was used to stage scenes representing a recovery room, an operating theater, and a ward environment. Approximately 4 hours of footage was captured from each camera and this was edited down into 9 video clips varying from between 45 seconds to 4 minutes in length. These video clips were then embedded into the virtual patient case, replacing the text in this part of the tutorial. Examples of the video clips are provided in Multimedia.
Appendices 1 and 2. The video content was reviewed for suitability and accuracy by the academic leads for the relevant module of the course and approved for use. A screenshot of a video in a virtual patient case is shown in Figure 2.

Teaching sessions took place in dedicated small-group teaching rooms; students and tutors were arranged around a table with an Internet-connected computer workstation attached to an interactive SMART Board [34] and projector situated at one end of the room, which was used to display the virtual patient case to the group.

Figure 2. Screenshot showing a video clip embedded in the online virtual patient activity used in this study.

Instrument Development
We conducted this mixed-methods study using structured and unstructured data gathered from 3 sources: a student survey, a survey of PBL tutors, and a discussion and review session with PBL tutors.

We developed the survey instrument from an established instrument for exploring student experiences using virtual patients [35-37]. Questions were added regarding students' perceived ability to evaluate the information available in the scenario, their understanding of the context provided by the scenario, and their sense of engagement with the case. There were 19 questions in total. The first 2 questions (room number and course type—undergraduate entry or graduate entry) were used to categorize the data for analysis and the third question asked for a perception of how many times their group watched each video on average. The remaining questions provided for structured responses in the form of a multiple-choice or Likert scale answer followed by an unstructured response to provide further detail or explanation. The full survey instrument is provided in Multimedia Appendix 3. Given the established basis of the parent instrument and time constraints in executing the study, we did not pilot the survey instrument further. We provided the survey instrument to student participants in paper form as part of the packs that accompanied the PBL session to encourage on-the-spot completion. We entered the paper-based responses into a Web-based system [38] to allow for combined reporting and analysis.
The experiences and thoughts of the PBL tutors were captured through a review session and a distinct survey instrument tailored to the tutor experience. The survey instrument was based on those developed in a previous study relating to tutor perceptions of virtual patients in a virtual world [39] and adapted to the context of this study. The survey instrument (see Multimedia Appendix 4) was provided to the tutor participants in paper form for on-the-spot completion at the time of the PBL session in which the intervention was delivered. One of the researchers (LW) conducted the review session in November 2013 and a semistructured approach was identified as being appropriate for the review session due to the research team’s existing knowledge of the domain [40] and a question script was developed to guide the discussion (see Multimedia Appendix 5). The session was audiorecorded and later transcribed for analysis. The participants in the review session were PBL tutors that had facilitated the tutorial in which the video-based virtual patient intervention was introduced.

Analytic Approach

We analyzed the unstructured free-text data from the survey responses and reviewed session transcripts using a theoretical thematic analysis approach [41]. The data were manually coded by one of the authors (LW) using ATLAS.ti software [42] and the codes generated were developed through iterative readings of the datasets. Individual sentences in transcripts and free-text responses were identified as the units of analysis for coding [43] to ensure that all themes expressed could be identified with sufficient granularity. We used an open-coding approach for the first reading of the data, in which themes grounded in the data were noted. A second reading continued with this approach, identifying information overlooked during the first iteration. In accordance with a theoretical thematic analysis model and in contrast to an inductive analysis of the data, the coding process was conducted with a view to the specific area of research examined in this study and did not attempt to codify the responses beyond this context. Subsequent iterations moved toward an axial coding model [44]. With each reading the generated codes were further refined, thematic linkages between codes were noted, and codes with common meaning were merged and grouped. After the sixth reading of the data, all the thematic groupings were clearly distinct and no new codes emerged, and the researchers were satisfied that the coding process had allowed a number of broad, descriptive themes to be identified in the data.

We analyzed the structured responses by converting Likert scale matrix values to ordinal form (strongly disagree=1; strongly agree=5) and by generating descriptive statistics. We categorized data by course of study (undergraduate entry or graduate entry) to control for any bias caused by differing levels of experience among student participants and we used 2-tailed Mann-Whitney U tests to identify if there were any statistically significant differences between the 2 groups.

Results

Overview

Out of 158 students registered to attend the PBL session, 119 responded to the student survey giving a response rate of 75.3%, although some students did not answer every question. We considered this response rate to be satisfactory and attributed noncompletion of the survey to a combination of absence from the session or students electing not to provide feedback. In addition, responses were not received from 2 of the 18 student groups, suggesting that the tutors responsible for collecting the student responses in those rooms had either not distributed or simply did not return the survey instruments. In total, students provided 274 open-text comments in their survey responses.

The tutor survey received 8 responses, a response rate of 44% (8/18), with 21 open-text comments. In both datasets, responses that were null, “n/a,” or simply “no” when asked for further details were excluded. Due to the small sample size (n=8) for the PBL tutor survey response, we determined that generating descriptive statistics for this would be of little value and unreliable, although the unstructured tutor responses were included in the qualitative analysis. The low response rate for the PBL tutor survey was attributed to the timing of the survey data collection because it took place at the end of the session when tutors had a number of other tasks to complete, such as gathering materials and feedback from students, meaning that time for them to complete the survey was scarce. It was also noted that the tutor survey had been provided in the information pack provided to tutors, which also included the student survey forms. The 2 instruments were both printed on white paper and were, therefore, not immediately distinguishable. Although tutors had been previously briefed, a possible explanation for the low response rate was that they were unaware the tutor survey had been included.

Of the 16 groups that returned responses, 7 reached a consensus on the number of times each video was watched, 6 stated that they had watched each video once on average and 1 group reported having watched each video twice. No consensus was reached for the other 9 groups, with responses ranging between 1 and 2 viewings.

The descriptive statistics for the Likert scale items from the student participants are shown in Table 1.
Table 1. Descriptive statistics for Likert scale student survey responses (N=119).

<table>
<thead>
<tr>
<th>Statement and medium encountered</th>
<th>Responses, n</th>
<th>Mean score (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>While working on this case, I felt I had to make the same decisions a doctor would in real life.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>119</td>
<td>3.87 (0.75)</td>
</tr>
<tr>
<td>Video</td>
<td>116</td>
<td>3.82 (0.90)</td>
</tr>
<tr>
<td>While working on this case, I felt I were the doctor caring for this patient.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>119</td>
<td>3.53 (0.85)</td>
</tr>
<tr>
<td>Video</td>
<td>114</td>
<td>3.41 (1.04)</td>
</tr>
<tr>
<td>Watching the scenario take place in the videos made me feel more emotionally involved with the case than when playing the role of an F2 doctor in the text.</td>
<td>118</td>
<td>2.99 (1.06)</td>
</tr>
<tr>
<td>Playing the role of an F2 doctor in the text-based parts of the tutorials increased my engagement with the scenario compared with watching the videos.</td>
<td>119</td>
<td>3.30 (0.88)</td>
</tr>
<tr>
<td>The use of video brought the scenario to life.</td>
<td>119</td>
<td>3.49 (1.02)</td>
</tr>
<tr>
<td>The use of video made the scenario more memorable.</td>
<td>118</td>
<td>3.62 (1.07)</td>
</tr>
<tr>
<td>The use of video influenced the option choices that my group made.</td>
<td>119</td>
<td>2.94 (0.87)</td>
</tr>
<tr>
<td>The use of video helped me to relate the scenario to real-life experience.</td>
<td>119</td>
<td>3.49 (0.93)</td>
</tr>
<tr>
<td>I was able to obtain all the information from the videos that I needed in order to make informed patient-management decisions.</td>
<td>119</td>
<td>2.99 (1.03)</td>
</tr>
<tr>
<td>I felt that it was easier to identify relevant information from text than the videos.</td>
<td>119</td>
<td>3.75 (1.00)</td>
</tr>
<tr>
<td>The use of video had a positive impact on the group discussion.</td>
<td>114</td>
<td>3.29 (0.89)</td>
</tr>
</tbody>
</table>

To control the impact of PBL groups with students with different levels of prior experience we categorized data by group; graduate entry students and undergraduate entry students. This yielded 2 independent ordinal datasets for each Likert item. We ran nonparametric 2-tailed Mann-Whitney U tests on the datasets to test whether the distributions for graduate entry and undergraduate entry students were significantly different at the 5% level ($P < .05$) (see Table 2). In each case, the null hypothesis (ie, that the 2 groups had the same distribution) could not be rejected indicating that the graduate entry or undergraduate entry status of students, and thus the different nature of the prior experience of these 2 groups, did not significantly impact on their experiences of the intervention and did not have a material impact in skewing the data. We concluded that responses for the different groups did not have to be separated in the analysis and that conclusions drawn would be applicable and generalizable across both groups.
Table 2. Descriptive statistics for Likert survey items categorized by learner stream (undergraduate entry or graduate entry).

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Graduate entry (n=46)</th>
<th>Undergraduate entry (n=73)</th>
<th>U</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Responses, n (%)</td>
<td>Mean (SD)</td>
<td>SEM</td>
<td></td>
</tr>
<tr>
<td><strong>While working on this case, I felt I had to make the same decisions a doctor would in real life.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>46 (100)</td>
<td>3.87 (0.72)</td>
<td>0.11</td>
<td>73 (100)</td>
</tr>
<tr>
<td>Video</td>
<td>46 (100)</td>
<td>3.96 (0.89)</td>
<td>0.13</td>
<td>70 (96)</td>
</tr>
<tr>
<td><strong>While working on this case, I felt I were the doctor caring for this patient.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>46 (100)</td>
<td>3.35 (0.97)</td>
<td>0.14</td>
<td>73 (100)</td>
</tr>
<tr>
<td>Video</td>
<td>45 (98)</td>
<td>3.38 (1.09)</td>
<td>0.16</td>
<td>69 (95)</td>
</tr>
<tr>
<td>Watching the scenario take place in the videos made me feel more emotionally involved with the case than when playing the role of an F2 doctor in the text.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>46 (100)</td>
<td>3.07 (1.08)</td>
<td>0.16</td>
<td>72 (99)</td>
</tr>
<tr>
<td>Video</td>
<td>46 (100)</td>
<td>3.24 (0.87)</td>
<td>0.13</td>
<td>73 (100)</td>
</tr>
<tr>
<td>Playing the role of an F2 doctor in the text-based parts of the tutorials increased my engagement with the scenario compared with watching the videos.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The use of video brought the scenario to life.</td>
<td>46 (100)</td>
<td>3.48 (0.91)</td>
<td>0.13</td>
<td>73 (100)</td>
</tr>
<tr>
<td>The use of video made the scenario more memorable.</td>
<td>46 (100)</td>
<td>3.63 (1.08)</td>
<td>0.16</td>
<td>72 (99)</td>
</tr>
<tr>
<td>The use of video influenced the option choices that my group made.</td>
<td>46 (100)</td>
<td>2.91 (0.81)</td>
<td>0.12</td>
<td>73 (100)</td>
</tr>
<tr>
<td>The use of video helped me to relate the scenario to real-life experience.</td>
<td>46 (100)</td>
<td>3.52 (0.94)</td>
<td>0.14</td>
<td>73 (100)</td>
</tr>
<tr>
<td>I was able to obtain all the information from the videos that I needed in order to make informed patient-management decisions.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I felt that it was easier to identify relevant information from text than the videos.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The use of video had a positive impact on the group discussion.</td>
<td>43 (100)</td>
<td>3.40 (0.88)</td>
<td>0.13</td>
<td>71 (97)</td>
</tr>
</tbody>
</table>

Analysis

Our thematic coding process drew on the unstructured responses of both tutors and students, and led to 67 distinct codes grounded in the data during the open-coding process. Five codes were automatically generated using ATLAS.ti [42] for the purpose of categorizing the open-text survey responses and did not relate directly to the research question. Therefore, we disregarded these for the purpose of the thematic mapping exercise.

Table 3 shows the high-level themes we identified in the analysis. We identified thematic links between the remaining codes by reviewing the codes for similarities in meaning and relevance. As a result of this exercise, 8 clear thematic groupings emerged (the level of engagement appeared twice with some identifying text as more engaging and others feeling that video was more engaging).
**Table 3.** Summary of high-level themes identified and the number of quotations coded against each theme.

<table>
<thead>
<tr>
<th>High-level theme</th>
<th>Code-quotation count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video made the scenarios more real</td>
<td>70</td>
</tr>
<tr>
<td>Hard to identify key information in video</td>
<td>68</td>
</tr>
<tr>
<td>Video more engaging</td>
<td>55</td>
</tr>
<tr>
<td>Poor sound quality</td>
<td>44</td>
</tr>
<tr>
<td>Text can be reviewed</td>
<td>34</td>
</tr>
<tr>
<td>Would favor a text script to complement video</td>
<td>31</td>
</tr>
<tr>
<td>Text more engaging</td>
<td>21</td>
</tr>
<tr>
<td>Video slows the pace of PBL</td>
<td>15</td>
</tr>
<tr>
<td>Video well-suited to showing procedures</td>
<td>10</td>
</tr>
</tbody>
</table>

**Level of Engagement**

We found quite varied perspectives on the effectiveness and desirability of using video as part of the PBL process. For instance, 55 comments indicated that the video had a positive impact, whereas 20 statements described a negative effect. Those students who described a positive engagement with video noted that it provided the scenario with more “immediacy” and “involvement.” Several students raised the countervailing idea that text “allows more room for imagination.”

The structured data reflected a similar lack of consensus when considering the merits of using video to heighten engagement. We noted before the intervention that the role of the student was altered by the introduction of video; when using text the student was addressed as if they were the doctor, whereas in the video the student was at most observing the doctor. We anticipated that this may have had a negative impact on student engagement with the scenario, although there were other more positive factors, such as providing richer visual information and context. To explore this effect in more detail, individual students were asked whether they felt they had to make the same decisions as a doctor and whether they felt they were the doctor caring for the patient for both the video and text components of the virtual patient. We used sign tests ($Z$) because of the ordinal and dependent datasets to test whether the median values were different for video and text (Table 4). In each case, the null hypothesis (ie, that the distributions were the same) could not be rejected at the 5% level ($P < .05$), indicating that the use of video did not significantly impact on student responses to this statement when compared to their response for text.

**Table 4.** Results from 2-tailed sign test ($Z$) for individual student responses to Likert items comparing text and video.

<table>
<thead>
<tr>
<th>Likert item</th>
<th>Negative differences, n</th>
<th>Positive differences, n</th>
<th>Ties, n</th>
<th>Total, n</th>
<th>$Z$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>While working on this case, I felt I had to make the same decisions a doctor would in real life.</td>
<td>23</td>
<td>23</td>
<td>70</td>
<td>116</td>
<td>&lt;0.001</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>While working on this case, I felt I were the doctor caring for this patient.</td>
<td>27</td>
<td>25</td>
<td>62</td>
<td>114</td>
<td>−0.139</td>
<td>.89</td>
</tr>
</tbody>
</table>

**It Can Be Harder to Identify Relevant Information From Video**

Students found that it was harder to identify relevant information in the video compared to text. Many of the students identified that they missed key bits of information in the video and that this confused the group. One participant commented that the video was “unclear and lacked direction and confused us more as a group.” This perceived information deficit was felt by some participants to have reduced the quality of discussion and that they “learned more and had more information available to discuss with text in front of me.”

**Text Can Be Reviewed More Easily Than Video**

We identified that a key advantage of text was that it can be reviewed and revisited more easily and on an individual basis by students during the PBL session. Many students wanted to be able to refer back to the text and identified that the nature of video meant that during discussions they did not have the ability to refer back to the source material. Although the video could be replayed, and many groups confirmed that they played the video multiple times, it was not possible to view the video and discuss simultaneously. One student commented that “it’s easier to check facts when debating” using text.

**Video Slows the Pacing of Problem-Based Learning Activities**

Many of the students and tutors identified that the use of video had a significant impact on the pace of a PBL session. Some students identified that this caused an increase in the overall length of the session by approximately 30 minutes. One tutor in the review session identified that the pace and responsiveness of the discussion was slowed by the introduction of video:*

*I think we took longer because after they watched the video we still had to stop and talk about things that the video raised, but we couldn’t talk about them at*
the time as we were watching the video, so for us the case actually took longer than it might have done if we were to raise learning objectives and discussing.

The student survey indicated that 38.5% (45/117) of the students felt that they on average watched each video twice or more than twice, which also had the effect of slowing the pace of the session. Comments also considered this in relation to the greater difficulty in reviewing video compared to text, stating that they had to “repeatedly watch” the video. It was suggested that providing a text transcript would alleviate this issue by eliminating the need for repeated viewings.

**Video Made the Scenario Seem More Real**

Many students commented on ways in which they felt the use of video made the scenario more real. The comments reflected a broad range of reasons, but with a common thread that the use of video “brought it to life.” Some comments related to the students being able to identify themselves and their role in the scenario: “it made it more real as if I was present whilst the whole situation was happening.” Another felt that video “portrayed the urgency of the decision that needed to be made.”

A particularly common observation among the students was that the video provided additional visual cues that were not present in the text. The nature of these visual cues varied greatly, some students identified the impact of seeing the social interactions taking place or of seeing reactions and facial expressions in the video. Others mentioned the importance of observing the environment in which the patient encounter occurred, saying that it “contextualizes the scenario” and provided “clues about what is in environment, IV drips, blood, etc.” Additionally, some students described the impact that these visual clues had on the decision-making process and stated that “visualizing blood loss on the video altered our initial opinion on what to do next.”

**Video is Well-Suited to Displaying Procedures**

A number of the participants (both tutor and student) suggested that video could provide particular advantages over text in representing clinical procedures. A significant component of the video we used showed a simulated surgical procedure to treat an abdominal aortic aneurysm. However, we should be clear that the clip was not intended to teach the procedure, but to further the narrative of the scenario. Nonetheless, its inclusion triggered responses indicating that video was perceived by students to be a superior way of learning about such procedures compared to text, comments including “some of the practical procedures (ie surgery) are better explained and understood if it was demonstrated ‘in action’ in the form of a video.” Other comments recognized the benefits of seeing video of procedures, but questioned the value of embedding them within patient scenarios, stating that it would be just as valuable to link to YouTube videos showing the same procedures.

**Students Favor a Combination of Text and Video**

We asked student participants whether they felt that the video was effective and whether they preferred video or text. The responses to these questions showed similar patterns regardless of year of study, with a majority of students feeling that the use of video was effective (Figure 3). However, when asked to state a preference for video- or text-based scenarios, the majority of students expressed a preference for text (Figure 4).

Several students suggested that an optimum arrangement would be to have a combination of video and text; one student suggested “a mix so memorable but also easy to understand.” Another agreed, commenting that a combined approach “would allow us to see the key case easily whilst seeing a more realistic scenario in the video.” Others asked for a text transcript of the content in the video. Other views indicated that the combination approach would best be achieved by providing the video first then the text equivalent.

**Figure 3.** Bar graph of student responses to question “Do you feel that the use of video in the tutorial was effective?”.
The Quality of the Video Resource

Many tutors and students commented on the quality of the video resource and the impact that it had on the session. A particular concern of many was the perceived poor sound quality, with participants stating that the sound was “hard to hear,” “muffled,” and “occasionally distorted.” Examination of the video clips revealed that there was audible distortion present in the original recording at 2 points in the videos. Inspection of the rooms in which the sessions took place also revealed that the character of the frequency response of the audio systems in those rooms had the effect of muffling the speech in the clips and accentuating the background noise making the speech less clear than had been apparent when preparing the clips using headphones.

Additional comments were made about the quality of the video relating to the editing of the clips (eg, cuts were too frequent) and, in particular, the quality of the acting. The actors in the clips were volunteers from the project team and as a consequence were perceived to lack proficiency. It was felt by some that the acting quality distracted from the learning task and that “random clips of poor acting doesn’t translate information effectively.”

Discussion

Principal Results

Our study investigated the impact of video clips replacing related text content on a PBL session run using an interactive virtual patient. In particular, we considered the ability of students to process and evaluate the information provided in the video. What became clear on analysis of the results was, although a number of themes emerged, the findings showed a diversity of opinions among students. When asked the question explicitly, a majority of the student participants indicated that they preferred text-based virtual patients for PBL, while acknowledging the benefits of using video in certain circumstances. The contrast between the majority of students’ stated preference for text, yet their widespread identification of the benefits of video, may potentially be explained by understanding the motivation and challenges faced by today’s medical students, who are required to assimilate a significantly increased volume of knowledge and to continue to do so throughout their professional development without a comparable increase in time [45]. Sobral [46] described the motivation of medical students as depending on both extrinsic and controlled factors (ie, the course structure and need to pass certain assessment targets) as well as intrinsic and autonomous ones (ie, the enjoyment of learning). Our results indicate that extrinsic factors were of primary importance to our students, who were necessarily focused on acquiring the ever-widening pool of knowledge needed to qualify and pass their exams. The introduction of video required learners to employ a greater level of critical analysis to extract and evaluate the available information; hence, the students expressed a widespread preference for text.

Participants recognized the value that video provided in terms of engagement and the provision of visual information, commenting that it brought the scenario to life for them. However, the additional challenges that video brought were also demonstrated clearly in our results; the widespread belief among participants was that information was harder to identify in a video clip. Existing studies identify that the use of video makes the initial stages of critical thinking more challenging for undergraduate students [25,26,29], particularly at the problem-identification stage that requires the information provided to be evaluated and synthesized by students. This is made more difficult using video because students have to filter and evaluate a larger volume of information, including visual and auditory information, to extract the key points. Cognitive load theory describes the nature of this increased challenge; learning is impaired when the cognitive load of a task is greater than an individual’s working memory [47]. The introduction of video imposes cognitive load that learners perceive as
extraneous and unnecessary for them to achieve their immediate learning objective, which is to acquire the knowledge to pass exams. It is arguable that because the goal of the branching virtual patient is to develop clinical reasoning skills for real-life practice, the ability to critically filter the available information is far from extraneous. However, as a consequence of this potential misalignment in the perceived learning objectives for the virtual patient between educators and students, the effect was that video was perceived to be less efficient than text as a method of acquiring information. Further research is required to investigate this contention and to more fully understand learner motivation when participating in PBL activities.

The time taken during the learning activity was shown to be a priority issue among participants, with many responses noting that video slowed the pace of the PBL session. Groups were generally unable to agree on the extent of this effect, however, with only a minority of groups able to reach a consensus on how many viewings of each video were required. Moreover, video was considered harder to review multiple times to identify the information; repeat viewings had to always be watched by the whole group because an individual could not rewatch the video in isolation. Text, on the other hand, provided scrolling was not necessary, allowed all the information to be visible on screen at one time and could be reviewed independently by individuals without requiring the whole group’s attention. This loss of individual agency over the resource when wanting to review the information compounded the difficulty that learners faced in effectively evaluating the information provided and was a key factor in student perception of its effectiveness. This supports the conclusions reached in previous studies [48], which identified the importance of student control when using multimedia resources.

Student perceptions of the technical qualities of the video also impacted upon the perceived effectiveness of the resource. In videos where the students perceived the audio quality or the proficiency of the actors in the clip to be deficient, many commented that it had a negative effect on their learning. The key point from this is that video is not intrinsically educationally useful (or not) because production quality, editing, and a number of other contextual factors can separately impact its utility.

Existing work has proposed specific design principles for virtual patients [12], which include the appropriate use of media and the authenticity of the interface. Although the proposed principles do not address virtual patients for PBL specifically (which have very specific requirements and warrant consideration in isolation from virtual patients intended for other purposes), the use of video as media within a virtual patient for PBL has a profound impact on the authenticity of the virtual patient interface as a means for engaging the student with the scenario. The principles identify that the use of media should be preferred when it provides a superior means for explaining or providing information to learners. Comparing our results with the factors identified by De Leng et al [27], learners acknowledged that video can provide a comprehensive and illustrative representation of a scenario, it can convey a large amount of visual information, and it can help to make the scenario feel more real. Our study did not attempt to establish whether the information provided in video is more memorable and further research would be required to address that particular question.

However, the claim that video is more authentic is potentially a contentious one. Differing perspectives on what is represented by authenticity make it difficult to validate claims of video being more authentic; the concept of “thick” authenticity suggested by Shaffer and Resnick [49] identifies different types of authenticity in a learning experience, each of which is interdependent with other types. Similarly, the literature on simulation distinguishes between engineering fidelity and psychological fidelity [13,14]. Several of the participants in this study felt that the use of the video made the scenario seem more real, suggesting increased authenticity, and it is clear that the means in which video represents a scenario mirrors real life more closely than text (ie, video provides a higher level of engineering fidelity). Yet when viewing the intervention as a learning activity in the context of the PBL session itself as proposed by Ellaway [21], we must also consider other factors: the video clips were paused and watched multiple times and decisions were reached by consensus without the pressure and time restrictions that would be present in real life. This indicates that the use of video did not serve to increase the psychological fidelity of the learning activity. Given this wider context, the suggestion that the learning activity is more authentic when using video than it is when using text begins to break down and raises the further question of whether authenticity should necessarily be an aspirational characteristic for a learning activity. We have established that the increased challenge provided by video during this intervention reduced the efficiency in which learners were able to achieve their learning goals. Norman et al [13] report that the fidelity of a simulation has little bearing on the effective transfer of learning and our results suggest that indiscriminate use of video aiming to simply increase the authenticity of virtual patient resources may show a similar pattern, particularly if little thought is given to the authenticity of the learning activity mediated by the virtual patient.

However, if effectively targeted to information where it is well-suited, our results indicate that the use of video can be an effective complement to text in PBL activities. It was widely commented in our study that video was well-suited to demonstrating procedures in a way that text cannot. A combined approach, favored by many of the participants, in which a combination of text and video is used, would provide a means to focus the use of video on areas of the virtual patient where it was beneficial to the intended learning activity, while using text to efficiently deliver learning in the areas where it is most effective. The provision of a text transcript that accompanies the video would run counter to the principles proposed by Mayer’s cognitive theory of multimedia learning [50], who points to a redundancy effect achieved when utilizing multiple modalities of delivering information in multimedia resources [51]. However, it is noted that this study is primarily focused on individual and self-directed learning materials. Our results indicate that the group dynamic in PBL sessions based around branched virtual patients may warrant an alternative approach.
Limitations
This study represents a first step toward investigating the effects of such interventions, piloting the use of video within an interactive virtual patient designed for PBL. However, there are a number of limitations to the study:

1. The findings from this study are based on a single intervention and setting. Further research with a greater number of similar interventions will be required to validate the findings and to establish the broader generalizability.

2. Although the student survey instrument was based on an existing validated instrument [35,36], both this and the tutor survey instrument could have been more robustly validated. Our decision not to engage in substantial validation reflects the pilot nature of the study.

3. Our focus on experience and perception rather than quantifiable outcome measures (ie, exam or clinical skill performance) reflects the broad and relatively unstructured nature of PBL outcomes [52] and the challenges of assessing PBL as a whole [53]. For a pilot study, we were more interested in understanding how learners responded to these different stimuli and how they understood and rationalized these responses rather than quantifying their responses.

4. Although the use of self-reported data would be a potential limitation for a more quantitative study (because of recall and response bias), this was not a significant concern given the proximity of survey completion to the educational event, the use of multiple sources of data, and the pilot nature of the study.

5. Although several students identified that videos of procedures would be beneficial and provide value, the piloted intervention did not include instructional material targeting knowledge of procedures, instead including a simulated procedure to serve the narrative of the scenario. Therefore, the suggestion that video may be well-suited to targeting this area has not been tested in this study and should be the focus of future inquiry.

6. There was widespread dissatisfaction with the quality of the sound in the video clips that were developed for the intervention and this seemed to have had a substantial impact on learner perceptions of the utility of the resource. There was some suggestion that the sound on the clips was not clearly audible using the equipment in the PBL rooms and that this may have exacerbated some of the effects we observed. Learners played clips multiple times to fully understand the provided information may have slowed the PBL process more than it otherwise would have done. Any future studies should include procedures to test the media in the PBL rooms as well as on individual workstations to ensure that it plays with sufficient clarity in that environment.

7. We felt that learner perceptions of the number of times they had played video clips was a relatively crude and unreliable measure and that in future work we would seek to use log data to track the number of times a clip had been played.

8. Finally, this study examined the effect of the intervention at a specific institution, where all the learner participants in the study were previously familiar with the PBL process and had experience of text-based scenarios as a baseline experience. More research is required before the conclusions reached here can be safely generalized to other educational settings. We also urge caution in generalizing our findings to other types of learning activity in which learning may be self-directed or lecture-based. Indeed, our finding that the circumstances of the PBL activity reconfigured the utility of the video and text resources would suggest that the utility and efficacy of video material should be explicitly tested for different educational activities and settings.

Conclusions
This pilot study introduced video clips into a virtual patient resource, replacing existing text content, and tested it with undergraduate learners as part of an interactive online PBL session. We explored the impact that this intervention had on participants’ ability to access and evaluate the information provided in the resource and their perceptions of how effective the approach was. The results identified both positive and negative effects from the introduction of the intervention. Students identified value in the video resource, but when asked to state a preference, the majority chose the text-based resource. Course of study (graduate entry or undergraduate entry), and accordingly varying levels of experience, did not impact learners’ stated preference.

Our results lead us to conclude that a combination approach may be a superior one within the context of undergraduate PBL. Using video only for elements to which it is particularly suited (ie, displaying procedures) may reduce any negative impact on the pace of the learning activity and would reduce any extraneous cognitive load introduced by video that might reduce the efficacy of the learning resource. Further research is necessary, in particular larger scale studies using a greater number of virtual patient interventions and contexts. However, despite the provisional nature of our findings, we have illustrated the context dependency of the perceived value of different multimedia components in a small-group PBL setting and in doing so we have developed a richer understanding of the role of educational multimedia in health professional education.
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Abstract

Background: Serious games involving virtual patients in medical education can provide a controlled setting within which players can learn in an engaging way, while avoiding the risks associated with real patients. Moreover, serious games align with medical students’ preferred learning styles. The Virtual Emergency TeleMedicine (VETM) game is a simulation-based game that was developed in collaboration with the mEducator Best Practice network in response to calls to integrate serious games in medical education and training. The VETM game makes use of data from an electrocardiogram to train practicing doctors, nurses, or medical students for problem-solving in real-life clinical scenarios through a telemedicine system and virtual patients. The study responds to two gaps: the limited number of games in emergency cardiology and the lack of evaluations by professionals.

Objective: The objective of this study is a quantitative, professional feedback-informed evaluation of one scenario of VETM, involving cardiovascular complications. The study has the following research question: “What are professionals’ perceptions of the potential of the Virtual Emergency Telemedicine game for training people involved in the assessment and management of emergency cases?”

Methods: The evaluation of the VETM game was conducted with 90 professional ambulance crew nursing personnel specializing in the assessment and management of emergency cases. After collaboratively trying out one VETM scenario, participants individually completed an evaluation of the game (36 questions on a 5-point Likert scale) and provided written and verbal comments. The instrument assessed six dimensions of the game: (1) user interface, (2) difficulty level, (3) feedback, (4) educational value, (5) user engagement, and (6) terminology. Data sources of the study were 90 questionnaires, including written comments from 51 participants, 24 interviews with 55 participants, and 379 log files of their interaction with the game.

Results: Overall, the results were positive in all dimensions of the game that were assessed as means ranged from 3.2 to 3.99 out of 5, with user engagement receiving the highest score (mean 3.99, SD 0.87). Users’ perceived difficulty level received the lowest score (mean 3.20, SD 0.65), a finding which agrees with the analysis of log files that showed a rather low success rate.
(20.6%). Even though professionals saw the educational value and usefulness of the tool for pre-hospital emergency training (mean 3.83, SD 1.05), they identified confusing features and provided input for improving them.

Conclusions: Overall, the results of the professional feedback-informed evaluation of the game provide a strong indication of its potential as an educational tool for emergency training. Professionals’ input will serve to improve the game. Further research will aim to validate VETM, in a randomized pre-test, post-test control group study to examine possible learning gains in participants’ problem-solving skills in treating a patient’s symptoms in an emergency situation.
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Introduction

Background

New media technologies such as serious games involving virtual patients align with medical students’ preferred learning styles and are seen positively by them [1-3] as an innovative way for learning skills that are necessary in the medical profession. This is mostly because of the affordances of serious games and virtual patients in engaging learners while at the same time avoiding the risks associated with real patients. Most studies involving virtual patients in serious games in medical education focus on the description of the design and development of innovative ways to teach doctors and medical students [4-8]. However, there is evidence from controlled trial designs or similar rigorous methodologies [9-15] that indicates the effectiveness of proposed serious games and virtual patient interventions in medical education. Not many serious games exist that focus on supporting medical students’ skills in responding to medical emergency situations to manage the symptoms of patients facing cardiovascular complications through telemedicine. Moreover, there is a lack of evaluation/impact measurements with actual professional groups, as most studies that aimed to evaluate serious games and virtual patients had students as participants [1,2,5]. The present study attempted to fill these two gaps with the design and development, and attempt to quantify the potential of a virtual emergency telemedicine serious game in medical training through a professional feedback-informed evaluation study, with 90 professional ambulance crew nursing personnel specializing in the assessment and management of emergency cases.

Medical Students’ Attitudes Toward Games

Serious games align with digital natives’ [16] preferred learning styles and this seems to apply in medical education as well [17,18]. In the domain of medical education, several studies showed that medical students’ attitudes toward games in medical education, and toward learning from new media, such as immersive 3D virtual environments or virtual mentoring systems, are favorable [1-3]. In a recent study with 217 medical students from two US universities [1], the vast majority (98%) of students liked the idea of using technology to enhance health care education, felt that education should make better use of new media technologies (96%), and believed that games can have an educational value (80%). The attitudes of doctors in training toward virtual mentoring systems were also reported to be favorable in the study of Jaffer et al [3], which examined the effect of a short introduction on how to use virtual systems on 57 junior doctors in the United Kingdom. Evidence for medical students’ preferences in learning from new media, such as immersive 3D virtual environments also comes from a study with 90 second-year Master’s students in pharmacy [2]. The attitudes of 62 medical students were also favorable on the use of serious games’ interactive algorithms involving electronic virtual patients in medical education, as they found the interactive algorithms were effective learning tools, facilitating enhanced knowledge in the field of acute medicine [19].

Ample evidence indicates that serious games align with medical students’ preferred learning styles; therefore, a next step is to evaluate whether empirical evidence, documenting learning gains of such games, also supports their integration in medical education, as it was suggested by [20] in the area of emergency medicine in particular.

Serious Games Involving Virtual Patients in Medical Education

Serious games development and implementation for medical education is a growing domain. According to Graafland et al [21], who conducted a systematic review of serious games for medical education and surgical skills training, which included 25 research studies and covered 30 serious games published between 1995 and 2012, serious games form an innovative approach toward the education of medical professionals. Serious games attempt to deliver affordable, accessible, and usable interactive virtual worlds, supporting applications in training and education [9]. Following these trends, traditional instructor-centered teaching is yielding to a learner-centered model that puts learners in control of their own learning in medical education [22].

Some of the attributes of games involving virtual patients in medical education that make them attractive and useful include the fact that game environments provide a safe and controlled setting within which players can learn in an engaging way, while avoiding the risks associated with real patients [4]. Virtual patient simulations have the significant advantages of requiring fewer personnel and resources, being accessible at any time, and being highly standardized [23], and may support learning processes and be a valuable complement in teaching communication skills, patient-centeredness, clinical reasoning, and reflective thinking [24]. According to the systematic review by Ghanbarzadeh et al [25], virtual patients can be used by
trainees such as nurses, surgeons, students, and other medical staff, and their performance can be assessed and benchmarked in different ways. However, virtual patients are notoriously difficult and costly to author, adapt, and exchange. Historically, this has limited their uptake and utility, despite their being able to provide high-quality learning opportunities [26] and despite enthusiasm about the educational potential of three-dimensional virtual worlds and virtual patients for medical educators [27].

There are many recent examples of studies that involved virtual patients in serious games for medical education in areas such as cardiology for practicing doctors [4], rehearsing professional behaviors, such as taking a patient’s history for medical students [5], improving the efficiency of junior doctor training through a junior doctor medical simulator [6], teaching insulin therapy for primary care physicians [7], surgical training and developing clinical skills to respond to injuries sustained during catastrophic incidents [8], teaching about medical ethics, medical law, and medical professionalism [28], and repurposing Web-based virtual patients to multi-user virtual environments for undergraduate dental education [29]. Of special interest for this study are virtual patient games on emergency treatment in cardiology, which are discussed next.

In the area of cardiology but not focusing on emergency treatment, Dafli, Bamidis, and Dombros [4] described the design and implementation of a pilot scenario with a simulated virtual patient for potential use in Greek medical education. In their scenario, the practicing doctor could interact with a virtual patient to examine him, select diagnostic tests and inquiry methods, select different approaches, and reach a decision with respect to the treatment of a cardiological incident. The content was realistic and it was enhanced with the addition of audiovisual material to simulate medical reality and allow users to develop clinical skills through the system. Even though the application of the virtual patient has not yet been evaluated by a large number of users, it appears to be a promising application that can extend the users’ experience with real patients and allow them to practice their clinical skills in a systematic, safe, and protected way, adjusted to their own needs and level of experience [30].

In the area of emergency treatment but not focusing on cardiology, the University of Auckland’s Second Life simulation island, Medical Centre, and Emergency Room simulations represent a case where more experiential and immersive multi-user virtual environments have been used for designing and hosting virtual patients in serious games and experiential learning tools in emergency medicine and care [31]. Another case is the use of the Second Life virtual simulation environment for mock oral emergency medicine examinations targeting emergency medicine residents, who have the requirement for board certification in order to become emergency physicians [32].

A common theme identified in the literature of studies that involved virtual patients in serious games for medical education is that even though they provide indications that virtual world medical simulations have the potential to enable students to practice professional behaviors in a risk-free environment, providing opportunities for skills practice prior to real-world patient encounters, their work is not always validated through empirical research. This is true for studies such as the one by Danforth et al [5]. The same applies for Diehl et al [7], who plan to evaluate their game, InsuOnline, using a randomized controlled trial design in future studies and Guise et al [33] who only performed initial usability testing for two narrative virtual patients that they developed for vocational mental health nurse training. McEvoy et al [34] examined virtual patients as an educational intervention to improve pediatric basic specialist trainee education in the management of suspected child abuse. Their evaluation methodology focused on the use of a questionnaire, developed to determine trainees’ perception of the value of the virtual patient as an educational tool, and it has not yet been evaluated by professionals.

Research Evidence From Controlled Trials Supporting the Effectiveness of Serious Games in Medical Education

As shown in the previous section of this paper, there is an abundance of studies that involve virtual patients in serious games in medical education that focus on the description of the design and development of innovative ways to teach doctors and medical students. However, only a few of them refer to virtual patient games for emergency treatment in cardiology.

Studies that advanced to controlled trial designs or similar rigorous methodologies, involving random assignments to experimental and control groups, to research the effectiveness of proposed serious games interventions in medical education have not been numerous. Research evidence from controlled trials supports that serious games [9] and the deployment of virtual patients [11,13] offer the potential to enhance learning and improve subsequent performance when compared to traditional educational methods in areas such as in basic life support skills [11], knowledge acquisition about pediatric respiratory diseases [13], hematology and cardiology topics [14], and cardiac examination competency in medical students [15]. Research also showed that small duration (eg, 1 hour) interventions of virtual patient-based e-learning programs are not necessarily more effective compared to traditional training in the area of improving physicians’ substance abuse management skills [12]. There are also some studies in the literature that, even though they used a robust methodology, did not measure learning gains but focused on the effect of virtual patient training on students’ confidence instead, in areas such as history-taking and clinical breast examination [35,36].

Of interest for this study are controlled trial studies that focused on emergency treatment in cardiology through virtual patients and these studies are discussed next. In an area that partly relates to emergency cardiology incidents’ treatment, as it involves basic life support with the use of a defibrillator, Kononowicz et al [11] introduced a voluntary virtual patients’ module into a basic life support with an automated external defibrillator (BLS-AED) course to examine whether this addition would improve the knowledge and skills of students taking the course. Half of the students were randomly assigned to an experimental group and given voluntary access to a virtual patient module consisting of six cases presenting BLS-AED knowledge and skills. The study was conducted over 6 weeks and involved 226
first-year medical students. The voluntary module was used by 61 of the 114 entitled study participants. The group that used virtual patients demonstrated better results in knowledge acquisition and in some key BLS-AED action skills than the group without access, or those students from the experimental group deliberately not using virtual patients.

In a study that involves cardiology but not emergency treatment, positive results that indicate better retention with virtual patients than with traditional learning methods have also been reported by Botezatu et al [14], who conducted a randomized controlled study on early and delayed assessment results of 49 students using virtual patients for learning and examination of hematology and cardiology topics in an internal medicine course.

In the area of emergency treatment but not necessarily in cardiology, Dev et al [37] tested the architecture of a virtual emergency department patient for scenarios in emergency medicine in a multi-person learning environment based on online gaming technology. The efficacy of the model and the virtual emergency department learning environment was evaluated in a study where 12 advanced medical students and first-year residents managed six trauma cases, in groups of four. Their pre- and post-test performance results showed significant learning, with results comparable to those obtained in human mannequin simulators.

Other researchers did not focus on the comparison between virtual patients and traditional modules but rather tried to maximize the benefits of both approaches by combining them. These attempts demonstrated that virtual patients in virtual worlds or as part of serious games offer significant learning potential when used as a supplement to the traditional teaching techniques of medical education. Evidence for this comes from studies with virtual patients as a supplemental teaching tool for pediatric dentistry from Papadopoulos et al [10] and for clinical skills training for practicing health care workers Triola et al [23]. Similar studies in the areas of cardiology and emergency treatment were not found in the literature.

**Trends in the Literature on Serious Games Involving Virtual Patients**

The evidence outlined above demonstrates not only medical students’ potential uptake of serious games for education and training but also the potential effectiveness and capability of serious games employing virtual patients to increase students’ learning in various domains of medical education, including a few studies in emergency treatment in cardiology, which is the focus of this study. However, the literature review of recent research studies in the area of virtual patient implementation in medical education shows two gaps. The first gap is that there is a lack of evaluation/impact measurements with actual professional groups; as in most of the existing studies, participants were typically medical students. Two exceptions to the studies described above are the work of Heinrichs et al [38] (2010) and the work of Salminen et al [24]. Heinrichs et al [38] attempted to determine whether a virtual emergency department, designed after Stanford University Medical Center’s Emergency Department was an effective clinical environment for training emergency department physicians and nurses for mass-casualty incidents. The participants of the study were professionals, more specifically 10 physicians with an average of 4 years of post-training experience, and 12 nurses with an average of 9.5 years of post-graduate experience. Similarly, in the work of Salminen et al [24], the virtual patient model that was developed to facilitate medical students’ reflective practice and clinical reasoning as well as the case created using the developed model were validated by a group of 10 experienced primary care physicians and then further improved by a work group of faculty involved in that medical program.

The second gap identified in the relevant literature is that not many serious games exist that focus on supporting medical students’ skills in responding to medical emergency situations to treat the symptoms of patients facing cardiovascular complications through telemedicine. Some of the scenario-based games that exist, for example the ones that have been developed and repurposed as part of the eViP virtual patients’ project in the area of “Cardiology, Emergency Medicine, ECG”, are based on mainly textual information presented to the user, even though some incorporate audio and video. The user is typically asked to make a diagnosis choice among given options in multiple choice form (eg, eViP Mr Horcek, developed by DecisionSim). Even though some of these games provide instant or enquiry-based feedback to the user, others do not and are linear in nature. An important limitation of these games is that they are not real-time games simulating realistic conditions of emergency care, in the sense that the user does not have any time pressure and is not typically required to solve the problem in a limited amount of time, as is the case in reality, where if medical professionals do not react promptly they may lose the patient. Another limitation is that the user is not necessarily in contact with a virtual patient all the time; he or she may only be interacting with on-screen textual instructions or choices rather than observing the virtual patient or the signals of an electrocardiogram (ECG) at any given time.

Another category of existing games are commercial games, such as MicroSim [39], which can provide resource-efficient, self-directed learning through the simulation of realistic patient scenarios to help learners develop decision-making and critical-thinking skills. In the MicroSim pre-hospital version, patient cases are set in a pre-hospital environment as well as in an ambulance. The learner has access to most of the tools and drugs that are available in an ambulance as well as the initial scene of the pre-hospital environment [39]. Another example of a serious game implementing an immersive virtual learning space, which was developed for training health care professionals in clinical skills is Pulse!! - The Virtual Clinical Learning Lab. In this game, graphics recreate a lifelike, interactive, virtual training environment in which civilian and military health care professionals practice clinical skills in order to better respond to injuries sustained during catastrophic incidents, such as combat or bioterrorism. The game is designed to support a range of the training needs nurses and medical professionals require [8]. However, commercial simulations, such as Microsim and Pulse!! typically involve a high cost to be made available to hospitals for medical education, and are not always research-validated.

This study attempts to address the two identified gaps by not only designing and developing the Virtual Emergency
TeleMedicine (VETM) serious game, but also involving a number of professionals, who are at the same time stakeholders, specifically professional ambulance crew nursing personnel specializing in the treatment of emergency cases, in the evaluation of the educational potential of this game. The design and development phase of the VETM game is described in the next section, which is followed by a quantitative, professional feedback-informed evaluation of the game.

An Example of a Serious Game for Medical Emergency Situations: Virtual Emergency Telemedicine (VETM)

The Rationale Behind VETM

The VETM game is a simulation-based serious game that was developed in response to calls to integrate serious games in medical education and training. The game was also developed to provide a learning environment that can be used as a supplement to traditional training in emergency situations and that is, at the same time, compatible with today’s medical students’ preferences toward new media and new learning technologies. The game makes use of data from an ECG and is designed and developed to train practicing doctors, medical students, or other health care professionals, such as nurses and paramedics, for problem-solving in real-life emergency clinical scenarios through a telemedicine system. Users of the game learn how to respond to medical emergency situations to assess and manage the symptoms of a virtual patient, who is located in an ambulance, through different scenarios involving cardiovascular complications. The game allows users to practice their skills while receiving immediate feedback by the system and virtual patient. The VETM game is based on principles of adult learning and problem-based learning, such as self-pacing, contextualization, and a hands-on approach in which the learner is an active participant [7] and employs popular gamification tactics to engage the users. More specifically, the game is based on scenarios, clear goals are provided to the user who is committed to achieve them, points are allocated for correct performance actions for reinforcement purposes, progress of the user in the game is visible to enable progress monitoring, and constant feedback is provided to the user through the experience, as suggested by [40].

The concept of the VETM game is based on a real system developed by the eHealth labs of the University of Cyprus and Frederick University. This work initially aimed at the development of an integrated portable medical device for emergency telemedicine. The system enables the transmission of critical biosignals (ECG, blood pressure, heart rate, oxygen saturation, temperature) and still images of the patient, from the emergency site to an emergency call center; thus enabling physicians to direct pre-hospital care in a more efficient way, improving patient outcome and reducing mortality. The system was designed in order to operate over several communication links such as mobile, satellite, ADSL [41,42]. The system has been continuously updated on the technological issues related to telecommunications and operating system environment. In addition to the ongoing work on the emergency telemedicine systems, the eHealth lab group is working on the transmission of real-time video as presented in [43-46].

Technical Specifications of VETM

With regard to the technical specifications, the VETM game implements a scripting language called Scribulance, which is a blend of C and Pascal. Scribulance is a user-friendly high-level scripting language developed specifically for the purpose of the game. It enables the creation of custom scenarios, which are currently text-based. The game was created using the programming language C# with XNA for the game. In order to support a high-level scripting language for developing the game’s scenarios, a scenario compiler was also created. For testing and evaluation purposes, several scripts that used the features of the scripting language were implemented to examine whether they worked properly and a detailed command-by-command debugging was conducted to examine that the flow of the code worked as intended [47,48].

Instructional Design of VETM

As Figure 1 shows, the interface of the game includes the “electrocardiogram” display with leads in the upper part, the “Actions” and “Drugs” available to the user in the left part, the virtual “Patient” in the right part, and additional information with regard to the physical state of the patient (heart rate, respiration, temperature, etc.) in the further right part of the screen. The “Actions” menu provides several options for the user to choose from. In this particular example, the user can “speak to the patient” to see if he is responding, “measure his temperature”, “ensure that his airway is open”, etc. The order of these options changes randomly every time the game is played and changes according to whether there are complications to the patient in the scenario. If the user chooses to provide drugs to the patient, then a drop-down menu is available under “Drugs” with several options of medication that are typically available in an ambulance (such as atropine sulphate, adrenaline, acetylsalicylic acid, paracetamol, salbutamol, hydrocortisone, etc) and the option to choose the dosage of each one.

Several “Tools” in graphical format are also provided. These are located around the patient. Tools include an “oxygen mask”, “providing IV fluids”, a “stethoscope”, the option to examine the patient with “palpations” or “perform Cardiopulmonary Resuscitation (CPR)”, a “flashlight” to examine the patient’s eye pupils, and the option to “enable the ECG” to monitor the patient’s heart (Figure 1).

After every one of the user’s actions (which can take place in one of three possible formats, either in the form of using a tool, or requesting an action, or providing medication), instant feedback is provided in the bottom part of the interface. In the example of Figure 1, the user attempted to measure the patient’s temperature and the feedback received was the following: “Temperature is 36.2 degrees Celsius”. The user receives a positive or negative score after each action. Users can check their score at any given time while playing the game. If they do, they get a detailed report of correct and incorrect actions up to that point. Alternatively, users can get a detailed report of actions that were correct (these are indicated in green color) and actions that were incorrect (these are indicated in red color) at the end of the game. The final report also includes the time needed to save the patient and the total score of the user.
As part of the instructional design of the game, the user can also access the specific “Objectives” for that scenario, the “Goals” of the game and the scenario’s “Instructions” that put the scenario into context. As shown in Figure 1, these are located below the virtual patient. In this scenario, named “Dyspnea and chest discomfort”, the “Instructions” were the following:

The Emergency Dispatch Centre received an emergency call and sent you to treat the following incident: “Husband feels bad, came home from work and is getting worse, dyspneic and with precordial pain”. You are the ambulance crew. You have to examine and treat the patient, define working diagnosis and differential diagnosis, administer the therapy, define direction according to local situation and possible following steps. Conditions on the scene: September 2, 2013, 13:30pm, clear sky, calm, temperature 20°C (68°F). Call to hospital is 10 minutes.

The user can also access and should consult the “History” of the patient prior to attempting to save him. In this scenario, the history of the patient that was available to the user was the following:

A 65-year-old man presented with dyspnea and chest discomfort. A week ago he had a similar episode, but symptoms have worsened now. Medical history: Lung cancer being treated with chemotherapy.

Figure 1. Screenshot of the Virtual Emergency TeleMedicine game that shows the interface with the virtual patient.
The Scenario-Editor of VETM

The game has two types of target populations: students and trainers. On the one hand, it can be used for training and practicing purposes in the context of given scenarios when the target population is users such as medical students, nurses, paramedics, and health professionals. On the other hand, it can be used for teaching or training purposes, when the target population is advanced users such as medical professors or people involved in training medical professionals, who can write scenarios of their own, with very limited prior knowledge of programming required, by using the scenario-editor of the game.

The Scenario Editor in VETM imports scenarios written in Scribulance, a very simple state-based scripting language similar to C. This language can describe a scenario in such a way that the choices and their effects are well-defined by the author. The scenario can then be added into the game easily. If there are no errors in the scenario, it will be added successfully and made available to play.

A medical professor or a trainer of medical professionals who is interested in adding a scenario to the game needs to know the basic structure of a scenario at a technical level, and this is described next. A Scenario is made up of States, Functions, and Variables.

A State may have any of the following Events: (1) a collection of Options that the player will see (an Option has a set of commands to be followed whenever that Option is selected), (2) an Enter Event (a set of commands to be followed whenever that State is activated), (3) an Exit Event (a set of commands to be followed whenever that State is deactivated), and (4) a collection of Time Events. For each Time Event, the user must specify a time in minutes and seconds. A Time Event is a set of commands to be followed when the specified time passes after the State has been activated.

Variables hold temporary values needed for a scenario. A variable can be, for example, the amount of times a patient was given a certain medication. A Function is a set of commands not associated to a State. It can have any number of Parameters (also known as Arguments) and may return a single value. Functions are typically used for code that is repeated multiple times in a Scenario. An Annotation is information, in text form, for one of the following: “History”, “Objectives”, and “Instructions”, which can be customized by the user in each scenario. A Scenario must have at least one State, while everything else is optional.

The VETM game is currently working as a standalone application on personal computers (PCs) with the Windows operating system [47,48]. The game can be shared and repurposed (through changing its scenarios, or creating new ones and compiling them with the included virtual emergency telemedicine compiler). It is discoverable through different instantiations of mEducator (Multi-type Content Sharing and Repurposing in Medical Education) [49], such as mEducator 3.0 Melina+, an extended version of Drupal 7, which is offered as an installation profile and enables website administrators to install a learning management system, focused on medical education. As Figure 2 shows, the VETM game is listed there as a shared Internet resource, described with appropriate metadata.

Research Question of the Study

The present study refers to the evaluation of one scenario (“Dyspnea and chest discomfort”) of the VETM game by professionals and attempts to provide an answer to the following research question: What are professionals’ perceptions of the potential of the Virtual Emergency TeleMedicine game for training people involved in treating emergency cases?
The “professionals” in the context of this study were professional ambulance crew nursing personnel specializing in assessing and managing pre-hospital emergency cases. The professionals’ “perceptions” referred to participants’ perceived advantages and limitations of the game. These were operationalized in the evaluation questionnaire that was developed under six dimensions of the game: (1) user interface, (2) difficulty level, (3) feedback, (4) educational value, (5) engagement, and (6) terminology.

Methods

Context of the Evaluation

The evaluation of the VETM game was conducted as part of a training seminar targeting professional ambulance crew nursing personnel specializing in assessing and managing pre-hospital emergency cases. The training was organized by the Cyprus Ministry of Health; it has a total duration of 250 hours spread over 2 years in about 50 five-hour meetings, and it is compulsory.

A total of 90 participants organized in four groups participated in the evaluation. The four training meetings took place on Oct. 6-7 and Oct. 13-14, 2014 in the computer lab of a pedagogical institute with 12 desktop computers. The duration of each meeting was approximately 1.5 hours. The evaluation sessions consisted of: (1) demo, (2) hands-on experience of the game, and (3) evaluation. The first part consisted of a brief 5-minute presentation of the game by the first author, to demonstrate the user interface, the tools that are available to the user, the ECG part, etc, and the signing of informed consent forms by participants that allowed the voluntary and anonymous use of their demographic data and questionnaire evaluation data, the audiotaping of their comments, and the examination of the log files that were automatically created when they interacted with the game. The participants were informed that they would be asked to complete a questionnaire to evaluate the game and to provide their comments verbally on a voluntary basis.

In the second part, the participants were asked to work in groups of two on each desktop computer to explore the game and to try to solve the scenario “Dyspnea and Chest Discomfort”. The scenario involved the examination, treatment, and diagnosis of a virtual patient who experienced dyspnea and precordial pain. The participants’ goal was dual: to solve the scenario correctly and also have a hands-on experience of the functionality of the game so that they could evaluate it. A total of 81 participants worked in groups and 9 participants worked as individuals. In 83% (75/90) of cases, participants worked in groups of two and in 7% (6/90) of cases, participants worked in groups of three.

In the third part, participants were asked to individually complete a questionnaire and also verbally express their thoughts via brief interviews on the improvement of the game, its value, if any, and points of confusion, etc, to the first author, who was audiotaping the participants’ responses.

Participants

The participants of the study were 90 professional ambulance crew nursing personnel specializing in the assessment and management of pre-hospital emergency cases. With regard to ethical considerations, participation in the study was anonymous and voluntary, participants signed an informed consent form and the study protocol was previously approved by a review board at the University of Cyprus.

Data Sources

Overview

The study included three data sources: a game evaluation questionnaire, the game’s automatically created log files, and participants’ comments in the form of short interviews, conducted either while they interacted with the game or immediately after. These data sources are described next.

Game Evaluation Questionnaire

As far as the description of the instrument for the evaluation of the game is concerned, this consisted of three parts. The first part consisted of demographic data such as: gender, age, previous experience with a telemedicine system, years of experience, domain of expertise, previous experience with educational games, and previous experience with medical education games.

The second part consisted of 36 questions on a 5-point Likert scale (Strongly disagree, Disagree, Neither agree nor disagree, Agree, Strongly agree). The instrument assessed six dimensions of the game: (1) user interface (8 questions, Q1-Q8); (2) difficulty level (5 questions, Q9-Q13); (3) feedback (5 questions, Q14-18); (4) educational value (9 questions, Q19-27); (5) user engagement (6 questions, Q28-Q33); and (6) terminology and language (3 questions, Q34-36).

An internal consistency reliability analysis was performed on these 36 items, which showed that the instrument appeared to have good internal consistency (Cronbach alpha=.9).

The third part of the questionnaire included 5 open-ended questions related to things that they liked or disliked in the game, things that were difficult or confusing, suggestions for improvement of the game, and whether they would be interested to use the game for training purposes. Users’ hand-written answers in the 5 open-ended questions of the questionnaire were typed and analyzed.

Game Log Files

Each time the game was played, a log file was automatically created with information on the time it took for the user to solve the scenario, the types of mistakes that he or she made, etc. The total number of log files that were analyzed was 379.

Users’ Audiotaped Comments From Short Interviews

Users’ audiotaped comments from short interviews were transcribed verbatim. A total of 24 short interviews were conducted with a total of 55 participants (40 male, 15 female) with a total duration of 106 minutes. Each brief interview lasted for an average of 4.4 minutes (minimum=1 minute, maximum=18 minutes).

Analysis

With regard to the analysis of the responses of the questionnaire, data were coded in a statistical package (IBM/SPSS Statistics 20), using the numbers 1 to 5 for coding the answers.
(Completely Disagree to Completely Agree, respectively), and methods of descriptive analyses (main statistics of valid frequencies, means, and standard deviations) were calculated for all 36 questions. Four questions (Q10, Q12, Q17, Q20) were negatively phrased (eg, Q10 - The game is not challenging for me, Q12 - I needed more time to be able to solve the problem, Q17 - The feedback I receive when I make a choice is confusing, and Q20 - It was not clear what I could learn from the game) and their score was reversed prior to the calculation of compound scores. The calculation of compound scores was achieved as follows: the participants' scores in the respective items under each one of the six dimensions that were examined were summed, and then recoded to reflect the 5-point Likert scale of the original questions. For example, for the second dimension, “difficulty level”, the sum of the five relevant questions (Q9-Q13) resulted in a possible minimum score of 5 and a maximum possible score of 25. This was recoded as follows: 5-8 were coded as value 1, 9-12 were coded as value 2, 13-16 were coded as value 3, 17-20 were coded as value 4, and 21-25 were coded as value 5. The same process was followed for all six dimensions, for consistency in reporting results.

The information contained in log files was transferred in SPSS for analysis. Overall, 23 different types of mistakes were coded and analyzed. The overall time for which all users in all four sessions engaged with playing the game was 13.5 hours.

The participants’ responses in the 5 open-ended questions of the questionnaire were coded for each question individually and frequencies of each code were calculated to give a sense of participants’ reactions to the game.

Users’ audiotaped comments from short interviews were analyzed qualitatively to complement themes from the analysis of the open-ended questions and to identify emerging themes of users’ perceptions on the VETM game. The users’ comments in the short interviews were initially classified in three broad categories corresponding to the areas that four out of five questions of the questionnaire examined: positive aspects of the game, negative or confusing aspects of the game, and suggestions for improvement. An additional theme that emerged examined the educational value of the game.

**Results**

**Participants’ Demographic Information**

The participants of the study were 90 professional ambulance crew nurses (67%, 60/90 male and 33%, 30/90 female). As can be seen from Table 1, participants’ average age was 32.23 years (SD 5.25, n=89) and it ranged from 25 to 49 years old. They had an average of 8.55 years of professional experience (mean 8.55, SD 5.26, n=85), which ranged from 1 to 26 years. The vast majority of participants 81% (71/90) had more than 5 years of experience, with 30% (27/90) of them having between 10 and 26 years of experience.

The vast majority of participants 87% (78/90) did not have any previous experience with games, either educational games or medical domain games. Of the people who had some experience with either type of game (13%, 12/89), their average time of playing games per week was approximately half an hour (0.57 hours per week). The majority of participants 70% (63/90) did not have any previous experience with a telemedicine system either.

<table>
<thead>
<tr>
<th>Table 1. Participants’ demographic information (n=90).</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Age (years)</td>
</tr>
<tr>
<td>Professional experience (years)</td>
</tr>
<tr>
<td>Game experience (hours per week)</td>
</tr>
</tbody>
</table>

**Users’ Behavior in Solving the Dyspnea and Chest Discomfort Problem**

The analysis of log files showed that the game was played for a total of 379 times during the four evaluation sessions. Users attempted to solve the problem for an average of 8 times (mean 8.39, SD 3.6) with a minimum of 2 times and a maximum of 21. The result was “success”, which means that the patient was saved, in 20.6% (78/379) of these cases and the result was “failure”, which means that the virtual patient was lost, in 79.4% (301/379) of these attempts. The average time for which the users interacted with the game was 2.17 minutes at a time (SD 52.3 seconds) and it ranged from 15 seconds to 5 minutes for each time the scenario was played. Table 2 shows the frequencies of the 23 most common mistakes professionals made when attempting to solve the scenario Dyspnea and Chest Discomfort of the VETM game.
Table 2. Most common mistakes in solving the Dyspnea and Chest Discomfort scenario of the VETM (Virtual Emergency TeleMedicine) game (n=915).

<table>
<thead>
<tr>
<th>Mistake number</th>
<th>Mistake description</th>
<th>Frequency n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M4</td>
<td>Your patient is dying</td>
<td>301 (32.9)</td>
</tr>
<tr>
<td>M1</td>
<td>Eye pupils not checked</td>
<td>97 (10.6)</td>
</tr>
<tr>
<td>M3</td>
<td>Providing Adrenaline is inappropriate at this moment</td>
<td>92 (10.1)</td>
</tr>
<tr>
<td>M14</td>
<td>You have provided Oxygen before ensuring the airway was open</td>
<td>91 (9.9)</td>
</tr>
<tr>
<td>M12</td>
<td>The patient’s state has gotten worse!</td>
<td>59 (6.4)</td>
</tr>
<tr>
<td>M3</td>
<td>Providing Salbutamol is inappropriate at this moment</td>
<td>42 (4.6)</td>
</tr>
<tr>
<td>M8</td>
<td>CPR at this point was inappropriate</td>
<td>32 (3.5)</td>
</tr>
<tr>
<td>M6</td>
<td>Providing Hydrocortisone is inappropriate at this moment</td>
<td>30 (3.3)</td>
</tr>
<tr>
<td>M9</td>
<td>Temperature not checked</td>
<td>26 (2.8)</td>
</tr>
<tr>
<td>M7</td>
<td>Providing Atropine Sulphate is inappropriate at this moment</td>
<td>22 (2.4)</td>
</tr>
<tr>
<td>M10</td>
<td>Did not use DEX/STICK</td>
<td>20 (2.2)</td>
</tr>
<tr>
<td>M13</td>
<td>You turned the Oxygen off</td>
<td>20 (2.2)</td>
</tr>
<tr>
<td>M16</td>
<td>Providing Acetylsalicylic Acid is inappropriate at this moment</td>
<td>17 (1.9)</td>
</tr>
<tr>
<td>M2</td>
<td>Providing Furosemide is inappropriate at this moment</td>
<td>15 (1.6)</td>
</tr>
<tr>
<td>M19</td>
<td>Providing Nitroglycerin is inappropriate at this moment</td>
<td>11 (1.2)</td>
</tr>
<tr>
<td>M11</td>
<td>Did not attempt to interact with the patient</td>
<td>10 (1.1)</td>
</tr>
<tr>
<td>M17</td>
<td>Providing Glucagon is inappropriate at this moment</td>
<td>10 (1.1)</td>
</tr>
<tr>
<td>M18</td>
<td>Providing Nitrous Oxide is inappropriate at this moment</td>
<td>5 (0.6)</td>
</tr>
<tr>
<td>M15</td>
<td>Did not palpate the patient’s chest</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>M20</td>
<td>Providing Narcan is inappropriate at this moment</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>M23</td>
<td>ECG monitor not activated</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>M21</td>
<td>Providing Paracetamol is inappropriate at this moment</td>
<td>2 (0.2)</td>
</tr>
<tr>
<td>M22</td>
<td>Providing Morphine is inappropriate at this moment</td>
<td>1 (0.1)</td>
</tr>
</tbody>
</table>

Users’ Evaluation of the VETM Game

Results of the evaluation are presented in Table 3 in two formats: (1) using frequencies (percentages of participants who fell into each one of the four categories ranging from “strongly disagree” to “strongly agree”), and (2) using descriptive statistics (means and standard deviations). Descriptive statistics are used to identify general trends in participants’ perceptions of the game and frequencies are used to examine the results of the participants’ response to each question in more detail (Table 3).
Table 3. Results of the usability evaluation of the VETM (Virtual Emergency TeleMedicine) game through frequencies and descriptive statistics.

<table>
<thead>
<tr>
<th>Domain examined</th>
<th>n</th>
<th>Frequencies&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Descriptive statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>S (%)</td>
<td>D (%)</td>
</tr>
<tr>
<td>User interface (8 questions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Accessing the game objectives was easy.</td>
<td>87</td>
<td>1.1</td>
<td>8.9</td>
</tr>
<tr>
<td>2. Accessing the game instructions was easy.</td>
<td>88</td>
<td>2.3</td>
<td>9.1</td>
</tr>
<tr>
<td>3. Accessing the patient history was easy.</td>
<td>88</td>
<td>3.4</td>
<td>3.4</td>
</tr>
<tr>
<td>4. The game is user-friendly.</td>
<td>87</td>
<td>3.4</td>
<td>6.9</td>
</tr>
<tr>
<td>5. I like the interface of the game.</td>
<td>87</td>
<td>4.6</td>
<td>5.7</td>
</tr>
<tr>
<td>6. The game graphics are adequate.</td>
<td>87</td>
<td>4.6</td>
<td>11.5</td>
</tr>
<tr>
<td>7. The response time of the game is as expected.</td>
<td>85</td>
<td>4.7</td>
<td>10.6</td>
</tr>
<tr>
<td>8. The game is easy to navigate.</td>
<td>86</td>
<td>1.2</td>
<td>19.8</td>
</tr>
<tr>
<td>Difficulty level (5 questions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Solving the problem was easy.</td>
<td>88</td>
<td>9.1</td>
<td>18.2</td>
</tr>
<tr>
<td>10. The game is not challenging for me.</td>
<td>87</td>
<td>17.2</td>
<td>25.3</td>
</tr>
<tr>
<td>11. The time allowed by the game for the doctor to save the patient is sufficient.</td>
<td>88</td>
<td>6.8</td>
<td>13.6</td>
</tr>
<tr>
<td>12. I needed more time to be able to solve the problem in Scenario Dyspnea and Chest Discomfort.</td>
<td>86</td>
<td>9.3</td>
<td>24.4</td>
</tr>
<tr>
<td>13. The game is complicated.</td>
<td>86</td>
<td>17.4</td>
<td>23.3</td>
</tr>
<tr>
<td>Feedback (5 questions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Keeping track of my score while playing the game was easy.</td>
<td>86</td>
<td>4.7</td>
<td>12.8</td>
</tr>
<tr>
<td>15. The game provides ways to recover after making a mistake.</td>
<td>85</td>
<td>29.4</td>
<td>14.1</td>
</tr>
<tr>
<td>16. The feedback I receive when I make a choice is adequate.</td>
<td>85</td>
<td>4.7</td>
<td>15.3</td>
</tr>
<tr>
<td>17. The feedback I receive when I make a choice is confusing.</td>
<td>86</td>
<td>8.1</td>
<td>12.9</td>
</tr>
<tr>
<td>18. I can learn from my mistakes when I play the game.</td>
<td>85</td>
<td>5.9</td>
<td>10.6</td>
</tr>
<tr>
<td>Educational value (9 questions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19. I learned how to diagnose and treat complications of … in the game.</td>
<td>87</td>
<td>9.2</td>
<td>9.2</td>
</tr>
<tr>
<td>20. It was not clear what I could learn from the game.</td>
<td>86</td>
<td>9.3</td>
<td>23.3</td>
</tr>
<tr>
<td>21. I found the game educational.</td>
<td>85</td>
<td>4.7</td>
<td>7.1</td>
</tr>
<tr>
<td>22. The game will be interesting for medical students.</td>
<td>87</td>
<td>3.4</td>
<td>6.9</td>
</tr>
<tr>
<td>23. The game will be useful for medical student training.</td>
<td>87</td>
<td>5.7</td>
<td>8.0</td>
</tr>
<tr>
<td>24. This game is a useful learning aid.</td>
<td>87</td>
<td>3.4</td>
<td>3.4</td>
</tr>
<tr>
<td>25. Learning objectives are clearly identified.</td>
<td>87</td>
<td>4.6</td>
<td>3.4</td>
</tr>
<tr>
<td>26. I would recommend the game to my colleagues.</td>
<td>87</td>
<td>5.7</td>
<td>4.6</td>
</tr>
<tr>
<td>27. If I were an instructor I would like to use the game in a classroom setting with my students.</td>
<td>87</td>
<td>6.9</td>
<td>8.0</td>
</tr>
<tr>
<td>Engagement (6 questions)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28. I was motivated to undertake the challenge of the game.</td>
<td>86</td>
<td>2.3</td>
<td>9.3</td>
</tr>
</tbody>
</table>
Table 4. Descriptive statistics of the compound scores of the six dimensions of the game.

<table>
<thead>
<tr>
<th>Dimension of the game</th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interface</td>
<td>83</td>
<td>3.83</td>
<td>1.01</td>
</tr>
<tr>
<td>Feedback</td>
<td>81</td>
<td>3.40</td>
<td>0.79</td>
</tr>
<tr>
<td>Difficulty level</td>
<td>84</td>
<td>3.20</td>
<td>0.65</td>
</tr>
<tr>
<td>Educational value</td>
<td>84</td>
<td>3.83</td>
<td>1.05</td>
</tr>
<tr>
<td>User engagement</td>
<td>84</td>
<td>3.99</td>
<td>0.87</td>
</tr>
<tr>
<td>Terminology</td>
<td>84</td>
<td>3.32</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Users’ Attitudes Toward the Game

Users’ attitudes toward the game were examined using two qualitative data sources: the users’ written comments in the five questions of the questionnaire and the users’ oral comments in brief interviews. Users’ audiotaped comments complemented data that came from the open-ended questions of the questionnaire and provided more extensive explanations for users’ reactions and attitudes toward the game. As negative comments and game features that users found confusing or difficult spontaneously led to suggestions for improvement, these are grouped together in the following section, which starts with users’ negative comments and naturally leads to their suggestions for improving the game.

Users’ Identification of Confusing or Difficult Features of the Game and Suggestions for Improvement of the Game

Users identified features of the game that created confusion or hindered their problem-solving process while interacting with the game in Questions 2 and 3 and provided suggestions for improving the game in Question 4 of the questionnaire.

More specifically, Question 2 (What did you not like in the VETM game?) was answered by 57 people. One in five people (21%, 15/57) noted a few bugs that need to be improved, 8% (6/57) of people thought that the time allowed to save the patient especially when in state of complication was not adequate, and the same number of people disliked the fact that the game was written in the English language instead of the Greek language (8%, 6/57). Other negative features that were reported by only three people referred to the need to have a larger number of choices available (3/57), and the graphics (3/57) and colors of the game (3/57).

Question 3 (What things were difficult or caused confusion in the game?) was answered by 51 people; 28% (13/51) of people again referred to some bugs in the game, while 11% (5/51) of people said that it was not difficult so they didn’t have anything to report. Three people referred to other difficulties within the game such as providing the exact dosage of medication (3/51), the use of the English language (3/51), and difficulty in evaluating the state of the patient (3/51).

Question 4 (Do you have any suggestions for improving the game?) was answered by 57 people; 13% of people suggested collaborating with experienced nursing personnel to improve the game and correcting the bugs that were identified (8/57) and 8% suggested translating the game into Greek (5/57), adding options for possible interventions that nurses can take (3/57), and improving graphics (3/57).

With respect to negative or confusing aspects of the game as these were coded from the analysis of the users’ interviews, the following features were identified, at least once, by users who...
provided suggestions to alleviate difficulties: more closely following the “ABCDE” protocols with which nurses are familiar (M14, Interview 7; M26, Interview 13), using the generic names of drugs (Male Trainer, Interview 6), adding all possible drugs that could be administered, have them visible in all scenarios that are developed (F6, Interview 10; F7, Interview 11; M37, Interview 22; M38, Interview 23) and include the standardized dosage for each one (M21, Interview 10; M35, Interview 21), adding the heart, lungs, and ECG sounds to the game (M14, F15 Interview 7), making the time that passes when performing CPR more visible by increasing the font and changing the color of the written feedback (M15, Interview 8; M37, Interview 22; M39, Interview 23), provide the ability to give adrenaline while performing CPR (M22, Interview 10; M32, Interview 19; M37, Interview 22), having the defibrillator present at all times rather than making it appear only in scenarios where it is needed (M28, Interview 14), having the user chose current voltage and joules for defibrillation (M29, Interview 15), and last, translate the game into the Greek language as users are more familiar with the terminology in Greek rather than English (M28, Interview 14; M38, Interview 23).

An interesting aspect that emerged from the analysis of the interviews had to do with the desire of experienced users to have less guidance and less scaffolding in the game. Users commented that, if the target group is professionals, then the game should provide more advanced options (M7, Interview 4; M15, Interview 8; M23, Interview 11; M27, Interview 14; M39, Interview 23; F15, Interview 24) and not make these options immediately available to the user (M23, Interview 11). They also suggested additions of more advanced options, such as the addition of a greater number of types of oxygen masks (M23, Interview 11; M9, Interview 4; F2, Interview 5; F8, Interview 13) so that the user can learn how to identify the correct mask to be applied depending on each medical incident that is presented in the game and the addition of more advanced questions, such as “how much oxygen to provide” instead of simply providing oxygen (M9, Interview 4; F2, Interview 5), or “identify which type of IV should be induced” rather than simply providing IV for experienced users (M15, Interview 8; M14, Interview 7), or “getting a different sound or input when examining a different part of the lungs” (M16, Interview 8; M20, Interview 10). Experienced participants could, however, understand that the game in its current state would be useful for medical students and first-year nurses who are inexperienced. Another suggestion included changing the animated character of the virtual patient into a human character to make the game more realistic (F5, Interview 8).

**Discussion**

**Principal Results**

This study aimed to perform a professional feedback-informed evaluation of the VETM game to identify professionals’ perceptions of the game’s potential for training people involved in the assessment and management of emergency cases in cardiology. Overall, the results were positive in all six dimensions that were assessed: game interface, feedback, difficulty level, educational value, user engagement, and terminology used in the game (with means ranging from 3.2 to 3.99 out of 5 in the six dimensions). This finding indicates that professionals can see the potential of the VETM game for training, practicing, or evaluating users’ problem-solving skills in real-life clinical scenarios through a telemedicine system and a virtual patient and is in agreement with previous studies that documented positive attitudes of medical students on games [1], favorable attitudes of junior doctors on new media, and favorable attitudes of medical students on the use of serious games involving virtual patients in medical education [19].

Evaluation results for each dimension are discussed in more detail. The first dimension of the evaluation referred to the interface of the game and it was assessed based on the cumulative results of 8 relevant questions. As can be seen from Table 4, the compound mean score of the game’s interface was 3.83 (SD 1.01), which provides an indication that the interface of the game was satisfactory. As can be shown from more detailed results reported in Table 3, three out of four participants (76%, 66/87) thought that the game was user friendly (Q4), 70% (61/87) of them liked the interface of the game (Q5), and 64% (55/86) thought that the game was easy to navigate (Q8). More than 60% of participants agreed or strongly agreed that accessing the game objectives (Q1, 66%, 57/87) and instructions (Q2, 61%, 54/88), and the patient’s history (Q3, 77%, 68/88) was easy. However, relatively lower scores were received for the response time of the game (Q7, mean 3.55, SD 1.05, n=85) and for the evaluation of the graphics of the game (Q6, mean 3.47, SD 1.05, n=87). The last point may relate to the suggestion made by three participants to improve the graphics of the game and the comment about changing the animated character to a human character in one of the interviews.

The second dimension of the evaluation referred to whether the difficulty level of the game was appropriate (mean 3.2, SD 0.65, n=84) and it was assessed based on the cumulative results of 5 relevant questions, two of which that were negatively phrased (Q10 and Q12) were reversed. More than half of participants (55%, 48/88) thought that the time allowed to solve the problem was sufficient (Q11, mean 3.44, SD 1.13, n=88). Almost 40% (34/88) of participants thought that solving the problem was easy, while 27% (24/88) of participants thought that solving the problem was difficult. It is important to note that around 34% (30/88) of participants were not sure whether the scenario they tried was easy or difficult. This is partly reflected by the success rate that was calculated from the analysis of 379 log files of the game that showed that participants tried to solve the problem for an average of 8 times and their success rate was generally low (20.6%). It is possible that participants’ personal characteristics such as previous professional experience, experience with a telemedicine system and experience with playing educational games may have influenced their perceptions with regard to the difficulty level of the game.

The third dimension of the evaluation referred to the adequacy of feedback provided by the game to support users’ learning (mean 3.40, SD 0.79, n=81) and it was assessed based on the cumulative results of 5 relevant questions. A total of 63% (54/85) thought that they could learn from their mistakes while playing the game (Q18). Keeping track of their score while playing the game was characterized as easy by 61% (52/86) of
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participants (Q14). The feedback received was characterized as adequate by 39% (33/85) of participants (Q16) and 27% (23/85) agreed that the game provides ways to recover after making a mistake (Q15). The last point relates to what seemed to be an area of misconception among participants who thought that the game should provide ways to recover after making any type of mistake as opposed to the design goal of the game to additionally simulate mistakes that are irreversible in real life and thus should be irreversible in the game environment as well.

The fourth dimension of the evaluation referred to the value of the game and it was assessed based on the cumulative results of 9 relevant questions. Results showed that participants greatly valued the VETM game (mean 3.83, SD 1.05, n=84). The majority of participants thought that the game is educational (64%, 54/85), it will be interesting for medical students (72%, 63/87), useful for medical student training (67%, 58/87), and useful as a learning aid (69%, 60/87). Even though the hands-on experience with playing the game was short, more than half of participants (55%, 48/87) thought that they learned how to diagnose and treat complications of cardiovascular type through the game and 57% (50/87) thought that the learning objectives were clearly identified. Last, 64% (54/85) of participants would recommend the game to their colleagues and 69% (60/87) would like to use it for teaching purposes. The last finding agrees with what participants also noted in their written comments in question 5 of the questionnaire and with what they reported in interviews, in which they referred to the originality of the game, they expressed an intention to download it to practice with more scenarios, and they referred to advantages such as the elimination of cost for training, the elimination of danger associated with dealing with real patients, and providing the ability for users to learn from their mistakes in a safe environment.

These findings are in accordance with what was reported in the literature with regard to the affordability, accessibility, and usability of serious games, reported by [9,23], and with regard to avoiding risks associated with real patients reported by [4,30]. Moreover, participants' positive reaction toward the educational value of the game agrees with findings of previous studies that have been reported in the literature that documented medical students' positive attitudes toward games [1-3,19].

The fifth dimension of the evaluation referred to engagement and it was assessed with 6 questions. It has the highest mean score of the six dimensions that were examined (mean 3.99, SD 0.87, n=84). The majority of participants felt that the game was worthwhile (73%, 62/85), that time passed quickly (72%, 62/86), they were absorbed in the activity (67%, 58/87), motivated to undertake the challenge of the game (65%, 56/86), and felt “in control” (55%, 48/87). Again, this finding also agrees with the generally positive attitudes of medical students and professionals toward games that were reported in the literature [1-3,19].

The sixth and last dimension of the evaluation referred to whether the terminology used in that particular scenario was correct and consistent (mean 3.32, SD 1.0, n=84) and it was assessed based on the cumulative results of two relevant questions.

As documented in the literature review, there is a lack of evaluation/impact measurements with actual professional groups, as most studies that aimed to evaluate serious games and virtual patients had students as participants. From a methodological standpoint, this study builds on the work of Heinrichs et al [38] who validated their work on a virtual emergency department with a small sample of professionals, specifically 22 participants.

Not many open source serious games exist that focus on supporting medical students’ skills in responding to medical emergency situations to manage the symptoms of patients facing cardiovascular complications through telemedicine. From a game design and development standpoint, this study overcomes some of the limitations of games developed as part of the eViP virtual patients’ project in the area of “cardiology, emergency medicine, ECG”. More specifically, as opposed to other non-commercial games that already exist in this area, the VETM game is not linear in nature, the order of choices provided to the user changes randomly each time the game is played, it is a real-time game simulating realistic conditions of emergency care where the user is required to solve the problem under time pressure, and it allows immediate contact with a virtual patient all the time as both the patient and signals of the ECG can be observed at any given time through the telemedicine system.

Limitations

Even though the VETM game was validated by professionals with regard to its potential educational value in this study and results were positive, it has not yet been validated using a controlled trial design, which is part of the directions for future research in this area.

Directions for Future Research

Most games for health care have not been validated as tools for education [7]. As Graafland et al [21] pointed out, games developed or used to train medical professionals need to be validated before they are integrated into teaching methods. Some weaknesses that were pointed out by participants will serve as input for the re-design of the VETM game. Further research should define valid performance parameters and formally validate any serious game before it can be seen as a fully-fledged teaching instrument for medical professionals. A direction of further research, to address the need for employing rigorous methodologies, such as controlled trials for the evaluation of virtual patients, will therefore be to determine the educational efficacy of VETM, in a controlled setting involving an experimental and a control group. The experimental group participants will interact with VETM as a way to practice their skills in emergency treatment while the control group participants will follow traditional teaching methods. Participants of both groups will be pre- and post-tested with respect to their problem-solving skills in treating a patient’s symptoms in an emergency situation.

Furthermore, the real emergency telemedicine system will be expanded with (1) the addition of emergency scenarios for patient handling [50], (2) health care services and patient location management during major disasters [51], and (3) ultrasound emergency video transition from the ambulance to ultrasound emergency video transition from the ambulance.
the hospital [44-46]. It is foreseen that the above functionality will be integrated in the VETM serious game for the support of advanced emergency telemedicine services.

Conclusions
In response to calls to integrate serious games in medical education and training and in light of research findings that report the effectiveness of virtual patient implementation in medical education, this paper attempted to describe the design and evaluation of the Virtual Emergency TeleMedicine (VETM) game, a simulation-based virtual patient game that was developed in collaboration with the mEducator Best Practice network [49]. The VETM game makes use of data from an electrocardiogram to train practicing doctors or medical students for problem solving in real-life emergency clinical scenarios through a telemedicine system and virtual patients.

What makes the VETM game innovative and different from previous attempts to use telemedicine for training in emergency situations is that the game not only allows users to practice in the context of given scenarios but also allows them to write scenarios of their own with very limited knowledge of programming required, as the scenario editor uses a very simple state-based scripting language similar to C. Even though this functionality was not evaluated in the present study, it may provide a partial solution to the concern raised in the literature that refers to the difficulty and added costs for virtual patients to be authored, adapted, and exchanged. Another element that makes the VETM game different is the fact that it is made freely available through the Melina+ (Medical Education Linked Arena) platform for repurposing in different contexts, with different scenarios, in different languages, etc [49].

In response to the gap identified in the literature of a lack of evaluation/impact measurements with actual professional groups, this study followed a quantitative, professional feedback-informed evaluation of the educational potential of the VETM game. Professionals, who were also stakeholders in this case, included professional nurses, whose expertise is the assessment and management of emergency cases.

The results of the evaluation are promising with regard to the value of the game and provide a strong indication of the potential of this educational game in telemedicine. According to Cugelman [40], “users are the ultimate judges of intervention efficacy, so any gamified interventions will require user testing, to determine if they can work or not”(p. 4). Following Cugelman’s suggestion [40], the first users who tested the game were professionals, to provide their input and feedback as part of a quantitative evaluation of the game. This study showed that the inclusion of game elements in the domain of emergency treatment involving cardiovascular complications has the potential to enhance medical students’ learning experience and may increase their intrinsic motivation to practice, making the learning experience more enjoyable and potentially more effective, even though the latter remains to be seen. VETM can potentially become an attractive option for large-scale continuous medical education to help improve the knowledge of medical students, nurses, paramedics, rescuers, etc, on emergency treatment and potentially improve the diagnosis and treatment of patients who face cardiovascular or other problems.
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Abstract

Background: Social networks are common in digital health. A new stream of research is beginning to investigate the mechanisms of digital health social networks (DHSNs), how they are structured, how they function, and how their growth can be nurtured and managed. DHSNs increase in value when additional content is added, and the structure of networks may resemble the characteristics of power laws. Power laws are contrary to traditional Gaussian averages in that they demonstrate correlated phenomena.

Objectives: The objective of this study is to investigate whether the distribution frequency in four DHSNs can be characterized as following a power law. A second objective is to describe the method used to determine the comparison.

Methods: Data from four DHSNs—Alcohol Help Center (AHC), Depression Center (DC), Panic Center (PC), and Stop Smoking Center (SSC)—were compared to power law distributions. To assist future researchers and managers, the 5-step methodology used to analyze and compare datasets is described.

Results: All four DHSNs were found to have right-skewed distributions, indicating the data were not normally distributed. When power trend lines were added to each frequency distribution, $R^2$ values indicated that, to a very high degree, the variance in post frequencies can be explained by actor rank (AHC .962, DC .975, PC .969, SSC .95). Spearman correlations provided further indication of the strength and statistical significance of the relationship (AHC .987, DC .967, PC .983, SSC .993, $P<.001$).

Conclusions: This is the first study to investigate power distributions across multiple DHSNs, each addressing a unique condition. Results indicate that despite vast differences in theme, content, and length of existence, DHSNs follow properties of power laws. The structure of DHSNs is important as it gives insight to researchers and managers into the nature and mechanisms of network functionality. The 5-step process undertaken to compare actor contribution patterns can be replicated in networks that are managed by other organizations, and we conjecture that patterns observed in this study could be found in other DHSNs. Future research should analyze network growth over time and examine the characteristics and survival rates of superusers.

(J Med Internet Res 2015;17(6):e160) doi:10.2196/jmir.4297
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Introduction

Background

Empirical examination of digital health social networks (DHSNs) began in the mid-1980s. In 1986, Schneider examined abstinence rates from smoking among 28 actors of an online system named the Electronic Information Exchange System (EIES) [1]. Actors logged on to EIES by typing the word “smoker” and could read and post messages to a bulletin board. During the same year, Robinson and Walters outlined Health-Net, an interactive computer network linking personal computers in student residences, libraries, academic buildings, and the Student Health Center at Stanford University [2]. Like EIES, Health-Net contained a bulletin board. These researchers all noted the potential impact of these networks on personal health, especially in regards to information access and knowledge sharing.

Decades later, DHSNs, otherwise known as bulletin boards, peer-to-peer support groups, online forums, or computer-mediated communication now proliferate the digital health landscape. As of December 2014, over 40,000 health-related communities exist on Yahoo! Groups. PatientsLikeMe, a for-profit health care company focusing on peer-to-peer support, has communities for over 2300 conditions. In 2013, Bender et al identified and examined 111 DHSNs dedicated to breast cancer survivors, with extensive archives of personal experiences [3].

The Internet also continues to evolve as an important health resource. A 2013 Pew Research Center report found that within the past year 59% of US adults used the Internet to search for health information, and 26% of Internet users read or watched someone else’s experience about a health or medical issue [4].

Although the research community is in the process of establishing the efficacy of DHSNs [5], peer-to-peer support groups remain an important component of the digital health ecosystem. A separate stream of research is evolving, which seeks to understand the mechanisms of DHSNs, how they are structured, how they function, and how their growth can be nurtured and managed. Other disciplines have analyzed complex networks, and measured specific interactions within [6], yet their theories and models have yet to be rigorously applied to digital health.

Network Effects

For decades, the fields of economics and marketing have sought to understand the structure, stagnation, growth, and distribution patterns of networks. The study of networks in demand-side economics has found that the value of a product or service is directly related to the number of others who use it [7-10]. This increase in value, otherwise known as a positive network externality, occurs with each sale of an additional unit.

This increase in value can be illustrated in many consumer goods. An example is FaceTime, a popular feature of Apple products. FaceTime is a videotelephony service (or video call app) that allows consumers to talk with each other via Voice over Internet Protocol (VoIP). FaceTime is available only on Apple products, so consumers must purchase an Apple product in order to join the FaceTime network. There were an estimated 19 million FaceTime-equipped devices in October 2010, growing to over 300 million by the end of 2012 [11]. For consumers (and presumably Apple), the value of the FaceTime network continues to increase with the sale of each additional Apple device.

Power Laws and Power Curves

A power law is an exponential relationship between two values that is scaled and is proportional. A power curve is the graphical representation of this phenomenon.

If plotted on a graph, the distinguishing feature of a power curve is a straight line with a slope of b or an equation of y=x^b; the closer the data fit the straight line, the greater chance of the graphed relationship being defined as a power curve.

An example of a well-known power law is the Pareto Principal, colloquially known as the 80-20 rule. In the late 19th century, the Italian scholar Vilfredo Pareto noted that 80% of the land in Italy was owned by 20% of the population [12]. Likewise, it is common for those in business to note that 80% of their sales are generated from 20% of their customers or that 80% of absences can be attributed to 20% of staff.

One specific type of power law is a Zipfian distribution, otherwise known as Zipf's law, eponymously named after George Kingsley Zipf, an American linguist and philologist who was a university lecturer at Harvard University [13]. Zipf first noted a statistical relationship in the frequency of word use but extended his method to other subjects, such as the size of cities and concentration of economic power [14].

Examples of power laws are ubiquitous. One resource lists over 80 types of natural and social power law phenomena in fields such as physics (eg, brush-fire damage, water levels in the Nile, earthquakes, size of asteroid hits), biology (eg, genetic circuitry, tumor growth, death from heart attack, predicting premature births, mass extinctions), social science (eg, word use, structure of World Wide Web, publications and citations, global terrorism events, traffic jams), and management research (eg, cotton prices, distribution of wealth, intra-firm decision events, alliance networks among biotech firms) [15]. In a separate study, power law distributions were consistent in 17 of 24 datasets ranging from linguistics (count of word use), biology (protein interaction degree), ornithology (bird species sightings), meteorology (solar flare intensity), and political science (intensity of wars) [16].

Power laws have been studied extensively, with Paul Krumen, a Nobel Prize winning economist, describing the phenomenon as “disturbing” or “baffling” [17]. However, defining power relationships are important as the models can help us with intuition and to begin to understand relationships between two distinct variables.

Distribution Patterns and Digital Health Social Networks

All networks have the potential to increase in value when an additional user or actor is added. Generally, if a network contains n users, potential connections between users is n(n-1). However, value creation differs among various network types.
In our previous FaceTime example, network connections are ephemeral: a conversation between two actors terminates when a party ends the conversation. DHSNs differ from traditional networks as actor contributions are permanent. An actor’s post remains on the network and can be accessed or read numerous times (Figure 1).

As actor posts are permanent in DHSNs, positive network externalities occur in two instances. The first is when a new actor joins the network and creates one or more posts. The second is when an existing actor authors a new post. In both instances, the network increases in size and value is added. Not surprisingly, actors post in varying frequencies, and some actors create more posts than others. The mathematical relationship between these two quantities (number of actors and number of posts) often constitutes a power law. Power laws are in contrast with traditional Gaussian averages in that they demonstrate correlated phenomena [15].

Recent research has started to investigate the power law phenomenon in DHSNs. A 2014 study found that the 1% rule, a marketing “rule of thumb”, was consistent across four separate DHSNs [18]. Shortly afterwards, the 1% study was replicated within an Australian DHSN for depression [19]. This study confirmed the 1% rule and found that the ranked distribution of actor contributions fit a specific power law known as a Zipfian distribution.

As outlined previously, DHSNs have the potential to positively impact patients and may play a key role in normalizing disease and influencing medication and treatment adherence [4,5]. If they follow properties of power laws, managers and researchers may be able to account for, and anticipate, fluctuations in growth.
Objective
The objective of this study was to investigate whether the distribution frequency of four DHSNs, each addressing a unique condition, could be described as power curves. To assist future researchers with assessing the distribution frequencies of other DHSNs, a second objective was to describe the method used to determine the comparison.

Methods
Overview
The four DHSNs used in this study are Alcohol Help Center (AHC), Depression Center (DC), Panic Center (PC), and Stop Smoking Center (SSC). All DHSNs are moderated, are free to participants, do not offer any advertising or product promotion, and are components of each website's behavior-change program. The DHSNs have been in existence for a considerable amount of time, ranging from 4.0 to 10.9 years (see Table 1).
Table 1. Digital health social networks.

<table>
<thead>
<tr>
<th></th>
<th>Smoking cessation</th>
<th>Panic disorder</th>
<th>Depression</th>
<th>Problem drinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of last post</td>
<td>August 7, 2012</td>
<td>August 7, 2012</td>
<td>August 5, 2012</td>
<td>August 7, 2012</td>
</tr>
<tr>
<td>Days, n</td>
<td>3978</td>
<td>3866</td>
<td>3411</td>
<td>1474</td>
</tr>
<tr>
<td>Years, n</td>
<td>10.9</td>
<td>10.6</td>
<td>9.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Posts, n</td>
<td>513,586</td>
<td>45,032</td>
<td>12,583</td>
<td>7148</td>
</tr>
<tr>
<td>Registrations, n</td>
<td>45,032</td>
<td>11,372</td>
<td>5151</td>
<td>2584</td>
</tr>
<tr>
<td>Actors who made at least one post, n (%)</td>
<td>9763 (17.7%)</td>
<td>7963 (17.7%)</td>
<td>2767 (24.3%)</td>
<td>1230 (23.9%)</td>
</tr>
</tbody>
</table>

Each program has been extensively studied in the literature [20-32], and program features and functionality have been described elsewhere [18]. The major theoretical underpinnings used to develop the interventions are described in Table 2 [33-42].

Table 2. Theoretical underpinnings of behavior-change programs.

<table>
<thead>
<tr>
<th></th>
<th>Problem drinking</th>
<th>Depression</th>
<th>Panic disorder</th>
<th>Smoking cessation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brief Intervention [33]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Cognitive Behavioral Therapy [34]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Gamification [35]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Health Belief Model [36]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Motivational Interviewing [37]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Social Cognitive Theory [38,39]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Structured Relapse Prevention [40]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Targeting and Tailoring [41]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Transtheoretical Model / Stages of Change [42]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

The four DHSNs are funded and managed by Evolution Health System Inc (EHS) and are part of the firm’s social business model. EHS is a private, research-based organization that builds evidence-based digital programs designed to increase medication and treatment adherence.

All data collection procedures adhered to international privacy guidelines [43-45] and were in accordance with the Helsinki Declaration of 1975, as revised in 2008 [46]. The study was consistent with the University Research Ethics Committee procedures at Henley Business School, University of Reading, and was exempt from full review.

A 5-step process was undertaken to compare actor contributory patterns of the four DHSNs to power curves, as follows.

Step One
Data on all actors who posted one or more posts were imported from each DHSN’s structured query language (SQL) server database to Microsoft Excel. Actors were then ranked, with the actor creating the greatest number of posts assuming the first position, the actor creating the second greatest number of posts in the second position, and so on.

Figure 2 illustrates this ranking process with actors from the AHC DHSN. The actor \(<m>\) created the greatest number of posts in the network (n=462), assuming the rank of one. This is followed by the actor \(<foxman>\) who assumed the rank of two (n=442), and the actor \(<Camiol>\), who assumed the third rank (n=343).
Step Two

Power distributions in ranked data have skewed distributions [14]. To visually determine the skewness, or asymmetry of the DHSNs rank distribution, X-Y scatter plots were created in Microsoft Excel (Figure 3).
Step Three

In Excel, each actor’s ranking was mapped to an equal position on a power curve with a slope of beta defined as $y=10^{\alpha+\beta \log_{10} x}$ (see Figure 2, Column D). We estimated alpha and beta for each of the networks by minimizing the sum of squared residuals based on the observed y and the predicted y.

Step Four

To visually compare each DHSN posts with its corresponding power curve rank function of alpha and beta, X-Y scatter plots were generated in Microsoft Excel, with both axes transformed to logarithmic scales. For DHSN posts, an Excel power trend line was added with the $R^2$ option selected (Figure 4). In this Excel built-in option, Excel applies ordinary least squares (OLS) to estimate $\log(y)=\alpha + \beta \log(x) + \epsilon$. In other words, Excel estimates alpha and beta by minimizing the sum of square residuals based on the observed $\log(y)$ and $\log(\text{predicted } y)$. However, in Step 3, we use y and predicted y to compute sum of squared residuals. This is why the predicted line generated by Excel power trend line option in Step 4 differs from the one we generate in Step 3.

Figure 3. Cumulative posting trends in Alcohol Help Center.

Figure 4. Alcohol Help Center actor ranking and power curve ranking with trendline and R2 value.
Step Five
In SPSS, Spearman correlations were used to compare DHSN posts to the power curve rank function of alpha and beta (Columns C and D in Figure 2). Spearman correlation was employed as the comparison method because it is commonly used in non-linear distributed data and does not make assumptions about the frequency distribution of variables [47].

Results
All four DHSNs were found to have right skewed distributions, indicating that the data were not normally distributed. This also confirmed that a small number of actors created the vast majority of content (Figure 5).

When logged, each of the DHSN’s rank and post frequency data closely resembled power distributions. When Excel power trend lines were added, $R^2$ values indicated that to a very high degree, the variance in post frequencies is explained by actor rank (Figure 6).

To assess strength of the linear relationship between actor rank and number of contributions, and power curve rank, Spearman correlations were calculated (Table 3).

Table 3. Comparison of log-log scatter plots to power curves.

<table>
<thead>
<tr>
<th>Social network</th>
<th>$R^2$</th>
<th>Spearman correlation (sig)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem drinking</td>
<td>.96207</td>
<td>.987 ($P&lt;.001$)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>.96875</td>
<td>.972 ($P&lt;.001$)</td>
</tr>
<tr>
<td>Depression</td>
<td>.97508</td>
<td>.967 ($P&lt;.001$)</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>.94979</td>
<td>.993 ($P&lt;.001$)</td>
</tr>
</tbody>
</table>

Figure 5. Right skewed distributions in four DHSNs.
Discussion

Principal Findings

The four DHSNs analyzed in this experiment differed in several areas. First, they addressed unique topics (two mental health, two addictions). Second, all four groups existed for different periods of time (minimum=4.0 years, maximum=10.9), had varying actor populations (minimum=449, maximum=7963), and total number of posts (minimum=7148, maximum=513,586).

Despite differences in condition addressed, program duration and data collection period, populations, and number of post sizes, results indicate that to a high degree, the distribution patterns of DHSNs resemble that of a power law. As power laws demonstrate correlated phenomena, they can help describe the topology of DHSNs.

Practical Implications

The results of this study have several practical implications for DHSN owners and managers. Unlike the earlier FaceTime example where actor conversations are ephemeral, all DHSN posts remain on the network, and each additional post increases network value. By following the 5-step process outlined in this manuscript, managers can map the growth of their networks and graphically isolate specific types of actors.

As positive network externalities occur with the addition of each post, it is imperative for managers to develop methods designed to retain actors who frequently create content. Past research has identified these actors as superusers [48,49]; however, very little is known about superuser demographic or psychographic characteristics.

Many DHSNs are managed by trained moderators. In health care settings, moderators are often required to read and approve posts, answer usability questions, and manage disputes. Support group moderation is a relatively new but growing profession [50], and to date there are few best practices designed to estimate labor costs. As staffing is often dependent on network size, observing power law distributions may help managers establish budgets and expenditures, such as employee recruitment or training.

Strengths and Limitations

A strength of this study is the use of four separate DHSNs with varying topics, population sizes, and periods of existence. A second strength is that the programs are not actively advertised or promoted, and there is no cost to join or participate. This has resulted in a dataset that contains a naturalistic, self-seeking population with limited participatory barriers.

However, this same strength may also be a weakness. Typically, networks have barriers to entry such as registration fees or membership requirements. A further weakness is that all four networks are managed and maintained by the same organization, and the information architecture of the programs is similar.

Another factor to be considered is that other phenomenon may be better suited to explain network patterns. For example, many smokers make an attempt to quit at the start of a new year [51].
and seasonality may be better suited to explain both short- and long-term DHSN growth.

Also deserving of consideration is that the definition of network value in this manuscript is derived from the economics literature, where the addition of each post creates a positive network externality. In practice, all posts are not of equal value. Certain posts will be frequently visited and commented on more than others, and the value of these posts are arguably greater than posts that are less popular. Trained moderators also viewed, approved, and in some cases edited all posts in this study. Some posts were also deleted due to inappropriate content. In this context, future research may refine the definition of network value.

Finally, the efficaciousness of DHSNs has yet to be firmly established in the literature. Research continues to focus on possible relationships between social network use and increased treatment adherence and measurable health outcomes.

Future Research

To further validate our results, the method used in this study should be replicated in networks that are managed by other organizations, and it would be helpful to focus on a variety of conditions.

Future research should also analyze network growth over time through analyzing longitudinal or panel data. The 5-step method outlined in this paper could be applied to an investigation observing the strength and consistency of power distributions throughout the life span of a single DHSN.

The results of this study indicate that superusers may be important for network growth. Future research should investigate the direction of the causal relationship between superusers and network size. Future research should also seek to gain a better understanding of superuser characteristics, demographics, psychographics, and their survival rates.

Due to the availability of big data, other disciplines are now investigating the importance of the small number of consumers who account for a large percentage of profits [52,53], and health care should follow suit. Leveraging the expertise, wisdom, and experience of patients who are dedicated to sharing their knowledge and experience could possibly translate to increased treatment adherence and efficacy.

Conclusions

This is the first study to investigate power curves across multiple DHSN. To a high degree, the rank and post frequencies of the four DHSNs hold properties of power laws. The implications of the results are important as they give insight to both researchers and managers into the nature and inner mechanisms of DHSNs. Future research examining the characteristics, survival rates, and role of superusers is required.
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Abstract

Background: To earn HONcode certification, a website must conform to the 8 principles of the HONcode of Conduct. In the current manual process of certification, a HONcode expert assesses the candidate website using precise guidelines for each principle. In the scope of the European project KHRESMOI, the Health on the Net (HON) Foundation has developed an automated system to assist in detecting a website’s HONcode conformity. Automated assistance in conducting HONcode reviews can expedite the current time-consuming tasks of HONcode certification and ongoing surveillance. Additionally, an automated tool used as a plugin to a general search engine might help to detect health websites that respect HONcode principles but have not yet been certified.

Objective: The goal of this study was to determine whether the automated system is capable of performing as good as human experts for the task of identifying HONcode principles on health websites.

Methods: Using manual evaluation by HONcode senior experts as a baseline, this study compared the capability of the automated HONcode detection system to that of the HONcode senior experts. A set of 27 health-related websites were manually assessed for compliance to each of the 8 HONcode principles by senior HONcode experts. The same set of websites were processed by the automated system for HONcode compliance detection based on supervised machine learning. The results obtained by these two methods were then compared.

Results: For the privacy criterion, the automated system obtained the same results as the human expert for 17 of 27 sites (14 true positives and 3 true negatives) without noise (0 false positives). The remaining 10 false negative instances for the privacy criterion represented tolerable behavior because it is important that all automatically detected principle conformities are accurate (ie, specificity [100%] is preferred over sensitivity [58%] for the privacy criterion). In addition, the automated system had precision of at least 75%, with a recall of more than 50% for contact details (100% precision, 69% recall), authority (85% precision, 52% recall), and reference (75% precision, 56% recall). The results also revealed issues for some criteria such as date. Changing the “document” definition (ie, using the sentence instead of whole document as a unit of classification) within the automated system resolved some but not all of them.

Conclusions: Study results indicate concordance between automated and expert manual compliance detection for authority, privacy, reference, and contact details. Results also indicate that using the same general parameters for automated detection of each criterion produces suboptimal results. Future work to configure optimal system parameters for each HONcode principle would improve results. The potential utility of integrating automated detection of HONcode conformity into future search engines is also discussed.

(J Med Internet Res 2015;17(6):e135) doi:10.2196/jmir.3831
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Introduction

The Internet has brought about immense change in the way individuals obtain and access health information [1]. It transformed health information distribution from occurring only in the doctor’s office during patient visits (top-down information flow) to a multilateral, asynchronous form of communication. Patients feel empowered to gather and share their own information and to make more informed decisions regarding their own health care [2,3].

A recent study showed that 35% of US adults had used the Internet at one time or another to gather health information about a medical condition that they or someone else had [4]. Of these Internet users, 46% had also sought the advice of a health professional. Conversely, 38% of persons accessing the Internet for health information stated that they managed the health condition at home. Given that more than 30% of US adults have made important health care decisions after accessing the Internet, the quality of Internet-based health information becomes crucial. Another recent study shows that, not less than 60% of Europeans go online when looking for health information [5]. Six out of 10 (60%) Europeans who have found health-related information online thought the information came from a trustworthy source although it remains unclear what they deemed as trustworthy [6].

However, taking into account the quantity of the health-related information available on the Internet in the form of health-related websites or scientific articles, users are often overwhelmed with the quantity of the information available. Recently, efforts have been taken to automatically label online health pages according to the information quality provided on them [7,8]. These research studies remain connected to a certain health domain and to quality criteria defined by study authors. Studies indicate that the quality of the health information found on the Internet is extremely variable [9,10]. Readers have exceeding difficulty in discerning trustworthy from nontrustworthy website content. One approach to this dilemma is to annotate websites that willingly comply to content quality with easily visible badges or icons. This is the approach taken by the Health on the Net (HON) Foundation in HONcode certification [11]. The HONcode is a code of conduct consisting of 8 procedural principles (ie, authority, complementarity, privacy, attribution, justification, contact details, financial disclosure, and advertising policy) that a health website must follow to gain certification [12]. The goal of this process is to create a pool of quality health information available to the general public [13,14]. The HONcode helps the Web user to judge if she/he can trust the information found on the Internet [15,16]. However, because obtaining HONcode certification requires a website manager to voluntarily submit a request for HON review, the scope of existing HONcode certification remains limited.

Search engines represent the source most frequently used. In one survey, 77% of online health advice seekers began their last session at a generalized search engine such as Google, Bing, or Yahoo [17]. A recent European study shows that between 82% and 87% of those who searched for health-related information online used search engines to do so [6]. These search engines typically list results according to popularity rather than quality or trustworthiness. Thus, the first few options they display may not be the best sources of health information. People become confused and anxious after accessing inappropriate health information [18]. Ideally, search engine developers would modify the search engine to promote the most reliable and validated sources of health information. Within the European project KHRESMOI (2010-2014, project No. 2575284), researchers have recently developed tools to automatically assess how well a given website complies with the HONcode principles. Complementing the authors’ and our colleagues’ work in developing the algorithm [19,20], this study presents an evaluation comparing automated detection of HONcode principle compliance with expert assessments for 30 health websites.

Methods

Overview

In this study, the authors compared the results of the automated system detection for HONCode principles for a selection of 30 health websites to the ones obtained during the standard manual HONcode process conducted by senior HONcode experts (eg, an expert with more than 10 years’ experience in HONcode certification). The senior HONcode expert has a medical background; he/she is responsible for training of new HONcode reviewers and deals with complex certification cases.

HONcode Certification Process

Once a site has requested HONcode certification, the expert navigates the pages of the site to identify if the site respects each of the HONcode principles [12].

When principle justification is found on a page (ie, the site conforms to the given principle), the extract and the Web address are added to the HONcode file and stored in a database. When a principle is not respected either totally or partially, recommendations are sent to the site editor. The manual HONcode certification is described in Figure 1.
HONcode Interreviewer Agreement

With the goal of measuring the level of agreement between expert reviewers and estimating the likelihood of an expert giving a false assessment, we compared the assessments done by 3 senior reviewers for a total of 36 websites. Each criterion was rated by all 3 reviewers.

Description of Automated System for HONcode Detection

Automated detection of HONcode principle compliance consisted of the following steps as illustrated in Figure 1:

1. For a given health-related website, a WebCrawler retrieved a maximal set of its accessible Web pages. This proceeded from the website home page and followed the internal links.
2. The system extracted “meaningful content” from the retrieved Web pages within a given website. This content consisted of textual information within the pages.
3. The content extracted from each Web page was then checked by the automated system for compliance with each HONcode principle. The automated system embodied the machine learning framework described in Williams and Calvo [21]. Separate classifiers were built for each of the HON criteria. The classifiers reviewed the Web page material independently because when a document indicated compliance with 1 HONcode principle, it did not exclude the possibility that the document complied with other HON principles (“any-of” classification) [22]. The process of automated HONcode detection was designed in this way to mimic the current manual certification process. However, the automated system systemically checks all the sites’ webpages retrieved unlike the manual system that stops once criterion compliance is detected. The extracts justifying principle compliance collected during HONcode certification formed the training set for the aforementioned classifiers. HONcode certification is multilingual; 34% of certified websites are in English, 28% in French, 10% in Spanish, and 7% in German. However, this study was limited to the English language only. The number of training documents varied from 872 for the criteria “justifiability” classifier to 2861 for the “contact details” classifier. The general classifier system enabled the user to select from different machine learning algorithms, such as naive Bayes, support vector machine (SVM), and others through various parameter settings [23]. The system also enabled choice of different feature types, such as bag-of-words, bag-of-stems, co-occurrence, etc. Additionally, the system implemented a user-configurable variety of feature selection algorithms (term weighting schemata). In this study, the authors specified use of the naive Bayes algorithm for each of the 8 HONcode principles. The algorithm as implemented checked the page content according to 9 different criteria because 1 of the 8 individual HONcode principles (“attribution”) was divided into 2 parts, “references” and “date,” for this study based on previously validated reasons [19].

To specify conversion of document word counts into vector values, the authors used 2 weighting schemes, namely tfc and tfx, in which \( t \), \( f \), \( c \), and \( x \) represent document frequency, inverse document frequency, cosine normalization, and none,
respectively [24]. The document frequency (t) represents the number of occurrences of the given term within the document being classified. The inverse document frequency (f) is calculated as $f = \log(N/D)$, where $N$ is total number of documents within the collection and $D$ represents the number of documents in the collection that contain the given term. Thus, a higher importance is given to a term found in a smaller number of documents within the collection, supposing that the more the documents the term is found in, the less important it is. The final variables indicate whether cosine normalization occurs ($c$) versus none ($x$). This parameter gives more importance to the term occurrences within shorter documents. Thus, the tfc conversion additionally normalizes the score by the document length ($c$).

**Automated System Detection Results Compared to the Manual Evaluation Results**

The authors selected a convenience sample of 30 health care websites for the comparative evaluation (automated detection vs manual rating by a senior HONcode expert). However, only 27 of 30 websites could be processed by the automated system, so study results used the sample of 27 sites. The convenience sample was selected to broadly cover HONcode potential and actual sites as follows:

1. New potentially certifiable websites (n=9): the HONcode experts estimated that these websites did conform to HONcode, but they had not yet been certified.
2. Likely noncertifiable websites (n=9): the HONcode experts estimated that these websites would not conform to HONcode principles when fully analyzed.
3. Newly certified websites (n=4): these websites had been recently certified for the first time.
4. Previously certified HONcode sites (n=5): these websites were chosen because they were awaiting annual reassessment.

For the purpose of the evaluation, the senior HONcode expert manually reviewed each of the 27 websites described. Simultaneously, the automated system for HONcode detection reviewed the 27 websites for each evaluation criterion [19]. The results obtained by the automated system were then compared to the baseline obtained by the expert. **Figure 2** shows the evaluation methods.

**Figure 3** gives a sample page conforming to the “complementarity” criterion. On this page, the information the expert was looking for in the process of manual evaluation is marked in yellow. Additionally, the terms that the automated system identified as important for this criterion are boxed in different colors depending on their level of importance (eg, red=most important, green=least important).
Results

HONcode Principles

Table 1 gives the results of the comparison between manual evaluation and the automated system’s conformity assessment for each of the HONcode principles. When neither manual nor automated analysis found justification of conformity to a given criterion, it was considered a true negative. If a website passed both manual and automated reviews for meeting the specific criterion, it was considered a true positive. The websites where the automated detection system determined the criterion was satisfied but the expert manual evaluation disagreed were considered false positives. The websites where the automated system failed to detect a criterion even though manual review detected it were considered false negatives.
Table 1. Manual versus automated (using tfc and tfx weightings) evaluation (N=27).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Manual</th>
<th>Automated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tfc</td>
<td>tfx</td>
</tr>
<tr>
<td></td>
<td>True(^a)</td>
<td>False(^b)</td>
</tr>
<tr>
<td>Authority</td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td>Complementarity</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>Privacy</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>Reference (attribution)</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>Justifiability</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Contact details</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>Financial disclosure</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>Advertising policy</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>Date (attribution)</td>
<td>21</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\) True negative: both manual and automated did not find criterion was satisfied; true positive: both manual and automated did find criterion was satisfied.

\(^b\) False negative: automated system did not find criterion was satisfied but manual review did; false positive: automated system did find criterion was satisfied but manual review did not.

\(^c\) Criterion detected on a Web page different to the one designated in the manual review.

For 23 websites, the automated system failed to detect the criterion complementarity with tfx, even though manual review detected it. In this setup, the false negatives can be interpreted as silence, whereas the false positives represent the noise.

Table 2 gives the results of the evaluation using precision and recall. In order to present the results in this form, the authors made the assumption that the results that were found on different pages between automated and manual evaluations were seen as positive detections.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>tfc</th>
<th>tfx</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Authority</td>
<td>0.85 (11/13)</td>
<td>0.52 (11/21)</td>
</tr>
<tr>
<td>Complementarity</td>
<td>1.00 (5/5)</td>
<td>0.19 (5/26)</td>
</tr>
<tr>
<td>Privacy</td>
<td>0.88 (15/17)</td>
<td>0.63 (15/24)</td>
</tr>
<tr>
<td>Reference (attribution)</td>
<td>0.63 (10/16)</td>
<td>0.63 (10/16)</td>
</tr>
<tr>
<td>Justifiability</td>
<td>0.42 (5/12)</td>
<td>0.83 (5/6)</td>
</tr>
<tr>
<td>Contact details</td>
<td>1.00 (10/10)</td>
<td>0.39 (10/26)</td>
</tr>
<tr>
<td>Financial disclosure</td>
<td>0.80 (8/10)</td>
<td>0.47 (8/17)</td>
</tr>
<tr>
<td>Advertising policy</td>
<td>0.60 (3/5)</td>
<td>0.19 (3/16)</td>
</tr>
<tr>
<td>Date (attribution)</td>
<td>1.00 (5/5)</td>
<td>0.24 (5/21)</td>
</tr>
</tbody>
</table>

As described in Boyer and Dolamic [19], this study took the entire specific Web page as the unit of evaluation. Even though the results presented in Boyer and Dolamic indicated a high precision for automated detection of the “date” criterion, this study’s comparison had a high number of false negatives using the automated system. For this reason, the authors carried out an additional evaluation using each sentence as the evaluation unit. Table 3 gives the results of this evaluation for criteria “privacy” and “date.” Table 4 gives the results of the evaluation using precision and recall.
Table 3. Privacy and date criteria using sentences versus the whole document approach (N=27).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Manual, n</th>
<th>Automated (tfc), n</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Document</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>True&lt;sup&gt;a&lt;/sup&gt;</td>
<td>False&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Privacy</td>
<td>24</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Date (attribution)</td>
<td>21</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a</sup> True negative: both manual and automatic did not find criterion was satisfied; true positive: both manual and automated did find criterion was satisfied.

<sup>b</sup> False negative: automated system did not find criterion was satisfied but manual review did; false positive: automated system did find criterion was satisfied but manual review did not.

<sup>c</sup> Criterion detected on a Web page different to the one designated in the manual review.

Table 4. Precision and recall of document and sentence automated HONcode detection.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Document</td>
<td>0.88 (15/17)</td>
<td>0.63 (15/24)</td>
</tr>
<tr>
<td>Date (attribution)</td>
<td>1.00 (6/6)</td>
<td>0.24 (6/21)</td>
</tr>
<tr>
<td>Sentence</td>
<td>0.88 (17/24)</td>
<td>0.63 (22/25)</td>
</tr>
<tr>
<td></td>
<td>0.77 (20/26)</td>
<td>0.95 (22/24)</td>
</tr>
</tbody>
</table>

Results on the HONcode Interreviewer Agreement Level

A total of 36 websites were evaluated for each HONcode criterion by 3 HONcode senior reviewers. The results of the evaluated interrater agreement using both percent agreement and Fleiss’ kappa [25] for each of the HONcode principles are presented in Table 5.

Table 5. Interrater agreement, percent versus Fleiss’ kappa (κ).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Percent agreement (%)</th>
<th>Fleiss’ κ</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authority</td>
<td>92.59</td>
<td>.745</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>Complementarity</td>
<td>79.63</td>
<td>-.113</td>
<td>Poor agreement</td>
</tr>
<tr>
<td>Privacy</td>
<td>85.19</td>
<td>.614</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>Reference (attribution)</td>
<td>88.89</td>
<td>.756</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>Justifiability</td>
<td>74.07</td>
<td>.463</td>
<td>Moderate agreement</td>
</tr>
<tr>
<td>Contact details</td>
<td>95.37</td>
<td>.471</td>
<td>Moderate agreement</td>
</tr>
<tr>
<td>Financial disclosure</td>
<td>87.04</td>
<td>.716</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>Advertising policy</td>
<td>85.19</td>
<td>.691</td>
<td>Substantial agreement</td>
</tr>
<tr>
<td>Date (attribution)</td>
<td>79.63</td>
<td>.492</td>
<td>Moderate agreement</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The automated system performed the most poorly when detecting the “justifiability” criterion. Manual expert review indicated that only 6 of 27 websites fulfilled this criterion. The automated system detected this criterion for only 1 website when tfc weighting was used (eg, precision 0.42 with 4 detections on a different page), and for 3 websites with tfx (eg, precision only 0.19). Additionally, the automated system returned a large number of false positives; 7 and 13 for tfc and tfx, respectively. The poor performance of the automated system in detecting the compliance to this criterion might be explained by the fact that the data set used as a benchmark for training natural language processing algorithms for the automated detection is rather small for this criterion (eg, only 872 documents were available). In certain cases, the certain criterion might be not applicable for a given website. In that case, the website conforms to HONcode but the criteria justification will be missing from the collection. This represents the main reason of the small documents set.

When the automated system detected the criterion satisfaction on a different website page than that marked by the expert, additional manual expert review verified that the system was often correct in doing so. For example, for one website [26] the manual evaluation detected the criterion complementarity on the page [27], whereas the automated system detected it on a different page. Manual reexamination of the page on which the criterion justification was detected by the automated system confirmed that it also contained justification for satisfaction of
this criterion. Even though the concept of the automated system is such that it tries to perform as close to manual evaluation as possible, a main difference exists. In the case of manual evaluation, once the criterion (eg, complementarity) is detected, not all the other pages of the website are checked. Contrarily, with the automated system, all pages are crawled before the evaluation step. Thus, the coverage can be much more important. This can also explain the detection of the criteria on other pages than that designated by the expert.

There were certain criteria, such as “date,” in which the automated system performance was unexpectedly poor. For this reason, the study examined an alternative approach using the sentence instead of the document as the classification unit (Table 3). The number of automated system detections for the criterion “date” was increased when the sentence was used as the classification unit. Similar improvements occurred using sentence-level analysis for the privacy criterion. Further studies must determine if such increases obtained using variant methods are statistically significant and should be incorporated permanently into the automatic detection algorithms. Manual analyses detected previously unknown technical problems in automated privacy criterion recognition. For one website, this particular criterion was deemed satisfied on 99% of the site’s Web pages, in addition to the page marked as correct by the expert. This did not occur when documents were used as the classification units. Another technical problem occurred when the automated system was unable to detect the date on the pages where this information was displayed using only numbers (eg, 07/07/2012) without any accompanying explanatory text. The main source of this problem was the system tokenization approach, which ignores numbers. However, changing the preprocessing and keeping the numbers in the tokenization process would not be beneficial for this criterion detection. A number can represent not only a date but also other information, which could result in a number of false positives for this and for other criteria.

As seen in Table 1, the automated system performed capably for certain criteria. The level of agreement between the manual and automated approaches elevated to 70% (eg, contact details with tfc). Such a level of agreement, approaching the 72% human agreement [28], speaks in favor of the automated system as an alternative to the manual approach. However, the system performed poorly in detecting HON principle satisfaction for funding, complementarity, date, and authority.

The privacy criterion is easy to detect for the automated system and humans. In our previous study, the automated detection of the privacy criterion showed precision of more than 92% with good recall of more than 91% [19]. However, during manual evaluation for this criterion, the expert is not only looking for the privacy statement but also verifies its implementation (eg, cookies). The automated system has to rely only on the privacy statement.

For the privacy criterion, the automated system scored 15 correct (of 24 websites that respected this criteria) for the tfc weighting scheme. Fourteen of these were true positives. It also detected criterion satisfaction on a different page than that designated by the expert for 1 website. For 2 websites, the automated system mistakenly detected privacy as satisfied. For 9 websites, the automated system failed to detect privacy satisfaction when the manual expert did so. This behavior is expected because our automated system is tuned to create less possible noise (false positives). The results described here reinforce the previous deduction of privacy criterion being the “easy” one to detect by the automated system.

Changing the weighting scheme to tfx for the privacy criterion resulted in a seeming performance enhancement. The correct results were returned for 17 websites, with no incorrect detections. This might represent random variation in study results or might suggest that the tfx method better detects the privacy criterion satisfaction.

Manual Evaluation Interreviewer Agreement Level

In Table 5, the values of Fleiss’ kappa are rather small when compared to percent agreement. Although the values of .745 for authority and .756 for reference can be interpreted as substantial agreement, they still remain small when compared to percent agreement for these criteria. For the complementarity criterion, the kappa value of -.113 indicates disagreement in contrast to the percent agreement of 79.63% for this criterion. Two effects have been documented that might cause the misrepresentation of the interrater reliability by kappa [29]. The prevalence problem appears when one observation is coded more often than others, resulting in kappa estimation being very low, which is the case for the complementarity criterion in our study. Taking into account the particularity of the data for this criterion, kappa would not be the correct statistic to use. With a kappa value of .463, the criterion justifiability shows moderate agreement between raters (percent agreement 74%). These results show that even during the manual evaluation by experts, the criterion justifiability remains difficult to agree on. These results show that the probability of the expert giving an incorrect evaluation is quite low especially for “easy” criteria such as contact details. However, this probability is somewhat higher for more complicated criteria, such as the justifiability criterion, which further confirms the complexity of this criterion. So, this brief study identifying the level of agreement between expert reviewers shows that the automatic system behaves somewhat similarly to the manual reviewers.

Limitation

In this evaluation, the authors compare automated HONcode conformity assessment to assessments done by a senior HONcode expert. Doing so introduces a bias. It assumes that the experts never improperly assess the presence or absence of HONcode principle satisfaction in documents. Although a HONcode expert has lower likelihood of making a false assessment than other reviewers or other automated systems, we recognize that expert assessments are not always correct, which is shown by the interrater agreement level.

Conclusions

This study analyzed the effectiveness of an automated HONcode criteria compliance detection system. A total of 27 websites chosen with different completion statuses with respect to HONcode certification were included in the evaluation. Study results indicate a relatively high level of agreement between
automatic and manual assessments for some of the HONcode criteria. Nevertheless, for other criteria, the manual approach was clearly superior. Study results suggest that “tuning” the automated detection system through future studies for each specific HONcode criterion may improve the system’s ability to detect individual criterion satisfaction. Study results also indicate that correcting a small number of technical issues in the automated system, such as the problem of not detecting the date criterion on pages displaying this information, may also improve future system performance. Incorporating third-party libraries or systems that have already proven their ability to detect and extract this kind of information might be a solution for this issue. This approach is part of future development for this system.

The KHRESMOI project has attempted to develop a health search engine dedicated to the general public’s needs. “KHRESMOI for Everyone” (K4E) [32] is a multilingual, multimodal search and access system for biomedical information and documents. Because K4E is a specialized search engine for health information, it has specialized tools to help users to discern good quality health information from the poor quality information. K4E offers automatic detection of the 8 HONcode principles with additional trustability levels given as a percentage integrated into the search results. It also identifies the HONcode principles that are currently not being respected by the website as estimated by automatic detection so that the reader is aware of the extent to which the website can or cannot be trusted and which HONcode principle is concerned. This interface is described in detail in Pletneva et al [33]. K4E can be used in the future after further research and development based on study results conducted within the European project Kconnect [34] as a specialized quality health search engine or Web service to target trustworthy health information enabling readers to directly access this information without having to wade through multiple pages of dubious material to get there.

Another potential outcome to this study is further development of the automated detection system to assist in conducting the HONcode certification process. The present manual HONcode certification process is time consuming. Even though the level of agreement between the manual and automated systems is somewhat lower than that of 3 experts (eg, 70% vs 95% for contact details), the authors estimate that HONcode automatic detection systems might provide a first screening; thus, helping in the certification process. In summary, the future of identifying quality, trustworthy health information on the Internet will depend on development of advanced search engines with fine-tuned criterion-matching abilities that can guide users to reliable health information websites.
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Abstract

Background: Since the time of Web 2.0, more and more consumers have used online doctor reviews to rate their doctors or to look for a doctor. This phenomenon has received health care researchers’ attention worldwide, and many studies have been conducted on online doctor reviews in the United States and Europe. But no study has yet been done in China. Also, in China, without a mature primary care physician recommendation system, more and more Chinese consumers seek online doctor reviews to look for a good doctor for their health care concerns.

Objective: This study sought to examine the online doctor review practice in China, including addressing the following questions: (1) How many doctors and specialty areas are available for online review? (2) How many online reviews are there on those doctors? (3) What specialty area doctors are more likely to be reviewed or receive more reviews? (4) Are those reviews positive or negative?

Methods: This study explores an empirical dataset from Good Doctor website, haodf.com—the earliest and largest online doctor review and online health care community website in China—from 2006 to 2014, to examine the stated research questions by using descriptive statistics, binary logistic regression, and multivariate linear regression.

Results: The dataset from the Good Doctor website contained 314,624 doctors across China and among them, 112,873 doctors received 731,543 quantitative reviews and 772,979 qualitative reviews as of April 11, 2014. On average, 37% of the doctors had been reviewed on the Good Doctor website. Gynecology-obstetrics-pediatrics doctors were most likely to be reviewed, with an odds ratio (OR) of 1.497 (95% CI 1.461-1.535), and internal medicine doctors were less likely to be reviewed, with an OR of 0.94 (95% CI 0.921-0.960), relative to the combined small specialty areas. Both traditional Chinese medicine doctors and surgeons were more likely to be reviewed than the combined small specialty areas, with an OR of 1.483 (95% CI 1.442-1.525) and an OR of 1.366 (95% CI 1.337-1.395), respectively. Quantitatively, traditional Chinese medicine doctors (P<.001) and gynecology-obstetrics-pediatrics doctors (P<.001) received more reviews than the combined small specialty areas. But internal medicine doctors received fewer reviews than the combined small specialty areas (P<.001). Also, the majority of quantitative reviews were positive—about 88% were positive for the doctors’ treatment effect measure and 91% were positive for the bedside manner measure. This was the case for the four major specialty areas, which had the most number of doctors—internal medicine, gynecology-obstetrics-pediatrics, surgery, and traditional Chinese medicine.

Conclusions: Like consumers in the United States and Europe, Chinese consumers have started to use online doctor reviews. Similar to previous research on other countries’ online doctor reviews, the online reviews in China covered almost every medical specialty, and most of the reviews were positive even though all of the reviewing procedures and the final available information were anonymous. The average number of reviews per rated doctor received in this dataset was 6, which was higher than that for doctors in the United States or Germany, probably because this dataset covered a longer time period than did the US or German dataset. But this number is still very small compared to any doctor’s real patient population, and it cannot represent the reality of that population. Also, since all the data used for analysis were from one single website, the data might be biased and might not be a representative national sample of China.
online doctor reviews; China health system; quantitative review; qualitative review; patient empowerment; physician quality

Introduction

Overview

Online doctor reviews have been happening across the world since the Internet Web 2.0 came into use in the early 2000s, and they have attracted health care researchers’ attention about how these reviews have been used in different countries [1]. Based on a study conducted in 2012, about 17% of physicians had been rated on the Internet in the United States [2]. In the United Kingdom, about 61% of family physicians who are posted on the National Health Service website have been rated [3]. In Germany, 37% of German physicians were rated on the jameda website in 2012 [4]. Also, the difference between traditional patient reviews of their doctors and the online doctor reviews has been discussed [4], as well as what type of information the online doctor reviews could provide [5]. Further, some research also examined the online reviews in different medical specialty areas, such as dentistry [6] and orthopedics [7]. Some research also raised concerns about online doctor reviews, which may be subject to manipulation or could damage physicians’ reputations [8-12]. At the same time, studies about how health care consumers used the online doctor reviews have been conducted. A cross-sectional survey in Germany showed that about 32% of respondents heard of physician-rating websites, and about 25% had already used a website to search for a physician [13]. A survey conducted via the most popular online social network in the Netherlands found that about one-third of the Dutch population searched for ratings of health care providers [14]. A representative sample of citizens who were at least 15 years old from seven European countries were surveyed. The results showed that among the people who use the Internet for health care-related purposes, on average, more than 40% of people considered the information of these eHealth services to be important when choosing a new doctor [15]. A 2012 survey in the United States showed that 17% of Internet users have consulted physician-rating sites, and 4% of people posted a review online of a doctor [16]. A 2012 study comprised of a nationally representative sample of US citizens found that 59% of the survey respondents said that online doctor ratings are “somewhat important” for them and 19% said they are “very important” for them when they search for a physician [17]. A study also examined what factors may affect consumers’ decisions to adopt online doctor reviews [18].

We can see that various studies regarding online doctor reviews, either based on secondary data on how many doctors have been reviewed online or based on the first-hand survey data on how patients look at those online doctor reviews, have been emerging in the United States and Europe, but there has been no study about whether Chinese consumers use the Internet to review their health care providers. Considering the fact that China has the largest population of Internet users in the world [19], and China is already known for having more than 1 million online doctor reviews by international media [20], this study wants to examine further the current status of online doctor reviews in China.

Without a mature primary care system in China, most Chinese consumers now largely have to self-refer to any health care provider they can afford or who they believe is good based on little to no information [21]. Internet technology brings a new option for Chinese consumers and, particularly, Web 2.0 technology brings the interactive form of information sharing online. The first online local service review website in China was established in 2003—General Public Review Web. At the end of 2014, there were more than 60 million public reviews on General Public Review Web and most of those reviews were about local restaurants or movie theaters [22]. Based on the searches conducted on Google and Baidu, the number one search engine in China [23], and personal meetings with medical professionals in Beijing, the author found a few online doctor review websites in China. Chinese Traditional Medicine Review Web (zydp.org) [24], established in December 2013, focuses completely on reviewing traditional Chinese medicine doctors. Schedule Appointment website (guahao.com) [25], established in 2010, claims that its goal is to help patients to schedule doctor appointments online. At the same time, it also provides a feature to review doctors online. Hao Dai Fu, or the Good Doctor website (haodf.com)—hao means “good” and dai fu means “doctor” in Chinese [26]—is the earliest online doctor review website in China, established in 2006. Its purpose is to provide an online doctor reviewing system for Chinese consumers to review their doctors, and it also helps consumers to select a good doctor for their health care concerns based on online reviews. Also, the Good Doctor website already had more than 1 million reviews by the summer of 2014 [20].

Thus, the purpose of this study is to examine the following research questions about the current status of online doctor reviews in China based on the Good Doctor website: (1) How many doctors and how many specialty areas are available to be rated online on the Good Doctor website? (2) Which medical specialties are most likely to be rated? (3) Which medical specialties receive more reviews? (4) How are the quantitative rating scores distributed? and (5) What are the developing trends of online doctor reviews on the Good Doctor website?

Background

According to meetings with Mr Hang Wang, the founder of the Good Doctor website, the original purpose in establishing this website was to help Chinese consumers to find good and appropriate specialists for their health care problems based on online reviews, after he personally experienced difficulty in finding a good specialist doctor in Beijing. In 2006, the Good Doctor website was launched in Beijing, China, and for the first time an online doctor review system became available for Chinese consumers.

Since its establishment, the Good Doctor company staff has been manually collecting information on Chinese doctors and
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their hospitals by various means—in China, a majority of doctors work at public hospitals where they are employees and have a responsibility for both inpatient service and outpatient service. The staff collected information by visiting hospital campuses in person, making phone calls to hospitals, or searching hospital websites, for those hospitals that had them. The staff then posted the collected information about the doctors on the Good Doctor website for consumers to browse and review for free. They knew that they would not have a national database to rely on and, as a start-up, they had limited human resources. Therefore, their strategy was to start with the largest and most famous hospitals in Beijing and Shanghai, then gradually cover the remaining parts of China, since the most reputable Chinese hospitals are concentrated mostly in Beijing or Shanghai. According to Fudan University’s hospital ranking system, which was based on a peer-review system on hospitals’ medical practice, quality of care, and research [27], 26 out of the 100 best hospitals are in Beijing, and 19 are in Shanghai. The posted information includes each doctor’s name, short biography, specialty area, technical title, and hospitals where they work. Chinese doctors have a technical title system and the title is assigned through an evaluation process. The rank is nationally unified as four levels—from junior to senior levels—from Resident Physician, Attending Physician, Associate Physician, to Chief Physician. On average, every 5 years a doctor can move up one level in this title track. Thus, a title primarily indicates a doctor’s work experience and technical skills, which also determines the consultation fee of a doctor. The Good Doctor website also posts the hospital information where doctors work, such as the hospital name, address, and grade of the hospital. China’s hospital grades are evaluated by a government agency—the National Health Department at the provincial level—and the evaluation standards are based on the hospital facilities, the number of beds, technical equipment, quality of care, the doctors’ skills, etc [28].

Once a doctor’s information is posted on the Good Doctor website, patients can anonymously review those doctors online based on their inpatient or outpatient experiences with the doctor. There are two types of reviews on the Good Doctor website: one is a quantitative review with two measures, treatment effect and bedside manner, which have to be done together, and the other is a narrative open-ended textual review, which can be done separately from the quantitative reviews. Both of the quantitative measures use a 5-level rating scale, from Very Unsatisfied (1), Unsatisfied (2), OK (3), Satisfied (4), to Very Satisfied (5). Over a few years of development, besides the doctor rankings by specialty area based on patients’ reviews, the Good Doctor website has also developed other features. These features include the following: a doctor’s personal webpage on the Good Doctor website where the doctor can post medical articles or health care advice, a doctor’s personal forum where patients can post questions or initiate discussions with doctors that they choose, daily updates of a doctor’s outpatient schedule, appointment scheduling online, telephone consultation, and membership in private patient clubs, etc.

**Methods**

**Data**

Based on the application programming interface (API) provided by the Good Doctor website, this study collected data on 314,624 doctors and their associated 3091 hospitals from the website as of April 11, 2014. After data cleaning by removing the records with missing values or abnormal values, there were 731,316 quantitative reviews, including both treatment effect and bedside manner, and 772,979 narrative textual reviews on 117,624 doctors across China from almost every specialty area. A total of 731,264 records had both quantitative and qualitative reviews. This study focuses on the two 5-scale quantitative reviews only.

Based on the dataset from the Good Doctor website, there are nine major specialty areas and one specialty area called “others,” which groups all the uncommon, small specialty areas not listed separately on the Good Doctor website. Table 1 shows that traditional Chinese medicine, gynecology-obstetrics-pediatrics, internal medicine, and surgery are the four top specialty areas which have the most number of doctors and had the most number of reviews, excluding “others” because it is not a single specialty area. Also, those four major specialty areas consist of 8.7%, 12.1%, 21%, and 18.3% of the total doctor population on the Good Doctor website, respectively, which is similar to the national composition of the doctors by percentage of those four specialty areas—16%, 15%, 20.7%, and 12.9%, respectively [29]. Therefore, this study selected those four specialty areas as the major focus for analysis.
Table 1. Specialty areas, number of doctors, and number of reviews from the Good Doctor website.

<table>
<thead>
<tr>
<th>Specialty areas</th>
<th>Total doctors, n</th>
<th>Doctors receiving reviews, n (%)</th>
<th>Total reviews, n</th>
<th>Average reviews per rated doctor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>2781</td>
<td>1317 (47.36)</td>
<td>7018</td>
<td>5.3</td>
</tr>
<tr>
<td>Traditional Chinese medicinea</td>
<td>27,299</td>
<td>12,011 (44.00)</td>
<td>85,649</td>
<td>7.1</td>
</tr>
<tr>
<td>Gynecology-obstetrics-pediatricsa</td>
<td>38,099</td>
<td>16,506 (43.32)</td>
<td>122,073</td>
<td>7.4</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>1122</td>
<td>483 (43.05)</td>
<td>2869</td>
<td>5.9</td>
</tr>
<tr>
<td>Internal medicinea</td>
<td>66,162</td>
<td>22,345 (33.77)</td>
<td>96,892</td>
<td>4.3</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>1008</td>
<td>495 (49.11)</td>
<td>3592</td>
<td>7.3</td>
</tr>
<tr>
<td>Others</td>
<td>112,483</td>
<td>36,038 (32.04)</td>
<td>226,823</td>
<td>6.3</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>2848</td>
<td>1050 (36.87)</td>
<td>5800</td>
<td>5.5</td>
</tr>
<tr>
<td>Oral health</td>
<td>5106</td>
<td>2671 (52.31)</td>
<td>15,690</td>
<td>5.9</td>
</tr>
<tr>
<td>Surgerya</td>
<td>57,716</td>
<td>24,708 (42.81)</td>
<td>164,910</td>
<td>6.7</td>
</tr>
<tr>
<td>Total</td>
<td>314,624</td>
<td>117,624 (37.39)</td>
<td>731,316</td>
<td>6.2</td>
</tr>
</tbody>
</table>

aSpecialty area that is among the four top specialty areas, which have the most number of doctors.

Table 2 shows the number of reviews for each specialty area in each year. This study ignored 2006 and 2014 data because those two years were not complete calendar years in the dataset. We can see that the number of reviews per year has been increasing over time for all specialty areas, except for 2010 and 2013, both of which had a little dip for all but one specialty area, oral health.

Table 2. Number of reviews for each specialty per year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Cancer</th>
<th>TCMa</th>
<th>G-OB-Pb</th>
<th>IDc</th>
<th>IMd</th>
<th>OPe</th>
<th>Others</th>
<th>Psychiatry</th>
<th>Oral health</th>
<th>Surgery</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>0</td>
<td>22</td>
<td>115</td>
<td>142</td>
<td>155</td>
<td>5</td>
<td>13</td>
<td>108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>387</td>
<td>3351</td>
<td>6745</td>
<td>143</td>
<td>6335</td>
<td>143</td>
<td>11,055</td>
<td>261</td>
<td>642</td>
<td>7912</td>
</tr>
<tr>
<td>2008</td>
<td>691</td>
<td>10,114</td>
<td>16,008</td>
<td>415</td>
<td>12,508</td>
<td>334</td>
<td>26,006</td>
<td>659</td>
<td>1392</td>
<td>17,177</td>
</tr>
<tr>
<td>2009</td>
<td>1000</td>
<td>12,930</td>
<td>18,619</td>
<td>454</td>
<td>13,336</td>
<td>476</td>
<td>33,003</td>
<td>809</td>
<td>1849</td>
<td>21,623</td>
</tr>
<tr>
<td>2010</td>
<td>790</td>
<td>10,349</td>
<td>13,788</td>
<td>309</td>
<td>10,081</td>
<td>361</td>
<td>25,393</td>
<td>655</td>
<td>1900</td>
<td>18,830</td>
</tr>
<tr>
<td>2011</td>
<td>1181</td>
<td>15,186</td>
<td>20,185</td>
<td>520</td>
<td>14,755</td>
<td>671</td>
<td>38,650</td>
<td>954</td>
<td>2571</td>
<td>27,702</td>
</tr>
<tr>
<td>2012</td>
<td>1365</td>
<td>17,676</td>
<td>22,491</td>
<td>531</td>
<td>18,568</td>
<td>846</td>
<td>43,997</td>
<td>1212</td>
<td>3207</td>
<td>33,057</td>
</tr>
<tr>
<td>2013</td>
<td>1292</td>
<td>13,561</td>
<td>19,033</td>
<td>388</td>
<td>16,536</td>
<td>605</td>
<td>38,705</td>
<td>968</td>
<td>3222</td>
<td>30,134</td>
</tr>
<tr>
<td>2014</td>
<td>312</td>
<td>2462</td>
<td>5089</td>
<td>108</td>
<td>4631</td>
<td>156</td>
<td>9859</td>
<td>277</td>
<td>894</td>
<td>8367</td>
</tr>
<tr>
<td>Total</td>
<td>7018</td>
<td>85,649</td>
<td>122,073</td>
<td>2869</td>
<td>96,892</td>
<td>3592</td>
<td>226,823</td>
<td>5800</td>
<td>15,690</td>
<td>164,910</td>
</tr>
</tbody>
</table>

aTraditional Chinese medicine (TCM)
bGynecology-obstetrics-pediatrics (G-OB-P)
cInfectious disease (ID)
dInternal medicine (IM)
eOrthopedics (OP)

Statistical Analysis

In order to further examine the research question of which types of doctors are more likely to be rated, a binary logistic regression model was constructed as follows:

Logit (Ratedi) = Specialty Areai + Physician Titlei + Hospital Leveli + Beijingi + Shanghaii (1)

Ratedi equals 1 if doctor i has been rated, otherwise it is 0. Specialty Areai is a categorical variable which differentiates the four major specialty areas from the rest of the combined specialty areas, combined specialties. The combined specialties combined the other five specialty areas listed by the Good Doctor website—infected disease, orthopedics, psychiatry, oral health, and cancer—with the “others” for concision. Physician Titlei is a categorical variable, too, which indicates doctor i’s technical title from one of the four levels that was discussed earlier. There are three levels of hospital grades—Level 3 is the highest with more beds, better equipment, more highly skilled doctors, etc. This model also controls for Beijing and Shanghai because higher-ranking hospitals are more concentrated in these two cities than in other areas in China.
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The following model examines which specialty area doctors would receive more ratings by using a multivariate linear regression model:

\[
\text{Rating\_count}_i = \text{Specialty Area}_i + \text{Physician Title}_i + \text{Hospital Level}_i + \text{Beijing}_i + \text{Shanghai}_i + \text{error}_i \tag{2}
\]

The dependent variable, Rating\_count, is the number of ratings doctor i received. The independent variables are similar to those in model (1) for doctor i’s specialty area, technical title, hospital level, and whether the hospital is in Beijing, Shanghai, or another area.

**Results**

Regarding the first research question of how many doctors and how many specialty areas are available for review, from Table 1 we can see that there are 314,624 doctors from nine major specialty areas and many small specialty areas combined that are available for online review on the Good Doctor website. Among them, 117,624 doctors have been reviewed since 2006, which is 37.39% of the total doctors available for review. Among those nine major specialty areas, internal medicine has the lowest review percentage at 33.77%, and oral health has the highest review percentage at 52.31%. But since the total number of doctors in oral health is small—only 5106—this study mainly focused on the four major specialty areas, which include the most numbers of doctors: traditional Chinese medicine, gynecology-obstetrics-pediatrics, internal medicine, and surgery. Except for internal medicine, which has a review rate of 33.77%, the other three specialty areas all have a review rate of about 43.32% to 44.00%.

Table 3 shows the binary logistic regression results. We can see that doctors from traditional Chinese medicine, gynecology-obstetrics-pediatrics, and surgery were all about 1.5 times more likely to be reviewed compared to doctors from combined specialties, which is the reference group of the model. Doctors from internal medicine were less likely to be reviewed compared to the doctors from combined specialties. Also, chief physicians were about 4.6 times more likely to be reviewed, associate physicians were about 2.5 times more likely to be reviewed, and attending physicians were 1.6 times more likely to be reviewed than resident physicians. Doctors from Level 3 hospitals were 2 times more likely to be reviewed than doctors from Level 1 hospitals, and doctors from Level 2 hospitals were 1.5 times more likely to be reviewed than doctors from Level 1 hospitals. Doctors in Beijing and Shanghai were 1.5 times and 2 times more likely, respectively, to be reviewed than doctors from other areas of China. All of the estimated odds ratios are statistically significant at a 95% Wald confidence level.

Table 3. Results from the binary logistic regression (n=314,624).

<table>
<thead>
<tr>
<th>Effect (independent variable)</th>
<th>Odds ratio point estimate</th>
<th>95% Wald CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional Chinese medicine</td>
<td>1.483</td>
<td>1.442-1.525</td>
</tr>
<tr>
<td>Gynecology-obstetrics-pediatrics</td>
<td>1.497</td>
<td>1.461-1.535</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>0.940</td>
<td>0.921-0.960</td>
</tr>
<tr>
<td>Surgery</td>
<td>1.366</td>
<td>1.337-1.395</td>
</tr>
<tr>
<td>Chief physician</td>
<td>4.648</td>
<td>4.525-4.774</td>
</tr>
<tr>
<td>Associate physician</td>
<td>2.592</td>
<td>2.526-2.661</td>
</tr>
<tr>
<td>Attending physician</td>
<td>1.624</td>
<td>1.576-1.673</td>
</tr>
<tr>
<td>Level 3 hospital</td>
<td>2.047</td>
<td>1.995-2.100</td>
</tr>
<tr>
<td>Level 2 hospital</td>
<td>1.590</td>
<td>1.548-1.633</td>
</tr>
<tr>
<td>Beijing</td>
<td>1.532</td>
<td>1.486-1.579</td>
</tr>
<tr>
<td>Shanghai</td>
<td>2.102</td>
<td>2.035-2.172</td>
</tr>
</tbody>
</table>

\(^a\) Combined specialties is the reference group for specialty areas, resident physician is the reference group for technical title, Level 1 hospital is the reference group for hospital grade, and other areas is the reference group for Beijing and Shanghai.

\(^b\) Pseudo R\(^2\) = .115.

\(^c\) The dependent variable is reviewed or not.

\(^d\) 5% significance level for all values.

Table 4 exhibits the linear regression results for which types of doctor would receive more reviews quantitatively. We can see that traditional Chinese medicine, gynecology-obstetrics-pediatrics, and surgeon had positive associations with the number of reviews a doctor received, but internal medicine was negatively associated with the number of reviews a doctor received. A chief physician, on average, can have 6 more reviews than a resident physician, which was the largest impact in this model. There are also positive impacts of being an associate physician or an attending physician on the number of reviews a doctor would receive, but the quantitative scale is smaller than that of a chief physician when comparing all of these to a resident physician. Also, being a doctor in Beijing or Shanghai is associated with 3 or 5 more reviews, respectively, than being a doctor in other areas of China. Being a doctor in a Level 3 hospital was associated with more reviews compared to being a doctor in a Level 1 hospital. But interestingly, a doctor working in a Level 2 hospital may receive
fewer reviews compared to a doctor working in a Level 1 hospital. All of the estimates, except for surgery, are statistically significant at a 5% level.

### Table 4. Results for linear regression for doctors in different areas receiving reviews (n=117,624).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Parameter coefficient estimate</th>
<th>Standard error</th>
<th>$t_{11}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.17</td>
<td>0.24</td>
<td>9.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Traditional Chinese medicine</td>
<td>0.62</td>
<td>0.17</td>
<td>3.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gynecology-obstetrics-pediatrics</td>
<td>0.97</td>
<td>0.15</td>
<td>6.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>-2.44</td>
<td>0.14</td>
<td>-17.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Surgery</td>
<td>0.26</td>
<td>0.13</td>
<td>1.95</td>
<td>.052</td>
</tr>
<tr>
<td>Chief physician</td>
<td>6.43</td>
<td>0.19</td>
<td>33.59</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate physician</td>
<td>2.54</td>
<td>0.19</td>
<td>13.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attending physician</td>
<td>0.93</td>
<td>0.22</td>
<td>4.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Level 3 hospital</td>
<td>0.53</td>
<td>0.17</td>
<td>3.10</td>
<td>.002</td>
</tr>
<tr>
<td>Level 2 hospital</td>
<td>-1.29</td>
<td>0.18</td>
<td>-7.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Beijing</td>
<td>3.23</td>
<td>0.18</td>
<td>18.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shanghai</td>
<td>5.37</td>
<td>0.18</td>
<td>29.28</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

---

**Notes:**

- Combined specialties is the reference group for specialty areas, resident physician is the reference group for technical title, Level 1 hospital is the reference group for hospital grade, and other cities is the reference group for Beijing and Shanghai.
- Adjusted $R^2 = .0353$.
- The dependent variable is the number of reviews.
- 5% significance level for all values.

**Figures 1 and 2** show the distribution of the number quantitative ratings a doctor received by the four major specialty areas, in absolute numbers and relative percentages. The distributions for the four specialty areas were quite similar—about 37% to 45% of doctors received 1 review, about 16% to 19% of doctors received 2 reviews, and about 19% to 21% of doctors received 3 to 5 reviews. In a few extreme cases, some doctors had received more than 500 reviews. Therefore, the number of quantitative reviews a doctor received was quite spread out.

**Figures 3 and 4** show the quantitative rating score distribution among the four major specialty areas. We can see, regardless of the specialty area, that most quantitative ratings were positive—82% to 95% of reviews had responses of either Satisfied or Very Satisfied on either the treatment effect or bedside manner measure.

**Figures 5 and 6** display the quantitative rating score distribution for the other small five specialty areas for treatment effect and bedside manner, respectively. Again, the quantitative reviews highly concentrate at the positive end of the rating scores.

Based on **Table 2** and **Figure 7**, which shows the number of ratings over time, we can see that the number of reviews on the Good Doctor website has been growing for all specialty areas over the years, except for a little dip in years 2010 and 2013. The number of rated doctors had been growing, then stayed relatively stable in 2012 and 2013, with a similar little dip in 2010, as **Figure 8** shows. The average number of ratings per doctor over time was relatively stable, within the range of 1.8 to 3.4, as seen in **Figure 9**. Since this study is based on a secondary dataset, further investigation is needed to determine the reason for those specific dips.
Figure 1. Distribution of the number of ratings across four major specialty areas (absolute number).

Figure 2. Distribution of the number of ratings across four major specialty areas (relative percentage).
Figure 3. Distribution of treatment effect ratings across four major specialty areas.

Figure 4. Distribution of bedside manner ratings across four major specialty areas.
Figure 5. Distribution of treatment effect ratings across small specialty areas.

Figure 6. Distribution of bedside manner ratings across small specialty areas.
Figure 7. Number of ratings over time among four major specialty areas.

Figure 8. Number of doctors rated over time among four major specialty areas.
Discussion

Principal Findings

First, we should realize that this study examines a dataset from a single website in China. Compared to developed countries, such as the United States, the United Kingdom, or Germany, the disadvantage of a dataset from a developing country like China is a lack of an official database which could be accessed to obtain the number of doctors in each specialty area at either the hospital level, the provincial level, or the national level. Thus, it is difficult to stratify this dataset to make a nationally representative sample. But the current dataset is an empirical dataset from the earliest and the largest available online doctor review website in China, and the four major specialty areas’ percentage compositions are close to the national level aggregated data. Therefore, this empirical dataset will assist us to understand the current status of online doctor reviews in China.

The average review rate of all doctors over about 8 years on the Good Doctor website was 37.4%, which is close to the national review rate in Germany in 2012 of 37% [4], higher than the review rate between 2005 and 2010 in the United States of 17% [2], and lower than the review rate of family practice physicians in the United Kingdom of 61% between 2009 and 2012 [3]. But it should be noted throughout this study that it was difficult to compare across those countries because the datasets from different countries were collected by different means, and the sample sizes or time periods of those datasets were different.
On the Good Doctor website, 43% of gynecology-obstetrics-pediatrics doctors had been reviewed, which was higher than the review rate of obstetricians in the United States of 33% [2], but lower than that of gynecologists in Germany of 56.9% [4]. We should note that each country’s categorization for specialty area is a little different. The Good Doctor website groups gynecology, obstetrics (OB), and pediatrics as one specialty area. Germany studied gynecology and the United States focused on obstetrics. Thus, that might be a reason why the review rate in China is higher because it covers more specialty areas compared to the United States or Germany. If we look further, statistically, at which specialty areas were more likely to be reviewed by using the logistic regression model, we can see that gynecology-obstetrics-pediatrics was the specialty area most likely to be reviewed in China. It was 1.5 times more likely to be reviewed than all of the other small medical specialties combined, which is similar to a study in the United States that showed the OB specialty was more likely to be rated, compared to other specialty areas [2]. This may indicate, as that study suggested, that obstetrics patients—similarly for gynecology or pediatrics patients in this study—are a mostly young and female population who are more likely to log on and use the Internet [2]. A study in Germany also showed that more women than men had used online doctor review websites [30]. Another possible reason that Chinese gynecology-obstetrics-pediatrics doctors received more reviews might be that children are always the focus of a family and the extended family in Chinese culture, thus consumers paid more attention to the quality of care by these doctors. Previous research also showed that the length of the relationship between a doctor and their patients plays a role in online doctor reviews, and patients who have had a longer relationship with their doctors would be more likely to review their doctors [31]. Not surprisingly, most patients would have a relatively stable and longer relationship with their gynecology-obstetrics-pediatrics doctors than with doctors of other medical specialties, hence they would be more likely to review these doctors. The Chinese dataset used in this study also showed that other major specialty areas—surgery and traditional Chinese medicine—received a similar, higher review rate than that of gynecology-obstetrics-pediatrics, which is a little different from the US and the German data. Surely, traditional Chinese medicine is a mainstream medical specialty only in China. Also, traditional Chinese medicine doctors practice in herbal medicine, which usually has a longer treatment time and is not used for acute diseases. Thus, higher review rates might be due to the length of the patient-doctor relationship, too. Surgeons received more reviews probably because they usually have a longer and more interactive relationship with their patients. But the real reasons why doctors from those specialty areas were more likely to be reviewed need further investigation with richer data.

Doctors from the Beijing or Shanghai areas were more likely to be reviewed and were also likely to receive more reviews than doctors from other areas in China. This might be because, first, Beijing and Shanghai have more famous hospitals than other parts of China [27] which attract not only local patients, but patients nationwide. If a patient is nonlocal, the patient probably has a more serious or uncommon disease requiring them to travel to Beijing or Shanghai. If so, these types of patients are more serious about their doctors and probably more likely to review their doctors. Second, local residents of the metropolitan areas of Beijing or Shanghai have the highest Internet accessibility in China—75% and 70%, respectively—compared to other areas where Internet accessibility is lower than 66% [32]. Therefore, local patients have more Internet access and may be more likely to review their doctors. Thus, the doctors from Beijing or Shanghai would be more likely to be reviewed.

Doctors from Level 3 hospitals were more likely to be reviewed, and were likely to receive more reviews than doctors from the Level 1 hospitals. Level 3 hospitals usually have more beds, better equipment, more highly skilled doctors, and deal with more challenging diseases. Again, this might suggest that patients with more serious health care problems and probably a longer interaction time are more likely to review their doctors. Interestingly, doctors from Level 2 hospitals were more likely to be reviewed than doctors from Level 1 hospitals, but received fewer reviews quantitatively compared to Level 1 hospitals. Specific reasons for this phenomenon needs research and data. But one thing that we should realize is that the Good Doctor website intentionally started their data collection from Level 3 hospitals or famous hospitals from large metropolitan areas in order to help consumers find good specialists. This strategy may have resulted in sample selection problems because on the Good Doctor website, 54% of the doctors were from Level 3 hospitals and 38% of the doctors were from Level 2 hospitals. Compared to the national data, where 49% of doctors work in Level 3 hospitals and 51% of doctors work in Level 2 hospitals (there are no Level 1 hospitals in the national aggregated data), the aggregated compositions are different. In other words, the national statistics indicate that the number of doctors in Level 3 and Level 2 hospitals are close in quantity but the Good Doctor website collected more doctors’ information from Level 3 hospitals to post online for patients to review.

Although, in total, there were more than 700,000 reviews in either the quantitative or the qualitative review sets, the average number of reviews per rated doctor was about 6.2, compared to that of the United States, which is 3 [2], and Germany, which is 2.37 [4]. We should point out that the dataset from the Good Doctor website covers a longer time period than the datasets from either the United States or Germany. If we look at the distribution of the number of reviews that doctors received for the four major specialty areas only (Figure 2), we can see that about 37% to 45% of doctors who received reviews received only 1 review, which is a little lower than that of Germany where 49.7% of physicians received a single review [4]. That also means that among the doctors who received reviews, a higher percentage of Chinese doctors compared to German doctors received more than 1 review. About 74% to 84% of Chinese doctors received 1 to 5 reviews, which is also a lower rate than that of Germany, where 93.4% of doctors received 1 to 5 reviews. This is also consistent with the fact that German doctors received a lower average number of reviews per doctor than Chinese doctors.

There might be a couple of possible reasons why Chinese consumers would like to review their doctors online. First,
without a mature primary care system, Chinese consumers rely more on online doctor reviews to search for a doctor than their Western counterparts. Second, as a developing country, China usually has no formal pen-and-paper-based postvisit surveys to let patients review their health care providers. Some hospitals or clinics may provide a pen-and-paper-based “comment book” in the hospital lobby for patients to leave comments. But this is very informal and most patients ignore the comment book because most hospital lobbies are busy and crowded. Therefore, online reviewing may be the only way, or may be the first time, a Chinese patient can feel free to comment on their doctors with a structured measure. Also, the Good Doctor website was the only online doctor review website in China for a number of years, which may have allowed the Good Doctor website to accumulate more data. Again, further evidence and research are needed to answer the questions of why Chinese patients review their doctors online and how accurate the reviews are.

There has been no study about how Chinese consumers use or look at online doctor reviews or online health care information, and what factors may affect Chinese patients to participate in online doctor reviews. Some research has shown that 59% of American adults used the Internet for health care information and 16% of American adult Internet users have consulted online doctor reviews [33]. A cross-sectional survey conducted in a town in the United Kingdom suggested that the relationship between doctors and their patients may play a role in the patients’ intention to use online doctor review websites [34]. We should expect that more and more studies, either qualitative or quantitative, will investigate what Chinese consumers think about online doctor reviews and how they use them. Many studies have found that most online doctor reviews are very positive [7,35-38]. Similarly, the majority of the online doctor reviews on the Good Doctor website in China were very positive, too. As Figures 3-6 exhibit, on the Good Doctor website across the four major medical specialties, 88% of the treatment effect evaluations and 91% of the bedside manner evaluations were positive. As well, 75% and 86% of ratings were of the highest level for treatment effect and for bedside manner, respectively. Similar distributions were seen for the five small medical specialties. These were all higher than those of the United States [2] or Germany [4], where 50% and 80% of evaluations, respectively, were in the two best rating categories. Different specialty areas may have variations, but these variations were small on the Good Doctor website. A qualitative study based on a randomly selected sample from online doctor reviewing websites in the United States showed that the majority of online doctor reviews were positive, and in addition to the direct interaction between doctors and patients, staff, access, and convenience all affected patients’ reviews of their doctors [37]. Another study also showed that the UK National Health Service Choice website allowed patients to evaluate their family physicians online and the ratings for all the questions were also quite positive [3]. Thus, Chinese consumers are not different in the positively dominated online reviews of their doctors compared to their Western counterparts, but do seem to give a higher number of, and more positive, evaluations of their doctors. An experimental study in Germany suggested that more reviews may lead to more positive perspectives of a doctor [39]. One research study conducted in a metropolitan area in the United States also showed that a physician’s bedside manner and professional knowledge would significantly lead to a higher rating [7]. Reasons why Chinese patients give more positive reviews could be because of cultural differences or the website review procedures. On the Good Doctor website, although the online evaluation is anonymous to the public, the reviewers are requested to leave a phone number so the webmaster can confirm the truthfulness of the review, if needed. This might lead some conservative people to be cautious, thus they may not leave negative reviews. It’s possible that even the name of the website, Good Doctor, may indicate some signal to the consumers as to the nature of the review they should leave. Again, further studies are needed to investigate why the majority of Chinese online doctor reviewers tend to give very positive online doctor reviews.

Conclusions
In summary, many Chinese consumers have reviewed their doctors online as their Western counterparts have done. By April 11, 2014, 314,624 doctors from almost every medical specialty in China were listed on the Good Doctor website for Chinese consumers to review. There were 731,316 records of quantitative review, including both treatment effects and bedside manner, and 772,979 records of narrative textual review on 117,624 doctors from nine major specialty areas and many small unlisted specialty areas. The first contribution of this study is that it is the first, or one of the first, studies to examine the current status of online doctor reviews in China. Second, empirically, this study shows that like other countries, online doctor reviews in China covered almost all major medical specialties. Gynecology-obstetrics-pediatrics, surgery, and traditional Chinese medicine were more likely to be reviewed than the combined uncommon specialty areas, and gynecology-obstetrics-pediatrics and traditional Chinese medicine received more reviews than the combined specialty areas. But another major specialty area, internal medicine, was less likely to be reviewed than the combined specialty areas. All of the model estimates, except for surgery for the quantitative reviews, were statistically significant at the 5% level. Third, again like other countries, the majority of online doctor reviews were positive on the Good Doctor website. And finally, this study shows that the number of doctors may reach a stable level on the Good Doctor website and the number of reviews has been increasing.

Limitations
This research has limitations. First, all the data used for analysis were from one single website, the Good Doctor, although this website is the largest and the first online doctor reviewing website in China. The website’s design change, database change, and strategy change may affect consumers’ decisions to post a review or not, or to post a positive or negative review. Second, the online doctor reviews were anonymous and there was no way to verify the truthfulness, hence, some of the reviews could have possibly been manipulated with some intention. However, the Good Doctor website does have a policy to check the reliability of reviews by asking the reviewers to leave a phone number on the website, which is not available to the public but
only to the webmaster, in order to do random callbacks to verify the truthfulness of the reviews. Third, many doctors received a very limited number of reviews, on average 6 reviews per rated doctor, and those small numbers of reviews may not reflect the reality, or may only partially reflect the reality, of the doctors’ patient populations. Fourth, although China has the largest Internet population in the world, Internet accessibility is still low compared to developed countries around the world—45.8% of the Chinese population has Internet accessibility versus 84% in Germany, 84.2% in the United States, and 89.8% in the United Kingdom [19]. Also, Internet accessibility within China is not equally distributed. On average, about 71% of Internet users are city residents and about 29% are from the countryside, in contrast to 53% of the population being city residents and 47% living in the countryside [32]. Therefore, the digital divide may be preventing many consumers in the countryside from reviewing their doctors online in China.
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